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Spectroscopy Methods for Molecular

Nanomagnets

Michael L. Baker, Stephen J. Blundell, Neus Domingo, and Stephen Hill

Abstract This chapter provides a detailed overview of some of the primary

spectroscopic methods that have contributed to the current understanding of molec-

ular nanomagnets (MNs). These include: electron paramagnetic resonance (EPR);

optical spectroscopy, including magnetic and X-ray magnetic circular dichroism

(MCD/XMCD); inelastic neutron scattering (INS); and muon spin rotation (μ+SR).
For each technique, a historical survey of the most important discoveries is pro-

vided, up to and including the most recent developments. Each section gives an

introduction to the theoretical principles underpinning the techniques, as well as a

description of experimental requirements and protocols. A common theme among

the described spectroscopies is the fact that state-of-the-art measurements typically

have to be performed at major research facilities such as synchrotrons (terahertz

EPR and XMCD), high magnetic field laboratories (EPR), and accelerator facilities

or reactors (INS and μ+SR). Details of such facilities are given where appropriate.

Forefront issues that are addressed in the chapter include: the fundamental proper-

ties of both mono- and poly-nuclear single-molecule magnets (SMMs); the deploy-

ment of MNs in quantum information processing applications; the addressing of

individual magnetic molecules on surfaces or in devices; the probing of spin

dynamics in MNs using EPR, INS, and μ+SR; and studies of long-range magnetic
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ordering in MN crystals. An extensive list of references is provided. The chapter is

intended for physicists, chemists, and materials scientists, particularly junior

researchers who are just starting work in the field.

Keywords Electron paramagnetic resonance � Inelastic neutron scattering �
Magnetic circular dichroism � Muon spin rotation � X-ray magnetic circular

dichroism
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1 Introduction

The chapter begins by introducing electromagnetic/photon probes, starting with a

section on electron paramagnetic resonance (EPR – Sect. 2), which was one of the

first spectroscopic methods applied to the study of single-molecule magnets

(SMMs) [1]. This is followed by a section on surface-sensitive magneto-optical

techniques, including magnetic circular dichroism (MCD) and X-ray MCD

(XMCD), which have found increased applicability in recent years as researchers

have attempted to study the properties of individual molecules grafted onto surfaces

(Sect. 3). The last two sections of the chapter switch to local probes that have mass –

namely inelastic neutron scattering (INS – Sect. 4) and muon spin rotation (μ+SR –

Sect. 5) spectroscopy. Each of the described techniques offers advantages for

studying various types of molecules in different environments. For example,

high-field EPR is particularly suited to investigations of anisotropic molecules

with large magnetic moments. For this reason, an extensive introduction to the

spin-Hamiltonian formalism and the physics of SMMs is given in Sect. 2. Likewise,
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INS is highly suited to studies of the collective excitations of spins in antiferro-

magnetically coupled molecules. Therefore, a more in-depth discussion of such

systems is given in Sect. 4. Less detail is devoted to the deposition of molecules

onto surfaces because this is discussed in detail elsewhere in this book.

2 Electron Paramagnetic Resonance

EPR and, in particular, high-field EPR (HFEPR [2]) have played a pivotal role

in the study of SMMs and other molecule-based magnetic materials. Indeed,

one of the very first papers on the prototypical SMM, [Mn12O12(O2CCH3)16
(H2O)4]·2CH3CO2H·4H2O (Mn12Ac), included continuous-wave (cw) HFEPR

data that confirmed the molecular spin S¼ 10 ground state and appreciable

magnetic anisotropy [1]. This work was followed by more detailed measurements

on both polycrystalline [3] and single-crystal [4] samples, enabling precise

elucidation of a set of effective spin Hamiltonian parameters. Likewise, the first

report of the magnetic properties of the widely studied Fe8 SMM included detailed

cw HFEPR measurements [5]. During the last decade, pulsed EPR measurements

have played an increasingly important role in the study of molecular nanomagnets

(MNs), with a view to their potential use in quantum information technologies

(see, e.g., [6–10]). This section begins with an introduction and background to the

use of cw EPR in the study of SMMs, followed by an extensive survey of the

important applications. The section ends with a short review of recent pulsed EPR

investigations of MNs.

2.1 Cw HFEPR

The importance of high magnetic fields and high EPR frequencies in the study of

SMMs becomes apparent when one examines the simplest effective Hamiltonian

describing the spin degrees of freedom of a well isolated orbital singlet ground state

associated with a 3d transition metal ion [11]. Assuming the symmetry of the local

coordination environment allows for such a description, one may introduce mag-

netic anisotropy by treating the spin-orbit interaction (λL
!
� s!) as a perturbation of

the zeroth-order Hamiltonian describing the effects of electrostatic and ligand/

crystal-field interactions on the basis of orbital states associated with the 3d ion.

This procedure enables a description of the lowest orbital singlet in terms of an

effective spin-only Hamiltonian (effective because the eigenstates are not pure spin

states):

bH ¼ μBB � ge I
$ þ 2λΛ

$� �
� ŝ þ ŝ � λ2Λ$ � ŝ : ð1Þ
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Here, λ is the spin-orbit coupling constant (which is typically reduced relative to the

free-ion value), and Λ
$
parameterizes the matrix elements arising from the spin-orbit

mixing between excited crystal-field states (at energy εi) and the orbital singlet

ground state (at energy εo); it should be noted that Λ
$

contains the energy

denominators, Δi¼ εi� εo. The remaining quantities in Eq. (1) include the effective

spin operator, ŝ , the identity matrix, I
$
, the free electron Landé ge-value, and the

Bohr-magneton, μB. Equation (1) simplifies to the more familiar form [11, 12]:

bH ¼ μBB � g$ � ŝ þ ŝ � d$ � ŝ , ð2Þ

where g
$

and d
$

represent effective Landé and zero-field-splitting (zfs) tensors,

respectively; lowercase d
$
is employed here to differentiate the single-ion case from

the giant spin approximation (GSA) discussed below. The spin multiplicity of the

ground state gives rise to 2s+ 1 eigenstates that, in the absence of spin-orbit

coupling, would be degenerate in zero applied magnetic field. In the typical cw

EPR experiment, a swept magnetic field is employed in order to vary the Zeeman

energy spacing between ms spin-projection states. Resonant absorption of micro-

waves then occurs when the spacing between states connected by the magnetic

dipole selection rule (δms¼�1) is equal to the microwave energy quantum, hv,
resulting in 2s distinct EPR transitions. In the isotropic (λ¼ 0) case, these transi-

tions would all occur at the same resonance field, Bres¼ hv/gμB (�1 T for a

microwave frequency of 28 GHz), i.e., just a single resonance would be observed

(neglecting electron-nuclear hyperfine couplings). For the anisotropic case, the

second term in Eq. (2) lifts the zero-field degeneracies between states with different

absolute ms values, resulting in a separation of the 2 s distinct EPR transitions

observed in a field-swept single-crystal EPR experiment (see Fig. 1 and discussion

below). For a tetragonal crystal-field, the separation between successive EPR peaks

is given byΔBres¼ 2dzz/gμB, where dzz is the only non-zero (uniaxial) component of

the d
$

tensor. One thus sees that the more anisotropic the system, the greater the

field range [¼ (2s� 1)ΔBres] over which the full EPR spectrum extends. Moreover,

in order to access many of the EPR transitions, the microwave quantum, hv, must

exceed the zfs for cases with s>½. For many transition metal complexes, these

constraints require EPR spectrometers that operate over magnetic field and

frequency ranges that far exceed those of commercial instruments. Hence, most

of the data found in the literature on highly anisotropic molecular magnets have

been recorded on home-built spectrometers, many of which are located at major

user facilities such as the high magnetic field laboratories in Dresden/Grenoble [14]

and Florida [15, 16], or terahertz light sources such as BESSY in Berlin [17].

The magnetic anisotropy discussed above also lies at the heart of SMM physics

[12, 18]. Again, considering the uniaxial case with dzz< 0 (easy-axis anisotropy),

the spin “up” and “down” states with ms¼�s lie lowest in energy. Therefore, in
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order for an “up” spin to reverse its orientation, it must overcome an energy barrier

created by the higher-lying intervening spin projection states with |ms|< s. How-
ever, in nearly all cases [19], quantum fluctuations (through barrier tunneling)

prevent complete blocking of the magnetic moment associated with a single 3d
ion. For this reason, all of the early work on SMMs involved large, polynuclear

transition metal clusters with giant ferro- or ferrimagnetically coupled spin ground

states. The stabilization of a giant (~mesoscopic) spin moment suppresses quantum

fluctuations, leading to the situation in which the 20μBmagnetic moment associated

with the S¼ 10 Mn12Ac SMM completely blocks below ~4 K [1, 20, 21]. A full

treatment of the exchange coupling between twelve anisotropic spins is compu-

tationally challenging [20]. However, in many SMMs (including Mn12 and Fe8),

these couplings are sufficiently strong that one may approximate the low-energy/

low-temperature physics by assuming the spins to be rigidly coupled, giving rise to

an effective molecular giant spin, S, ground state [3, 12].

Fig. 1 (a) Zeeman diagram generated for spin S¼ 10 according to a purely second-order giant

spin Hamiltonian, with D¼�0.66 K, E¼ 0, and H//z. The eigenstates are plotted versus the spin

projection,MS, on the left to make a connection to the parabolic energy barrier (Δ) separating spin-
up and down states. Several possible EPR transitions are marked by vertical gray arrows in the

main panel. (b) Temperature dependence of the easy-axis (H//c) HFEPR spectra for Mn12Bu
tAc at

a frequency of 336 GHz. Adapted with permission from [13]. Copyright 2013 American Chemical

Society
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The GSA allows for a description of the low-energy magnetic spectrum of a SMM

using the Hamiltonian of Eq. (2), albeit with the single-ion spin operator, ŝ , replaced

by a corresponding giant spin operator, Ŝ [12]. One can diagonalize (rotate) and

renormalize the molecular D
$

tensor such that the second-order zfs is expressed in

terms of just two parameters: the well known axial and rhombic anisotropy

parameters D and E, respectively. When written in this form, the second term in

Eq. (2) becomes DŜ 2
z þ E Ŝ 2

x � Ŝ 2
y

� �
. Figure 1a shows the Zeeman energy level

diagram obtained using the above Hamiltonian for an easy-axis (D< 0) S¼ 10

system such as Mn12Ac (with E set to zero), with the magnetic field applied parallel

to the easy-axis. The zero-field spectrum is shown to the left of the Zeeman diagram,

illustrating the potential energy barrier (Δ¼DS2) separating spin “up” and “down”

states; the D (¼�0.66 K) parameter employed for Fig. 1a was chosen to approxi-

mately mimic the Mn12Ac SMM [22] (note – 1,000 GHz� 48 K� 33.3 cm�1). The

first thing to note is the ~300 GHz zero-field separation between the MS¼�10 and

�9 states. Frequencies in excess this zfs are therefore required in order to excite EPR

transitions from the lowest-lying MS¼�10 Zeeman level. A single-crystal EPR

experiment performed in the high-field/frequency limit would result in 2S (¼ 20

for Mn12Ac) evenly spaced easy-axis resonances, with a spacing given by

ΔBres¼ 2D/gμB�D/μB� 1 T for the D parameter employed in Fig. 1a; represen-

tative transitions responsible for such resonances are indicated by vertical gray

arrows in Fig. 1a.

Figure 1b shows actual 336.3 GHz absorption mode EPR spectra obtained

for a single-crystal sample of the high-symmetry [Mn12O12(O2CCH2Bu
t)16

(CH3OH)4]·CH3OH (Mn12Bu
tAc) SMM, with the magnetic field applied parallel

to its magnetic easy-axis [13, 22–26]. The first thing to note is the uneven spacing

between EPR transitions, and the fact that these spacings significantly exceed the

ΔBres� 1 T predicted above (Mn12Ac and Mn12Bu
tAc have virtually identical

Hamiltonian parameters [22]). These observations immediately highlight

limitations of the second-order perturbative Hamiltonian of Eq. (2). First and

foremost, the second-order zfs Hamiltonian possesses rigorous D2h symmetry

(or D1h when E¼ 0) [12], which is incompatible with the local S4 point group

(I4 space group) symmetry appropriate to many Mn12 SMMs [18, 22]. In particular,

E is strictly forbidden for Mn12Bu
tAc, and it is clear that a single D parameter

cannot account for the uneven spacing of the EPR transitions seen in Fig. 1b. It was

recognized early on [3, 4] that one could simulate the HFEPR spectra of Mn12Ac

using extended Stevens operators to account for the zfs interactions [12], i.e.,

Ĥ zfs ¼
X2S
p

Xp
q¼0

Bq
p Ô

q
p , ð3Þ

where Ô q
p Ŝx; Ŝy; Ŝz
� �

represent the operators [27, 28], and Bq
p the associated

phenomenological (or effective) zfs parameters. The subscript p denotes the order
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of the operator, which must be even because of the time reversal invariance of the

spin-orbit interaction; the order is also limited by the total spin of the molecule

( p � 2S). The superscript q (� p) denotes the rotational symmetry of the operator

about the quantization (z-) axis. The summation in Eq. (3) includes the second-order

axial anisotropy with D¼ 3B0
2 and E¼B2

2; therefore, the more general GSA Hamil-

tonian is obtained by replacing the last term in Eq. (2) by Ĥ zfs.

Use of extended Stevens operators enables application of the effective spin

Hamiltonian formalism to almost any SMM, as well as many other MNs,

irrespective of symmetry or spin state. A drawback of this approach is the fact

that it can be challenging to relate the obtained phenomenological Bq
p parameters to

the microscopic structural details of the molecule under investigation; we come

back to this issue further below. Nevertheless, the GSA has proven remarkably

successful in terms of explaining many low-temperature magnetic properties of

SMMs, including spectacular effects due to quantum tunneling and quantum

interference, as seen in magnetization hysteresis measurements [12]. HFEPR has

played an essential role in understanding these phenomena by providing direct

access to an underlying spin Hamiltonian (in this case the GSA). In fact, at a very

basic level, quantum tunneling of magnetization (QTM [29, 30]) measurements can

be thought of as a zero-frequency EPR experiment given that hysteresis loop steps

are observed at the level-crossings seen in Fig. 1a [separated by ΔBQTM�D/
gμB� 0.5 T]. Thus, one can extract D and higher-order ( p> 2) diagonal (q¼ 0)

terms from the locations of magnetization steps seen in hysteresis loop measure-

ments performed with the field applied parallel to the magnetic easy-axis

[12]. Meanwhile, off-diagonal (q 6¼ 0, tunneling) terms can, in principle, be deduced

from QTM rates and quantum interference measurements [31]. However, such

studies have only been performed for a handful of SMMs to date, primarily because

of the need to employ specialized high-sensitivity magnetometers (micro-SQUID

[31] or micro-Hall [32]), and because experiments must be performed well below

the blocking temperature (typically �1 K) using dilution refrigerators.

A drawback of the magnetic measurements described above is that hysteresis

loop steps occur at field locations that depend both on the field-independent

interactions, Ĥ zfs, and the field-dependent Zeeman interaction. Thus, it can be

difficult to simultaneously constrain both the g tensor and zfs parameters. This is

where HFEPR becomes extremely powerful. By performing measurements at

multiple high-frequencies, one can independently constrain the field-dependent

(Zeeman) and field-independent (zfs) interactions [32]. For a uniaxial SMM,

application of a field parallel to z (easy-axis) ensures that the Zeeman interaction

appears on the diagonal of the spin Hamiltonian. The effects of the off-diagonal

(q 6¼ 0) zfs interactions are negligible in this situation because the EPR spectrum is

dominated by the lowest-lying Zeeman levels (MS¼�10,�9,�8. . .), and these are
mostly protected from each other, i.e., they do not cross. Even those low-lying

states that do cross (e.g., MS¼ +10 and �9, MS¼ +10 and �8) are largely immune

to the off-diagonal terms because of the enormous differences in spin projection:

the symmetry-allowed Ô 4
4 � 1

2
Ŝ 4
þ þ Ŝ 4

�
� �

interaction connects MS¼ +10 and �6
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(ΔMS¼ 16) only as a fourth-order perturbation; this is the reason why the quantum

relaxation is so slow at these (avoided) level crossings, i.e., the tunneling rates

(gaps) are incredibly small (~Hz for the first few resonances for Mn12). Conse-

quently, the easy-axis HFEPR peak positions vary linearly with applied field, as

seen in Fig. 2a, which plots multi-frequency single-crystal data for Mn12Bu
tAc

[26]. Fits to these data yield gz, D, B
0
4 and, in principle, higher order q¼ 0 terms; gz

is constrained by the slope of the lines through the data points, while the remaining

parameters dictate the field-independent spacings between the data points. Because

these measurements are spectroscopic, they provide extremely tight constraints on

the axial zfs parameters. As such the obtained values are far more reliable than

those deduced from thermodynamic measurements (magnetization, susceptibility,

etc.) that yield data sets with relatively little information content.

The remaining off-diagonal (q 6¼ 0) terms are obtained by applying a large

magnetic field transverse to the easy axis. In this situation, the now dominant

Zeeman interaction dictates the quantization axis so that previously off-diagonal

terms appear along the diagonal of the spin Hamiltonian [32]. The components of

the g- and zfs tensors can then be picked off by applying a magnetic field along

different axes of a single crystal – see Fig. 2. In practice, such experiments are

extremely challenging and time consuming, requiring a cavity (for sensitivity to

small crystals) and two-axis rotation capabilities. Consequently, only a few such

examples involving SMMs can be found in the literature [23, 32–40]. A more direct

approach involves studying a finely ground powder sample. In this situation, all

crystal orientations contribute equally to the EPR absorption (provided the powder

is constrained). By recording the spectrum in derivative mode (using field modu-

lation), features emerge that correspond to the turning points in the full two-axis,

angle-dependent EPR spectrum, i.e., the hard, intermediate, and easy directions,

corresponding to x, y, and z for a rhombic system. Example powder HFEPR spectra

are displayed in Fig. 3 for the biaxial Fe8 SMM [5], illustrating good separation of

the x, y, and z components. However, powder measurements typically require a lot

of sample (>50 mg) because the EPR absorption now extends over the entire

spectrum [ΔBspec¼ 2D (2S� 1)/gμB], as opposed to being concentrated within

just a few sharp resonances. Moreover, the act of making a powder can affect

sample quality, particularly in cases involving volatile lattice solvent molecules

(discussed below [41]). Lastly, one does not know a priori where the turning points

in the spectrum should occur, thus making it difficult to know exactly which zfs

interactions contribute to the anisotropy in the hard plane of a SMM [32]. One can,

in principle, invoke symmetry arguments to eliminate certain possibilities. But this

does not always work for low-symmetry crystals.

Using microwave resonators, HFEPR studies of very small (~0.1 mm3 or

~100 μg) single-crystal samples of high quality become feasible [16]. Field rotation

studies then provide direct information on the symmetries of the dominant trans-

verse zfs operators, as illustrated by the data in Fig. 2c for Mn12Ac [34]. In this case,

the HFEPR spectrum consists of several contributions due to the existence of

multiple species of Mn12 molecule possessing different zfs parameters.
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The dominant central portion of the spectrum (due to ~50% of the molecules)

exhibits a fourfold rotational symmetry, with turning points separated by 45	 [not
the 90	 expected on the basis of the second order rhombic Hamiltonian of Eq. (2)].

One would not know this from a powder measurement, although symmetry

Fig. 2 (a) Fits to the frequency dependence of easy-axis HFEPR peak positions for a Mn12Bu
tAc

single-crystal (see Fig. 1b and [24]); (b) corresponding fits to the hard-plane peak positions. The

easy-axis data constrain the axial (z-) components of the spin Hamiltonian, while the hard-plane

data constrain the transverse components (see main text). (c) 2D contour plot of the T¼ 15 K

HFEPR absorption intensity versus magnetic field strength and its orientation, ϕ, within the hard

(xy-) plane for a deuterated d-Mn12Ac single-crystal (from [24]). The darker shades correspond to
stronger absorption and the resonances have been labeled according to the scheme described in

[33]. Each resonance consists of multiple components (see inset): the central peak exhibits pure

fourfold symmetry, whereas the low- and high-field shoulders exhibit a superposition of two and

fourfold behavior. Fits to the central peak (solid lines) and the shoulders (dashed lines) are

superimposed on the plot, and the approximate orientations of the hard-axes associated with the

intrinsic B4
4 (HB

4
4) and extrinsic E (HE) interactions are indicated. Adapted with permission from

[24]. Copyright 2005 Elsevier
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considerations suggest that the dominant transverse zfs interactions should posses

fourfold symmetry. Closer inspection of the edges of the spectrum reveals satellite

peaks that exhibit a superposition of four and twofold rotation patterns [33]. There

are two such components (each corresponding to ~25% of the molecules) shifted by

90	 so that the summed spectrum retains overall fourfold symmetry. Therefore,

roughly 50% of the molecules in a Mn12Ac crystal experience a significant rhombic

zfs interaction: 25% with E> 0 and 25% with E< 0, so that the average rhombicity

(symmetry) is zero (fourfold). Here, one sees the remarkable detail that one can

obtain from such a spectroscopic measurement; there is no way this amount of

information could be extracted from thermodynamic studies. The findings have

been correlated both with structural studies [42], INS [43] and magnetic hysteresis

measurements in which the rhombic interaction is found to influence the quantum

relaxation behavior [44]. The rhombicity is attributed to a discrete disorder associ-

ated with an acetic acid solvent molecule that directly influences the coordination

(and hence the Jahn-Teller distortion) at one of the MnIII sites. Further details of

this solvent induced disorder are given in the following section and can be found in

[32–34, 42, 43].

2.2 Applications of cw EPR

In spite of the need for very high EPR frequencies (>300 GHz, or >3
 the highest

frequency available at the time commercially), the Mn12 family of SMMs has

attracted by far the most interest up to now. There are many reasons for this,

foremost among them being the fact that Mn12Ac was the first SMM, boasting

the highest blocking temperature until just a few years ago. Indeed, Mn12Ac has

sometimes been used as a model system for demonstrating the efficacy of newly

developed terahertz spectrometers [17, 45] and EPR techniques [46, 47]. Mean-

while, Mn12Ac has presented many mysteries as well. For example, a complete

microscopic understanding of resonant QTM rates remains elusive [12]. The S4

z y x
4 6 8 10 12

5 K

20 K

50 K

Magnetic field (tesla)

Fig. 3 Powder HFEPR

spectra of the Fe8 SMM at

245 GHz at the three

indicated temperatures. The

upper curve for each
temperature corresponds to

the experimental spectrum,

while the lower curve is the
simulated spectrum The x,
y, and z components of the

spectrum are labeled.

Adapted with permission

from [5]. Copyright 1996

EDP Sciences
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symmetry of the idealized Mn12O12 core is so close to being cylindrical that one

expects the quantum tunneling at most of the level crossings (QTM resonances) in

Fig. 1 to be strictly forbidden. The reason for this can be traced back to the second

order effective single-ion spin Hamiltonian of Eq. (2). When one projects the

collective single-ion anisotropies onto the molecular spin S¼ 10 ground state, the

transverse component of the second order molecular anisotropy E Ŝ 2
x � Ŝ 2

y

� �
exactly cancels [12], i.e., E is strictly forbidden on symmetry grounds (one can

think of this as a vector addition in which the transverse components exactly sum to

zero). Consequently, QTM would be strictly forbidden in all resonances for an ideal

Mn12 molecule if the second order Hamiltonian told the entire story. As discussed

below, there are several mechanisms that can give rise to higher order transverse

anisotropies in the molecular Hamiltonian [Eq. (3)] that are compatible with S4
symmetry, e.g., B4

4O
4
4 � 1

2
B4
4 Ŝ 4

þ þ Ŝ 4
�

� �
. Nevertheless, these terms are quite weak,

and they cannot explain the fact that QTM is observed at all resonances in Fig. 1.

However, it does not require much of a distortion to the ideal molecular symmetry

to result in a rapid re-emergence (non-cancelation) of the second-order transverse

anisotropy, which can dramatically accelerate QTM rates. Therefore, many theo-

retical and experimental studies have focused on the role of disorder and other

factors that influence the QTM relaxation in Mn12 SMMs [12, 13, 18, 22–26, 32–34,

42–62].

Perhaps the best illustration of the influence of disorder in SMM crystals

involves an early curiosity associated with Mn12Ac. It had been recognized since

some of the first investigations that roughly 5–8% of the sample relaxes much faster

than the canonical high-symmetry Mn12 species [63]. The faster relaxing molecules

are found in all samples and are believed to be randomly distributed throughout the

crystal [48, 64]. They can be detected either from AC susceptibility measurements,

where they give rise to a small out-of-phase peak at temperatures well below that of

the main species [26], or in low-temperature hysteresis studies where they relax at

much lower fields than the main species [48]. Detailed synthetic work, involving

ligand substitution and crystallization from a variety of solvents, resulted in the

discovery of many different forms of Mn12 possessing the same neutral Mn12O12

core (see, e.g., [13, 22, 26, 38, 53, 65, 66], or [67] for a comprehensive review).

These Mn12 complexes can be grouped broadly into two categories [38, 67]:

(1) fast-relaxing (FR) and (2) slow relaxing (SR). Indeed, a histogram of the

effective magnetization relaxation barriers (deduced from frequency-dependent

AC susceptibility measurements), for around 20 different Mn12 complexes, reveals

a bimodal distribution ([48] and Hendrickson, private communication) with values

in the 25–45 K range for the FR species and the 60–80 K range for the SR species.

In many of the cases where the FR species was obtained in single-crystal form, it

was found that one or more of the Jahn-Teller elongation axes associated with the

MnIII atoms was abnormally oriented [38, 53, 65] in comparison to the usual SR

form [1, 13, 22, 26], thereby significantly lowering the symmetry of the Mn12 core.

Single-crystal HFEPR studies provided crucial insights into the reduced relax-

ation barrier associated with the FR form of Mn12, and the importance of lattice
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solvent molecules [38]. Measurements were performed on a low-symmetry version

of the Mn12Bu
tAc molecule (that co-crystallizes with CH2Cl2/MeNO2 solvents

[65]) in which the Jahn-Teller distortion associated with one of the MnIII atoms

has flipped so that it is close to parallel to the plane of the molecule, in contrast to

the other seven which are roughly perpendicular to this plane. HFEPR studies

revealed only a moderate (~10%) reduction in the molecular D parameter. How-

ever, a very significant molecular E value (~D/6) was found [38]. In other words,

the axial anisotropy is only moderately reduced as a result of re-orienting the local

anisotropy at one of the eight MnIII sites. The very significant second-order rhombic

molecular anisotropy emerges due to non-cancelation of the transverse components

of the single-ion anisotropies. In this case, it is the transverse projection of the axial

anisotropy (d) associated with the abnormally oriented Jahn-Teller axis that gives

rise to the large molecular E value. In turn, this causes very strong mixing of

(or tunneling between) MS states well below the top of the barrier generated purely

on the basis of the axialDŜ 2
z term (see Fig. 1a) [38]. Thus, spins can relax via states

well below the top of the classical barrier, explaining the observed fast relaxation

behavior. The HFEPR studies were extremely challenging due to the low symmetry

structure and because the crystals rapidly lose solvent, leading to a loss of crystal-

linity. In fact, AC susceptibility studies show that the loss of volatile CH2Cl2/

MeNO2 solvent leads to a conversion of the FR species into the SR form, and

subsequent recrystallization of the dried product from a CH2Cl2/MeCN mixture

gives good crystals of the pure SR form [65]. Putting everything together, one

clearly sees here the dramatic influence of the solvent and subtle crystal packing

forces on the quantum properties of SMMs.

The quantum properties of the SR Mn12Ac species are also influenced by an

intrinsic disorder associated with the co-crystallizing acetic acid solvent [32].

In fact, this disorder was recognized early on from EPR line-width studies that

suggested significant strains (distributions) in the molecular D parameters for both

the Fe8 and Mn12Ac SMMs (σD ~ 0.01� 0.02D) [45, 49–52]. However, the impor-

tance of the disordered solvent was made on the basis of combined X-ray and

powder HFEPR studies [42]. The acetic acid forms a hydrogen-bond to the

Mn12O12 core, resulting in a distortion of the coordination environment around

one of the eight MnIII atoms. Although each solvent molecule occupies a position

between adjacent Mn12 molecules, it can hydrogen-bond to only one of them,

resulting in a statistical distribution of solvent isomers with either 0, 1, 2, 3, or

4 hydrogen bonding interactions to the acetic acid. A small fraction of these isomers

maintain S4 symmetry, while the remainder adopt a lower symmetry. Ligand-field

calculations show that the low-symmetry isomers acquire non-negligible molecular

E values, again due to imperfect cancelation of the transverse components of the

second-order single-ion anisotropies [42]. However, the Jahn-Teller axes remain

approximately parallel, so the effect is far weaker than the case of the FR Mn12
species. Consequently, the influence of the disorder on the QTM relaxation is

subtle, albeit measurable [32, 44]. Meanwhile, the solvent isomerism is very

apparent in angle-dependent single-crystal HFEPR measurements (a subset of
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these data are displayed in Fig. 2c [32–34]). In particular, it is found that the

low-symmetry isomers have their easy-axes tilted slightly away from the average

crystallographic S4 (c-) axis; the half-width of the distribution is less than 1	

[18, 33], illustrating the remarkable resolution of the EPR technique. Moreover,

the tilting and rhombicity (see Fig. 2c) are correlated, as expected on the basis of the

solvent isomer model [42].

The original Mn12Ac can be modified to obtain new high-symmetry Mn12
SMMs [13, 22–26]. Approaches include substitution of the acetate ligand with

bulkier ones such as BrCH2CO2
� (BrAc [23, 26]), or ButCH2CO2

� (ButAc [13, 24,

25]); water molecules may also be exchanged with alcohols [22]. These modifications

primarily influence the environment of the Mn12O12 molecule, without affecting

internal couplings. Therefore, the S¼ 10 ground state is retained. To date, three

new high-symmetry Mn12s have been synthesized and interrogated by

HFEPR. They include: [Mn12O12(O2CCH2Br)16(H2O)4]·4CH2Cl2 (Mn12BrAc

[23–26]), [Mn12O12(O2CCH2Bu
t)16(MeOH)4]·CH3OH (Mn12Bu

tAc [13, 24, 25]),

and [Mn12O12(O2CCH3)16(CH3OH)4]·CH3OH [Mn12Ac/CH3OH] [22]. The latter

compound is essentially identical to the original Mn12Ac except that the acetic acid

solvent is replaced by methanol. All three complexes possess fourfold symmetric

crystal structures (I41/a for the BrAc and I4 for the other two). In the latter two

compounds, both the Mn12 molecule and the single CH3OH solvent reside on I4 (S4)
axes and, although the solvent is disordered, it resides far from the Mn12 core [13, 18,

22]. Consequently, hydrogen bonding interactions of the kind found in the original

Mn12Ac are absent. The situation in the BrAc complex is slightly different

[26]. There are hydrogen bonding interactions between solvents and the Mn12 core.

However, because of the 4:1 ratio of CH2Cl2 and Mn12, these interactions do not

perturb the S4 symmetry of the core. Nevertheless, the CH2Cl2 solvent is quite

volatile.

Careful studies of the three newer high-symmetry Mn12 complexes reveal

remarkably clean HFEPR spectra, with absolutely no evidence for the solvent

isomerism/disorder found in the original Mn12Ac [13, 22–26]. Angle-dependent

single-crystal HFEPR spectra for the Mn12Bu
tAc complex exhibit the ideal fourfold

behavior expected on the basis of the intrinsic S4 symmetry of the Mn12O12 core

[13, 24, 39]. However, measurements performed on the BrAc complex show a

considerable degradation of the EPR spectra when the samples are exposed to air

for an extended period [18, 22, 26]. This exposure (or, more precisely, removal

from the mother liquid) results in a loss of the volatile CH2Cl2 solvent from the

lattice. Over time, the HFEPR spectra start to resemble those of the original

Mn12Ac, with simulations suggesting that the solvent loss generates a similar

orientational disorder. Moreover, comparisons of QTM measurements performed

on pristine and dried samples reveal remarkable differences [26, 68], once again

demonstrating that solvent disorder has a profound influence on the QTM dynamics

of high-symmetry SMMs. Similar investigations for a Mn12 benzoate complex

involving combined magnetic and frequency domain magnetic resonance (FDMR

[69] – EPR performed in the frequency domain) measurements concluded that
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disorder did not influence the QTM relaxation [57]. However, the Mn12 benzoate

complex possesses a low symmetry structure to begin with, i.e., it belongs to the FR

species [67]. Therefore, it would require an inordinate degree of disorder to

accelerate the QTM relaxation beyond the rate dictated by the intrinsic second-

order transverse anisotropy. In a related study, it was argued that differences in

relaxation found for Mn12Ac and Mn12Bu
tAc are due to differences in dipolar field

distributions [62], which are known to play a role in mediating the collective

quantum dynamics in SMM crystals [70]. However, this study ignored the

documented disorder in Mn12Ac [42]. Instead, comparisons between Mn12Ac and

Mn12Ac/CH3OH allow for an unbiased assessment of this controversy because they

have the same structures and, hence, the same dipolar field distributions

[12]. HFEPR studies reveal essentially identical axial anisotropy parameters

(D and B0
4), within the experimental uncertainty. Meanwhile, the measured effec-

tive relaxation barrier is measurably lower for Mn12Ac, demonstrating that the

intrinsic solvent disorder increases QTM (MS state mixing) and promotes under-

barrier relaxation [22].

Comparisons of EPR spectra obtained across families of closely related

compounds (e.g., Ni4, Mn3, and Mn4) demonstrate that the solvent-free

complexes (when they exist) consistently exhibit much sharper spectral features

[12, 41, 71]. Stated differently, solvent-containing compounds tend to suffer from

disorder that causes significant inhomogeneous broadening (D, E, etc., strain) of the
EPR spectra; in some cases, the differences in EPR line-widths can be a factor of

10 between the solvent-containing and solvent-free members of a family

that otherwise possess identical molecular cores and identical axial anisotropy

parameters [41]. It is assumed that the disorder is related primarily to the loss of

solvent from the lattice, although the solvent molecules themselves can be

disordered as well. Samples containing more volatile solvents tend to display

more disorder [26, 72]. It is therefore not surprising that combined HFEPR and

QTM investigations of solvent-free SMMs have revealed important new insights

into the physics of SMMs [12, 73–79]. Foremost among these is the clear

observation of QTM selection rules dictated by the intrinsic C3 symmetry of a

triangular Mn3 SMM [75].

In comparison to other bulk low-energy spectroscopic probes (e.g., INS and

FDMR), cw HFEPR offers exceptional sensitivity and energy resolution. Indeed,

the instrument resolution is limited primarily by the specifications of the magnet

(<10 ppm is achievable [80]). The true resolution is therefore usually limited by

sample quality. The availability of solvent-free crystals combined with the high

resolution of EPR has thus enabled many detailed studies (beyond those described

so far) that have made important contributions to the current understanding of MNs.

Several such studies have focused on the origin of higher order ( p> 2) terms in the

GSA (Eq. (3) [12, 35, 37, 39, 40, 71, 74–78, 81]). Ligand-field calculations based on

non-perturbative methods are known to generate fourth order corrections to Eq. (2)

[82], and these terms can in principle survive when projected onto the ground spin

state of a multinuclear SMM. However, single-ion zfs interactions of order greater

than 2 are strictly forbidden for a spin s¼ 1 ion such as NiII due to the limited
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dimension (3
 3) of the Hamiltonian matrix. The S4-symmetric solvent-free [Ni

(hmp)(dmb)Cl]4 (Ni4) cluster therefore serves as an interesting case study, given

that single-crystal HFEPR studies similar to those presented in Fig. 2 reveal

significant fourth-order GSA parameters (both B0
4 and B4

4) associated with the

S¼ 4 ground state [35–37]. Due to the relatively small size of this molecule one

can employ a microscopic Hamiltonian that separately takes into account the local

spin-orbit anisotropy at each NiII site, together with the exchange coupling between

the ions [74]:

bH ¼
X4
i¼1

μBB � g$ i � ŝ i þ ŝ i � d
$

i � ŝ i
� �

þ
X4
i<j

ŝ i � J
$

ij � ŝ j: ð4Þ

As can be seen from comparisons with Eq. (2), the first summation accounts for the

second-order local anisotropy and Zeeman interaction at the four NiII sites (labeled

by the index i). The second summation parameterizes the exchange interactions

between spins i and j. Equation (4) perfectly reproduces the single-crystal HFEPR

data for Ni4, including the uneven easy-axis peak spacings (attributed to B0
4 within

the GSA description), and the fourfold symmetry obtained from angle-dependent

measurements (attributed to B4
4 within the GSA) [35–37]. Moreover, independent

HFEPR measurements of the d
$

i tensors, including their orientations, was made

possible by studying a solid solution sample of [NixZn1�x(hmp)(dmb)Cl]4
(x¼ 0.02) [83]. Therefore, the only adjustable parameter in the fits to the HFEPR

data was the exchange coupling constant, J, which was assumed to be isotropic and

the same for all contacts. In other words, the apparent fourth order anisotropy is

connected with the exchange coupling within the cluster.

As noted previously, one can determine the second-order anisotropy for a

coupled spin system via a procedure that involves projecting the individual

second-order anisotropies onto the molecular spin state [74, 84]. However, this

procedure is only exact as long as the molecular spin quantum number is exact. If

the exchange coupling within a molecule is weak, excited spin states will mix with

the ground state. In such situations, the projection method is approximate. One still

expects the second-order transverse components to cancel for situations in which

the molecular symmetry forbids a rhombic anisotropy, e.g., tetragonal Mn12 and

Ni4, or trigonal Mn3 [12]. However, the transverse components can emerge at

higher orders in these situations via the mixing with excited states. By performing

a numerical mapping between the parameters employed in the two models [Eqs. (3)

and (4)], one finds that the higher order GSA terms scale as inverse powers of the

exchange coupling, i.e., |J|� n, where 2n¼ p� 2 [74, 77]. In essence, the interaction

(mixing) between spin multiplets renormalizes the energies within each multiplet.

The extent of the mixing depends on the proximity of excited spin states. The

renormalization is then captured by adding higher order terms to the GSA Hamil-

tonian: fourth-order terms arise through first-order mixing, with the energy denomi-

nator given by the appropriate multiplet spacing, which is proportional to J, i.e.,
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B4
4 / |J|� 1; sixth-order terms arise through second-order mixing, i.e., B6

6 / |J|� 2,

and so on [12, 77]. These ideas have been beautifully verified through detailed

HFEPR studies on Ni4 [35–37], Fe3Cr [40], Mn3 [73–77], Mn4 [78, 79], a Mn3
3

grid [81], and even Mn12 [38]. Importantly, these findings demonstrate that EPR

can provide detailed information about the exchange interactions within a SMM,

something that was previously thought to be possible only via INS. The magnetic

dipole selection rules forbid inter-spin-state transitions. However, the afore-

mentioned spin-state mixing provides indirect access to the exchange physics,

and inter-spin transitions can even become allowed in situations where the mixing

is strong [81, 85, 86]. Another important conclusion concerns situations with little

or no symmetry, where it is clear that any of the terms in Eq. (3) can exist [77]. This

has important implications for QTM selection rules, suggesting that disorder can

cause tunneling in any resonance, thereby perhaps explaining why intrinsic sym-

metry enforced QTM selections rules were only observed recently in a solvent free

SMM [12, 87]. On the flip side, these investigations demonstrate that one should in

principle be able to completely switch off quantum tunneling in high symmetry

SMMs if strong enough exchange coupling can be achieved, because all of the

symmetry allowed transverse GSA interactions scale as |J|� n.

Until fairly recently, most SMM research was directed towards polynuclear 3d
transition metal clusters, with the synthetic goal of maximizing both the molecular

spin state and the cluster anisotropy [88, 89]. However, a number of factors have

limited progress based on this strategy, with the record blocking temperature for a

Mn6 cluster [88] only just surpassing that of the original Mn12 SMM [1]. Limiting

factors include: (1) a tendency for exchange interactions to be both weak (few

cm�1) and often antiferromagnetic; (2) the fact that orbital momentum is usually

quenched, thus significantly suppressing the magnetic anisotropy; and (3) the

difficulties associated with maximally projecting any remaining (second order

spin-orbit) axial anisotropy onto the ground spin state of a SMM. HFEPR studies

have addressed the latter issue by focusing on families of closely related Mn3 and

Mn6 SMMs [76, 84, 90, 91], where the Mn6 molecule can be thought of as a

ferromagnetically coupled [Mn3]2 dimer. A particular attraction is the fact that

one can switch the sign of the exchange within the triangular [MnIII]3 units, thereby

achieving both high-spin (S¼ 6) and low-spin (S≲ 2) states (or S¼ 12 and S¼ 4

states in the case of Mn6). Extensive studies of spin states ranging from S¼ 4 to

12 (also including Mn12) reveal experimental anisotropy barriers that vary by no

more than a factor of 2 [76], in spite of the fact that the Jahn-Teller axes on the MnIII

ions are reasonably parallel in all cases. The reason for this is again related to the

projection of the single-ion anisotropies onto the molecular spin ground state. The

molecular D value is given by a weighted sum of the anisotropies of the constituent

ions (di), where the weighting is inversely proportional to the total molecular spin,

S [84, 92]. Thus, D decreases as S increases. If all spins are coupled ferro-

magnetically and their d
$

tensors parallel, the theoretical best that one can hope

to achieve is a molecular barrier (~DS2) that scales linearly with S or N (the number

of spins in themolecule) [76]. Experiments comparingMn3 (S¼ 6) andMn6 (S¼ 12)
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broadly agree with this rule, even though it is exact only in the large N limit. The

situation is worse when comparing low-spin and high-spin molecules, where theory

predicts a weaker dependence of the barrier on S [84], i.e., the barrier is almost

S independent [92]. Again, this is borne out by experiment [76]. Therefore, it is no

surprise that the optimum [MnIII]N SMM has a nuclearity of just six [89]!

Given the above situation, it has become clear that the more direct route to

SMMs that can be used in practical devices involves the use of magnetic ions that

exhibit considerably stronger magneto-anisotropies than those that have tradition-

ally been used in the synthesis of large polynuclear clusters, e.g., orbitally degen-

erate transition metal ions, or heavier elements with Hund’s-coupled (J¼L + S)

moments and strong crystal-field interactions. Examples include certain high-

symmetry and/or low-coordinate 3d transition metal complexes (FeI [19], FeII

[93, 94], CoII [95–97], even NiII [98]), as well as elements further down the periodic

table such as the 4d, 5d, 4f, and 5f elements [99–102]. The discovery in 2003 of a

SMM comprising just a single lanthanide ion sandwiched within a

bis-phthalocyanine structure clearly justifies this approach [99], resulting in an

explosion of activity focused mononuclear SMMs. More recent efforts have

focused on achieving strong exchange within low-nuclearity complexes (dimers,

trimers, etc. [103–107]) of highly anisotropic magnetic ions. This has resulted in

SMMs with quite dramatic increases in both their anisotropy barriers and the

technologically relevant blocking temperature. The current benchmark is an N2
3�

radical bridged Tb2 complex that exhibits hysteresis all the way up to 14 K and a

barrier of ~330 K [106], i.e., a factor of 4 to 5 higher than Mn12.

In spite of the relative simplicity of some of the more recent SMMs in compar-

ison to, e.g., Mn12, the strong anisotropy presents a considerable challenge to the

HFEPR community because zfs energies often exceed 20 cm�1 (ffi 0.6 THz). The

FDMR [69] and frequency domain fourier transform (FDFT [17, 108]) techniques

both represent forms of broadband low-frequency (THz or far-infrared) optical

spectroscopy that can provide access to excitations in this range (up to about

1.5 THz). Moderate magnetic fields may also be applied to distinguish magnetic

excitations from electronic ones. This approach is becoming more applicable as

more labs acquire/develop the appropriate hardware to perform such measure-

ments. Some representative examples where magnetic excitations in the

20�40 cm�1 range have been reported include: hexaaqua FeII [109]; penta-

coordinate NiII [110]; square planar CoIII [111]; and low-spin pseudo-octahedral

MnIII [112].

An orthogonal approach to the frequency-domain techniques described above

involves taking advantage of very high-field magnets. The idea here is to compete

the Zeeman interaction against the field-independent terms in Eq. (2), thereby

providing access to HFEPR transitions that are highly constrained by the zero-

field anisotropy [97, 98, 113]. Two examples of such measurements are given in

Fig. 4: the first involves an octahedral s¼ 3/2 Re
IV complex with a biaxial magnetic

anisotropy [113]. In this situation, a ground state level-crossing (ms¼�3/2, �½)

can be induced upon application of a magnetic field parallel to the hard (z-) axis.
The location of the level crossing is directly related to the zero-field gap between
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the two Kramers doublets. Importantly, EPR transitions can be detected at rela-

tively low frequencies (50–100 GHz), in the vicinity of the level-crossing, enabling

the use of highly sensitive cavity perturbation methods [16, 114]. Cw HFEPR

facilities exist at the US National High Magnetic Field Laboratory (NHMFL) in

Florida [115], providing magnetic fields up to 45 T, while experiments at the

Dresden High Magnetic Field Laboratory in Germany can be performed in pulsed

magnetic fields of up to 70 T [14, 116]. A rough rule of thumb gives 28 GHz/T

(~1 cm�1/T for g¼ 2) of tuning, i.e., ~1.3 THz (or 45 cm�1) in Florida and ~2 THz

Fig. 4 (a) Main panel: HFEPR peak positions for a single-crystal of (NBu4)2[ReCl4(CN)2] at

1.3 K (open squares), with the field aligned close to the z-axis of the d
$

tensor. Intra-Kramers

powder peak positions are also included in the low-field region (solid circles). The solid lines are
the best simulations of the peak positions employing Eq. (2). Inset: representative high-field

spectra obtained at the two indicated frequencies. Reprinted with permission from [113]. Copyright

2012 American Chemical Society. (b) HFEPR peak positions for a single crystal of [Ni(Me6tren)

Cl](ClO4), with the field aligned within the hard plane. A Jahn-Teller distortion gives rise to three

molecular orientations, A, B, and C, resulting in multiple resonance branches (see [98] for details).

The solid lines represent the best fit to Eq. (2) for peaks A and B, with the obtained zfs parameters

given in the figure; the dashed line represents the predicted locations of transitions associated with
the C orientation. Reprinted with permission from [98]. Copyright 2013 American Chemical

Society
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(or 70 cm�1) in Dresden. These ranges can be extended by combining high-fields

and high frequencies (up to 1 THz at both facilities); under the right conditions, the

two can add so that zfs energies of order 80–100 cm�1 become directly accessible

[98]. One may obtain exceptionally tight constraints on all of the relevant param-

eters of the spin Hamiltonian by conducting measurements over a wide range of

frequencies, then performing fits to so-called “Florida Maps” (see, e.g., Fig. 4).

Figure 4b displays a second example involving an orbitally degenerate trigonal-

bipyramidal NiII (d8) complex with easy-axis anisotropy [98]. The zero-field

spectrum consists of a pair of low-lying singlets that are very well isolated from

the next singlet on account of an unusually high axial anisotropy associated with

this coordination geometry. The low-lying singlets are split by a rhombic e term,

which can be directly measured from the zero-field intercept (¼2e) in Fig. 4b.

However, the third singlet is estimated to lie >3 THz above the low-lying singlets,

rendering it inaccessible to essentially any currently available EPR spectrometer. A

solution to this problem involves application of a magnetic field transverse to the

easy-axis, with the goal of reaching a regime where the transition energy/frequency

between the low-lying singlet levels depends linearly on the applied field. Extrap-

olation of the linear region back to zero-field provides a direct measure of the axial

anisotropy, in this case the axial d parameter if one chooses to approximate the ion

as a spin-only s¼ 1 species. The linear regime has not yet been reached, even at the

highest field in Fig. 4b. However, fits to the data suggest a huge d value in the range
from �120 to �180 cm�1, which may be a record determination on the basis of

EPR [98].

We conclude this section with an example involving a HoIII (4f 10) SMM

encapsulated within a high symmetry polyoxometallate (POM) cage [102]. The

encapsulation preserves the intrinsic properties of the nanomagnet outside of a

crystal. Consequently, these compounds are of potential interest in terms of the

types of molecular spintronics applications discussed in the following section

[8, 9]. A significant magnetic anisotropy arises due to a splitting of the Hund’s

coupled total angular momentum (J¼L+ S¼ 8) ground state in the POM ligand

field. The high symmetry again gives rise to a pair of isolated low-energy singlets,

akin to the preceding NiII example. EPR studies at 50.4 GHz (Fig. 5) reveal a highly

anisotropic eight line spectrum corresponding to transitions between the low-lying

Zeeman-split mJ¼�4 components of the J¼ 8 multiplet, split by a strong hyper-

fine interaction with the I¼ 7/2 Ho nucleus (100% natural abundance) [102]. Mean-

while, X-band (9 GHz) studies reveal the presence of an appreciable zero-field

tunneling gap of ~9 GHz between the mJ¼�4 states, leading to a highly non-linear

field-dependence of the spectrum at low-energies (see Fig. 5 [102]). The tunneling

gap provides important information concerning the transverse components of the

ligand-field that are inaccessible by other experimental methods. It has been

postulated that the tunneling gap could provide an optimal operating point for

coherent spin manipulations at X-band, which leads naturally into the next section

dealing with pulsed EPR applications.
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2.3 Pulsed EPR

We conclude this section on EPR by briefly reviewing the growing number of

recent pulsed EPR studies involving MNs. These methods are employed primarily

to obtain dynamical information related to molecular spin dynamics, as opposed to

the static spectroscopic details described in the preceding sections. Nevertheless,

one can often infer important information concerning the static spin Hamiltonian

based on, e.g., a theoretical understanding of the magnetic field or temperature

dependence of relaxation times. More importantly, knowledge of these relaxation

times/mechanisms is of crucial importance if one is to eventually employ MNs in

spintronics applications. Experiments involve the use of coherent pulses of micro-

wave radiation that are tailored to produce controlled rotations of the magnetization

within a sample. The basic principles of pulsed EPR [117] are similar to pulsed

NMR. The main challenge concerns the much faster electronic relaxation rates in
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Fig. 5 Multi-frequency, single-crystal EPR spectra for a Na9[Ho0.25Y0.75(W5O18)2] complex

(right inset), with the field applied parallel to the z-axis of the zfs tensor. Measurements at

50.4 GHz (top) reveal an eight-line spectrum corresponding to transitions within the lowest

mJ¼�4 crystal field levels of the Hund’s coupled J¼ 8 ground state, split by a strong hyperfine

interaction with the I¼ 7/2 HoIII nucleus. 9.7 GHz measurements (lower-left) reveal the presence
of an appreciable tunneling gap, Δ� 9 GHz, between the mJ¼�4 states, leading to a highly

non-linear field-dependence of the Zeeman levels at low-frequencies (main panel – dark curves).
The 50.4 GHz data constrain the z-components of the Landé and hyperfine tensors, while the

9.7 GHz data indicate the existence of a significant off-diagonal B4
4Ô

4
4 crystal-field interaction

( faint lines denote the Zeeman levels in the absence of this interaction). Reprinted with permission

from [102]. Copyright 2012 Royal Society of Chemistry
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paramagnetic solids, requiring large microwave powers in order to achieve coher-

ent operations on sufficiently short timescales. For this reason, applications of

pulsed EPR have significantly lagged those of NMR. Nevertheless, recent advances

in microwave technologies have translated into significant increases in the perfor-

mance of pulsed EPR spectrometers. For the most part, commercial systems

operating at relatively low frequencies (9/34 GHz) have led the way. Sophisticated

spectrometers operating at higher frequencies (>90 GHz) are now becoming

available – both home-built [118–120] and from commercial vendors.

Most of the employed pulsed EPR methods rely on the Hahn-echo sequence in

which a π/2 pulse first rotates the magnetization into the xy-plane. This magnetiza-

tion is then allowed to evolve for a time τ, after which it is refocused by means of

the π pulse, resulting in an echo at a time 2τ after the initial tipping pulse.

Refocusing only occurs if the spins retain phase coherence during the 2τ evolution
time. Indeed, by measuring the echo amplitude as a function of the delay time τ, one
can directly measure the phase memory time T2. Variations on the Hahn-echo

sequence enable measurements of many other quantities such as the longitudinal

relaxation time, T1, and dipolar couplings to nearby nuclei and other electron spins

[117]. Because of the need to retain phase coherence during the Hahn-echo portion

of the sequence, one usually has to go to considerable lengths to ensure that the T2

times in the sample of interest are as long as possible. Thus, experiments are

typically performed at low temperatures. However, strong decoherence may remain

even at liquid helium temperatures, due to fluctuating dipolar fields generated via

energy conserving electron and nuclear spin-spin cross relaxation (so-called flip-

flop) processes [121]. Consequently, many other measures are often taken to

improve the outcomes of such measurements such as dilution of the paramagnetic

species and deuteration of solvents.

The use of pulsed EPR in the study of paramagnetic molecules (including many

polynuclear transition metal complexes) goes back well over 25 years [122–124],

predating even the discovery of SMMs [1]. These earlier investigations focused on

obtaining structural information from biochemically important molecules, e.g., the

Mn4 cluster within the photosynthetic reaction center of Photosystem II [123].

Because of the need for long coherence times, many of the tricks employed in

more recent EPR studies have been known to the biochemistry community for a

long time, e.g., the use of deuterated solvents to reduce the amplitude of nuclear

dipolar field fluctuations [125–127]. The first pulsed EPR study that focused

specifically on the possible application of MNs in quantum information processing

(QIP) targeted frozen solutions of antiferromagnetically coupled Cr7M rings

(<0.2 mg/ml in Toluene, with M¼Ni and Mn) [128, 129]. Measurements were

performed in a commercial X-band (9 GHz) spectrometer, and a phase memory

time of T2� 3 μs was deduced in deuterated samples of the spin S¼½ Cr7Ni

compound at low temperatures [128], comparable to results found in biochemical

studies [123, 127]. On the basis of these measurements, it was concluded that the

deployment of MNs in QIP applications would be feasible, opening the door to

many similar investigations. Subsequent chemical modifications of the molecular

structure of the Cr7Ni compound, aimed at minimizing environmental decoherence
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sources, have demonstrated phase memory times of up to 15 μs [130]. Meanwhile,

the possibility of propagating quantum information between Cr7Ni molecules via

aromatic linkers has also been explored in-depth [131].

The next milestone involved the observation of Rabi oscillations – quantum

oscillations resulting from the coherent absorption and emission of photons. The

first such study concerned a trinuclear oxo-centered FeIII (s¼ 5/2) complex that

possesses a well-isolated collective S¼½ ground state [132]. The complex was

again diluted into a frozen acetone solution in order to achieve long phase memory

times (2.6 μs at 5 K). Although Rabi oscillations were observed, they decayed rather
rapidly (in less than 120 ns). Shortly thereafter, results were reported for a much

larger antiferromagnetic VIV
15 MN embedded within a non-magnetic host

(a surfactant that envelops the V15 cluster, thereby ensuring that molecules do not

interact strongly with each other) [133, 134]. This work was motivated by a much

earlier theoretical proposal suggesting that the highly symmetric V15 molecule

could be a suitable prototype for QIP [6]. In spite of its large size and complexity,

the low energy spectrum is relatively simple, consisting of two doublets (S¼½) and

a quartet (S¼ 3/2), well isolated from a quasi-continuum of states some 250 K

above. The main goal of this work was to observe Rabi oscillations associated with

the collective S¼½ ground spin states, since these are the ones that would be

employed for QIP. In fact, in the original studies, performed at a relatively high

temperature of ~4 K, Rabi oscillations corresponding to both the S¼ 3/2 and S¼½
states were observed; the Rabi oscillation frequencies, ΩR, differ considerably for

the two cases, so they can be selectively excited. However, the authors were

subsequently unable to confirm that the S¼½ signal was intrinsic to the V15

molecule after suggestions that it might be due to a paramagnetic background

signal associated with the X-band cavity [135, 136]. More recent studies, performed

at a lower temperature of 2.4 K, have definitively shown evidence for the S¼½
oscillations, thereby demonstrating the possibility of QIP in the ground states of

V15 [137].

The early pulsed investigations focused mainly on antiferromagnetic molecules

with spin-½ ground states, in part because this is the simplest possible quantum

system that can easily be studied using commercial pulsed X-band EPR spectro-

meters, but also because the small magnetic moment provides maximal protection

against environmental decoherence. However, it had previously been proposed that

one could implement Grover’s search algorithm using the eigenstates of high-spin

SMMs such as Mn12 and Fe8 [7]. The first major challenge in cases involving

SMMs is the strong magnetic anisotropy, which dramatically broadens the EPR

spectrum. Thus, a pulsed measurement performed (in field) on a frozen solution of

randomly oriented SMMs would address only a tiny fraction of the molecules in the

sample (due to the finite bandwidth of the pulses). Moreover, a high frequency

pulsed EPR spectrometer is a prerequisite for studies of most SMMs, for which the

technology lags significantly behind that of X-band instruments. A clever solution

to these problems involved selecting a SMM for which the EPR excitation fre-

quency from the ground state (the zfs) matched that of a commercial W-band
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(94 GHz) instrument in zero applied magnetic field. The chosen compound was

[FeIII4 (acac)6(Br-mp)2] (Fe4 [138]), which possesses a spin S¼ 5 ground state and

easy-axis anisotropy. Experiments were again performed on dilute solutions to

mitigate molecular spin-spin decoherence, yielding a maximum phase memory

time of 630 ns at 4.3 K. Rabi oscillations were also clearly observed. Because the

measurements were performed without an external magnetic field, the orientational

disorder did not affect the distribution (spread) of excitation frequencies. Thus, a

large fraction of the molecules lie within the excitation bandwidth of the employed

pulses. However, the orientational disorder does influence the Rabi frequencies,

likely explaining the short-lived Rabi oscillations.

An obvious solution to the problem of orientational disorder would be to study

single crystals. However, one then runs into the problem of strong electron spin-

spin decoherence due to the high concentration of molecules. An ingenious trick

that more-or-less completely suppresses this decoherence involves performing EPR

measurements at high frequencies and low temperatures [121]. The high frequency

( f ) ensures that the ground state is well separated from the first excited state. If the

temperature (T) is then reduced so that kBT� hf, the molecular spin system will

maintain near 100% spin polarization. Electronic spin flip-flop processes are

completely suppressed in these circumstances (because all spins are aligned). In

other words, even though the host crystal is highly magnetized, it is essentially

non-magnetic insofar as its magnetization is completely static. The commercial

W-band spectrometer employed in the preceding investigation does not meet the

kBT� hf condition, because 94 GHz is equivalent to ~4.5 K and the base temper-

ature of the system is not much below this. For this reason, such studies have only

been possible up to now using home-built pulsed EPR spectrometers [118], with

almost all of the work performed at the NHMFL. The landmark study involved the

Fe8 SMM, for which spin-echo measurements of T1 and T2 were performed on an

oriented crystal at 240 GHz (ffi 11.5K) and 1.27� 0.05 K, in a magnetic field of

4.566 T [139, 140]. A phase memory time of ~700 ns was obtained under these

conditions. Although this high-field approach may not be as attractive for potential

applications in comparison to the zero-field method described previously [138], it

has enabled very detailed investigations of the underlying decoherence mechanisms

in SMM crystals [140, 141].

One can take the single-crystal approach further by diluting magnetic molecules

into an isostructural non-magnetic host crystal, thus ensuring good alignment of the

magnetic species. This approach is challenging for polynuclear systems because the

magnetic and non-magnetic elements tend to scramble during the formation of the

crystal, leading to a mixture of various mixed-metal species [83]. However, there

are a few examples where this can work without scrambling [142]. In one very

recent example, spin-echo measurements were possible for Cr7Zn (S¼ 3/2 ground

state) doped into the isostructural Ga7Zn host (0.3% Cr7Zn by mass) [143]. Phase

memory times approaching 1 μs were found in this example, with good prospects

for increasing this value upon further dilution. Rabi oscillations were also detected.

By contrast, magnetic dilution of mononuclear species into non-magnetic host
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crystals is typically more straightforward, particularly in the case of lanthanides

[102]. Indeed, this approach has been widely employed for pulsed EPR studies of

magnetic ions embedded into more traditional (non-molecular) solids (see, e.g.,

[144]). A few studies involving mononuclear lanthanide molecular magnets have

recently been reported, particularly involving the isotropic GdIII ion [145, 146]. The

prospects for future advances involving related materials look particularly promis-

ing [8, 9].

3 Magneto-Optical Techniques

Applications of SMMs in fields such as spintronics and quantum computing will

require, as a first step, the deposition of isolated molecules onto surfaces while

retaining SMM behavior, so that individual molecules can be manipulated and their

behavior specifically employed. In this sense, evolution of characterization tools is

required to be able to determine magnetic properties at the nanoscale and, more-

over, with surface sensitivity.

Magneto-optical and X-ray based techniques turn out to be very suitable for the

spectroscopic characterization of MNs since they allow for high sensitivity and

high spatial resolution. One can find different techniques according to the configu-

ration and type of radiation used, either uv/visible or X-ray. In all cases, the

magnetic signal is obtained from the dependence on the initial and final states of

the transition associated with the absorbed wavelengths, being thus chemically

selective in some cases, and also allowing for magnetic measurements as a function

of an applied external field, e.g., magnetization hysteresis cycles.

3.1 Magnetic Circular Dichroism and Magneto-Optical
Kerr Effect

MCD takes advantage of the differential absorption (dichroism) of left and right

circularly polarized light by a sample under the presence of a magnetic field parallel

to the propagation direction. It is typically applied in the visible to ultraviolet

spectral range and, thus, requires molecular samples to be either transparent or in

a solution state that allows for light transmission. By contrast, the magneto optical

Kerr effect (MOKE) measures the rotation of the polarization angle after reflection

of the electromagnetic wave from a magnetic sample under the presence of a

magnetic field, allowing for the characterization of magnetic moments of molecular

materials deposited onto opaque substrates, achieving sensitivities of up to

10�12 emu. The development of nanoMOKE technology has increased the spatial

resolution, leading to surface mapping capabilities of magnetic properties with a

resolution close to the intrinsic diffraction limit dictated by the employed
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wavelength. Moreover, the degree of rotation of the polarization is sensitive to the

orientation of the magnetic moment with respect to the surface, allowing for a

determination of the orientation of the magnetic anisotropy of thin films of SMMs.

Since this technique offers high temporal resolution, it is also highly suitable for

studies of magnetization dynamics on surfaces. Some examples include the deter-

mination of magneto-optical constants of paramagnetic thin films of phthalo-

cyanine (Pc) molecules such as CuPc by MOKE [147, 148], as well as the

interaction of related molecules with a ferromagnetic substrate [149]. However,

the use of MOKE for SMM characterizations has not been extended, mainly due to

the requirement for low temperature measurements.

Coming back to measurements in absorption, the intensity of the MCD signal

depends on the ground and excited state parameters, determined by the g factor and
zfs, and is thus associated with the degree of spin-orbit coupling, varying with

temperature and magnetic field strength. This technique, used initially to perform

magnetic characterization of Mn12 derivatives isolated in different organic glasses,

or embedded in polymeric films [150, 151], has been shown to be a powerful tool

for revealing SMM behavior [151–153], and for determining zfs parameters

[154]. It is thus complementary to EPR. The study of the thermal and field

dependence of MCD signals at very low temperatures also led to the first obser-

vation of magnetic hysteresis cycles and relaxation rates of completely isolated

SMMs, as shown in Fig. 6, demonstrating that the magnetic anisotropy, the SMM

behavior, and also the QTM relaxation are not intrinsically lost when the molecules

are isolated in an organic glass [150–152].

Nowadays, MCD is commonly used for the low temperature characterization of

magnetic hysteresis cycles of many different types of SMM, generally in frozen

solutions or transparent thin films. Several derivatives of Mn12 have been studied by

MCD in different environments such as an amorphous matrix, Langmuir Blodgett

films, directly grafted onto Au surfaces [155], and sprayed onto transparent LiF

Fig. 6 (a) MCD spectra of Mn12Ac in a 1:1 frozen solution of CH2Cl2:toluene (solid curves
without symbols) and 1:2 CH3CN:dmf (solid curves with open circles), at applied magnetic fields

of 104 Oe and -104 Oe (labeled in the figure). (b) Zero-field-cooled magnetization measurements

of Mn12Ac in a 1:1 glass of CH2Cl2:toluene, in an applied field of 103 Oe; solid circles indicate
SQUID measurements (referred to the left axis) and the open squares are the MCD measurements

(referred to the right axis). (c) Magnetization relaxation rates determined from MCD measure-

ments at T¼ 4.2 K, as a function of the applied magnetic field. The increase of the MCD signal

decay rate at low fields is indicative of acceleration of the relaxation due to resonant quantum

tunneling. Adapted with permission from [151]. Copyright 2004 American Physical Society
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substrates [156]. More recently, one can find other examples of molecular magnets

studied by MCD: Fe4 molecular clusters diluted in different polymeric matrices

[157], weakly exchange coupled transition metal dimers [158], Ni4 cubane molec-

ular magnets in a dilute solution [154], mononuclear DyIII SMMs in solution [159],

as well as different examples of bis(phthalocyaninato)lanthanide SMM complexes

[153, 160] and double decker systems [161]. In this latter case [160], it has been

proven that the MCD technique can be used to determine the magnetic properties of

different redox states of the same complex, without interference of the preparation

of the solid state solution on the results. Moreover, MCD spectroscopy can be used

to determine not only the single-ion anisotropy, but also the molecular zfs, which is

crucial for understanding the origin of magnetic anisotropy in SMMs [149, 153,

154, 158, 160, 162–165].

Even though it is found that some of the MNs studied by MCD do not retain their

SMM properties when deposited on surfaces [155], it is not thought that the

absorbance of light resulting from the MCD measurement is responsible for

perturbing the natural SMM behavior. Instead, major distortions have mainly

been ascribed to critical molecule-surface interactions, or matrix-induced strains

[157]. However, absorption of radiation at optical wavelengths can drive changes in

the magnetization at low temperatures by triggering phonon-assisted spin-transi-

tions that lead to fast relaxation rates [166]. This can result in the loss of hysteresis

properties of SMMs at certain temperatures when measured by SQUID magneto-

metry under light irradiation (or even by XMCD – see below) that can be wrongly

attributed to damage generated by the beam (since the electrons involved in the

light absorption process lie at the very heart of the SMM behavior), or to an intrinsic

loss of magnetic anisotropy due to the molecular environment [167].

3.2 X-Ray Magnetic Circular Dichroism

XMCD is a synchrotron spectroscopic technique based on the principle that reso-

nant circularly polarized photons are differently absorbed by a magnetic material

depending on their helicity relative to the sample magnetization. In XMCD, the

photon propagation direction is aligned parallel to the magnetic field and, thus, the

quantization (z) axis. In this case, following perturbation theory, the absorption

cross-sections for left (L ) and right (R) circularly polarized photons can be

expressed as:

σL,R ωð Þ ¼ 4π2αℏω
X
ϕ, l

l=dlð Þ ϕ
��εL,R � r��l� ��� ��2δ Eϕ � El � ℏω

� �
: ð5Þ

Here, ℏω is the energy of the incoming X-rays, α is the fine structure constant, |l ⟩
and |ϕ ⟩ are the initial and final state wave functions of the system, and the delta

distribution insures energy conservation. The degeneracy of the ground state is dl,
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and εL,R are the polarization vectors [εL¼ √ 2(1/2, i/2, 0) and εR¼ √ 2(1/2,
� i/2, 0) ¼ (εL)*] corresponding to the left and right circularly polarized photons

propagating along z. The dichroic signal is the difference, σL(ω)� σR(ω), and it is

non-zero when time-reversal symmetry is broken by a net magnetic moment of the

system, either due to spontaneous or field-induced magnetic order.

One of the advantages of this technique is its very high surface sensitivity since it

has been used to study the magnetism of sub-monolayers of magnetic atoms and

molecules on surfaces using the total electron yield (TEY) detection mode

[168]. Even more important is its chemical sensitivity, which allows one to speci-

fically probe the magnetic behavior of a given element in a molecule and, moreover,

to determine element selective spin and orbital moments separately in hetero-

nuclear systems. Another very appealing aspect that is very useful when studying

fragile SMMs on surfaces is the fact that XMCD is a spectroscopic method and,

thus, allows for verification of the integrity of the molecules under study by

measuring their electronic structure, oxidation, and their magnetic properties [169].

The first examples of SMM characterization with XMCD are quite recent,

focusing on Mn12 molecules adsorbed on gold surfaces [167, 170], for which a

redox instability of the Mn12 complexes was observed due to partial reduction of

MnIII to MnII, accompanied by structural rearrangements. These initial studies

launched a debate about the suitability of XMCD for SMM studies, since the

excitation of core electrons of the molecule could be equivalent to demagnetization

effects. However, the following explosion of experiments using XMCD to study a

range of SMMs on surfaces, using various different deposition methods [171],

provides clear evidence that the technique is not incompatible with such SMM

characterizations. Examples include: Fe4 (Fig. 7 and [172–177]) and the

isostructural heterometallic Fe3Cr complex [177, 178] deposited and grafted onto

Au surfaces using different covalent groups; Cr7Ni antiferromagnetic rings

[179–182]; the endohedral SMM DyScN@C80 [183]; and double-decker TbIII

complexes with phthalocyanine ligands [184–188]. In fact, it seems that Mn12 is

one of the more fragile examples when deposited on surfaces, showing a strong

tendency for reduction of MnIII to MnII, even in the presence of a buffer monolayer

of acid that decouples the molecule from the substrate and minimizes induced

perturbations [189]. It seems, therefore, that Mn12 is particularly unstable, and

that it cannot survive many of the widely employed deposition processes such as

sublimation. However, a very recent example of the observation of Mn12 on a Bi

(111) surface deposited directly by gentle tip deposition using a scanning tunneling

microscope (STM), as well as recent measurements of its quantum behavior when

deposited on metallic and thin-insulating surfaces by optimized electrospray ion

beam deposition [190], opens up new expectations for the assessment of magnetic

properties of SMMs on solid surfaces [191]. Meanwhile, submonolayers of Mn6
SMM derivatives deposited onto Au surfaces [192, 193] show a decrease of the

average MnIII spin moment when compared to relatively thick films [194]. How-

ever, in this case, the MnIII oxidation state (and, hence, the local moment) is

preserved, and the reduced average moment is attributed to local distortions of

the Mn environment that modify the Mn-Mn exchange coupling.
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In contrast to the Mn examples, the Fe4 SMM seems to easily survive different

deposition processes, and monolayers of Fe4 on Au surfaces preserve their

butterfly-shaped hysteresis cycles down to 0.5 K [172, 174, 175], either when

adsorbed onto the surface or even when covalently grafted using appropriate

ligands [176]. Examples of XMCD hysteresis cycles for Fe4 derivatives covalently

bonded onto Au surfaces are shown in Fig. 7d and in [195]. These results, together

with the previously cited ones, demonstrate that there are no fundamental limi-

tations that preclude the observation of magnetic hysteresis when SMMs are wired

to a conducting substrate. Moreover, similar to the MCD results obtained for dilute

frozen solutions, XMCD has been employed in order to demonstrate that SMMs

preserve their quantum properties on surfaces: monolayers of oriented

Fe4(L)2(dpm) [where H3L is 7-(acetylthio)-2,2-bis(hydroxymethyl)heptan-1-ol

and HDPM is dipivaloylmethane] SMMs grafted onto Au with short aliphatic

chains show evidence for resonant QTM by means of the characteristic steps in

their hysteresis cycles (see [195, 196]). These investigations went as far as dem-

onstrating that the QTM resonance fields (hysteresis loop steps) displayed the

expected dependence on the orientation of the applied magnetic field relative to

the normal to the surface, confirming the ordering of the magnetic easy-axis

direction with respect to the Au surface. Finally, the element selective capabilities

of XMCD allow for the determination of the relative alignment of the magnetic

moments of different ions. As an example, it has been shown that the ferrimagnetic

interaction between Fe and Cr moments in the Fe3Cr complex is also preserved

when deposited onto a surface [177, 178].

The advantage of element selectivity is a key factor in the study of the origin of

magnetic anisotropy in MNs. Cr7Ni antiferromagnetic rings deposited on surfaces

are a paragon for the study of the interplay between single-ion and overall molec-

ular anisotropy in complex polynuclear systems. Submonolayer depositions of

Cr7Ni rings on Au(111) surfaces [179] employing different functionalization

Fig. 7 (a) Schematic representation of a Fe4 derivative bearing a thiolate-terminated aliphatic

long chain attached to a gold surface; the inset depicts the magnetic core of the Fe4 molecule with

arrows indicating the ground-state spin arrangement. (b) The iron L2,3-edge X-ray absorption

spectra (XAS) using left-(σ+) and right-(σ�) circularly polarized photons, in a magnetic field of 3 T,

recorded for a monolayer of the Fe4 molecules at a temperature of 0.50 K. (c) XMCD spectra for a

Fe4 monolayer and a bulk sample. (d) A magnetic hysteresis loop obtained for the Fe4 monolayer,

monitored through the XMCD intensity, at a field sweep rate of 2 mTs�1. Adapted with permission

from [172]. Copyright 2009 Nature Publishing Group

258 M.L. Baker et al.



pathways [180], and even self-assembled monolayers deposited by UHV sublima-

tion techniques [181], show very minor perturbations of their electronic structure

and magnetic properties, i.e., the oxidation states, local environments, and crystal-

field intensities at the Cr and Ni sites remain essentially unchanged. The element

selectivity of XMCD also enables confirmation of the antiparallel arrangements of

the Cr and Ni magnetic moments. A step forward in XMCD characterization has

been achieved by studying the angular-dependence of the dichroic signal, which

reveals the magnetic easy-axis direction of the rings with respect to the substrate.

Specifically, deep analysis of the angular-dependence of the spectra of ordered

monolayers of Cr7Ni determined that, although the easy-axes of both the Ni and Cr

ions are oriented perpendicular to the plane of the ring, the magnetization of the

Cr7Ni molecule is preferentially aligned within the plane of the ring [182]. This can

be explained by considering the projection of the easy-axis anisotropy for each ion

onto the lowest lying spin states of the molecule, for which the thermally populated

S¼ 3/2 multiplet dominates the collective cluster anisotropy at the field/temperature

employed for the measurements; the projected anisotropy of this state turns out to

be easy-plane. These studies demonstrate that, although XMCD probes the mag-

netic properties of individual ions, one can still deduce the magnetic anisotropy of

an entire molecule via projection methods.

Finally, metal-porphyrins and metal-phthalocyanines are magnetic molecules

that have also recently been explored as hybrid systems combining metal and

molecular layers for possible use in molecule-based devices. These molecules

show excellent chemical stability and, furthermore, they easily organize in perfect

2D networks by spontaneously ordering through lateral hydrogen bonds, thus

becoming an archetypal family of metal-organic semiconductors. Initially,

XMCD was used to study the interaction between different types of paramagnetic

porphyrin molecules and ferromagnetic substrates [197–200]. More recently,

XMCD has been applied to the study of slow relaxation of the magnetization of

monolayers and sub-monolayers of the double decker TbPc2 SMM deposited onto

Cu [184], Au [185], and graphite surfaces [186, 187], together with its neutral and

anionic derivatives and, more recently, sublimated onto La0.7Sr0.3MnO3 (LSMO)

and Co surfaces [188]. The typical butterfly shaped hysteresis curves are preserved

for deposition onto Au and HOPG surfaces, as observed by XMCD at low temper-

atures, indicating that the intimate interaction with the substrate doesn’t destroy the

magnetic anisotropy in these cases. A decrease in anisotropy compared to the

crystalline phase is observed for sub-monolayer deposition onto Au. Meanwhile,

no hysteresis was observed for TbPc2 molecules deposited onto Cu, LSMO, and

Co. For Cu, this was attributed to the long times necessary to acquire a typical

XMCD magnetization curve. However, it remains unclear as to the origin of the

disappearance of the butterfly shaped hysteresis loops in the other cases.
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4 Inelastic Neutron Scattering

The neutron, a charge-less particle with a quantum spin of one half, is highly

penetrating in matter and an efficient microscopic probe of magnetism. Beams of

neutrons for spectroscopy provide unique spatial and temporal information on

interaction with magnetic materials. INS measures neutron energy and momentum

transfer on interaction with the measured sample, from which the energy of

magnetic excitations and aspects of their internal spin structure may be obtained

directly. INS probes the magnetism of MNs in the same energy window where

exchange interactions and anisotropies exist. The key advantages of a low energy

microscopic probe relate to howmeasurements may be performed in zero or at fixed

applied magnetic fields, with excited states being accessed directly along with

detailed information relating to their wave functions.

Historically INS has maintained to be a somewhat specialist spectroscopic tool,

as investigations of MNs were limited by the requirement of large sample quantities

(typically of order 5 g), and the necessity of deuteration of all hydrogen atoms

present within investigated samples. Recent advances in INS instrument technology

mean that, today, samples on the order of 200 mg are often sufficient, opening up

possibilities for the study of single crystal samples and the measurement of poly-

crystalline compounds with low synthetic yield. Furthermore there is an increasing

realization that, in some energy ranges, deuteration is not always imperative as

previously thought for the measurement of energy spectra in polycrystalline studies.

Altogether, INS is more accessible for the study of MNs than ever before, and the

first single crystal investigations have proven to permit the extraction of unprece-

dented information concerning the internal spin structure of MNs.

In the early days, magnetic dimers were prepared specifically for the investi-

gation of exchange interactions in systems free from the cooperative magnetic effects

present within extended magnetic systems. This is where the use of INS first took its

foothold in the study of physical phenomena of MNs. These initial works provided a

proof of principle, demonstrating how direct access to exchange interactions could be

obtained, and how the different types of transitions could be distinguished via the

momentum transfer of the INS intensity. Today, the physics of MNs has become a

field of research in its own right, and INS plays an integral role in unraveling the

properties of increasingly complex MN compounds. There are several reviews

available presenting case studies of significant highlights in the application of INS

for the study of MNs; see for example [201–204]. The aim of the present review is to

outline some examples of seminal INS results, along with a selection of examples

that benefited from the most up-to-date advances in instrumentation. Emphasis is

made on how instrument development is driving higher levels of spectroscopic detail

in magnetic characterization and outlining the new opportunities associated with the

investigation of single-crystal MNs.
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4.1 General Background to INS

Neutrons provide a useful probe for the study of structure and dynamics in matter

from a wide range of scientific disciplines. This is due to the extremely rich

interactions that occur between the neutron and the sample under investigation.

Neutrons, which have no electrical charge, may have their momenta adjusted to

correspond with de Broglie wavelengths comparable to interatomic distances in

matter, hence providing a tunable probe of spatial and dynamic correlations.

Neutron beams are produced at specialist nuclear reactors or at spallation source

facilities. Spallation is a technique where high-energy protons are accelerated into a

heavy metal target driving neutrons from the target nuclei. Both spallation and

nuclear fission create neutrons of high energy (MeV), and thus a moderator is

required to reduce neutron energies appropriate for spectroscopy (typically

0.1–10 meV) [205]. Typically, the magnetic excitations (and zfs in SMMs) match

this INS energy window, providing direct access to exchange interactions and

anisotropy parameters. The neutron quantum spin angular momentum of s¼½
interacts with unpaired electrons of the investigated sample. Consequently when

a low-energy neutron is inelastically scattered by unpaired electrons in the mea-

sured sample, the change in neutron energy is a large fraction of its initial energy.

Measurements of changes in neutron energies upon interaction with the measured

sample hence provide a direct probe of magnetic excitations. A typical INS

instrument monochromates the incident neutron beam, selecting the initial neutron

beam energy (Ei) and momentum (�hki, where ki is the initial wave vector). Scattered
neutrons gain or loose energy on interaction, and arrive at a detector with a final

energy (Ef) and momentum (�hkf). The energy transfer (�hω) between the measured

sample and the interacting neutron beam is expressed in Eq. (6) and the momentum

transfer vector (Q) is deduced from the scattering angle with respect to the initial

and final wave vectors, as expressed in Eq. (7) (see Fig. 8):

ℏω ¼ Ei � Ef ¼ ℏ2

2m
k2i � k2f

� �
ð6Þ

ℏQ ¼ ℏ ki � kf
� �

: ð7Þ

Fig. 8 Inelastic neutron

scattering instrument setup;

see text for explanation
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4.2 Neutron Scattering Cross Section

The cross section (σ) of neutrons with energy in the range from Ef to Ef+ dEf,

scattering into an individual detector of area dΩ, is expressed in terms of the partial

differential cross-section. A general basic expression to describe this, applicable to

both nuclear and magnetic scattering, can be derived from Fermi’s Golden Rule and

is equivalent to the first Born approximation, where the interaction between neutron

and sample is considered small enough to be treated as a perturbation [205, 206]:

d2σ

dΩdEf
¼ mN

2πℏ2

	 
2 kf
ki

X
nm

pn ki,n
��Ô ��kf ,mD E��� ���2δ En � Em þ ℏωð Þ: ð8Þ

The neutron mass is given by mN, and En and Em are the eigenvalues for the initial

(n) and final (m) states of the scattering system, respectively. The Kronecker delta

function (δ) maintains energy conservation within the scattering process. The

scattering system has to be in thermal equilibrium, where the occupation of a

specified n state is based on the Boltzmann distribution function ( pn). The operator

Ô represents the specific interaction between the neutron and the scattering system.

Experimentally, large portions of Q and ℏω are measured. Hence it is convenient to

express the neutron scattering as a function of these measured dimensions [Eq. (9)]:

S Q;ωð Þ ¼ 2πℏ2

mN

	 
2
ki
kf

d2σ

dΩdEf
: ð9Þ

Neutron scattering interactions within condensed matter include absorption,

nuclear scattering (coherent and incoherent), and magnetic scattering.

4.2.1 Nuclear Scattering

Nuclear scattering is expressed by Eq. (8) with substitution of Eq. (10), the Fermi

pseudo-potential for Ô .

Vnuc ¼ 2πℏ2

mN
bjδ r� rj

� �
: ð10Þ

The Fermi pseudo-potential considers the interaction between a neutron (position, r)
and a nucleus (position, rj), where bj is the scattering length of the jth nucleus. The

scattering length depends on the specific nucleus. When the interacting nucleus

(nuclei + neutron) is not near an excited state, the scattering length is real and

depends on the neutron spin and the interacting nucleus spin. It is worth noting

that, for interacting nuclei near excited states, the scattering length becomes

imaginary. In this case, neutron absorption occurs; strong neutron absorbers include
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metals such as 113Cd [205] and Gd [207]. Coherent nuclear scattering gives Bragg

diffraction peaks and phonons. Incoherent nuclear scattering gives an isotropic

elastic contribution and an inelastic response proportional to the vibrational density

of states. A large source of incoherent scattering in MNs is from hydrogen which

has a particularly large incoherent cross-section. Large quantities of incoherent

nuclear scattering can mask the observation of magnetic excitations. In many cases

the incoherent nuclear scattering of ligand hydrogen within MNs does not become

significant until energies greater than around 2 meV. To alleviate the contribution

of incoherent nuclear scattering that sometimes does obscure magnetic scattering,

the hydrogen within the investigated MN can be interchanged with deuterium.

Deuterium exhibits an incoherent cross-section 40 times less than hydrogen. Dis-

tinction between incoherent phonons and magnetic excitation intensities can be

made by analysis of the momentum transfer of the inelastic scattering intensity. The

intensity of incoherent phonon scattering follows a Q2 dependence, in contrast to

magnetic excitations which exhibit more complex modulations of intensity with

respect to Q.

4.2.2 Magnetic Scattering

The magnetic scattering interaction potential [Eq. (11)] resembles the nuclear

potential; Fj(Q) is the magnetic form factor, the Fourier transform of the normalized

unpaired electron density of the jth atom at position rj with linear momentum pj.

Vmag ¼ 2πℏ2

mN
pjFj Qð Þδ r� rj

� �
: ð11Þ

The partial differential magnetic scattering cross-section can be determined as in

the case of nuclear scattering by substitution of the magnetic interaction potential,

Eq. (11), into Eq. (8). For a finite magnetic complex, where unpaired electrons are

localized to positions rj, the partial differential magnetic scattering cross section

can be written as:

d2σ

dΩdEf
¼ A

N

kf
ki

X
n,m

PnInm Qð Þδ Ei � Ef þ ℏω
� �

, ð12Þ

where A¼ 0.29 barn and N is the number of magnetic ions. The INS intensity has

an orientation dependence given by the quantity Inm(Q), written explicitly in

Eq. (13).

Spectroscopy Methods for Molecular Nanomagnets 263



Inm Qð Þ ¼
X
jj0

F�
j Qð ÞFj0 Qð ÞeiQ� rj�rj0ð ÞX

αβ

δαβ �
QαQβ

Q2

	 


 n

��ŝ jα��m� �
m
��ŝ j0β��n� �

:

ð13Þ

Equation (13) contains the space and time Fourier transform of the time dependent

spin-spin correlations for all permutations of pairs of magnetic moment carrying

ions (ŝ jα and ŝ j0β) within the MN, where α and β denote the Cartesian coordinates x,
y, z. The (δαβ�QαQβ/Q

2) factor maintains that the neutron only couples to com-

ponents of the magnetic moment which are perpendicular to the wave vector

Q [205].

The intensity of each given magnetic excitation varies as a function of Q in the

first case by the magnetic form factor, F(Q), of the scattering magnetic ions, which

results in a decrease in intensity for increasing magnitude of Q. Additionally, the
relative positions of the moment carrying ions modulate the scatting intensity

within the structure factor eiQ� rj�rj0ð Þ in numeration with the space and time Fourier

transform of the time dependent spin–spin correlations, n
��ŝ jα��mD E

m
��ŝ j 0β��nD E

.

These correlation terms exhibit all of the information associated with the spin

dynamics of the specific excitation.

The correlations are the key quantities describing the detailed spin dynamics of

the measured sample. It hence pertains that if large portions of the magnetic

scattering contribution to Sαβ(Q,ω) are measured for a MN with a well-defined

orientation (i.e., a single crystal), the specific two spin correlations for each

magnetic excitation can be extracted directly. To date the majority of measurements

concern the investigation of polycrystalline MN samples. In such events Inm(Q) is
averaged over all spatial orientations of Q, a procedure described explicitly in

[208, 209]. The orientation averaged scattering function is, hence,

S Q;ωð Þ ¼
X
n,m

PnInm Qð Þ � δ Ei � Ef þ ℏω
� �

: ð14Þ

Selection rules derived from the magnetic scattering cross section, Eq. (12), dictate

that neutron scattering transitions should obey the following: ΔS¼ 0,� 1 and

Δms¼ 0,� 1. These selection rules allow the energy between different spin multi-

plets to be probed directly. INS studies of orientation averaged samples still contain

important information about the spin dynamics and spatial properties of magnetic

excitations via their Q dependence.

4.2.3 Instrumentation

The most convenient means to access large portions of the magnetic scattering

function, S(Q,ω), is via the time-of-flight (ToF) technique. Following

monochromation, bursts of neutrons with a fixed velocity interact with the sample.
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The time elapsed before neutrons arrive at the detectors, set at a fixed distance from

the sample, is used to determine the change in neutron velocity and, hence, the

energy transfer upon interaction with the measured sample. Similarly, the position

of neutron detection resolves the change in neutron momentum on interaction with

the sample. Figure 8 shows a schematic of a direct geometry INS instrument.

Recently, the development of detector arrays with large position sensitive detectors

allows for huge portions of S(Q,ω) to be accessed, increasing detection sensitivity

and special resolution. Conventionally, ToF spectroscopy is performed by selecting

a single neutron pulse of monochromatic wavelength from a polychromatic source

beam. Contrastingly, the recently developed repetition rate multiplication (RRM)

method [210] makes more efficient use of source neutrons, especially at spallation

facilities, selecting multiple monochromatic wavelengths at each source pulse,

dramatically increasing the repetition rate of ToF. Several of the latest cold neutron

spectrometers to come online at spallation source facilities (such as LET at the ISIS

facility in the UK [211] and; AMATERAS at MLF, J-PARC in Japan [212]) include

RRM, or multi-Ei options. These spectrometers enable several dynamical ranges to

be measured simultaneously (see Fig. 11 below).

4.3 A Direct Probe of Exchange Interactions

The first investigation of magnetic exchange coupling in a molecule-based magnet

by INS was reported by Güdel and Furrer in 1977 [214, 215]. The experiment

outlined the measurement of exchange interactions in a dinuclear CrIII complex,

[(NH3)5CrOHCr(NH3)5]
5+. The complex exhibits antiferromagnetic (AF) coupling

between the two CrIII ions. The neutron energy loss showed clear, well defined

peaks corresponding to |S¼ 0i! |S¼ 1i, |S¼ 1i! |S¼ 2i, and |S¼ 2i! |S¼ 3i
transitions respectively, see Fig. 9a. The energetic sequence of the transition

intensities was established by monitoring the temperature dependence of the

observed transitions. At 5 K |0i! |1i is observed alone; with increasing tempe-

rature, further excited states are revealed. Measuring at different temperatures

provides information to distinguish between magnetic and phonon excitations –

phonons obeying Bose statistics, whereas electron population of exchange-split

levels is governed by Boltzmann statistics. The momentum transfer of the |0i! |1i
excitation is shown in Fig. 9b. The structure factor for the calculation of the

Q dependence of the inelastic transition intensity, for the case of the dimer singlet

to triplet excitation, simplifies to give:

I Qð Þ / F Qð Þ2 1� sin Q � Rð Þ
Q � R

	 

, ð15Þ

where R is the distance between the two Cr ions and F(Q) is the magnetic form

factor of the Cr ions. Following this proof of principle investigation of 3d–3d
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exchange interactions between Cr ions, INS was utilized to investigate the more

complex exchange interactions of 4f–4f and 4f–3d exchange. Except for GdIII,

exchange concerning lanthanide metals (Ln) is complicated by the manifestation

of ligand field effects within the same temperature range as the exchange inter-

actions between the magnetic centers. Furthermore, the large spin-orbit coupling of

Ln ions means that assumptions about g values in applied magnetic fields are not

straightforward. For these reasons INS has proven a particularly well suited means

for the investigation of Ln exchange. Initial studies concerned LnIII dimers such as

Cs3Tb2Br9 [216, 217]. The nature and magnitude of Tb-Tb exchange was evaluated

within the exchange coupled, lowest energy ligand-field states. Figure 10 shows the

Fig. 9 Magnetic excitations of a polycrystalline sample of the dinuclear CrIII complex,

[(NH3)5CrOHCr(NH3)5]
5+. (a) Energy spectra show how variable temperature measurements

access the energy gaps between successive spin states. (b) Momentum transfer associated with

the transition from S¼ 0 to 1 at 5 K (black circles). The solid and dashed curves are calculations
based on Eq. (15). Adapted with permission from [214, 215]. Copyright 1977 American Physical

Society and Taylor & Francis
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three excitations probed, and their specific Q dependences, measured on the ToF

instrument IN5 at Institut Laue Langevin (ILL), Grenoble, France. The four tran-

sitions have their own characteristic Q-dependence corresponding to the different

wave-functions of the relevant dimer states involved in the observed excitation.

This information enabled the deduction of a weak antiferromagnetic Heisenberg

exchange interaction of J ¼ �0:0049 meV Ĥ ¼ �2J J1 � J2
� �

. This method has

proven valuable for detailed investigations of the magnitude, sign, and symmetry of

exchange interactions in a wide variety of Ln pairs [218, 219] and mixed dimers of

4f–3d coupled ions [220].

4.4 Single-Molecule Magnets

4.4.1 Exchange Coupled Lanthanide Based SMMs

A renewed interest has formed in the characterization of Ln based MNs following

their utilization for the design of SMMs with large blocking temperatures [99–107,

221, 222]. Since the early investigations of Ln exchange, instrumentation for ToF

Fig. 10 Main panel: neutron energy spectra of a polycrystalline Cs3Tb2Br9 dimer compound,

resolving transitions to four excited states labeled A to D. The top figures show the different

momentum transfers for each of the excitations, which depend on the transition selection rules.

Reprinted with permission from [216]. Copyright 1989 American Physical Society

Spectroscopy Methods for Molecular Nanomagnets 267



INS has undergone marked development. The AMATERAS ToF spectrometer was

utilized to investigate a Tb-Cu SMM [213] using RRM. In this investigation, four

incident neutron energies and wave vectors were selected to probe four S(Q,ω)
dynamic ranges simultaneously. Figure 11 shows the S(Q,ω) intensity maps mea-

sured for the Tb–Cu SMM: two clear magnetic excitation bands are observed at 1.7

and 12.3 meV corresponding to the energy of the Tb–Cu exchange interaction and

the transition between the multiplets of the Tb ligand field states. The high

instrumental resolution of the AMATERAS spectrometer (ΔE/E ~ 1%) permits

resolution of the hyperfine interaction of Cu and Tb, observed as splitting within

the 1.7 meV excitation.

4.4.2 Transition Metal SMMs and the Giant Spin Approximation

INS investigations on the first discovered SMMs resolved the zfs without the need

for applied magnetic fields, aiding the development of simplified models necessary

to understand the manifestation of slow magnetic relaxation and QTM. The first

INS investigations were performed on [Fe8O2(OH)12(tacn)6]
8+ (Fe8 [223]) and,

shortly thereafter, on [Mn12O12(CD3COO)16] · 2D3COOD · 4D2O (deuterated

Fig. 11 INS intensity as functions of energy and momentum transfer measured on a Tb-Cu dimer.

The respective S(Q, ω) maps correspond to incident neutron energies of 4.9, 8.3, 16.8, and 50 meV

(a–d, respectively). Measurements were performed simultaneously at 3.5 K using the repetition

rate multiplication spectrometer AMATERAS at MLF, J-PARC in Japan. Reprinted with permis-

sion from [213]. Copyright 2013 American Physical Society
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Mn12Ac) [224, 225]. In both cases, the advantage of a zero applied magnetic field

approach to directly measure zfs within the ground spin multiplet was demon-

strated. The observed transition energies and intensities were calculated within the

approximation of a single S¼ 10 ground state (the giant spin approximation, or

GSA – see Sect. 2.1). Figure 12 shows the neutron scattering energy spectrum for

Mn12Ac. The measurement determined irregular spacing of transition energies

(related to B0
4), and a reduction in transition intensities at the top of the energy

barrier, providing direct spectroscopic access to the transverse Hamiltonian term

coefficient (B4
4) responsible, in part, for the manifestation of QTM. Figure 12b

shows how the zero field eigenvalues vary as a function of the B4
4 coefficient, with

arrows labeling the observed INS transition intensities. The B4
4 coefficient only

accounts for QTM for even to even MS applied field crossings (see Fig. 1),

inconsistent with magnetization measurements where QTM is observed at every

MS crossing [29, 30]. Some 5 years later, following an upgrade of the IN5 spectro-

meter incident neutron flux in 2002 [226], further insight into the quantification of

lower symmetry Hamiltonian terms within Mn12Ac could be resolved [43]. In this

later investigation, evidence for rhombic anisotropy within a multi-isomer model

was quantified, consistent with EPR results [33, 34, 42]. The inclusion of rhombic

anisotropy is justified by low temperature X-ray and neutron diffraction analyses

[227, 228] which identify hydrogen bonds responsible for transmitting lattice

solvent disorder to Mn12Ac clusters, as discussed in detail in Sects. 1.1.1 and

1.1.2. Further INS studies of Mn12Ac went on to investigate pressure induced

reduction of axial anisotropy [229] and investigations into the exchange inter-

actions present within Mn12Ac resulting in the identification of several spin excited

states [230, 231].

Fig. 12 (Left) Neutron scattering intensity as a function of energy transfer for Mn12Ac. (Right)
Zero-field-splitting eigenvalues within the ground state multiplet calculated as a function of the

transverse anisotropy term (B4
4) relevant to QTM. Adapted with permission from [224]. Copyright

1999 American Physical Society
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The ability to spectroscopically access exchange interactions and anisotropy

based zfs has meant INS is appropriate for studying SMMs where the GSA is no

longer appropriate (see also Sect. 2.2). This was the focus of an investigation into

the breakdown of the GSA via the characterization of two Mn6 complexes [232,

233]. The possibility to probe inter-multiplet transitions by INS enabled access to

energy levels originating from the excited S¼ 11 manifold. Indeed, the S¼ 11

excited states were identified to be below the anisotropy barrier and nested within

the S¼ 12 ground state multiplet. Using a microscopic spin Hamilton, considering

exchange between MnIII ions and their individual anisotropy contributions, the

properties of the Mn6 clusters could be described including the demonstration of

tunneling pathways involving manifolds of different total spin S.

4.5 Inelastic Neutron Scattering in Fixed Applied
Magnetic Fields

Elusive physical phenomena such as magnetic frustration induced ground state

degeneracy [234–238], and the avoided spin state crossings at critical applied

magnetic fields [239], are challenging to quantitatively examine. Understanding

the composition of the state wave functions involved is imperative for the rational-

ization of such phenomena. The application of an applied static magnetic field

provides a means to break magnetic frustration induced degeneracy such that the

wave functions of the involved spin states can be probed by INS. Likewise, applied

fields can be used to access critical points exhibiting interesting quantum tunneling

phenomena. It is desirable that electromagnets for ToF INS do not restrict scattered

neutron pathways, so as to maximize S(Q,ω) coverage. The design of such setups in
increasingly high magnetic fields, and with broader angular neutron detection

ranges, is in continuous development [240] and will provide a marked advance

for the study of condensed matter magnetism as a whole.

There have been several successful INS investigations of MNs in applied fields.

The IN5 ToF spectrometer was used to investigate the antiferromagnetic molecule

K6[V15As6O42]·H2O [241] in applied fields of up to 2.5 T. The employed magnet

reduced the vertically accessible detector coverage of the IN5 instrument. However,

the portion of S(Q,ω) obtained proved sufficient to determine the origin of wave

function mixing in the frustrated ground state of this system. An isolated spin ½
trimer with equilateral AF exchange is the most fundamental model system to

investigate the manifestation of magnetic frustration. If characterized in sufficient

detail, the energy levels and wave functions of the system may be solved exactly, in

contrast to extended frustrated systems with collective magnetic phenomena

[242]. The V15 molecule has multi-layered exchange pathways with a V3 triangle

sandwiched between two V6 rings. Magnetic susceptibility measurements and EPR

show that, below 100 K, the two rings above and below a central triangle of V ions

lock into a singlet state and, at lower temperatures, the spin dynamics of the system
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are governed by the V3 triangle which rests on the C3 symmetry axis of the

molecule [243, 244]. A trigonal symmetry triangle of AF coupled spin-½ particles

(sa, sb and sc) has a ground state characterized by two degenerate Kramers doublets,

|0, ½, ½, �½⟩ and |1, �½, ½, �½⟩, corresponding to the following basis |Sab, Sc,
Stotal, MS⟩. However, low temperature magnetization measurements of V15 exhibit

butterfly like hysteresis, suggesting a small degeneracy lifting within the ground

state, and mixing between the two Kramers doublet states [245]. Initial attempts to

account for this non-degeneracy were inconclusive [246]. Only by analysis of INS

intensity as a function of Q with applied magnetic field could the internal spin

structure of the frustrated triangle be deduced [247]. Figure 13a shows the energy

level diagram as a function of applied field, with labels for the accessed INS

excitations. With the application of the field, it is possible to resolve the

non-degeneracy of the two Kramers doublets (27 μeV). In zero applied magnetic

field, the intensity of a ΔSa, b¼ 0 transition is the same as a ΔSa, b¼�1 transition

for an equatorially AF exchange coupled triangle. However, in an applied magnetic

field, the intensity of aΔSa, b¼ 0 transition is three times as intense as aΔSa, b¼�1

transition. Figure 13c shows that the intensity of transitions I and II are different in

applied field, but not by a factor of three. TheQ dependence of transition I is used to

quantify the origin of mixing between the |0, ½, ½, �½⟩ and |1, �½, ½,�½⟩ states.
Equation (16) expresses the orientation averaged I(Q) for the specific case of a

triangle, where a2 and b2 are mixing coefficients for the Sa, b¼ 0 and 1 states,

respectively, R is the interatomic distance, and I0 is a normalization constant.

Fig. 13 (a) Energy level diagram of V15 in applied magnetic field with labels for the observed INS

transitions. (b) Neutron intensity as a function momentum transfer, Q, for transitions I (at a field of
1 T – open squares) and III + IV+V (at 0 T – black circles with a simulation denoted by the dashed
curve); simulations of I were performed according to Eq. (16), both with the inclusion of state

mixing (solid line) and without (dotted lines). (c) Use of magnetic field to resolve the low-energy

transitions I and II. Adapted with permission from [247]. Copyright 2004 EDP Sciences
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I Qð Þ ¼ I0F Qð Þ2 a2 þ b2

3
1� sin QRð Þ

QR

	 
� �
: ð16Þ

The proportion of mixing found to reproduce the measuredQ dependence of I [solid
line in Fig. 13b] was found to be represented by the inclusion of a small difference

in the exchange coupling between sites sa/sb with respect to sb/sc and sa/sc. Quan-
tification of the energy gap and its origin required neutron scattering. The study

ruled out a long-standing theory that Dzyaloshinskii-Moriya (DM) interactions

governed the non-degeneracy in V15, showing that the energy gap between the

doublets is field independent, in contradiction to a splitting originating from DM

exchange.

Mixing between wave functions at avoided spin state crossings has been inves-

tigated by INS directly in the heterometallic AF ring [(C2D5)2NH2Cr7NiF8(O2CC

(CD3)3)16] (Cr7Ni [248]). The inclusion of a NiII ion within an AF ring of 8 CrIII

ions breaks the ideal ring symmetry. The ToF Disk Chopper Spectrometer at the

NIST Center for Neutron Research was used to probe a single crystal of Cr7Ni in

magnetic fields up to 11.4 T. The avoided crossing between the S¼½ ground state

and the S¼ 3/2 first excited state corresponds to a coherent oscillation in the total

spin between S¼½ and 3/2. To confirm this scenario experimentally the spin

dynamics of the avoided crossing gap have to be directly probed in the frequency

domain. INS is a measurement of this nature [cf. Eq. (13)] and was adopted to probe
the energy gap between the S¼½ ground state and S¼ 3/2 excited state as a

function of magnetic field through the 10.5 T avoided crossing, proving that the

associated oscillations occur coherently (see Fig. 14).

The study of relaxation in SMMs has also been investigated in applied magnetic

fields using time resolved INS at the IN5 spectrometer ILL, France. The principle of

this method was proven in the study on an array of aligned Mn12Ac single crystals

[249]. In this investigation, the magnetic relaxation was probed by monitoring

Fig. 14 (Left) INS energy spectra for a single crystal of Cr7Ni, measured at 66 mK and at various

fields in the vicinity of an avoided spin state crossing. (Right) Measured peak maxima (black
squares) superimposed on a calculated INS intensity color plot of energy versus applied magnetic

field. Adapted with permission from [248]. Copyright 2007 American Physical Society
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changes in the population of states as a function of time via the INS intensity

following a switch of field direction along the sample magnetic easy-axis. Addi-

tionally, the field dependent studies aided the identification of a minority Mn12Ac

species present within samples (see also Sect. 2.2), providing quantification and

additional explanation for the anomalous fast relaxation observed in AC suscepti-

bility measurements [250].

4.6 Antiferromagnetic Molecular Clusters: AF Rings

The spin dynamics of AF rings with dominant nearest neighbor exchange have

drawn considerable interest [251–254]. Experimental investigations have uncov-

ered a wealth of interesting physical phenomena [255] in accordance with much of

the theoretical speculation. Topics of interest include bipartite excitations [256],

spin wave theory [257, 258], magnetic frustration [236, 259], and Néel vector

tunneling [260, 261].

Even membered rings with nearest neighbor Heisenberg exchange have been

found to follow a rotational-band-like energy dependence in accordance with the

Landé interval rule [256, 262, 263]. This rule, ES¼Δ0S(S + 1)/2, gives the energy
dependence of spin states with increasing S (known as the L-band), where Δ0 is the

energy gap between the ground and first excited spin state. An approximate

Hamiltonian can be used to express this band of excitations, where an effective

exchange (Jeff) between two sub-lattice spin vectors, SA and SB, is considered.

Conformation to this bipartite model assumes collective behavior between

sub-lattice spins in the absence of quantum fluctuations. Within this context the

energy dependence can be considered semi-classical in nature [264], analogous to

the magnetic bi-stability in SMMs. A second, higher energy band of excitations, the

so-called E-band, also exhibits a parabolic energy dependence upon increasing

spin, displaced in energy from the L-band of excitations. The difference between

the two bands of increasing spin states reflects differences within their internal spin

structure. One of the first AF rings to be studied was a polycrystalline sample of Cr8,

[Cr8F8(tBuCO2)16] [256, 265]. The Cr8 ring exhibits a singlet S¼ 0 ground state

and, at 1.5 K, transitions to S¼ 1 excited states of the L and E bands were probed.

The two bands of excitations exhibit different momentum transfer dependence,

reflecting the differences in their internal structure. The effect of lowering the

symmetry of the Cr8 ring by inclusion of a diamagnetic Zn ion has also been

investigated by INS, i.e., a similar Cr8Zn ring [266]. The Zn ion breaks the

translational invariance around the ring, making the L-band a worse approximation;

thus, mixing of the characteristic L and E band neutron momentum transfers was

observed.

Néel vector tunneling has been proposed for ring systems exhibiting bipartite

properties in addition to a large axial anisotropy, where alignment of the Néel

vector with the z-axis (either up, | " i, or down, | # i) becomes energetically favor-

able for sufficiently strong axial anisotropy. Many investigations have pursued the
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observation of Néel vector tunneling� a coherent quantum oscillation between | " i
and | # i � through the anisotropy barrier. Neutron scattering experiments have been

conducted in search of this tunneling in Fe-based AF rings, exhibiting large dipolar

anisotropies [260, 261, 267]. However, while parameterization of general theoret-

ical criteria could be met [251], determination of whether the tunneling transition is

a genuine combination of two Néel states remains unclear. The best evidence so far

for Néel vector tunneling involves magnetic torque measurements [260].

4.7 Single Crystal ToF INS

The vast majority of ToF INS investigations on MNs have been of a polycrystalline

form, where the modulus of Q is obtained from the scattering cross section. In this

scenario, limited information regarding the internal spin structure of the measured

MN may be extracted. This is because the polycrystalline scattering cross section

depends only on distances between correlated magnetic ions, washing out the

detailed information concerning the dynamic spin–spin correlations between parti-

cular pairs of spins within the studied MN. The orientation average of the so-called

interference terms does provide valuable information, several examples of which

have been discussed here. However, this represents only part of the potential

information available in comparison to measuring the full four-dimensional S
(Q,ω) cross section [268]. In fact, such a measurement is possible with a single-

crystal MN sample, where the Fourier components of the dynamic correlations

between particular magnetic ion pairs are related to their vector separation in the

scattering cross section, modulating the scattering intensity with respect to Q. To
gain access to such information requires the measurement of large portions of S
(Q,ω)), which requires neutron detectors with position sensitivity in both the

azimuthal and out of plane scattering angles. Until recently, cold source ToF INS

spectrometers had just unitary detectors which measure on Debye-Scherrer rings.

However, with the development of 3He position sensitive detectors for cold source

neutron ToF INS, the coverage of large detection solid angles, with full S(Q,ω))
analysis, is within reach [211, 212, 226, 269]. Embedded within the Fourier

components of the dynamic spin correlations is detailed information regarding

the low temperature dynamics. The measured correlations can be linked to the

low temperature dynamics by linear response functions. These functions are

represented by a set of susceptibilities, which provide the response of a spin d at

time t to a magnetic field pulse vector to spin d0 at time t¼ 0. Such information can

provide critical information regarding the internal spin structure within a MN,

enabling, e.g., a validation of the Néel vector tunneling regime within AF rings.

Additionally, the sum of the full set of dynamical spin correlations gives the equal

time correlation functions, which characterize the spin structure of the ground

state [270].

Successful extraction of the dynamic spin pair correlations within a MN has

been demonstrated in 2012 [270]. The measurements were performed on the IN5
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spectrometer following an upgrade which saw the installation of position sensitive

detectors composed of 105 pixels covering a total of 30 m2. A 240 mg single-crystal

of the well characterized prototype AF ring Cr8 was selected for the investigation.

INS spectra were measured in one-degree steps, rotating the crystal to access a large

range of momentum transfers. At 1.5 K, transitions from the S¼ 0 ground state

access three S¼ 1 excited states labeled p¼ 1, 2, and 3. The p¼ 1 transition reaches

into the S¼ 1 first excited state (L-band), and p¼ 2 and 3 go to S¼ 1 excited states

(E-band), while further transitions into additional excited states exhibit close to

zero oscillator strength. An integrated energy cut displaying the measured neutron

scattering momentum transfer for the p¼ 1 transition is shown in Fig. 15. The

magnetic neutron scattering cross section [Eq. (9)] for the specific case of a

homometallic MN with axial anisotropy, as T! 0, may be written as [206]:

S Q;ωð Þ /
X

α¼x, y, z
1� Q2

α

Q2

0
@

1
AX

p

XN
dd

0
Fd Qð Þ 
 F

d
0 Qð Þ cos Q � R

dd
0

� �

 0

��sα dð Þ��p� �
p
��sα d

0� ���0� �
δ Ei � Ef þ ℏωp

� � , ð17Þ

where Fd(Q) is the magnetic form factor of the dth ion in the ring,R
dd

0 is the vector

between ion d with spin sα(d ) and ion d’ with spin sα(d
0), and |0i and |pi are the

ground and excited eigen-functions of the magnetic transition p, with eigenvalue

ℏωp. The h0|sα(d)|pihp|sα(d0)|0i terms represent the Fourier components of the

Fig. 15 (Top) Principal correlated spin pairs (d¼ 1 to 5), with respect to vectors (thick arrows)
within the Cr8 MN. The Cr atom (large balls) pairs in the ring are bridged by fluorines and two

tBuCO2 groups, with carboxylates cropped for clarity (see labeling). (Bottom) Combined S(Q) of
Cr8 for the L-band magnetic excitation, p¼ 1. Adapted with permission from [270]. Copyright

2012 Nature Publishing Group

Spectroscopy Methods for Molecular Nanomagnets 275



dynamical correlations between ions within the MN. Hence, by fitting [271]

Eq. (17) to the measured S(Q,ω) for excitations p¼ 1, 2, 3, the full set of Fourier

components for the dynamical correlations may be extracted directly from the

measurement without reliance on any spin Hamiltonian model. The Cr8 molecule

exhibits 5 principle correlations (see Fig. 15): the self-correlation d¼ 1, and pair

correlations d¼ 1 to 2! 5, where d¼ 6, 7, 8 are equivalents to d¼ 4, 3, 2,

respectively. Figure 16 shows constant energy plots for the excitations p¼ 1, 2, 3,

showing the momentum transfer for two wave-vector components, Qx and Qy, lying

in the plane of the Cr8 ring. Fits to the full three wave-vector components for each

transition successfully extracted the Fourier components of the two spin dynamical

correlations. The obtained values were found to correspond very well to exact

values extracted from a microscopic Hamiltonian calculation solved for Cr8
in [265].

4.8 Future Prospects

The selection of key studies reported here demonstrates that INS has played an

integral role in the development of the MN research field. Today much effort goes

into taking MNs out of the crystal for manipulation [272] of their quantum

properties on surfaces [169] or within nanotubes [273]. However, before control

of MNs can be achieved to such a precision that applications like QIP could become

a reality, an extensive understanding of the structure of eigenstates within prototype

clusters must be reached. The recent development of ToF INS spectrometers

underpins a renaissance for the characterization of MNs, providing a way to

probe detailed wave-function information for development of this research area.

As exemplified in the single-crystal study of Cr8 [270], extraction of two-spin

dynamical correlations opens up new possibilities to access the internal spin

structure of MNs. It will be fascinating to see the application of single crystal

ToF INS to probe quantum entanglement within prototype qubits, composed of

supramolecular complexes of linked MNs [274, 275]. Another field of interest

Fig. 16 Constant energy cuts for magnetic excitations p¼ 1, 2, and 3 [(a)–(c), respectively]. The

maps show the Qx–Qy wave vector dependence lying in the plane of the Cr8 ring. Adapted with

permission from [270]. Copyright 2012 Nature Publishing Group
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includes confirmation of Néel vector tunneling in AF rings. The extracted spin

correlation information obtained from the single-crystal INS study of Cr8 demon-

strated that the degree of validity of the Néel vector tunneling framework can be

tested directly.

A further instrumentation development will be the integration of large applied

magnetic fields with ToF INS on single crystals of MNs. The evolution of MN

cluster wave-functions with applied magnetic fields could be used to investigate

quantum phenomena such as avoided spin state crossings, and the effect of mag-

netic fields on exchange biased qubit prototypes. Applied fields provide a means of

accessing detailed information regarding the internal spin structure of the degener-

ate eigenstates in frustrated systems and MNs exhibiting magnetic vortex-spin

chirality [276]. The Cr8 single crystal study revealed how the propagation of

quantum fluctuations can be observed. It was shown how the propagation of a

local disturbance causes a wave-like motion of the magnetization around the ring,

with the occurrence of constructive interference as both anti-clockwise and clock-

wise propagations meet at the opposite side of the ring. It will be of interest to

obtain the same information for odd membered, frustrated rings [236, 277], where

complex interference effects should occur as out-of-phase propagations of magnet-

ization meet. Coupling single crystal studies with applied magnetic fields will open

up further opportunities for probing elusive physical phenomena within MNs.

Fields of just a couple of Tesla are enough to investigate phenomena such as

entanglement or frustration-induced degeneracy; many spectrometers are already

equipped and ready for such investigations.

In summary, single crystal INS changes the landscape in terms of the amount of

detailed information that can be experimentally probed within MNs. The recent

demonstration of this method on the prototypical AF ring, Cr8, highlights what can

be achieved. This method currently requires very large crystals � of order of

200 mg; additionally, the arrangements of molecules within the unit cell must be

as simple as possible. In most cases, deuteration is required, introducing further

complexity to chemical synthesis. However, it is frequently observed that incoher-

ent scattering from hydrogen only becomes significant at energies greater than

around 2 meV. The characterization of polycrystalline samples becomes an increas-

ingly rapid method to investigate MNs, with greater energy resolutions enabling

measurements of small zfs interactions. The latest cold source ToF INS spectro-

meters (LET and AMATERAS) present the possibility of measuring multiple

dynamic ranges at the same time, known as RRM. This will enable the measure-

ment of S(Q,ω) over a broader dynamic range than possible with a single mono-

chromating pulse rate, reducing the amount of time needed to obtain the three

vector scattering intensities for all magnetic excitations over a broad energy range

within a MN. ToF INS on single crystals of MNs represents the frontier of what is

currently possible with today’s neutron scattering technology. However, the con-

struction of new neutron scattering facilities, such as the European Spallation

source [278], should see increases of neutron beam intensities by many orders of

magnitude, permitting the study of more complex high-nuclearity structures with

much smaller crystal sizes.
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5 Muon-Spin Rotation

In a μ+SR experiment [279, 280], spin-polarized positively charged muons are

stopped in a target sample. The time evolution of the muon spin polarization is

probed via the positron decay asymmetry function A(t) to which it is proportional.

Such experiments can be carried out at muon sources which are available in various

locations around the world (currently J-PARC in Japan, PSI in Switzerland, RAL in

the UK, and TRIUMF in Canada). They give a means of measuring local magnet-

ization and dynamics from the viewpoint of the implanted probe, the spin-polarized

muon. A conventional magnetometry measurement of the magnetic susceptibility χ
yields

χ ¼ limδH!0

δMav

δH
, ð18Þ

where Mav is given by Mav ¼ 1
V

ð
V

M rð Þd3r, a volume averaged magnetization.

In contrast, from μ+SR data one can extract the staggered magnetization distri-

bution ρ(M ) in zero applied field; thus if there are N crystallographically indepen-

dent muon sites (in most molecular magnetic materials that have been studied, it is

found that N is 1, 2, or 3), such that a fraction fi of the muons implant at the ith site,
then one can assume that the measured muon polarization function A(t) (neglecting
weakly relaxing terms due to longitudinal relaxation) follows

A tð Þ /
XN
i¼1

f i

ð
ρ Mð Þe�λi t cos αiMtð ÞdM, ð19Þ

where αi is a constant which depends on the dipolar coupling between the local

magnetizationM and the muon at site i, and λi is a relaxation rate. If the sample has

uniform staggered magnetization M0 so that ρ(M )¼ δ(M�M0), then

A tð Þ /
XN
i¼1

f ie
�λi t cos αiM0tð Þ: ð20Þ

Muons can hence allow the temperature dependence of M0 to be determined and

have the useful advantage that they can demonstrate rather easily that M0 is a

characteristic of the entirety of the sample, and not of a minority impurity phase.

5.1 Applications of μ+SR

Muons have a particular advantage in the case of low-dimensional magnets

[281–283]. Because the correlation length ξ in an antiferromagnetic chain grows

on cooling, the heat capacity exhibits a rather broad maximum as the entropy of the
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spins consequently decreases with the increasing correlation. Thus, when 3D

ordering sets in at TN, the transition is associated only with a rather small change

in entropy, thereby giving rise to a tiny peak in the heat capacity, the size of which

decreases as |J0/J| decreases. This effect is shown in recent Monte Carlo simulations

for quasi-two-dimensional systems [284], and means that identifying 3D ordering

in very anisotropic magnets using heat capacity can be challenging. In contrast, the

transition from a non-long-range ordered state, even one with dynamic correlations

of large spatial extent, to a 3D long-range ordered state is rather straightforward

using μ+SR [282].

However, for MNs, measurements made using μ+SR have proven difficult to

interpret, and the large number of muon sites within a complex molecule that will

inevitably occur do not make the situation easy. Although initially it was thought

that QTM should be measurable by implanting muons into MNs [285–287], the

unambiguous detection of this effect proved elusive [288]. Instead, μ+SR spectra

obtained on high spin systems appeared to arise from dynamic fluctuations of a

local magnetic field distribution at the muon sites, which persisted down to dilution

refrigerator temperatures [286–289]. Muon results on MN systems all showed

similar behavior but it was unclear whether the muon was probing the intrinsic

behavior of the large electronic spin or some residual effect. It has been argued that

μ+SR is sensitive to the dephasing of the MN electronic spins caused by the

incoherent fluctuations of nuclear moments in which the metal ions are embedded

[290]. If this is the case then it makes the muon a valuable probe of the potential

mechanism behind QTM. In order to address the question of what the muon probes

in MN systems, identical μ+SR measurements were performed [291] on protonated

and deuterated samples of Cr7Mn (S¼ 1) and Cr8 (S¼ 0) [292, 293] [structure

shown in the inset of Fig. 17a, b]. These measurements show (1) that the muon is

controlled by the large electronic spin in a MN; (2) deuteration leads to a significant

increase in the μ+SR relaxation rate at low temperature in Cr7Mn, implying that

muons probe the dephasing of large electronic spins by the random magnetic fields

due to the nuclei and; (3) that upon cooling, a magnetic ground state is reached by a

freezing out of dynamic processes that leads to magnetic order in Cr7Mn below 2 K

[291]. Typical spectra measured for Cr7Mn and Cr8 are shown in Fig. 17. Above

T� 2 K the spectra for all materials differ depending on whether protonated or

deuterated.

In the temperature range 2� T� 100 K the spectra for S¼ 1 Cr7Mn (Fig. 17a)

were found to be described by the relaxation functionA tð Þ ¼ A1exp � ffiffiffiffi
λt

p� �þ Abg;

where Abg accounts for any background contribution from muons that stop in the

sample holder or cryostat tails. This behavior is typical of that observed previously

in MN materials [286, 287, 290] and arises because of the complex dynamic

distribution of local fields within the material sampled by the muon ensemble.

The monotonic relaxation and the fact that the muons could not be decoupled with

an applied magnetic field up to 0.6 T places the relaxation in the fast-fluctuation

limit [294]. The spectra measured for the S¼ 0 Cr8 samples are quite different

(Fig. 17b). In this case the relaxation rate is far smaller and resembles a Kubo-

Toyabe (KT) function with a distribution width given by Δ¼ γμ ⟨B2⟩1/2, where
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γμ¼ 2π
 135.5 MHz T�1 is the muon gyromagnetic ratio and B is the local

magnetic field at a muon site [294]. In a MN there are many inequivalent classes

of muon sites and this leads to a distribution of second moments p(Δ). The resulting
muon relaxation is obtained by averaging the KT function over this distribution,

and an analysis [291] shows that the muon is sensitive to the disordered nuclear

moments in Cr8. This is confirmed by the application of a small longitudinal

magnetic field which quenches the relaxation. The larger Δ found in Cr8-d com-

pared to Cr8-h reflects (albeit partially) the larger moment of the deuteron. Most

importantly, the dramatic difference between the measured spectra and relaxation

rates for S¼ 0 Cr8 and S¼ 1 Cr7Mn samples (Fig. 17a, b) strongly suggests that the

muon response in MN systems with S 6¼ 0 stems from dynamic fluctuations of the

electronic spin. In the absence of an electron spin in Cr8, the muon spin is relaxed

by quasistatic disordered nuclear moments.

The temperature dependence of the relaxation rate λ for the protonated (λh) and
deuterated (λd) Cr7Mn samples is shown in Fig. 17c. On cooling below T ~ 50 K, the
relaxation rate λ increases before saturating below ~10 K, with the onset of the

increase and the saturation occurring at similar values of T for both materials. This

T-dependence is common to nearly all MN systems that have been previously

measured with μ+SR [286–288, 290] and is discussed in more detail below. At

high temperature λd> λh. It is likely that at these high temperatures the electronic

spins are fluctuating very fast and are at least partially motionally narrowed from

the spectra. Upon cooling, the increase in λ is greater for the deuterated sample,

with λd becoming greater than λh below�15 K. Most significantly, the saturation of

the relaxation at T≾ 10 K occurs with λd> λh. The temperature dependence of the

ratio λd/λh (Fig. 17d), which increases upon cooling, tends to �1.7 at the lowest

temperature.
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Fig. 17 Spectra for protonated and deuterated Cr7Mn (a) and Cr8 (b) materials, measured at

T¼ 4.5 K. Insets: structures of the molecules. (c) Temperature evolution of the relaxation rates. (d)

Ratio of the Cr7Mn-h and -d relaxation rates. The line is a guide to the eye. Adapted with

permission from [291]. Copyright 2010 American Physical Society
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The muon relaxation rate is proportional to the electronic spin correlation time τe
and 1/τe/ ⟨Bn

2⟩τn, where τn is the correlation time of the nuclear stochastic field. It

is probable that swapping protons for deuterons changes not only the local field

distribution (via ⟨Bn
2⟩) but also the correlation time of the nuclear stochastic

field [291].

Measurements made down to 20 mK show heavily damped oscillations which

are identical for -h and -d samples and lead to an estimate of a transition temper-

ature of 1.9(1) K to a state of magnetic order. The heavily damped nature of the

oscillations and the Cr8 results suggest that there are many magnetically

inequivalent muon sites in the system. μ+SR is likely to be particularly effective

in revealing transitions to long-range order in MNs and this is a fruitful area for

future research. A second interesting topic is the recent observation using muons of

electronic energy level crossings [295]. This gives further evidence that the spin

relaxation of the implanted muon is sensitive to the dynamics of the electronic spin.

The experiment was performed on a broken ring MN Cr8Cd and the data show clear

evidence for the S¼ 0 to S¼ 1 transition that takes place at Bc¼ 2.3 T. The crossing

is observed as a resonance-like dip in the average positron asymmetry and also in

the muon spin relaxation rate, which shows a sharp increase in magnitude at the

transition and a peak centered within the S¼ 1 regime [295]. A third interesting new

direction concerns the study of MNs on surfaces using the technique of proximal

magnetometry [296] in which very low energy muons are used as a spin probe,

implanting them in the substrate, just below the magnetic material. Such experi-

ments are beginning to bear fruit [297].
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