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Abstract A variety of computational procedures used to predict properties of ener-
getic materials is presented. These procedures, based on standard atomistic simulation
methods, demonstrate the ability to predict key properties of these materials related to
performance or hazard. Several applications of the various methods for nitrogen-rich ma-
terials are provided to illustrate capabilities. Also, an overview of theoretical efforts in
computational design of novel all-nitrogen materials is given.

Keywords Computational chemistry · Crystal density · Energetic materials · Heats of
formation · Quantum mechanics

Abbreviations
A7 Strukturbericht designation for α-arsenic crystal lattice structure
B3LYP Becke 3-parameter hybrid density functional using non-local correla-

tion provided by Lee, Yang and Parr
BP Black phosphorus crystal lattice structure. Strukturbericht designation

is A17
CCSD(T) Coupled cluster with single, double and perturbative triple excitations
CG Cubic gauche
CHNO Carbon-hydrogen-nitrogen-oxygenal



154 B.M. Rice et al.

CSD Cambridge Structural Database
DFT Density functional theory
EM Energetic material
ESP Electrostatic potential
G2 Gaussian-2 theory for calculating total molecular energies
G3 Gaussian-3 theory for calculating total molecular energies
G3(MP2) Variant of Gaussian-3 theory for calculating total molecular energies

in which the basis set extensions are obtained at the second-order
Møller–Plesset level

G3(MP2)//B3LYP Variant of Gaussian-3 theory for calculating total molecular energies
in which the geometries and zero-point energies are obtained from
B3LYP density functional theory instead of those used in conventional
G3 calculations

GGA Generalized gradient approximation
GIPF General interaction properties function
Gx Variant of the G2 or G3 method
HEDM High energy density materials
HF Hartree–Fock
HPC Hexagonally packed chain
MC Monte Carlo
MD Molecular dynamics
MM Molecular modeling
MOLPAK MOLecular PAcKing crystal structure prediction software
MP Molecular packing
MP2 Second order Møller–Plesset theory
NVE Microcanonical
NVT Canonical
PES Potential energy surface
QCISD(T) Quadratic configuration interaction with single double and perturba-

tive triple excitations
QM Quantum mechanics
QMD Quantum molecular dynamics
QSAR Quantitative structure activity relationship
QSPR Quantitative structure property relationship
RMS Root mean square
WMIN Lattice energy minimization software

1
Introduction

The development of accurate models and simulations of energetic materi-
als (EM) has been aggressively pursued within the EM research community
since the advent of computational capabilities. Numerous analytic and com-
putational models that predict the performance of an EM in a variety of
applications exist, but most have a significant dependence on empirical data
that previously could be obtained only through measurement. Due to the
cost and time associated with collection of such empirical data (i.e., synthesis
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and testing), the EM community has recognized that for purposes of screen-
ing new materials, its dependence on such information must be reduced.
Therefore, great attention has been given towards developing physics-based
atomistic models for use in EM research and has resulted in a dramatic evo-
lution of methods and applications of these to EM.

A variety of models based on atomistic simulation methods have been de-
veloped to predict key properties of an EM that are used to assess potential
performance in a weapon or its sensitivity to impact [1, 2]. While showing
a measure of success, these models still include some empiricism and have
been developed for conventional explosives, most of which are composed
of carbon, hydrogen, nitrogen, and oxygen (CHNO). Therefore, one cannot
immediately conclude that the same models and methods will be applica-
ble to the new class of high-nitrogen molecular and ionic crystals that are
showing great promise as high energy density materials (HEDMs), and thus
are limited in their use as screening tools. Also, concern for potential en-
vironmental hazards associated with the use and synthesis of EMs calls for
the development of methods that will predict the environmental impact of
any new material being considered for synthesis. Unfortunately, there are
only a few methods that exist for such a purpose, both for CHNO and high-
nitrogen materials, and significant efforts in development and assessment of
such methods are still required. Efforts are being made to address all of these
limitations, and will be discussed herein.

Atomistic methods in EM research are not limited to use as tools
for screening purposes only. There are several examples where quantum
mechanical characterizations of isolated molecules or elementary reac-
tions are used to augment experimental information of newly synthesized
high-nitrogen condensed phase materials [3–13]. Quantum mechanical ap-
proaches are also used to identify novel forms of nitrogen in which structural
energy is stored, such as exotic all-nitrogen molecular species and high pres-
sure polymorphic phases of solid nitrogen. Several examples will be discussed
in this chapter. Atomistic simulation methods can also be used to predict
probable reaction mechanisms and for exploring the dynamic response of
a material to an initiating event. Simulations for the latter process using mo-
lecular dynamics (MD) methods, however, have been limited to conventional
CHNO explosives and to our knowledge, only two have been performed for
triazolium-based compounds, with a focus on predicting physical proper-
ties [14, 15]. Since there are no widespread applications of this methodology
to high-nitrogen systems, these types of simulations will not be discussed in
this chapter.

Section 2 will describe the various computational approaches used to de-
velop predictive procedures for high-nitrogen solids. Section 3 will describe
applications of these procedures to existing high-nitrogen HEDMs (both
molecular and ionic crystals). Section 4 will be devoted to a discussion of
predictions of novel all- or high-nitrogen species, followed by Sect. 5, in
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which predicted non-molecular high pressure phases of solid nitrogen are
presented. Section 6 will contain concluding remarks, including identification
of needs for further advancement of predictive capabilities for this emerging
class of EMs.

2
Computational Methods

Atomistic simulation approaches encompass a wide variety of methods that
can be loosely categorized into three areas: methods based on 1) classical
physics, 2) quantum physics, and 3) empirical models that use atomistic
simulation results. The methods based on classical physics used in EM re-
search include molecular modeling/molecular packing (MM/MP), molecular
dynamics (MD), and Monte Carlo (MC). MM/MP applications in EM re-
search are used mainly for ab initio crystal prediction, a method in which
the most probable packing of a molecule in the crystalline state is predicted
using information about a single molecule. The ab initio crystal prediction
of densities of EM will be discussed in the next section. MC methods are
used to predict thermodynamic properties, while MD simulations predict
the time-dependent behavior of a material (although the results can also be
used to predict thermochemical properties). The accuracy of results using
any of these methods is almost completely dependent on the quality of the
description of interatomic interactions within a system. While some promis-
ing interaction potentials have been developed and successfully used in MC
or MD simulations of conventional CHNO EMs [16–19], we are unaware of
similar simulations for high-nitrogen HEDMs. Therefore, our discussion of
simulation methods based on classical physics will be limited in this chapter.

Quantum mechanical methods are widely used in research of high-
nitrogen energetic materials; applications include the evaluation of elemen-
tary reactions, establishing stability rankings among possible conformers
or the generation of molecular properties, such as equilibrium structures,
vibrational spectra, electrostatic potentials (ESP), electron densities, and
thermodynamic information. Various QM theories ranging from the highly
accurate CCSD(T) method to more computationally tractable approaches
[such as density functional theory (DFT) or second-order perturbation the-
ory (MP2)] have been applied to prediction of various molecular properties,
many of which will be discussed in the next section. Most calculations using
the extremely accurate quantum mechanical methods are performed to char-
acterize all nitrogen molecules (Sect. 4), determine stability, and, in the case
of species that are not stable, computationally design derivatives that will
generate a stable species. Many of these studies have been limited to a small
number of atoms, due to prohibitive computational requirements associated
with high levels of quantum mechanical theory. Less accurate approaches
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(i.e., DFT using modest basis sets) have been used for predicting molecular
properties associated with screening since these can be calculated for large
molecules rapidly yet provide sufficiently accurate results. Atomistic simula-
tion of novel high pressure phases of nitrogen has been dominated by solid
state DFT treatments, the only computationally tractable quantum mechan-
ical method for the condensed phase. These calculations will be reviewed
in Sect. 5. Although there are numerous classical molecular simulations of
highly compressed nitrogen, none of the interaction potentials used in those
simulations correctly model phase transitions occurring in the nitrogen sys-
tem and will not be discussed herein.

QM methods are also used in the third category of atomistic simula-
tion methods we will include in this discussion. We focus on quantitative
structure activity relationship/quantitative structure property relationship
(QSAR/QSPR), a computational chemistry methodology that is extremely
popular within the pharmaceutical community for new drug design. This ap-
proach establishes mathematical correlations between molecular descriptors
(an inherent property of the chemical system) and various physico-chemical
properties and behavior for various classes of compounds. An extensive
compilation and description of over two thousand molecular descriptors
are provided by Todeschini and Consonni [20]. While many of the descrip-
tors are empirically derived or obtained from experimental information,
many of them can be generated using quantum mechanical methods [21].
QSPR/QSAR methods using conventional and quantum-mechanical molecu-
lar descriptors have been used successfully to predict certain key properties of
EMs for conventional CHNO materials [1] and applications will be described
in the next section. Drawbacks to this method are its empiricism and reliance
on experimental information; predictive capability of this method is not en-
sured for systems that are outside of the data set to which the QSPRs were
parameterized. As with all empirical models, there is a possibility that a QSPR
will perform poorly for dissimilar chemical systems. To our knowledge, this
approach has not been widely applied to high-nitrogen materials.

The theoretical methods that will be discussed in this chapter represent
only a subset of the various atomistic simulation methods used in compu-
tational materials research, and we refer the interested reader to the various
comprehensive reviews on each method [22–30]. For the purposes of this
chapter, however, we will highlight important points associated with various
theories in application to the high nitrogen materials.

3
Prediction of Properties of High-Nitrogen Solids (Neutrals, Ionics)

The majority of efforts in developing predictive capabilities have focused on
calculating properties that are indicative of the performance of a material. In
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recent years, however, vulnerability requirements and environmental restric-
tions have demanded that these factors be given equal or greater weight in
the development and design of new materials, thus facilitating development
of predictive models to address these aspects. In this section, we will describe
the various models and methods used to predict these properties, and various
applications to high-nitrogen HEDMs.

3.1
Performance Properties

Special attention has been given to the prediction of two properties that are
used to provide an initial assessment of the potential performance of a mate-
rial in a gun or warhead: the heat of formation and the density of the material.
A variety of computational chemistry methods to accurately predict such per-
formance properties [1, 31] exists, but applications to EM have been limited
almost exclusively to conventional CHNO explosives. Unfortunately, there has
been no similar wide-scale application of these computational methods to
high nitrogen compounds. Additionally, there have not been extensive ap-
plications to ionic crystals (either high-nitrogen or CHNO salts), since the
majority of EMs are neutral molecular organic crystals. Previous tools that
have been developed to predict either of these properties for CHNO energetic
neutral crystals are not suited for ionic materials, as will be described here-
after. Further, applications of existing tools that work well for CHNO neutral
molecular crystals have shown inconsistent (and sometimes poor) behavior
when applied to high nitrogen materials. Thus, the existing methods must be
reassessed and modified to accommodate the high nitrogen systems, and al-
ternative methods should also be explored. In this section, we will present
some of these alternatives.

3.1.1
Crystal Densities: Neutral Molecular Crystals

We will begin this section with a discussion of the prediction of crystal den-
sities for neutral molecular crystals. Several approaches have been used to
predict crystal densities without a priori knowledge of the system. The first,
and most sophisticated, is that of ab initio crystal prediction, in which the
crystal microstructure is determined using information about a single, iso-
lated molecule. While a number of procedures have been developed and
assessed [32], all methods generally follow a three-step computational ap-
proach. The first step corresponds to generating a three-dimensional model
of the molecule (the packing moiety) that will be used to construct candidate
crystals of different symmetries. In the next step hypothetical crystal struc-
tures using the molecular models are created; the contents of the structures
are dependent upon the crystal symmetry being explored and the orienta-
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tion of the packing moiety. In the third step the energy of each hypothetical
crystal is minimized with respect to lattice and molecular orientation pa-
rameters. After generating a large series of candidate crystal structures, the
crystals can then be ranked (usually by energy or density). Although it has
been shown to be a very useful predictive methodology, it suffers from certain
limitations. The majority of computational methods assume that the crystal
structure with the lowest lattice energy corresponds to the thermodynamic-
ally favored structure rather than the structure with the lowest free energy.
This assumption effectively ignores entropic and vibrational enthalpic con-
tributions to the free energy and does not consider kinetic factors associated
with crystal growth, such as solvent effects and crystallization conditions.
Another of the major limitations of this method of crystal density predic-
tion is its reliance on a description of interatomic interactions. As in any
atomistic modeling procedure, the quality of the result is dependent on the
accuracy of the description of the interatomic forces. Finally, current methods
require significant improvement in their search methods used to generate the
candidate crystals, particularly for systems in which the asymmetric unit of
a crystal (Z′) is greater than one [32]. However, the utility of the proced-
ure in EM research has been demonstrated, in spite of the aforementioned
assumptions and limitations [33, 34]. A survey study [34] was performed in
which 174 CHNO molecular crystals whose molecules contained functional
groups common to CHNO explosives (i.e., nitramines, nitroaliphatics, ni-
trate esters, and nitroaromatics) were subjected to the method of ab initio
crystal prediction using a transferable CHNO interaction potential [19] and
the method developed by Ammon and co-workers(MOLPAK/WMIN) [33].
The systems chosen were restricted to crystalline space groups and systems
that could be treated by MOLPAK/WMIN (i.e., Z′ ≤ 1). The study showed
that for 85% of the chemical systems simulated, the method and model pro-
duced a crystal structure whose lattice parameters and contents of the crystal
(i.e., molecular positions and orientations) matched the experimental crys-
tal. Additionally, approximately 75% of these were the low energy structures
of all possible candidates generated in the crystal prediction process. Pre-
dicted densities (calculated at 0 K) had a root-mean-square (rms) deviation
from experiment of 3%. Inclusion of thermal effects is expected to bring these
results more in line with the experimental values. This study showed that
the method of ab initio crystal prediction is suitable to predict crystal den-
sities of a new EM (provided the description of the interatomic interactions
are reasonably accurate). However, because it utilizes an empirically derived
interatomic model that was parameterized to CHNO systems, it cannot be as-
sumed that the model will adequately predict structures of systems that are
dissimilar from the original set to which it was parameterized. We demon-
strate this in an application of the same interaction potential [19] and the
method of ab initio crystal prediction to six high-nitrogen neutral molecu-
lar crystals synthesized by Klapötke [35]. The results were unsatisfactory; in
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three cases the experimental crystal was not found among the various poly-
morphs that were generated in the calculations. For the remaining three,
two of the structures identified as matching the experimental crystals were
significantly higher in energy than those of other polymorphs generated in
the calculations. Furthermore, the contents of the unit cells and the cell di-
mensions had unacceptably large deviations from the measured values. This
exercise clearly demonstrated a need for an interaction potential to treat such
high-nitrogen compounds. Ammon has recently refined the default inter-
atomic interaction potential used in the MOLPAK/WMIN suite of programs
to describe high-nitrogen systems [36]. Application of the MOLPAK/WMIN
methods and this newly refined interatomic potential produces densities of
eight high nitrogen crystals within a few percent. These results are given in
Table 1. Further assessments of this model and method for high-nitrogen sys-
tems are being performed as experimental information is being collected.

Ab initio crystal prediction provides a density value and important in-
formation about the positions of the atoms in the unit cell, invaluable in-
formation that can be used to construct molecular models for use in other
simulations or might be useful in analysis of experimental results of dynamic
response (e.g., directional shock sensitivity). Unfortunately, the methods are
computationally intensive and analysis of the results is not trivial. For assess-
ment of potential performance, often the user only needs the value of the
crystal density at room conditions. For such calculations, QSAR/QPSR ap-
proaches are extremely attractive due to their ease of use and speed. Several
QSPR-type approaches have been used to predict condensed phase densities
of molecular organic systems [37–45]; some of which are included in EM re-
search. In some of the QSPR-type approaches, a property called “molecular

Table 1 Crystal densities predicted using molecular volumes within the 0.001 a.u. isosur-
face of electron density

System Expt MOLPAK/ 6-31G∗∗ 6-311+G(2df,2p)
WMIN [36] 0 K Temperature 0 K Temperature

corrected corrected

g088 [35] 1.473 1.44 1.462 1.436 1.423 1.398
gn085 [35] 1.381 1.33 1.335 1.313 1.290 1.269
Mincob [224] 1.515 1.484 1.524 1.500 1.473 1.449
weig1a [35] 1.444 1.491 1.488 1.453 1.440 1.406
g098 [35] 1.515 1.479 1.489 1.462 1.441 1.415
g096 [35] 1.522 1.495 1.555 1.527 1.504 1.476
Jahxog [225] 1.719 1.766 1.686 1.646 1.635 1.596
Iceduq [226] 1.384 1.423 1.382 1.349 1.345 1.314

Average % deviation – 0.4 – 0.3 – 2.2 – 3.3 – 5.2
Rms % deviation 2.7 2.0 2.9 3.9 5.6
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volume” is used in the development of the QSPR. The concept of molecular
volume is ambiguous and can be defined in a variety of ways. For example,
the experimental molecular volume in the Cambridge Structural Database
(CSD) [46] is defined as the ratio of the volume of a unit cell to the num-
ber of molecules within the cell. Molecular volume can also be approximated
assuming group or atom additivity,

VVA =
∑

niVi , (1)

where VVA is the molecular volume assuming additivity, Vi is the volume of
the ith constituent atom or functional group, and ni is the number of the
ith atoms or functional groups contained within the molecule. The atomic
or group volumes can be defined by parameterizing to a large set of experi-
mental crystal data [41, 43, 47, 48], or can be derived using accepted standard
values, such as van der Waals radii [45]. Density predictions [39, 40, 44] have
also been made using the general interaction properties function (GIPF)
methodology [49–51], developed by Politzer for quantum-mechanical-based
QSPR-like applications to predict macroscopic properties of a variety of ma-
terials. In this methodology, a GIPF is a function that uses statistical descrip-
tors of the electrostatic potential (ESP) mapped onto a molecular surface to
describe some macroscopic property. The parameters of the GIPF are de-
termined by fitting to experimental information. In all of these calculations,
the molecular surface is defined to be the 0.001 electrons/bohr3 isosurface of
electron density [52]. In addition to the statistical descriptors of features of
the surface ESP, Politzer frequently uses the area of the molecular surface in
his GIPFs [49–51]. Politzer and co-workers developed GIPFs to predict liquid
and crystal densities for numerous compounds [44]; the crystal density GIPF
was a function of the area of the molecular surface and the variance of the sur-
face ESP, where the electron density ESPs were calculated at the HF/STO-3G
level. These authors indicated that this GIPF could be modified to use mo-
lecular volume rather than surface area, but that the resulting GIPF was suffi-
ciently accurate to render such a calculation unnecessary. Subsequent studies
using the GIPF approach for crystal density prediction [39, 40, 45] showed
improvement upon replacing the surface area term with molecular volume,
defined as either the volume contained within the molecular surface used in
the Politzer approach [39, 40] or the van der Waals volume [45]. Pan and Lee
showed that the original Politzer GIPF for crystal density prediction was not
transferable to cyclic and caged compounds (many of which included EMs),
and required reparameterization to produce acceptable results [40]. Addition-
ally, Bouhmaida and Ghermani, who used experimental electron densities in
generating the surface ESPs, found that the volume within the molecular sur-
face was adequate for predicting crystal density, and that the surface variance
was a poor descriptor in establishing this correlation [39]. They concluded
that the differences between the results generated by Politzer [44] and their
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application might be due to alterations of the ESPs of the molecules when in
the solid state.

We have undertaken a study in which molecular volume is used to predict
crystal densities for 181 CHNO species for which experimental crystallo-
graphic information exists. In this study, we defined our molecular volume
to be that contained within the 0.001 a.u. isosurface of electron density of
a molecule calculated at the B3LYP/6-31G∗∗ level. This level of QM theory is
somewhat of an improvement over that used by Politzer and Murray [44] and
Pan and Lee [40]. Two sets of molecular volumes were generated: one set was
composed of volumes corresponding to the molecules in configurations con-
sistent with those of the experimental crystals (denoted VExpt), and the other
(Vopt) was composed of molecules in equilibrium gas phase configurations
(optimized at the B3LYP/6-31G∗∗ level). Since the geometry optimizations
produce a 0 K result, we imposed a thermal correction to each system. This
correction assumes isotropic expansion and has the form

Vopt,Corrected = Vopt(1 + αT) , (2)

where T denotes the temperature at which the crystal structure was meas-
ured and α was determined by fitting the right-hand side of Eq. 2 to the
experimental molecular volumes (as defined earlier in [46]). For the set of
molecules whose configurations correspond to the experimental structure,
thermal and crystal field effects are already included; therefore, no thermal
correction was imposed on molecular volumes or densities calculated using
these structures.

VExpt and Vopt were then compared with experimental values; molecular
volumes calculated using experimental structures had average and rms de-
viations from experiment of – 4.2 and 5.8%, respectively. This corresponds
to 6.3% rms deviation in crystal density. Average and rms deviation of Vopt
from experiment are – 0.9 and 3.7%, respectively. Application of the ther-
mal correction to Vopt produced average and rms deviations from experiment
of 1.3 and 3.8%, indicating thermal effects are minimal. These Vopt corres-
pond to a 3.6% rms deviation from experiment in crystal density, indicating
far better agreement with experiment than results using the molecular con-
figuration corresponding to the measured crystal structure. The maximum
deviations of molecular volume and density from experimental results from
this set are 42.8 Å3 and 0.166 g/cc, respectively. We note that this method of
crystal density prediction produced statistical agreement with experiment as
good as those generated in the study of 174 CHNO systems using ab initio
crystal prediction [34], at a substantially reduced computational cost. How-
ever, we emphasize that this method does not provide any information about
the arrangement of the atoms within the unit cell.

We next calculated molecular volumes for eight high-nitrogen neutrals
using two different basis sets [6-31G∗∗ and 6-311+G(2df,2p)] and the B3LYP
density functional to explore the effect of basis set size on the molecular vol-
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Fig. 1 Comparison of densities of high-nitrogen EM crystals (g/cc) using experimental
crystal densities, MOLPAK/WMIN predictions, direct evaluation of 0 K and temperature-
corrected molecular volumes using the 6-31G∗∗ basis set, direct evaluation of 0 K and
temperature corrected molecular volumes using the 6-311+G(2df,2p) basis set

ume. In this study, geometries were optimized at the B3LYP/6-31G∗∗ level.
Densities calculated using molecular volumes within the 0.001 a.u. isosur-
face of electron density with and without the temperature correction de-
scribed above are listed in Table 1; a visual comparison with experimental
values is given in Fig. 1. Additionally, results generated by Ammon using
the recently modified force field (described earlier) and the MOLPAK/WMIN
procedure [36] are also shown in Fig. 1. Temperature-corrected and 0 K crys-
tal densities calculated using the larger basis set both have larger percent
deviations from experiment than the other theoretical treatments. The MOL-
PAK/WMIN predictions (temperature corrected using factor recommended
by Hoffman [41]) and the temperature-corrected 6-31G∗∗ calculations have
approximately the same rms % deviation from experiment, while the uncor-
rected 6-31G∗∗ results have the smallest rms % deviation from experiment of
all theoretical treatments.

3.1.2
Crystal Densities: Ionic Molecular Crystals

In principle, the various methods used for crystal density prediction of neu-
tral molecular crystals should be applicable to ionic systems. Indeed, group
additivity schemes have been developed for ionic crystals [53, 54]. Unfortu-
nately, the ionic partners that make up the formula unit in the ionic crystal
introduce complications in implementing some of the other methods. The
main challenge is properly defining the arrangement of the ionic partners
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relative to one another. For several implementations of ab initio crystal pre-
diction, the search algorithms cannot independently position or orient mul-
tiple ions that make up the formula unit during the generation of candidate
crystals [32]. However, efforts are being made to extend this capability and
initial results are promising [32, 55].

Attempting to energetically rank various arrangements of isolated ionic
partners using quantum mechanical calculations might not be useful in all
cases, since the most probable relative positions and orientations corres-
ponding to the solid phase will be strongly influenced by the crystalline
field, a property that cannot captured in these calculations. Further, quan-
tum mechanical geometry optimizations of isolated ionic partners can result
in spontaneous reactions, e.g., proton transfer [56, 57]; the preservation of
charge separation between the ionic partners in such a calculation is difficult
to maintain.

However, quantum-mechanically calculated ionic volumes can be used to
predict crystal densities of ionic crystals, where the ionic volume is defined to
be that contained within a selected isosurface of electron density. Following
Jenkins et al. [58], the volume of the formula unit MpXq of an ionic crystal is
simply the sum of the volumes of the ions contained in the formula unit:

Volume = pV+ + qV– , (3)

where M denotes the cation and X denotes the anion. This method of formula
unit volume prediction was applied to 34 high-nitrogen ionic salts provided
by Klapötke [35]. In this application, the ionic volume is assumed to be that
contained within the 0.001 a.u. isosurface of electron density of the ion calcu-
lated at the B3LYP/6-31G∗∗ level. Two sets of ionic volumes were generated.
The first set were calculated using molecular structures consistent with the
experimental crystal and the second used equilibrium geometries resulting
from a B3LYP/6-31G∗∗ geometry optimization. Unlike what we observed in
our earlier application of this method to neutral CHNO molecular crystals,
the formula unit volumes calculated using the experimental structures were
in closer agreement with experimental values than those using the optimized
structures. Upon examination of the optimized geometries of the cationic and
anionic components of the ionic volumes, we found the following: for those
ions that had no hydrogen atoms, the differences between the volumes of ions
assuming the experimental structures with those using the optimized struc-
tures were very small (fractions of Å3). The largest differences were for ions
that contained hydrogen atoms. Also, the magnitude of the difference in vol-
ume is directly proportional to the number of hydrogen atoms in the ion.
This difference appears to be due to differences in the X – H (X = C, N) bond
distances in the optimized and experimental structures. The B3LYP/6-31G∗∗
X – H bond distances are ∼ 0.1 Å larger than those reported for the experi-
mental structures.
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In order to establish a correction factor to be used for calculations using
optimized geometries of hydrogen-containing high-nitrogen ions, we first av-
eraged experimental ionic volumes for each ion that is present in different
ionic crystals. This averaged experimental ionic volume is then compared
with the volume of the optimized ion. The difference between the averaged
experimental and optimized ionic volumes scales almost linearly with the
number of hydrogen atoms within the ion. This relationship allowed us to
generate a correction factor for the high-nitrogen ionic crystals.

To calculate a “corrected” ionic volume using structures optimized at the
B3LYP/6-31G∗∗ level, the formula is:

V(corrected)=V(uncorrected) – 0.976(No. of Hydrogen Atoms in the ion).
(4)

We did not attempt to define a thermal correction for these crystals. Cal-
culated formula unit volumes using the experimental structures from the
34 high-nitrogen ionic crystals synthesized by T. Klapötke [35] had a rms
deviation from experimental values of 4.6%. Formula unit volumes calcu-
lated using optimized geometries and corrected for the number of hydrogens
had a 4.2% rms deviation from experimental values, whereas the uncor-
rected values had a 6.7% rms deviation from experiment. The rms deviation

Fig. 2 Comparison of formula unit volumes of 34 high-nitrogen ionic crystals (g/cc) using
experimental volume, predicted volumes using the experimental structures, predicted un-
corrected volumes using optimized structures, and predicted volumes using optimized
structures, corrected for the number of hydrogens (see text)
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Fig. 3 Same as Fig. 2, except this provides a comparison of crystal densities

from experimental crystal densities using the volumes corresponding to the
experimental structures is 4.7%, whereas the corresponding values using un-
corrected and corrected formula unit volumes generated from optimized
structures are 6.1 and 4.2%, respectively. Visual comparisons of the predicted
and experimental molecules volumes and crystal densities are given in Figs. 2
and 3.

3.1.3
Solid Phase Heats of Formation: Neutrals

It can be argued that the solid phase heats of formation of a crystal can be cal-
culated using highly accurate solid state quantum mechanical methods. How-
ever, computational obstacles rule out this approach. First, the only computa-
tionally feasible quantum mechanical approach to calculate the lattice energy
of molecular crystals at this time is density functional theory. DFT does not
adequately describe dispersion interactions, which are the main components
of the binding energy in such crystals at ambient conditions [59, 60]. Sec-
ondly, this approach requires knowledge of the crystalline environment, and
thus requires empirical information, which works against the overall goal to
reduce dependence on such information through modeling. Solid phase heats
of formation can be predicted using QSPR approaches [61–64], but their pre-
dictive capability might be limited to the chemical systems to which they were
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parameterized. To our knowledge, there are no QSPR methods for predicting
the solid phase heats of formation for high-nitrogen compounds.

The solid phase heats of formation of weakly bound molecular crystals can
also be obtained using predictions of gas phase heats of formation and heats
of sublimation through the following relation [65]:

∆H◦
f(s) = ∆H◦

f(g) – ∆Hsub . (5)

There are a variety of quantum-mechanically based methods to predict the
gas phase heats of formation for neutral species. Politzer et al. have provided
a detailed review of the various methods and their use in EM research [1],
and we refer the interested reader to these. However, we will point out salient
points from this review to illustrate applications of some of these methods to
high-nitrogen compounds.

The numerous quantum-mechanically based schemes that exist for pre-
dicting the gas phase heats of formation include semi-empirical approaches
that use atom or group equivalents. In this method, the gas phase heat of
the formation is the difference in the energy of the molecule and empir-
ically corrected energies of the molecule’s component atoms or functional
groups. The corrected energies, denoted as atom equivalent or group equiva-
lent energies, are determined by fitting to experimentally measured values
of heats of formation for representative systems. Several groups, including
ours, have used this approach to develop a computational procedure for pre-
dicting the gas phase heats of formation of CHNO species [66–71]. Other
more general methodologies that have a lesser degree of empiricism exist
(e.g., the Gx methods [72]), although they require substantially more compu-
tational resources. As described by Politzer et al. [1], many of these methods
predict gas phase heats of formation with a remarkable degree of accuracy.
Calculations of heats of sublimation are almost exclusively performed using
QSPR-like methods [66–68, 73–76]. The GIPF approach developed by Politzer
for predicting this quantity has been particularly successful in applications to
molecular crystals [66–71, 73–76]. Standard QSPRs using conventional mo-
lecular descriptors contained within commercial QSPR software [67] have
also been developed for CHNO systems; however, these did not perform as
well as the GIPF-based QSPRs when applied to a test set of molecules that
were not included in the parameterization.

It cannot be assumed that any of the aforementioned computational
methods that were parameterized using experimental information for CHNO
systems would be transferable to high-nitrogen systems. In fact, application
of the Byrd and Rice method [67] to a newly synthesized high-nitrogen com-
pound (1-Methyl-5-(methylnitramino)-1H-tetrazole [4]) produced a solid
phase heat of formation of 70.1 kcal/mol, far larger than the measured value
(2.8 kcal/mol). Such a large discrepancy suggests that the method might not
transferable, and since there are so few (if any) data for gas phase heats
of formation or heats of sublimation for high-nitrogen molecular crystals,
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reparameterization of the equations used in Eq. 5 would be difficult. Thus,
alternative approaches must be explored to treat high-nitrogen compounds.

The values for heats of sublimation of the CHNO crystals we surveyed typ-
ically ranged between 10–30 kcal/mol, with very few systems falling outside
this range. Additionally, the heat of sublimation must always be a positive
number. Conversely, the experimental gas phase heats of formation for the
CHNO systems we have surveyed fall within a much larger range (from
– 70 to + 100 kcal/mol [67]). In considering the disagreement of our ap-
proach to predicting solid phase heats of formation with the measured results
for 1-Methyl-5-(methylnitramino)-1H-tetrazole, we concluded that the ma-
jor source of the difference in our calculations and the measured value might
be in the value of the gas phase heat of formation. We therefore undertook
other quantum-mechanically based methods for predictions of the gas phase
heat of formation of high-nitrogen compounds. In all calculations reported
hereafter, the heats of sublimation used in Eq. 5 were calculated using the
GIPF-methodology reported in [67].

The alternative methods used for predicting gas phase heats of formation
are variants of the popular G3 methods [77] specifically the G3(MP2) [78] and
G3(MP2)//B3LYP [79] approaches. The overall procedure involves multiple
calculations at the HF/B3LYP, MP2, and QCISD(T) levels. The G3 method also
attempts to correct for basis set size effects, zero point energy, and includes
a general empirical correction. Therefore, like the atom/group equivalent ap-
proaches described above, this method includes some empiricism. However,
G3 parameters are fitted to widely different chemical systems and a larger
number of thermodynamic properties than those in our atom/group equiva-
lent method [67, 68]. Additionally, the empiricism is not dependent on atom
or group type, as are the atom/group-equivalent methods [1]. Further the
G3 and atom/group-equivalent approaches use completely different method-
ologies for computing the energies. While the G3 and atom/group-equivalent
approaches for predicting as phase heats of formation rely on empirical
fits, more accurate quantum mechanical approaches (such as CCSD(T) using
a complete basis set) cannot be applied to any of the systems under consid-
eration in this project (i.e., EMs) due to computational constraints. In fact,
the G3(MP2) and G3(MP2)//B3LYP methods were developed to reduce com-
putational cost compared to the original G3 [80] method at a small cost in
accuracy. However, we found even these modified G3 calculations to be com-
putationally infeasible for high-nitrogen systems larger than C12H14N8. For
this system, the G3(MP2) and G3(MP2)//B3LYP methods require excessive
computational resources are not readily available outside of supercomputer
clusters at this time.

The G3(MP2), G3(MP2)//B3LYP and our atom/group equivalent method
were used to calculate the gas phase heats of formation of a set of neutral high
nitrogen crystals; the values were added to the predicted heats of sublima-
tion (using the GIPF method as described in Ref. [67]) to produce solid phase
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heats of formation. The results and experimental values for the resulting solid
phase heats of formation are shown in Fig. 4.

As evident in Fig. 4, the theoretical results are in reasonable agreement
with each other for all compounds. Additionally, all calculated values are
in agreement with the experiment except for Compound 2 (1-Methyl-5-
(methylnitramino)-1H-tetrazole [4]). This suggests that either re-measure-
ment of the heat of formation of Compound 2 should be performed or that
there is some aspect of this system that is not captured by the quantum
mechanical calculations. We emphasize that the two quantum mechanical ap-
proaches (atom/group equivalents versus G3 methods) for prediction of the
gas phase heats of formation are sufficiently dissimilar that it is extremely
unlikely that the error is within this portion of Eq. 1. There is a possibility,
of course, that the heat of sublimation is poorly predicted for this system.
That would not, however, explain the large discrepancy between the theoret-
ical values and the measured result for Compound 2. Average and rms percent
deviations were calculated using the seven other high-nitrogen compounds.
Average percent deviations of the predictions from experiment are approxi-
mately the same for the group-equivalent and G3(MP2) approaches (these
overestimate, on average, the experimental value by 5.3 and 5.6%, respec-
tively). The average percent deviation of the G3(MP2)//B3LYP approach is

Fig. 4 Solid phase heats of formation for high-nitrogen crystals. Experimental values are
taken from [4] and [223]. “1999 Atom Equiv” denotes calculations using the atom equiva-
lent method described in [68]. “2006 Group Equiv” denotes calculations using the group
equivalent method described in [67]. G3(MP2) and G3(MP2)//B3LYP denote calculations
using variants of the G3 method [78, 79], respectively



170 B.M. Rice et al.

larger (– 7.9 kcal/mol) and underestimates the experimental value. The rms
percent deviations from experiment are comparable for the group equivalent
and G3 approaches, with the group equivalent and G3(MP2) having the best
overall agreement with experiment (rms % deviation is ∼ 9.5%).

Of particular interest to us are the consistently close agreement between
the group-equivalent method [67] and the G3(MP2) values. We remind the
reader that the group-equivalent method was fitted to a smaller and more
chemically specific set of experimental data (CHNO compounds with func-
tional groups common to explosives) whereas the G3 parameters were fitted
to a more general and substantially larger set of chemical compounds. Ad-
ditionally, the group-equivalent approach requires considerably less compu-
tational resources. Since this good agreement between the two approaches
has only been demonstrated for eight compounds, further investigation is
required to determine whether this trend holds for a larger number of high-
nitrogen compounds.

3.1.4
Solid Phase Heats of Formation: Ionic Crystals

As for the neutral crystals, we are not aware of any QSPRs developed to pre-
dict the solid phase heats of formation of high nitrogen salts, probably due
to the relative scarcity of such experimental data required for establishing the
correlations.

Since the crystalline binding energy in an ionic crystal is dominated by
electrostatic interactions that are orders of magnitude larger than those in
a neutral molecular crystal, the same scheme used for predicting the solid
phase heat of formation for a neutral molecular crystal (Eq. 5) cannot be
applied to ionics. Rather, the heat of formation of ionic compounds is deter-
mined using Born–Haber cycles [65] in which a series of reactions involving
the ionic components are employed to produce the overall final result. Unfor-
tunately, error is always introduced when quantum mechanical calculations
are used in evaluating the reactions. Therefore, care must be taken in the
choice of reactions used in the cycle.

The simplest of cycles might consist of three steps in which formation en-
ergies for each of the components can be calculated.

M(g) + X(g) → M+
(g) + X–

(g) → M+X–
(solid) . (6)

In this simple scheme, the first step requires the evaluation of the heats of for-
mation of the neutral form of the charged components. The formation ener-
gies for the ionic components are then determined by evaluating the electron
affinity or ionization energy and adding these to the heats of formation of
the neutral moieties. The third step of the cycle requires the evaluation of the
lattice enthalpy. Chemical reactions that generate the gas phase ionic compo-
nents in Step 2 can also be used. Also, an alternative procedure for generating
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the gas phase formation energies of the ions directly is presented by Beau-
camp et al. [81]. In this work, gas phase heats of formation for the ions were
determined using the method of atom equivalents. The atom equivalents were
derived for a series of neutral compounds [82] and applied to five ammonium
salts. These values and cohesive energies for these systems were used to gen-
erate solid phase heats of formation. The results are in reasonable agreement
with the experiment, and further study on a larger number of high-nitrogen
salts should be performed to determine the suitability of this method.

Unfortunately, there are limited (if any) experimental data that can be used
to assess the quality of the calculations associated with each individual step in
the aforementioned cycle. We are limited to comparing the overall final result
with the experimental value of the heat of formation of the ionic crystal. This
makes establishing the sources of errors in this cycle complicated.

It is possible to introduce significant error in the first step of this cycle.
The magnitude of the error introduced in a quantum mechanical prediction
of any reaction (including atomization) is dependent on the choice of reaction
(i.e., the types and number of bonds that are broken or formed). The most
accurate quantum mechanical approach for predicting the gas phase heat of
formation of a new compound is to use isodesmic reactions [83]. This ap-
proach works very well if there are reliable heat of formation values for the
products of the isodesmic reaction. If there is more than one possible reaction
that will lead to the gas-phase ions in the cycle, it is possible that the quan-
tum mechanical predictions will produce different results that are dependent
on which reaction is chosen [84]. Also, generation of the gas-phase ions in
Step 2 might require a sequence of reactions rather than a single reaction;
this would introduce further error. Also, while there might be many different
possible reactions leading to the charged moieties of interest, corresponding
experimental data of the reaction products must be available. In lieu of that,
Gx procedures [72] (or atom/group equivalent methods, if applicable to the
system) can be used to predict the heats of formation of the various reaction
products, but again, error is introduced.

To avoid the complications associated with identifying reaction sequences
that can be used to produce gas phase formation energies of the ionic species,
we will illustrate predictions of the solid phase heats of formation of a few
high-nitrogen salts using the Born–Haber cycle given in Eq. 6. In this, gas
phase heats of formation of the neutral forms of the charged species are first
calculated (Step 1), and are followed by calculations of the electron affinity or
ionization energy (Step 2) to generate the heats of formation of the charged
moieties in the gas phase. The main drawback to this approach is the require-
ment that the neutral form of the charged species must be a minimum on the
potential energy surface (PES). If it is not, then the Born–Haber cycle would
require inclusion of reactions leading to the ionic moieties in Step 2.

We were encouraged by the good agreement between experimental and
predicted values (using the G3 method) of gas phase heats of formation for
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molecules contained in the eight high-nitrogen neutral crystals as described
in the previous section. Therefore, we had a measure of confidence in using
the G3 methods to predict gas phase formation energies of the neutral form
of the charged species (Step 1). Unfortunately, there were many cases in which
the optimized structure that is generated in the first step of the G3 calcu-
lations did not have the same chemical connectivity as that of the charged
moiety in Step 2, indicating that the neutral form of the ion is not a minimum
on the PES. The subsequent steps in the G3 calculations are all dependent
on the molecular structure resulting from this optimization; therefore, it is
essential that the molecular structure have the same chemical connectivity
as that of the charged moiety. For the 26 ions corresponding to the various
high-nitrogen salts provided to us by Klapötke [35], the most common result
of a problematic geometry optimization was the dissociation of a hydrogen
atom from the molecule. Since the geometry optimization performed in the
first step of both of the two G3 approaches use a small basis set (6-31G∗) and
either the Hartree–Fock (HF) or B3LYP approach, it is possible that the prob-
lems are due to the application of an inadequate level of theory to treat these
species. Tests of this hypothesis were performed by simply increasing the ba-
sis set size in the geometry optimization to include additional polarization
and a diffuse function (6-31+G∗∗). For all but four compounds a stable struc-
ture was found using B3LYP (we did not test HF). Applying the remainder of
the G3(MP2) or G3(MP2)//B3LYP methodologies using these structures and
the corresponding B3LYP/6-31+G∗∗ vibrational frequencies (scaled appropri-
ately) produced gas phase formation energies. These revised G3 methods are
denoted hereafter as modG3. The G3(MP2) and G3(MP2)//B3LYP empirical
corrections will be applied accordingly, as modG3 has not been fitted for
the correct empirical factor. Performances of the modG3 approaches were
then evaluated through application to the original 8 neutral high-nitrogen
compounds described in the previous section. The modG3 values track
closely the G3 method from which the empirical correction is taken. For the
G3(MP2) method, the average and maximum differences between the ori-
ginal and modified methods are 1.4 and 2.2 kcal/mol, respectively. For the
G3(MP2)//B3LYP method, the average and maximum differences between the
original and modified methods are 0.0 and 0.4 kcal/mol, respectively.

When determining the heats of formation of the ionic components begin-
ning with the neutral forms of the species (Step 2), it is incorrect to use the
vertical ionization energy, i.e., the energy required to add or subtract an elec-
tron without allowing structural relaxation upon ionization. In many of the
cases we have examined, the neutral form of the ionic component has a sub-
stantially different structural conformation than that of the charged species;
in such cases, the ionization energies or electron affinities must include the
effects due to structural relaxation upon ionization. The energies resulting
from such calculations will be referred to as “relaxed ionization energies”.
Figure 5 provides a visual example of the structural relaxation upon ioniza-
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Fig. 5 Molecular structures of CH9N6 before (upper half of the figure) and after (lower
half of the figure) ionization. Structures depicted in the left-most portion of the figure
are top-down views of the moieties; structures in the right-most portions are side views
of the moieties

tion for the CH9N6 moiety calculated at the B3LYP/6-31+G∗∗ level; it is clear
that in some cases, structural relaxation would be a significant contributor to
the final value of the ionization energy.

To determine the effect of structural relaxation on the ionization en-
ergy, we have calculated the relaxed and vertical ionization energies for
the 20 high-nitrogen cations and 6 anions contained within various high-
nitrogen salts synthesized by Klapötke [35]. The results are shown in Fig. 6.
We found the effect to be particularly pronounced for the ionization ener-
gies; half of the compounds had structural relaxation energies on the order of
50 kcal/mol.

The final step in the evaluation of the Born–Haber cycle given in Eq. 6 is
the determination of the lattice enthalpy, a measure of the energy required to
dissociate the ionic crystal into its gaseous ions. The magnitude of this energy
is quite large compared to the weaker intermolecular cohesive energies asso-
ciated with organic molecular crystals (which are due mainly to van der Waals
interactions), since it is a result of numerous long-range electrostatic interac-
tions of ionic partners within the crystal. This value can be directly calculated
by adding up all interatomic interactions within the crystal lattice if the pos-
itions of all atoms in the crystal are known and a reasonable description
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Fig. 6 Vertical and relaxed ionization energies for 20 cations and 6 anions used in high-
nitrogen ionic crystals synthesized by Klapötke [35]

of the interatomic interactions is available (see, for example [58, 81, 85, 86]).
Unfortunately, these two conditions cannot always be met. Therefore, numer-
ous empirical schemes have been introduced to predict this quantity without
knowledge of the crystal structure. One of the most widely used methods
was developed by Kapustinskii, in which the lattice energy of a salt is esti-
mated using values of the ionic radii [87]. Extensions to this approach have
been made to better predict lattice energies of complex ionic crystals [88, 89].
Another method uses lattice energies calculated using point charges and ex-
perimentally crystallographic structures for a larger number of systems to
generate a QSPR for cohesion energies in salts [85]. Politzer and Murray ap-
plied the GIPF approach to generate GIPF relations between lattice energies of
ammonium, sodium and potassium cations with various anions [90]. A dif-
ferent QSPR-type method developed by Jenkins et al. has been applied to
several high-nitrogen ionic crystals [58, 91]. This approach correlates the in-
verse cube root of the volume of the formula unit of an ionic crystal MpXq
with its lattice potential energy Upot(MpXq). The lattice potential energy is
related to the lattice enthalpy as follows:

∆HL = Upot(MpXq) + [p(nM/2 – 2) + q(nX/2 – 2)]RT , (7)

where the values of nM and nX are dependent on whether the ions are
monatomic, linear polyatomic, or non-linear polyatomic. Jenkins et al. [58,
91] parameterized the functional form for Upot using lattice potential ener-
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gies from [92]. These data consist of values derived from thermochemical
cycles using experimental information and those from full scale calculations
of the lattice potential energy of a crystal. In these calculations, crystal struc-
tural data (atomic positions) are specified, and an interatomic interaction
potential (van der Waals terms plus Coulombic interactions, with partial
charges assigned to nuclei) are used to produce the lattice energies. The in-
formation used in the parameterization was limited to salts containing alkali
metal and alkaline earth cations (Li, Na, K, Rb, Cs, Mg, Ca, Sr, Ba). Gold-
schmidt radii of the cations (r+) were used to define the cation volumes
(V+ = 4/3πr3

+). Anion volumes were determined first by calculating the mo-
lecular volume of the alkaline earth/alkali metal salts (using experimental
values, Vunit cell/Nunit) and subtracting the volumes of the cations.

A possible source of error associated with this approach might be due to
the variable reliability of the fitting data [92]. Another source of error asso-
ciated with this approach when applied to high-nitrogen salts is the types
of salts used in the parameterization. In this parameterization of the QSPR,
the cations of the salts were limited to alkaline metal or alkaline earth atoms
(small and spherical volumes). The anion volumes were derived from experi-
mental information about the salts and the values assigned to the alkali metal
or alkaline earth cations. It is not known whether this method is transferable
to salts that have significantly different chemical compositions, and for which
the cations are substantially different in shape and size (such as some of the
new high-nitrogen salts).

A rough assessment of the Jenkins approach for predicting lattice energy
for high-nitrogen salts can be performed through direct calculations assum-
ing the experimental structure and reasonable interaction potentials (such as
that developed by Ammon, described earlier). At this time, we have not at-
tempted nor are we aware of such an assessment. We will, however, use the
Jenkins approach for purposes of illustrating prediction of the heat of for-
mation of ionic crystals, specifically, three recently synthesized high-nitrogen
salts [10]. These are presented and compared with experimental and other
theoretical predictions in Table 2. The theoretical result generated by Gálvez–
Ruiz et al. [10] invoked a Born–Haber cycle using reactions along with proton
affinities, whereas we utilize the procedure outlined above. Additionally, the

Table 2 Heats of formation of tetrazolium salts

Species ∆Hf, MX(s) (kcal/mol)
Expt. [10] G2 [10] modG3(MP2)

1-5-Diamino-4-methyl-tetrazolium nitrate 8.4 41.7 47.5
1-5-Diamino-4-methyl-tetrazolium azide 138.1 161.6 165.4
1-5-Diamino-4-methyl-tetrazolium dinitramide 45.3 92.1 94.9
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Gálvez–Ruiz et al. calculations used the G2 method [93], which has differ-
ent empirical corrections and approaches than the G3 methods we used.
Note that the two theoretical approaches, which would have distinctly differ-
ent sources of error, are very close in value for the three compounds. They
both, however, overshoot the experimental values by 30–40 kcal/mol. Since
the common element between the two theoretical methods is the Jenkins ap-
proach [58, 91] for predicting lattice energies, it is possible that the major
discrepancy between experiment and theory is within this step. However, be-
fore this conclusion can be made, the Jenkins method should be evaluated as
suggested above.

3.2
Prediction of Vulnerability and Environmental Hazard

The performance potential of a new EM is not the only factor considered
when determining whether to pursue synthesis or full-scale development.
Of equal concern are the environmental impact of the material and its vul-
nerability to accidental initiation. Unfortunately, both categories of potential
hazard encompass wide ranging phenomena. Environmental hazards include
effects of the material on aquatic and mammalian life, ground water and
atmospheric fate and transport, human toxicity or carcinogenicity. Vulner-
ability of an EM refers to different ways in which accidental initiation can
occur, including electrostatic discharge, friction, shock, or impact, the results
of which differ depending on the type of initiation. Both types of hazard rep-
resent diverse sets of extremely complex and interrelated physical-chemical
properties and phenomena that have not been extricated or identified. Conse-
quently, little progress has been made in developing a fundamental, detailed
characterization of either type of hazard. Rather, most efforts have been
directed to developing QSAR/QSPRs to predict potential hazards. This ap-
proach has been used to a small extent for predicting environmental hazards
of conventional EM due to limited empirical information [94–101]. To our
knowledge, there have been no published reports of predictions of environ-
mental hazards of high-nitrogen EMs.

There exists a large body of empirical vulnerability data for conventional
EM for which numerous researchers have correlated molecular or material
properties [102–156]. Of these, a large number of the molecular properties
used in the correlations were predicted using semi-empirical or quantum
mechanical methods. While many of these are quite useful in identifying
potential vulnerability of an EM, they should not be used to justify mecha-
nistic arguments [157, 158]. Additionally, as with all QSPR approaches, the
predictive capability is strongly dependent on the quality of the empirical
information used in the parameterization. Unreliable empirical information
used in the parameterization could result in a highly inaccurate tool. For
vulnerability, the majority of the empirical data consists of results of drop-
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weight impact tests, a crude and rapid method used to qualitatively assess
the sensitivity of a material to impact. This test is notoriously inaccurate
and its results are strongly dependent on the conditions under which the
experiments are performed. Therefore, correlations made with the results
could incorporate flawed measurements. Further, it is well established that
the sensitivity of a material to accidental initiation is influenced by material
morphology, something that cannot be captured with such simple correla-
tions. Finally, there is never a guarantee that a QSPR developed for one series
of compounds is transferable to a different chemical family. Since several
correlations developed for conventional CHNO explosives are not transfer-
able across chemical families, it is not expected that such correlations would
be maintained for high-nitrogen HEDMs. We note, however, that two stud-
ies [5, 6] applied a QSPR-type method to assess impact sensitivity using
quantum mechanically calculated electrostatic potentials [102, 159] to sev-
eral high-nitrogen solids and showed that the correlations were maintained.
However, since these methods were developed for CHNO explosives, similar
applications to a larger number of high-nitrogen systems must be performed
before it is concluded that such a correlation is indicative of sensitivity to
impact for these systems. Clearly, advances in development of predictive
methodologies in this area are needed.

4
Novel Polynitrogen Species

The earlier portions of this chapter have focused on computational methods
of high-nitrogen compounds that are produced using conventional concepts
of inorganic and organic chemical synthesis and known functionality [160].
This portion of the chapter will examine recent efforts to predict exotic forms
of all-nitrogen molecules using quantum mechanical theories. Earlier predic-
tions have been described in previous reviews of such compounds [161–163]
and will not be repeated here. Since then, many larger all-nitrogen com-
pounds in a variety of cyclic, acyclic or caged conformations have been
explored using theoretical chemistry. The species investigated include ionic
clusters [164–166], cylinders [167], cages [168–176], nanoneedles and nano-
tubes [177] and helices [178]. Isomers of smaller systems (N7 [179], N10 [180]
and N12 [181]) have also recently been reported. While the majority of these
studies have focused on the evaluation of these novel forms of molecular
nitrogen, at least one study uses theory to provide guidance in developing
synthesis routes for an all-nitrogen system [182].

As shown in the earlier studies on smaller systems [161–163], stability
of these compounds is perhaps the overriding issue that must be addressed.
Thus, all of these calculations have several common goals: To establish
a) whether the structure is a local minimum on the potential energy surface
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(PES); b) its degree of stability with respect to unimolecular decomposition;
and c) the structural features that stabilize the species. A successful demon-
stration of the ability of theory to predict stability of such compounds is given
by Dixon et al. [183], in which high-level quantum mechanical calculations
[CCSD(T)] indicated that N5

+N3
– and N5

+N5
– salts are not stable; these re-

sults were subsequently confirmed by experiment. Theory has also been used
to computationally engineer structures to enhance stability through the add-
ition of non-nitrogen atoms [184–191]. All of these studies have the potential
to aide in the selection of the most promising all nitrogen molecular system
for synthesis. The only caveat is that in most of these studies, only mod-
est levels of quantum mechanical theory (mainly DFT and MP2) have been
applied due to the system sizes, thus precluding the application of more ac-
curate quantum mechanical methods. DFT and MP2 methods are adequate
to identify local minima on the PES and provide estimates of stability to uni-
molecular decomposition. However, the extreme complexity of the electronic
structure of these exotic forms of nitrogen requires higher levels of QM the-
ory in order to quantify the degree of stability. This is illustrated by recent
conflicting theoretical calculations on N7 clusters using DFT and MP2 and
a variety of basis sets [179, 192]. Using the G3 method, Wang et al. [192] pre-
dicted that the most stable of N7 conformers is an N5 ring with an N2 side
chain, but Zhao et al. found that the stability of the conformer was depen-
dent on level of theory and basis set [179]. For such a case, only a higher
level quantum mechanical treatment could resolve the discrepancies. It is un-
fortunate that at this time, the sizes of systems being explored exceed the
computational bounds required for the necessary high-level treatments. But
as history has shown, advances in computational power will allow for in-
creasingly larger systems to be investigated using more accurate quantum
mechanical treatments.

5
Novel High Pressure Phases of Nitrogen

Interest in high and all-nitrogen materials is not exclusive to the energetic
materials community; the high-pressure physics community has been search-
ing for novel, high-pressure forms of nitrogen for years [193–203]. As for all
molecular systems, it is presumed that sufficient application of pressure will
lead to the destruction of covalent bonds. For nitrogen, whose triple bond in-
troduces extra complexity over singly bonded molecular solids, it is expected
that any pressure-induced transformation will proceed first through forma-
tion of an intermediate polymeric network of singly or doubly bonded atoms,
similar to that of other group V elements (phosphorus and arsenic) before
losing covalency completely at higher pressures. Thus, experimental verifica-
tion of such high-pressure non-molecular phases of nitrogen has long been
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sought, but it has only been recently that such was achieved [199–203]. In
addition to these non-molecular phases of nitrogen, several molecular phases
over wide temperature and pressure ranges have been experimentally deter-
mined [193–198, 204, 205].

Theoretical studies, on the other hand, have predicted a variety of non-
molecular structures at pressures for which only molecular phases have been
observed. These include a monatomic simple-cubic phase [206–208], a semi-
metallic arsenic structure A7 [206], a metallic, simple-tetragonal phase [206,
209], and the cubic gauche (CG) structure [205, 207, 210–213], for which re-
cent experimental evidence has been given [203]. Results from theoretical
calculations also predict other polymeric forms of nitrogen, as will be de-
scribed hereafter.

The disparity between the theoretical predictions and experimental veri-
fications can be attributed to several factors, including large energy barriers
that might inhibit any transition leading to the polymeric forms upon com-
pression of the molecular crystals. These can be explored using theoretical
methods, as will be shown here. This section will describe detailed, ab initio
descriptions of the electronic structure of high-pressure phases of nitrogen,
and ab initio quantum molecular dynamics (QMD) calculations, in which
integration of the classical equations of motion using quantum mechanical
forces produce time-dependent atomic positions and velocities. The latter cal-
culations have been used to identify stable structures through quenching of
materials simulated at high temperatures and pressures. QMD calculations
are also used to establish ranges of metastability. This section will be limited
to discussions of quantum mechanical calculations, with a focus on density
functional theory treatments of these systems, and will not include discus-
sions of classical molecular simulations of high-pressure phases of molecular
nitrogen.

It was generally assumed that pressure-induced transformation of molecu-
lar nitrogen would progress first to a chain-like structure, then to a layered
structure and finally to an bulk, or extended solid, structure. Early theoret-
ical work, therefore, focused on establishing the simple chain, layered, and
bulk structures known from other Group V elements, including A7 [206], and
black phosphorus (BP) [207]. Early calculations of the various forms of non-
molecular nitrogen predicted that the layered A7 and BP structures are lower
in energy than the chain and bulk structures [206]. Later calculations pre-
dicted that the transition from molecular nitrogen would progress directly
to the bulk CG structure, which is unique to nitrogen, bypassing formation
of layered and chain structures [207, 210–213]. The CG form of nitrogen is
a fully coordinated three-dimension structure, and is an analog to the dia-
mond structure of carbon. Calculations predict it to be substantially lower in
energy than the other non-molecular phases A7 and BP. Another chain struc-
ture was recently predicted that is energetically competitive with CG and will
be detailed hereafter.
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The majority of the early calculations in which new structures of nitro-
gen were identified resulted from deformations of a simple cubic lattice of
nitrogen. One of us pursued a series of DFT studies to identify structures re-
sulting from compression of the highest pressure known phase of nitrogen,
the non-cubic molecular ε phase [214]. These results will be presented here.
Some of these calculations were performed for systems that had been pre-
viously identified through other theoretical calculations using a lower level
of quantum mechanical theory [207]. These calculations were redone at the
higher level [using the generalized gradient approximation (GGA)] to verify
relative energies.

We first confirmed the CG form (Fig. 7), and also found that CG can exist
in either a left or right-handed form. These two forms are degenerate in
energy and suggest that equilibration to one form or the other might be dif-
ficult. Instead, these features on the potential energy surface suggest that an
amorphous mix of these two forms might result upon compression.

Although Barbee [211] has shown the CG structure to be stable at low
temperature and zero pressure, we performed QMD simulations for various
temperatures and pressures ranging from 0 and 50 GPa to test for instability.
NVE simulations with an initial temperature of 300 K and a volume con-
sistent with the low-pressure form of CG resulted in the dissociation of the
structure into molecular nitrogen and a large energy release. The same re-
sult was observed for an NVE simulation with an initial temperature of 400 K
and a volume corresponding to 50 GPa at 0 K. When these structures desta-
bilized, the transition was extremely rapid and the temperature increased to
over 10 000 Kelvin in a few time steps.

Fig. 7 Diagrams of various forms of compressed nitrogen. The structures are, from left to
right, cubic gauche (CG), the hexagonally packed chain (HPC), ε-nitrogen, and Hexagonal
N6 rings
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Calculations performed by us and others produced an assortment of chain
structures [207, 210, 212, 213], all but one of which are not energetically com-
petitive with CG. The only energetically competitive chain structure was
found in DFT optimizations of a forty-eight atom cell initially arranged in
the high pressure molecular ε phase of nitrogen. Minimization of this cell at
220 GPa produced a series of hexagonally packed chains (HPC). At pressures
above 400 GPa, this structure transforms into a fully connected structure
with each atom being bonded to three others. With only a small increase
in energy, this chain structure can be idealized as a deformed simple hex-
agonal lattice and a two-atom basis. The chains zig-zags, with the major axis
of the chain parallel with the c-axis. The minor axes of all the chains are
parallel to each other and perpendicular to one of the hexagonal lattice vec-
tors. The idealized unit cell with a simple hexagonal lattice is given by the
lattice vectors: (a, 0, 0), (a/2,

√
3a/2, 0), (0, 0, c); the Cartesian atomic coordi-

nates: ±(0, b, c/4), where b =
√

d2 – c2/4, and d is the bond length of 1.32 Å,
and the a/c ratio is 0.9 with a lattice constant of 2.555 Å. The chains have
bond angles of about 114◦ at low pressure. The HPC structure is shown in
Fig. 7.

Two tests of stability were performed for this phase at pressures near am-
bient. For the first test, each atom in a sixty-four atom cell was randomly
displaced by a maximum of 1% of the bond length in each Cartesian di-
rection. A subsequent geometry optimization was performed, with a target
pressure near that of the initial structure (∼ 100 bar) in which atoms were
not displaced. The system converged to the undisturbed state. This test was
repeated, except all of the atoms were displaced by 5% of the bond lengths;
the results did not change. For the second test, atoms were displaced along
the line connecting atom pairs within the chain. This test was designed to fa-
cilitate transformation to a molecular nitrogen phase. Alternating bonds in
the chain were contracted by 2% (resulting in an approximate two-percent ex-
pansion of the remaining bonds), after which a geometry optimization was
performed. The system again converged to the undisturbed state. The same
test was repeated except the bonds were contracted or expanded by 10%. The
energies of the states in which the atoms are randomly displaced or displaced
along bonds were higher than the HPC state by as much as 0.6 eV/atom.
This indicates that there are substantial barriers to transition along these
two paths. The HPC chain structure is distinguished from the other chain
structures we investigated since it is energetically competitive with the CG
phase, whereas the other chain structures were substantially higher in energy.
The rapid increase in energy upon perturbation of atoms within the HPC
from the equilibrium position and the higher energy of very similar chains
suggest that the specific packing in the HPC phase is the basis for its low en-
ergy and stability. It is interesting that theoretical predictions of all-nitrogen
molecules include molecular structures that resemble the hexagonally packed
chains [163]. In these structures, the intramolecular bond lengths and angles
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are very similar to those of the chain. It is conceivable that such molecules
could be packed into the crystalline state, perhaps at near ambient conditions.

Figure 8 shows the energy curves for the HPC and CG structures. The
energy for the chain structure is slightly lower than CG at pressures well
above the transition pressure (i.e., V < 5 Å3), but is approximately the same
or slightly higher than CG for the pressure range near the transition pressure.
The difference in the energies of these structures is within the error of the
GGA approximations, making the HPC structure practically degenerate in en-
ergy with the CG structure between approximately 5 and 6.5 Å3. At pressures
less than the transition pressure the HPC is lower in energy than CG.

In the HPC phase, each atom has valence electrons symmetrically bonded
to two other atoms. For such a case, it is expected that the bands at the Fermi
energy would be π-bands, similar to those in graphite. However, the nearly
one-dimensional nature of the HPC chain structure should lead to a large,
metallic, nearly flat Fermi surface unlike the semi-metallic Fermi surface in
graphite. Indeed, the chain structure is metallic in nature as evidenced by the
band structure in Fig. 9. The band structure of an identical single isolated
chain is provided for comparison. Only the bands along the major axis of the
chain are shown, as directions normal to the major axis are uninteresting, as
expected for chains. We explored the possibility of a Peierls distortion leading
to an insulator [215], but this is not found in the tests on distorted structures

Fig. 8 Energy versus volume curves for the HPC, CG, ε, amorphous molecular and
amorphous nonmolecular phases of nitrogen
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Fig. 9 Band structure of the HPC structure (left-hand side) and a single isolated chain
(right-hand side). The Fermi energy is represented by the solid dark line

reported above. Presumably the stability of the metallic nature of the HPC
phase is due to the fact that the system is not truly one-dimensional.

A metallic form of nitrogen is of great interest because of the possibil-
ity of superconductivity at a high transition temperature in such a phase.
This possibility is suggested both by the small mass and by the large valence
of nitrogen. Indeed, one the highest temperature elemental superconductor
known is sulfur at high pressure [216–218], first predicted by theory [219].
The small mass of nitrogen implies a large Debye temperature, and the large
number of valence electrons of nitrogen implies a large carrier density in
a metallic phase. Both of these properties will tend to enhance the transition
temperature. The electron–phonon interactions should be large for this elem-
ent, as for other first row elements. On the one hand, the electron–phonon
interaction is responsible for the instability of structures like the simple cubic;
on the other hand, if the stable structure is metallic, then the electron-phonon
interaction could lead to a high superconducting transition temperature Tc.
Thus nitrogen can be an example of the competition between high Tc and
structural instabilities [206]. Such a question invites further study.

An interesting molecular phase that was identified during the exploration
of the conformational space of nitrogen was that of hexagonal N6, shown
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on the right side of Fig. 7. While this is a molecular phase, it is not a di-
atomic molecular phase, and thus has the potential for large energy release
upon transition to the lower-energy diatomic molecular phase. When the
ε structure is minimized at ∼ 60 GPa, this non-diatomic molecular phase ap-
pears. The ε structure transitions into a hexagonal-close-packed structure
that consists of a unit cell containing one N6 and one N2 molecule, with
the N2 molecule centered coaxially between the N6 molecules on alternating
levels. The transition to this phase creates hexagonal N6 from the disk-like
molecules forming columns. The sphere-like molecules remain molecular
and are centered between two coaxial N6 molecules. These columns of N6
are packed hexagonally, with adjacent columns offset along the axis of the
column by a third the distance between N6 in the column. This offset al-
ternates direction going clockwise for each of the six neighboring columns.
This structure has an energy that is equivalent to the molecular ε struc-
ture at the same volume and is a local energy minimum between 18 and
145 GPa. Since this is a relatively high-energy structure, no further stability
testing was performed. At the lower end of the pressure range, the hexagonal
structure transforms back into the ε molecular structure. Interestingly, as
the pressure on this structure is increased beyond 145 GPa, the N6 molecules
begin to bond to each other at adjacent corners of the hexagons, forming
a three dimensional structure not entirely dissimilar to the cubic gauche
structure while maintaining the encapsulated N2 molecules. While the en-
ergy of this structure is clearly above the other structures shown, it may
still be physically observable if the transition barriers are large enough. It
may be possible to obtain this phase by heating then cooling the ε phase
at pressures below 100 GPa. Thus, this structure may be a candidate for
the θ phase [202]. In addition, N6 rings have been observed by Vogler
et al. [220].

A second series of calculations were performed that were different in
spirit than those described heretofore, in which the ε-form of molecular ni-
trogen was compressed to generate new structures. In this series, atomic
nitrogen gas at high temperature and pressure was rapidly cooled at con-
stant pressure. These calculations used QMD to produce the quench. The
quenches of the hot atomic nitrogen gas produced, as expected, amorph-
ous final states, but the final pressure at the end of the quench determined
whether the final state would be molecular or a connected network of ni-
trogen. The molecular phase was only found below 100 GPa. At 100 GPa and
above, the quenched configurations were interconnected networks, some of
these would have a few diatomic nitrogen molecules, but all other nitrogen
atoms are connected by a path of bonds to the other atom in the structure.
The transition pressure of 100 GPa agrees well with that obtained from analy-
sis of experimental results [200] (∼ 100 GPa). In addition Raman studies of
nitrogen have found evidence for the nitrogen diatomic bond destabilization
at about 100 GPa [197, 220].
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One of our major findings is that quenches to higher pressures yield
amorphous networks of singly, doubly and triply connected atoms. The num-
ber of singly connected atoms is small, but the ratio of doubly to triply
connected atoms is close to one. This may be interpreted in one of two ways,
one being that the doubly connected atoms are either stacking faults or an ar-
tifact of the unphysical nature of the quench, but not energetically favored.
Alternatively, and in light of the predictions of the HPC chain, these dou-
bly connected atoms may actually be small examples of such chains and thus
energetically competitive with the triply bonded form.

A typical amorphous structure is shown in Fig. 10. Bonds that cross the pe-
riodic boundary are not shown, thus giving the appearance or more singly
and doubly connected atoms than are in the structure. For the structure
represented in Fig. 10, there are eight singly connected atoms, twenty-eight
doubly connected atoms, and twenty-eight triply connected atoms. All of the
nitrogen networks produced in our simulations had several common charac-
teristics. First, all atoms are bonded to one, two, or three other atoms. The
number of singly bonded atoms ranged from four to ten, but the number of
atoms bonded to two atoms or to three atoms was the same in each of the
networks tested (∼ 27–30). Secondly, the dihedral angles for pairs of triply
connected atoms in the amorphous structure were similar to those in the CG
structure. Thirdly, the amorphous networks transition to a liquid with in-
creasing temperature. The atoms do not move freely, but bonded pairs will
swap neighbors.

To test the stability of the amorphous networks, the pressure on the simu-
lation cell was slowly released until the structure began to break apart. Even

Fig. 10 Left-hand side: A typical amorphous structure, quenched to 200 GPa. The bonds
that cross the periodic boundaries are not shown. Right-hand side: Passivated amorphous
nitrogen structure. The hydrogen atoms are shown in dark gray and the nitrogen in light
gray
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at low temperature the amorphous structure became unstable between 80
and 100 GPa, the same pressure range where the quenches of the hot reactive
nitrogen switched from producing molecular to non-molecular structures.
For the amorphous configurations, the transition from the non-molecular
to molecular phase begins with a dangling nitrogen atom breaking away
with its single nearest neighbor forming a diatomic molecule. In all cases
we observed, this dangling nitrogen was bound to only one other atom. We
concluded that these singly bonded, dangling nitrogen atoms are the seeds
of instability in the amorphous structure. The formation of the diatomic
molecule completely destabilizes the system and the transformation from the
polymeric phase proceeds rapidly. At higher temperatures the transformation
occurs in the same pressure range, indicating that it is not a temperature-
driven transition. The transition pressure of the quenches and the back
transition pressure agree with the experimentally predicted equilibrium tran-
sition pressure of 100 GPa [201].

We were able to stabilize the amorphous network at pressures greater
than 80 GPa by passivating all singly connected atoms. A passivated structure
(Fig. 10) was constructed from an amorphous structure (used in the stability
tests) by adding hydrogen atoms in the following manner. For a singly con-
nected nitrogen (denoted N′), two hydrogen atoms were added such that all
X – N′ – X angles are 120◦, (X = N, H). The X – N′ bond lengths were set to
1 Å. Doubly connected nitrogen atoms had a single hydrogen atom added so
that both H – N – N angles are the same and are obtuse. Therefore, the passi-
vated structure is one in which all nitrogen atoms are bonded to three other
atoms. The coordination of this structure is consistent with the experimental
material, which estimates a coordination of 2.5 at pressures of 180 GPa [199].
This passivated amorphous nitrogen structure was minimized with respect
to energy at constant pressure. The stability of the passivated amorphous
structure was examined in the same way as the amorphous structure. The
passivated structure became unstable between 60 and 80 GPa irrespective of
the temperature of the simulation. These theoretical studies clearly demon-
strate that passivating the amorphous structure with hydrogen has a sta-
bilizing effect; experiments are currently being performed to explore these
ideas [221].

Given the number of energetically competing structures and the exper-
imentally implied large barrier to transition, formation of an amorphous
structure upon compression of nitrogen is not surprising. However, new
crystallographic data [222] show that there might be some regularity to the
experimental structure. Upon examination of the amorphous structures pro-
duced by the quench, we find evidence of both the cubic gauche and chain
structures. The triply connected atoms have dihedral angles that are consis-
tent with cubic gauche structure. The doubly connected atoms are chain-like.
The fact that they occur with roughly equal probability in the amorphous
structures implies that neither is strongly favored over the other and thus,
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this amorphous phase might contain an equimolar mixture of such doubly
and triply connected atoms. NVT QMD simulations of the amorphous li-
quid did not produce a change in the number of bonds an individual atom
has but shows that bonded atoms swap neighbors. This suggests that trans-
forming between doubly and triply connected bonding may be energetically
improbable. These theoretical results suggest that the observed experimental
structure could be composed of an amorphous collection of small clusters of
the different competing structures.

Although the results described in this section have not completely elu-
cidated all of the complexities associated with pressure-induced structural
phase transitions of nitrogen, the calculations have demonstrated how care-
fully designed theoretical simulations can be used to predict novel and inter-
esting high pressure phases of nitrogen.

6
Concluding Remarks

The design and synthesis of novel high-energy, high-nitrogen materials is
of great importance in advancing the field of energetic materials. Develop-
ments in computational chemistry and physics-based modeling such as those
described herein are crucial in producing rapid breakthroughs in the develop-
ment of these new materials. Computational exploration of notional materials
allows for screening among potential candidates, assessing possible synthe-
sis routes, or identifying conditions under which the materials exist. This, in
turn, leads to a substantial reduction of time, money and waste streams asso-
ciated with synthesis and testing of inferior materials or exploring materials
under inappropriate experimental conditions. While progress is being made
to develop accurate computational tools that are applicable to this emerging
class of EMs, there are still significant challenges to overcome, particularly
in the development of methods to assess environmental and vulnerability
hazard. However, the potentially large cost and time savings compel further
investment in developing theoretical procedures to complement experimen-
tation leading to the synthesis and design of these new materials.
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