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We present a new method for single/multiple robot indoor exploration and
mapping. The algorithm combines local Frontier-based exploration tech-
nique and global graph-based representation of the environment to produce 
a robust autonomous exploration strategy. This graph is used and shared
to allow cooperative exploration. Our implementation is fully decentral-
ised and has no central control to organise the robots, it is also robust to
failures both in communications and robot attrition. Our approach has
been demonstrated to work on a team of two Pioneer 3AT robots in an area 
of 50m2. In the simulator it has been successfully scaled to a team of five
robots in a map of over a hundred rooms and an area of 5000m2.

1 Introduction

The aim of this research work is to develop a robust exploration technique
for single and multi-robot system in an unknown indoor environment. For
the case where multiple robots are employed, the system must be scalable,
decentralised, tolerant to temporary lost of communication between some
robots and able to handle robot attrition.

Our approach uses concepts from the Frontier-based exploration and
graph-based representation of the environment. Instead of using a global
occupancy grid (OG), our method uses a fixed size local OG centred on
each robot. As the robot explores, the frontiers located in the OG are used
as graph nodes on a global graph. The robot uses this global graph for
high-level planning and navigation. For multi-robot system, the graph is



regularly synchronised between robots to ensure a consistent map. Coop-
erative exploration is performed through tasks negotiated between robots.

Section 2 discusses other related work in single robot indoor exploration
and multi-robot systems. Section 3 describes our Frontier-Graph Explora-
tion algorithm (FGE) in detail. In section 4, the simulation and hardware
testing results are presented and discussed. Finally in section 5, further
work is considered.

2 Related Work

Exploration of an environment is a complicated problem for robots to
solve. It consists of many sub-problems, many of which are non-trivial to
solve. Problems such as Simultaneous Localisation and Mapping (SLAM),
determining where to explore next, deciding how best to organise multiple
platforms have all enjoyed substantial attention over the years. From our
survey of exploration algorithms, there are only a few map representation
methods. The majority are based upon grid based map representation
(Burgard et al. 2002; Zlot et al. 2002, Simmons et al. 2000, Yamauchi
1998) with a few others looking at topological map representations
(Choset and Burdick 1995a, 1995b).

By far the most common method for multi robot exploration is to use an
occupancy grid (Moravec 1998) with a frontier based exploration algo-
rithm (Yamauchi 1996). It is a simple and proven method of exploration
and mapping. But the grid based map has a fundamental flaw associated
with it, its size. Grid maps (especially those of high resolution) require
large amounts of memory (usually in the order of megabytes). With the
growth rate of computer memory, this does not necessarily present a prob-
lem. However in a multi-robot context, such maps must be shared regu-
larly. Bandwidth consumption becomes very high as the entire map is
needed for exploration and path planning.

The other method of map representation is topological (graph based)
such as the Generalised Voronoi Graph (GVG) (Choset and Burdick
1995a, 1995b). Though the graph representation is simple and compact,
the GVG is a technique primarily for exploring tunnel-like environments
or corridors. In a cluttered environment (such as an office), it becomes dif-
ficult to create the graph, and the graph complexity increases greatly.

This paper presents a hybrid exploration and mapping algorithm, called
‘Frontier-Graph Exploration’ (FGE). It attempts to use the best parts of
both grid based maps and topological maps while mitigating the various
limitations of each representation.
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The idea of developing a hybrid grid-topological representation is not
new. Thrun and Bücken (Thrun and Bücken 1996) showed a method con-
verting a grid based map into a region based (topological) map. More re-
cently the Centibot project (Konolige et al. 2004) used such a map in its
Spatial Reasoning component. After the initial mapping (using an occu-
pancy grid), an offline process was applied to turn this into a Voronoi dia-
gram, and to the final graph. The graph was then used by the robots for
sharing and navigation about the map.

Our method distinguishes itself from these past works in that it is gener-
ated online as the robot explores, not as a post-processing step after the
exploration is performed. It also does not require the global occupancy
grid that the other methods require, but uses a local grid only. This sub-
stantially reduced bandwidth usage, as no grid information is ever shared,
only the graph information. It is also a decentralized approach with robots
individually creating and sharing graphs as they explore.

3 Frontier-Graph Exploration

3.1 Single Robot Frontier-Graph Exploration

The FGE algorithm assumes a 2D environment, a robot mounted with an
accurate sensor (such as a Laser Range Finder), and good localisation.

The main perception component of the FGE is the ‘Circular Perception’;
a small fixed size local OG (Elfes 1990) formed by accumulating sensor
data as the robot moves in the environment. It is used to determine obsta-
cles, configuration space and frontiers for exploration. Unlike a normal
occupancy grid, which will continually expand as the robot moves, the
Circular Perception is a fixed size grid that scrolls about with the robot,
always keeping the robot in the middle of the grid. This perception pro-
vides sufficient information for local sensing and navigation, but consumes
a fixed amount of memory.

The basic FGE algorithm can be summarised as: find the frontiers on the 
local OG, add them to the graph, select a frontier (using a simple cost
function) and move to it, repeat until no frontiers exist.  A step by step dia-
gram of the exploration can be seen in figs. 1a-c.
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(a) (b) (c)
Fig. 1a-c. Step by step frontier-graph exploration. The triangle represents the ro-
bot, dashed lines are the circular perception, squares are unexplored nodes, circles
are explored nodes

The first problem with this approach was how to determine when the
robot moves into space that has already been explored. In Frontier explo-
ration, this is taken care of by the global OG. But a local OG does not
hold this history.  Therefore when the robot returns to an explored space, it 
may add new frontiers in the explored area.  For example in the fig. 1b, the 
robot has clearly completed the exploration. However without the global
knowledge, it might continue adding new nodes to the graph and would
continue to explore indefinitely.

In order to overcome this problem, the FGE algorithm stores and makes
use of the clear space region information. The clear space region is de-
fined as a polygon approximating the clear (non-configuration space) area
that is around the robot. Each explored node in the graph includes the
clear space region information.

(a) (b)
Fig. 2a-b. FGE with added region information (dotted line, not all regions are
added for clarity). The diamond represents a possible frontier that will not be
added into the graph as it falls within an existing region

In figs. 2a & b above, the robot has performed FGE and added region
information into the graph. As it nears the completion of the exploration,
it reaches back to an explored area (fig. 2b). The Circular Perception re-
ports a frontier at the point marked with a diamond. However this point is
within an existing clear space region (the region attached to the first node), 
therefore the frontier should not be added to the graph.
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The second problem was that of creating too many frontier nodes. As
the robot finds frontiers, they are added to the graph. In normal frontier
exploration, as the robot moves to a frontier, other nearby frontiers will be
removed. However within FGE, graph nodes must still be explored to en-
sure completeness. This causes the robot to perform useless work, explor-
ing nodes that will not yield new information.

Using the region information, it is possible to identify these ‘extra work’ 
nodes. Upon arriving at a node, all the unexplored nodes, which are in the
current clear space region, but not near to a frontier, can be considered 'un-
necessary to explore’.  In fig. 2b when the robot reaches the final node, the 
current region information, overlaps the last remaining unexplored node
(the square). Since it is clear that the node is in the explored space and not 
near any frontiers, it can be marked as ‘unnecessary to explore’.

To summarise, the full Frontier-Graph Exploration Algorithm is as fol-
lows:

1. Move forward a distance to perform initial population of circular per-
ception.

2. Add a graph node (type: explored) at the robot’s current location as
the starting point, with the clear space region attached.

3. For each node within the current clear space region:
- Add link between the node and the current node (unless present).
- If the node is an unexplored node and is not within a certain dis-

tance of a frontier, mark the node as unnecessary to explore.
4. For each of the frontiers found within the circular perception:

- If the frontier is within an existing region (excluding the current re-
gion) do not add this.

- Else add this frontier as an unexplored node and add an edge link-
ing the current node to this unexplored node.

5. If there are unexplored nodes, select an unexplored node (according
to the cost function) and move the robot to the node. Otherwise end.

6. Upon arriving at the node, change that node's type from unexplored to 
explored.

7. Goto Step 3.

3.2 Multi-Robot Frontier-Graph Exploration

Building on the foundation of single robot FGE, we extended the algo-
rithm to multiple robots. The two main features to enable multi-robot ex-
ploration are graph merging, to maintain a consistent global graph, and
node ownership/negotiation mechanism.
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In Multi-Robot FGE, we assumed the robots have good localisation and
a common frame of reference, but not necessarily the same start position.
We also assumed that both robots and communication could fail. Within
the simulator, the localisation assumption is acceptable. Within the hard-
ware however, this is not so easy to achieve.

In order for each robot to maintain a consistent global graph, the graph
was regularly broadcast to all other robots. As the global graph is quite
compact (even with the region information), it is feasible to send the entire
graph in one go. Because of this, robots could maintain a consistent graph
unless they were out of communication range for some time.

The individual robots do not attempt to maintain a common numbering
scheme for its nodes and edges, but instead use the location of the nodes to 
merge the graph.  This requires the common frame of reference, but is rela-
tively simple to do. When a robot received a graph update, it would match 
each node in turn with its existing nodes using the nodes location (with a
small distance tolerance), and then add any new nodes to its graph. At the
same time, it would build a temporary mapping between the received
graph node ids and its own graph node ids. Then the edges would be
added, using the mapping to determine which nodes should be linked. In
practice this was found be acceptable, and performed well in simulation
and hardware, provided the localisation was consistent.

The node ownership/negotiation mechanism is used to help the robots
coordinate among themselves. Each node is assigned an owner (the robot
who discovers the node). When a robot needs a task to do, it takes all un-
explored nodes in the graph and sorts them into a list using a cost function
based upon the distance between the robot and the node (using Dijkstra’s
shortest path).

If the lowest cost node is owned by the robot, it performs exploration as
normal. If it does not own the node, it must contact the owner and negoti-
ate with them for node ownership. If a robot is unable to obtain the node,
it will then consider its second choice and so on. Should no nodes be
available, the robot will wait for new ones to appear.

When a robot is contacted with a negotiation request it will agree to
transfer the node if the robot is not planning to do it. If it is moving to the
node, then it would compare its distance to node with the requesting robot,
and agree if the requester is nearer the node.

If the requesting robot could not contact the node owner, it would as-
sume that the owner has either failed, or is too far away from the node to
explore it. In which case, it would ‘steal’ node ownership. Though this
assumption is not always correct, it allow the overall algorithm to be ro-
bust to communication/platform failures.
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4 Results and Discussion 

We performed both single robot and multiple robot exploration (only mul-
ti-robot results presented) in both the Player/Stage simulation and on our
Pioneer 3AT hardware. 

4.1 Multiple Robot Simulation

Multi-robot simulation was conducted in the hospital environment as
shown in fig. 3. The hospital map is the largest map available with
Player/Stage simulator. Measuring around 120m x 50m, and with over a
hundred rooms, it is a formidable test for robotic exploration. A team of
five simulated robots managed to explore the map in around forty five
minutes, generating a graph of several hundred nodes in the process. Dur-
ing our tests, one of the robots failed. However the remaining robots were
able to cope with this loss and complete the task without issue.

Fig. 3. Multi-Robot FGE in a simulated environment of 120m x 50m, showing the
graph nodes and the regions.

4.2 Multiple Robot Hardware

The FGE algorithm was tested in hardware using two Pioneer 3AT’s in our
company’s lobby area. It is consists of a relatively open area, and is about
50m2 in size.

One of the biggest issues during hardware testing was localisation. We
used a decentralised EKF based SLAM algorithm to provide localisation.
It was mentioned earlier that FGE required a common frame of reference
for graph sharing and merging. However errors in the localisation often
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caused the robots graphs to become misaligned with each other. This
would cause robots to be unable to navigate to the tasks that they negoti-
ated from other robots.

(a) (b)
Fig. 4a-b. Multi-robot FGE in a 50m2 lobby area, showing the graph and regions
(a), and the point cloud map (b)

Fig. 4a-b shows the results from two robots performing FGE. Looking
at Fig. 4b, it is clear that some localisation drift has occurred which caused
the echoing effect in the point cloud.

Attempts to expand beyond two robots proved impossible as the local-
isation errors became worse when tests were run with more robots. More
work is needed in the localisation area to rectify this problem. However the 
result here serves to demonstrate that the FGE can be realised in the hard-
ware.

4.3 Issues

Besides localisation, there are two other issues observed: inefficiency in
the cooperation and occasional missed frontiers. Often robots stopped to
wait for new node to appear or crowded together ‘fighting’ for nodes.  This 
is generally caused by the simple greedy heuristic used. This could be
overcome by using a better cooperation strategy.

The missing frontiers issue is shown in Fig. 5. Here a frontier is on the
right of the perception, but due to the narrowness of the configuration
space obstacle, the FGE is unable to place a node near to the frontier and it 
is missed. This limitation causes some frontiers which are beyond narrow
openings to be missed. A possible solution to this might be to use some
kind of local path planner, though how best to represent this on the graph
is still not clear.
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Fig. 5. Due to narrow opening to the right of the robot, it misses the frontier to the
right of the robot

5 Further work

The FGE algorithm has several area’s for future work. One area is to use
an alternative method for task selection and cooperation methods, using
ideas from some of earlier mentioned papers (Burgard et al 2002, Sim-
mons et al 2000, Zlot et al 2002).

Localisation is a key area for improvement upon. Several authors (Lu
and Milios 1998, Gutman and Konolige 1999) consider a map to be a
graph like structure with laser range finder scans attached to each node.
This is similar in structure to the FGE, though the purpose is for map-
ping/localisation. Producing an integrated exploration, mapping and local-
isation algorithm looks to being a very promising area forward.

The final area for exploration is that of node placement. The current
FGE algorithm places its nodes at the limits of its perception, making it a
non-repeatable method. An alternative would be to consider using a
method closer to the Voronoi Diagram, such as in (Konolige et al. 2004).
This would provide a more repeatable method for placement of nodes. A
comparison of these methods is an area for future research.
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