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Summary. Detection of masses is much more difficult than that of microcalcifications
(MCCs) because breast masses are part of tissues that may not be detected effectively
by the techniques developed for detection of MCCs. In this chapter, we present 
a texture feature coding method (TFCM) to extract features that could characterize
special properties of masses. It extracts gradient variations of gray level co-
occurrence matrix as texture features. As a result, the TFCM is more sensitive to
changes in texture. Three neural network architectures, backpropagation neural
network, probabilistic neural network, and radial basis function neural network are
used for mass detection with inputs provided by TFCM-extracted features. The exper-
imental results show that our TFCM-based neural network approaches can achieve a
detection rate of approximately 87% with a 10% false alarm rate.
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Introduction

The mortality and incidence of breast cancer for women in Taiwan is currently
increasing. Hence, to prevent the worst cases of breast cancer happening in women is
an important discipline for the Ministry of health and hospitals. Mammography is a
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useful screening tool recommended for early detection of suspicious regions of breast
cancer by the American Cancer Society. The major symptom of breast cancer is either
microcalcifications or masses as shown on mammograms. However, mass detection
is much more difficult than that of microcalcifications because masses are part of
breast tissues and the appearance of breast parenchyma is more complicated than that
of MCCs. In particular, the intensity and contrast of masses are not easily character-
ized by a robust model. Because the spatial gray level dependence method (SGLDM)
has been widely used in mass detection and classification [1–3], in this chapter, we
propose a new SGLDM-based approach, referred to as the texture feature coding
method (TFCM) [4, 5], to detect the existence of masses. TFCM extracts derivative
features, referred to texture feature numbers (TFNs) from a spatial gray level co-
occurrence matrix, and these TFNs could describe successive gradient changes in gray
level among three consecutive pixels using the concepts of 4-neighbor connectivity
and 8-neighbor connectivity. Therefore, the TFCM could be considered as a second-
order SGLDM, and its feature vector associated to a suspicious region in a mammo-
gram is chosen as the input in three neural network architectures for mass detection.

Texture Feature Coding Method

Let an image be of size M ¥ N with I(l, k) being the gray level of the pixel at the spatial
location (l, k). The gray level co-occurrence matrix Nd,q(i, j) denotes the number of
transitions between two pixels whose gray levels are i and j with d-pixel apart and
angular rotation q. Normalizing Nd,q(i, j) yields the probability of gray level transi-
tions between i and j:

(1)

Using Eq. 1, the co-occurrence matrix specified by displacement d and angular ori-
entation q is defined by Wd,q = [p(i, j | d, q)].

For a 3 ¥ 3 window mask over a pixel, there are eight orientations, 0°, 45°, 90°, 135°,
180°, 225°, 270°, and 315° as shown in Fig. 1a. According to the definition given in
earlier reports [4, 5], the 4-neighbor connectivity of the pixel is described in Fig. 1b
by four pixels labeled by 1, 3, 5, 7, and the other four pixels in the 8-neighbor con-
nectivity labeled by 2, 4, 6, 8, as shown in Fig. 1c.

The idea of the TFCM is to consider three consecutive pixels along with certain spe-
cific directions and calculate gradient changes in gray levels of two successive adja-
cent pixels among these three pixels. Two directions are of interest, three pixels aligned
in a perpendicular or diagonal direction. In the former case, the three pixels are first-
order neighboring pixels connected by two perpendicular lines specified by 0°–180°
and 90°–270° as shown in Fig. 1b, whereas in the latter case, the three pixels are second-
order neighboring pixels connected by two diagonal lines specified by 45°–225° and
135°–315° in Fig. 1c. If we denote three consecutive pixels by their spatial coordinates
at a, b, c and associated gray levels by I(a), I(b), and I(c) respectively, the difference
between the gray intensity in the center I(b) and that of its neighborhood I(b) and
I(c) may indicate the degree of roughness along a specified line. Let D be a desired
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gray level tolerance. Thus four types of successive gradient changes in gray level along
the corresponding direction are defined below:

According to degrees of successive gradient changes in gray level among three 
consecutive pixels, type 1 corresponds to zero-order variation because there are no
gradient changes in gray level of two successive adjacent pixels, type 2 represents first-
order variation because there is one gradient change in gray level that occurs in only
one pair of two adjacent pixels, and type 3 and type 4 describe second-order varia-
tion because there are drastic gradient changes in gray level among three pixels.

Let a1 (0°–180° line), b1 (90°–270° line),a2 (45°–225° line), and b2 (135°–315° line)
denote line types on which the three consecutive pixels are aligned respectively. As a
result, each parameter of a1, a2, b1, and b2 takes values from {1, 2, 3, 4} where a
number i represents type (i) of successive gradient variation. For each pixel of an
image, its TFN is derived by Eq. 2 as below:
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where a(x, y) equals to a1(x, y) times a2(x, y), and b(x, y) equals to b1(x, y) times
b2(x, y). Obviously, there are 256 possible combined types of successive gradient vari-
ations. However, by reindexing after removing the illegal cases, the number of all rea-
sonable cases is 41 [4, 5]. Furthermore, based on the histogram of texture feature
number, we define several one-dimensional (1D) TFN descriptors such as coarseness,
homogeneity, mean convergence, and variance as 1D features for mass detection [6].

Similar to the co-occurrence matrix in SGLDM, the TFN co-occurrence matrix is
defined in Eq. 3:

(3)

where 0 £ i £ 40, 0 £ j £ 40, and optimal tolerance D* is set to 3 in our experiment.

(4)

Normalizing the Eq. 3 of the TFN co-occurrence matrix yields the probability func-
tion of TFN co-occurrence matrix:

(5)

Next, like 1D TFN descriptors, we also define three two-dimensional (2D) TFN
descriptors such as entropy, similarity, and regularity as 2D features for mass detec-
tion [6]. As a result, these 1D texture descriptors and 2D texture descriptors are packed
together as a feature vector that could describe the gray variations in a suspicious
region in a mammogram. Certainly, this feature vector will be fed into the input nodes
of neural networks being briefly introduced in the next section.

Three neural network architectures, probabilistic neural network (PNN), radial
basis function neural network (RBFNN), and backpropagation neural network
(BPNN) are proposed in this section for mass detection. The basic concept of PNN
roots in statistical Bayesian classifier using Gaussian distributions. It is a network with
no need of training [7]. The BPNN is a three-layer neural network with its perform-
ance completely determined by training samples with backpropagation as the train-
ing algorithm [8]. The RBFNN is also a three-layer neural network and implements a
hidden layer with the hidden nodes being the training samples using Gaussian kernels
as activation functions [8].

Experiments and Discussion

In our experiments, the MIAS MiniMammographic Database [9] provided by 
the Mammographic Image Analysis Society (MIAS) is used. There are 207 normal
mammograms compared to 115 mammograms that contain abnormal tissues. Three
classes are considered in accordance with breast parenchyma—dense-glandular, fatty,
and fatty-glandular. Among 207 normal mammograms there are 76 dense-glandular,
66 fatty, and 65 fatty-glandular. For each mammogram of dense-glandular, fatty, and
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fatty-glandular, we randomly pick up three regions with size 65 ¥ 65 pixels as the
normal tissues for training and classification. As to 115 abnormal mammograms,
there are 23 dense-glandular, 35 fatty, and 29 fatty-glandular.

To evaluate the effectiveness of mass detection, we consider the following three
parameters as performance measures:

1. Detection rate: DR = TPN/Np

2. False alarm rate: FAR = FPN/Nn

3. Correct classification rate: CR = (TPN + TNN)/(Np + Nn)

where TPN is the number of masses detected among total tumor tissues, FNN is the
number of failures to detect mass among total tumor tissues, TNN is the number of
normal cases detected as normal tissues, FTN is the number of failures to detect
masses among total normal tissue, Np is the number of abnormal cases with masses,
and Nn is the number of normal tissue cases.

When all 1D texture descriptors and 2D texture descriptors are computed, they are
first normalized into [0–1] to prevent from overflow during computation in classifi-
cation. As for abnormal breast tissues, we randomly chose 12 dense-glandular,18 fatty,
and 15 fatty-glandular as the training samples with the rest used as text images. Sim-
ilarly, to the normal tissues were randomly and evenly divided into two groups, one
for training samples and another for test samples.

Because there are too few real cases to validate our proposed texture feature coding
method in conjunction with three neural network platforms, our experiments were
conducted as 100 iterations by randomly selecting the training samples and testing
samples. The results are finally given by the means under 100 experiments. Table 1
tabulates the experimental results of detecting masses by using three different neural
networks where TPN is true positive number, FNN is false negative number, TNN is
true negative number, FPN is false positive number, DR is detection rate, FAR is false
alarm rate, and CR is correct classification rate.

Table 1. Performance comparison under different neural networks
Backpropagation neural network (BPNN):

Breast tissue TPN FNN TNN FPN DR% FAR% CR%

Dense-glandular 9.17 1.83 187.68 28.32 83.36 13.11 86.72
Fatty 15.52 1.48 168.83 11.17 91.29 6.21 93.58
Fatty-glandular 11.88 2.12 161.31 18.69 84.86 10.38 89.27

Radial basis function neural network (RBFNN):

Breast tissue TPN FNN TNN FPN DR% FAR% CR%

Dense-glandular 6.97 4.03 153.44 62.56 63.36 28.96 70.67
Fatty 11.78 5.22 142.32 37.68 69.29 20.93 78.22
Fatty-glandular 8.6 5.4 128.74 51.26 61.43 28.48 70.79

Probabilistic neural network (PNN):

Breast tissue TPN FNN TNN FPN DR% FAR% CR%

Dense-glandular 9.31 1.69 189.71 26.29 84.64 12.17 87.67
Fatty 15.51 1.49 170.92 9.08 91.24 5.04 94.63
Fatty-glandular 12.18 1.82 159.3 20.7 87 11.5 88.39



From Table 1, the detection abilities of BPNN and PNN outperformed the RBFNN.
Based on the obtained statistical means, BPNN could an achieve an approximate 86%
detection rate with a false alarm rate 10% whereas the PNN could reach an approxi-
mate 87% detection rate with 10% false alarm rate.

Conclusion

In this chapter, TFCM is proposed to extract the gradient variations along two spe-
cific directions. The experimental results show that our TFCM-based neural network
approaches can achieve an approximate 87% detection rate with a 10% false alarm
rate. It implies that the texture feature from TFCM could effectively discriminate
between abnormal and normal tissues in a mammogram.
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