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Abstract1 Many applications in non-destructive testing at 
a microscopic level and in live cell imaging require 
automated focusing due to unstable environmental 
conditions, moving specimen or the limited depth of field of 
the applied optical imaging systems. Digital holography 
permits the recording and the numerical reconstruction of 
optical wave fields in amplitude and phase. This enables 
imaging of multiple focal planes from a single recorded 
hologram without mechanical realignment. The 
combination of numerical refocusing with image sharpness 
quantification algorithms yields subsequent autofocusing. 
With calibrated optical imaging systems this feature can be 
used also to determine the position and axial displacements 
of a sample. In order to show the application potential of 
digital holographic autofocusing in microscopy the method 
and results from investigations on several amplitude and 
phase objects are reviewed. This includes a demonstration 
of the reliability of automated refocusing, multi-focus 
quantitative phase contrast imaging of suspended cells, 
refocusing of quantitative phase contrast images during the 
analysis of the temporal dependency of cell spreading on 
surfaces and the quantification of toxin mediated 
morphological cell alterations during long-term 
observations. It is also shown for the example of 
sedimenting red blood cells that the method can be applied 
for minimally-invasive tracking of multiple particles. 
Finally, the usage of numerical autofocus for quantitative 
migration analysis of arbitrary shaped cells in a three-
dimensional collagen matrix is demonstrated. 
 
Keywords: digital holographic microscopy, quantitative 
phase contrast, multi-focus imaging, holographic autofocus, 
cell analysis, non destructive testing, automated 3D tracking 
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Many applications in industrial non-destructive testing at a 
microscopic level and in the fields of live cell imaging 
require a high lateral resolution. In label-free bright field 
microscopy this is commonly achieved by using optical 
imaging systems with a high numerical aperture. However, 
a large numerical aperture is related to a limited depth of 
field. Hence, environmental conditions like temperature 
fluctuations, mechanical instabilities, vibrations or fast 
moving living specimen cause defocusing. Such focus 
drifts are usually compensated by realignment of the 
specimen or the optical imaging system. This can be 
performed automated by using motorized positioning 
hardware that is synchronized to feedback data obtained 
from image processing or distance measurements. Such 
approaches require robust and reliable procedures to 
determine the optimum focus position and the maximum 
image definition which is particularly challenging for the 
observation of living specimens. E. g., for long term time-
lapse investigations up to several days in live cell imaging 
the acquisition of sharply focused images is essential as 
defocused images cannot be evaluated or may be 
misinterpreted. Furthermore, the observation of rapidly 
moving specimen requires a fast temporal response of 
autofocusing which results in expensive hardware 
demands. 

Digital holography (DH) permits the recording and the 
numerical reconstruction of optical wave fields in 
amplitude and phase1, 2. In addition, by numerical 
propagation, subsequent refocusing from a single recorded 
hologram without realignment of the optical imaging 
system is facilitated. In microscopy DH enables high 
resolution lens less imaging3-8, particle detection9, lens 
based multi-focus quantitative phase contrast imaging10-13 
and the extension of the depth of focus14-16. Furthermore, 
digital holographic microscopy (DHM) has been found to 
be suitable for high resolution topography determination of 
reflective surfaces17, 18, the inspection of optical elements 
(see e.g.19) and label-free minimally invasive dynamic 
analysis of transparent phase objects like living cells11-13,20. 
The combination of DH with methods for the detection of 
the optimum focal plane, provides autofocusing without 
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mechanical realignment and electronic synchronization. 
For example in16 and21 phase data is evaluated to obtain a 
feedback for refocusing of technical specimens. In22-27 the 
reconstructed amplitude distributions or the spectral 
content of the object images are numerically analyzed to 
retrieve the optimum propagation parameters for sharply 
focused images. In combination with calibrated imaging 
systems it is also possible to determine the axial position 
and relative axial displacements of particles and biological 
specimens from a single recorded hologram15, 28-30. The aim 
of this paper is to review and demonstrate the application 
potentials of digital holographic autofocusing in 
microscopy. For this purpose, after a brief introduction to 
DHM, principles for digital holographic autofocusing of 
amplitude and phase objects are described. Afterwards, an 
overview of application examples is given. This includes 
results from investigations on the reliability of holographic 
autofocusing and multi-focus quantitative phase contrast 
imaging of suspended cells. Furthermore, automated 
refocusing of quantitative phase contrast images during the 
digital holographic analysis of the temporal dependency of 
cell spreading on surfaces and the evaluation of data from 
long-term time-lapse investigations on the quantification of 
toxin mediated morphological cell alterations are 
presented. Finally, it is shown that holographic 
autofocusing can be applied for minimally-invasive three-
dimensional tracking of multiple sedimenting particles and 
to quantify the migration of arbitrarily shaped cells in a 
three-dimensional matrix. 
 
 
2. Experimental Setups for Digital 
Holographic Microscopy and Numerical 
Evaluation of Digital Off-Axis Holograms 
 
Fig. 1 illustrates schematically two typical setups for digital 
holographic microscopy26. Fig. 1a shows an incident light 
arrangement for topography measurements of reflective 
surfaces. Fig. 1b depicts a transmission arrangement for 
investigations of transparent samples, like living cells. The 
object under investigation is illuminated by coherent light, 
e. g., from a frequency-doubled Nd:YAG laser (λ = 532 
nm), which is denoted as object wave (O). The wave that is 
reflected or transmitted by the sample is magnified by a 
microscope lens and a tube lens and imaged onto an image 
recording sensor, commonly a charge coupled device 
sensor (CCD sensor). In order to generate digital off-axis 
holograms the object wave is superimposed with a slightly 
tilted reference wave. 

Various methods for the numerical reconstruction of 
digitally captured off-axis holograms have been developed 
(for an overview see e. g.18, 31-35). Here, the numerical 
reconstruction was performed by spatial phase shifting (for 
details see11, 36). The method provides the retrieval of the 
object wave from a single off-axis hologram without the 
disturbing terms twin image and zero order intensity and 
was found in particular suitable for robust quantitative 
phase contrast imaging in live cell analysis. For hologram 
reconstruction, in a first step an equation system is solved 
to retrieve the complex object wave O in the hologram 
plane. If refocusing is required, in a subsequent step, O is 
numerically propagated to the image plane. Therefore, an 

approach of the convolution method is applied in which the 
convolution theorem is applied after the Fresnel 
approximation20, 38. The advantage of this approach is that 
the size of the propagated wave field is preserved during 
the refocusing process. This is a particular advantage for 
numerical autofocusing as described in sections 4 to 6 as in 
this way the comparison of the image definition in different 
focal planes is simplified. In addition, the method 
consumes less computation time than the general approach 
of the convolution method31. However, holographic 
autofocusing as described in sections 4 to 6 may be applied 
with other common numerical propagation methods, 
including in particular different approaches of the 
convolution method31 and the angular spectrum method34. 

 

  
Fig. 1 Setups for digital holographic microscopy in (a) incident light and 
(b) transmission light arrangements. O: object wave; R: slightly tilted 
reference wave; C: condenser; OB: object; MO: microscope lens; BS: 
beam splitter; TL: tube lens; CCD: image sensor; ∆z: propagation distance 
between the hologram and the image plane; ∆g: distance between the 
object position and the reconstructed object plane corresponding to the 
hologram plane26. 
 

Fig. 2 illustrates the reconstruction process of a digital 
off-axis hologram by spatial phase shifting-based 
reconstruction. Fig. 2a shows a digital hologram of human 
red blood cells (RBCs) in phosphate buffer saline (PBS). 
The cells were recorded slightly defocused with a 63x 
microscope lens (NA=0.75) with a setup as sketched in Fig. 
1b. The enlarged area in Fig. 2a shows a part of the carrier 
fringe pattern of the off-axis hologram that was used for 
holographic coding of the object wave. Fig. 2b depicts the 
unfocused reconstructed amplitude image of the RBCs in 
the CCD sensor plane. Fig. 2c displays the sharply focused 
amplitude after numerical refocusing. This image 
corresponds to a microscopic bright field image under 
coherent illumination. Fig. 2d shows the simultaneously 
obtained phase distribution modulo 2π. The resulting 
quantitative phase contrast image after removal to the 2π 
ambiguity by an unwrapping algorithm39 is displayed in 
Fig. 2e. The retrieved phase contrast quantifies the delay of 
the optical path length that is caused by the cells in 
comparison with the surrounding buffer medium. Fig. 2g 
illustrates the cell thickness measurement along a cross-
section through the phase data. The thickness of the RBC 
was calculated as described in12, 37 by estimating an integral 
cellular refractive index nRBC=1.40040 and a refractive 
index nmedium=1.337 of the buffer solution that was obtained 
by an Abbe refractometer. Fig. 2g also illustrates the cell 
thickness by a pseudo-3D representation of the data in Fig. 
2e. For completeness, Fig. 2f shows the first derivative of 
the data in Fig. 2d in x-direction which is comparable to 
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Nomarski differential interference phase contrast41 with the 
additional advantages of subsequent numerical focus 
realignment and a variable sensitivity due to an adjustable 
digital shear. 
 

 
Fig. 2 Evaluation of digital holograms: (a) slightly defocused recorded 
digital hologram of living human red blood cells, (b): reconstructed 
amplitude in the hologram plane (defocused), (c): numerically refocused 
amplitude distribution, (d): reconstructed phase distribution modulo 2π  
corresponding to (c) coded to 256 gray levels; (e) unwrapped phase 
distribution coded to 256 gray levels; (f): first derivative of (e) in x-
direction, (g): pseudo 3D representation of the phase distribution in (e) 
with cross section through a cell (modified from 18). 
 
 
3. Images Sharpness Quantification 
 
Common passive optical autofocus techniques, like in 
compact camera photography and microscopy, are based on 
axial scanning of the image space by mechanical 
adjustment of lens elements or a stage to find the maximum 
image definition. In digital holography, this scanning 
process is performed numerically by variation of the 
propagation distance ∆z. The main task in passive 
autofocusing - in digital holographic microscopy as well as 
in other imaging techniques - is the determination and 
maximization of the image sharpness. For absorbing 
objects (amplitude objects), e. g. with patterns that contain 
sharp edges, the sharply focused images contain a 
maximum of high spatial frequencies. Pure phase objects 
with negligible absorption such as technical reflective 
specimens or biological cells are sharply focused at the 
setting with the least contours in the amplitude 
distributions. In contrast to the bright-field case, in digital 
holography this setting is of particular interest, as the 
amplitude and phase distributions are accessible 
simultaneously, and the focal setting with the least-
contrasted amplitude image corresponds to the best-
resolved structures in the quantitative phase contrast 
distribution22-24, 26. The phase distributions obtained in the 
digital holographic reconstruction process contain phase 
jumps modulo 2π that have to be unwrapped for further 
evaluation. Without phase unwrapping, phase steps would 

be misinterpreted as sharp structures. Furthermore, in the 
case of unfocused reconstruction, the unwrapped phase 
maps may contain unwrapping errors (for illustration see 
Fig. 5), which also would inhibit a reliable determination of 
the image sharpness. Thus, for digital holographic 
autofocusing it is more suitable to determine of the global 
maximum (amplitude objects) or minimum (phase objects) 
of adequate focus value functions in dependence on the 
propagation distance ∆z of the numerically reconstructed 
amplitude distributions. To identify a robust and time-
efficient autofocus for application in digital holographic 
microscopy, in26 different numerical methods that calculate 
a scalar focus value for the quantification of the image 
sharpness were compared. Therefore, common criteria to 
evaluate the image sharpness in bright field microscopy42, 43 
were used. In agreement with previously reported results 
for microscopic imaging with white light illumination44, 45 
in24, 26 the evaluation of the weighted and band-pass-filtered 
power spectra 
focus value = ( )( )[ ]{ }∑ +

v
F vOF

,
,1log

µ
µ              (1) 

was identified to be most suitable for a robust 
determination of the image sharpness in digital holographic 
microscopy in combination with the convolution method 
described in section 2. In Eq. (1), (x, y) are the coordinates 
in spatial domain while (µ,ν) denote the corresponding 
spatial frequencies. The parameter ( )( )vOFF ,µ  denotes 
the band-pass-filtered Fourier Transform of the amplitude 
distribution |O(x, y)|. Logarithmic weighting is applied in 
order to consider also weak parts of the spatial frequency 
spectrum. The lower boundary of the band-pass-filter is 
chosen in such a way that the constant background 
intensity is excluded. To minimize the computation time as 
maximum spatial frequency the value is selected that is 
given by the resolution of the optical imaging system. The 
following sections illustrate in overview the performance 
and application of this method in DHM. 
 
 
4. Autofocusing of Amplitude Objects 
 
The practical application of digital holographic 
autofocusing by weighted spectral analysis on amplitude 
objects is illustrated by results from investigations on a 
transparent USAF 1951 resolution test chart with absorbing 
test structures. The investigations were performed with an 
experimental setup as shown in Fig. 1b (λ = 532 nm, 20x 
microscope lens NA=0.4). A digital hologram of the 
defocused test chart was recorded. After the numerical 
reconstruction as described in section 2, the complex object 
wave was propagated within the range ∆z = [-15 cm; +15 
cm] in steps of 0.1 cm. For each ∆z, by application of Eq. 
1, a focus value of the reconstructed amplitude distribution 
was determined. The border areas of the reconstructed 
amplitude and phase distributions were affected by 
propagation induced diffraction artifacts (see Fig. 3c). 
Hence, in order to investigate the influence of spatial 
filtering, the focus values were also calculated after 
application of a Hann-filter on the same reconstructed 
amplitude distributions. In Figs. 3a, 3b, 3c the obtained 
amplitude distributions for the propagation distances ∆z = 
(10.5-2.5) cm, ∆z = ∆zIP = ∆zAF = 10.5 cm and ∆z = 
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(10.5+2.5) cm are shown. The parameter ∆zIP denotes the 
propagation distance for which the image appears sharply 
while ∆zAF is the distance that corresponds to the maximum 
of the focus value function. Figs. 3d, 3e, 3f show the 
corresponding phase distributions. In the image plane at ∆z 
= ∆zIP = 10.5 cm the sample appears focused with sharp 
edges of the test chart structures. Fig. 3g depicts the 
obtained normalized focus values that have been obtained 
by Eq. 1 in dependence of ∆z in comparison to the results 
from the corresponding Hann-filtered data. The focus value 
curve of the unfiltered amplitudes shows a peak at ∆z = 0.0 
cm although this results in an unfocused image of the test 
chart. At ∆z = ∆zIP = 10.5 cm, where the sharply focused 
image occurs (Figs. 3b and 3e), the focus value reaches a 
local maximum. The application of the Hann-filter prior the 
determination of the focus value suppresses the peak at ∆z 
= 0.0. Thus, a non-ambiguous automated detection of the 
sharply focused image plane at ∆z = ∆zIP = ∆zAF is 
achieved. The results in Fig. 3 show that Hann-filtering 
avoids misinterpretations during the retrieval of the 
optimum focus position and thus are required for robust 
digital holographic autofocusing. 
 

 
Fig. 3 Comparison of focused (b),(e) and defocused (a), (c), (d), (f) 
reconstructed amplitude (a)-(c) and phase distributions mod 2π (d)-(f) 
obtained from investigations on a USAF 1951 test chart in transmission; 
(g): focus values obtained by weighted spectral analysis (solid line) and by 
weighted spectral analysis after Hann-filtering of the amplitude 
distributions (dashed line) in dependence of the propagation distance ∆z 
(modified from24). 
 
 
5. Autofocusing of Phase Objects 

 
 
The utilization of digital holographic autofocusing by 
weighted spectral analysis on non-absorbent phase 
specimen is demonstrated by results from a reflective test 
chart and fixed pancreas tumor cells on a glass carrier26. In 
analogy to the procedure described in section 4, a Hann-
filter was applied to ensure a robust determination of the 

image definition. Fig. 4 shows results from investigations 
on a nanostructured surface  (height ≈ 50 nm) in incident 
light arrangement as depicted in Fig. 1a (λ = 532 nm, 20x 
microscope lens, NA=0.4).  
 

 
Fig. 4 Comparison of (a), (c), (d), (f) defocused and (b), (e) focused (a)-(c) 
reconstructed amplitude and (d)-(f) unwrapped phase distributions 
obtained from investigations on a nanostructured surface with incident 
light in reflection. (g) Focus values calculated by spectral weighted 
analysis in dependence of the propagation distance ∆z. (modified from26). 
 
  Gold-coated nanostructure silicon surface, provided by 
the Nano+Bio Center of the Technical University of 
Kaiserslautern, Germany. A hologram of the slightly 
defocused object was recorded. Figs. 4a-4f show the impact 
of (de-)focusing on the reconstructed amplitudes (Figs. 4a-
4c) and the unwrapped phase distributions (Figs. 4d-4f). In 
case of focused imaging the surface structures in the 
reconstructed amplitude distribution nearly disappear (Fig. 
4b) while the reconstructed unwrapped phase distribution 
in Fig. 4e contains sharp edges. In both defocused cases the 
amplitude distributions show diffraction patterns and thus 
are visible with enhanced contrast (Figs. 4a and 4c) while 
the phase distributions appear blurred (Figs. 4d and 4f). In 
Fig. 4g the normalized focus value function obtained by 
spectral weighted analysis is plotted. A global minimum of 
the focus value is reached for ∆z = ∆zAF = 1.6 cm that 
corresponds to the sharply focused amplitude and phase 
distributions of the sample. In analogy to the experiments 
with the reflective specimen investigations in transmission 
with the setup in Fig. 1b (63x microscope lens, NA=0.75) 
on formalin fixed pancreas tumor cells (PaTu 8988 S) on a 
glass carrier were carried out. This sample represents a 
transparent phase specimen. For hologram recording, the 
cells were subjectively imaged sharply onto the image 
sensor. The results are shown in Fig. 5. As expected from 
Fig. 4, the obtained focus values in Fig. 5g reach a global 
minimum for the sharp reconstruction at ∆zIP = ∆zAF = 0.1 
cm. This is in agreement with the sharp appearance of the 
amplitude and phase distributions in Figs. 5b and 5e. The 
black vertical lines in the unwrapped phase distributions in 
Fig. 5f illustrate further, that defocusing induced diffraction 
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patterns can lead to phase singularities and thus may cause 
phase-unwrapping artifacts which inhibit a further data 
evaluation. This illustrates also the need of digital 
holographic autofocusing for optimized and automated data 
processing in DHM which is required for time-lapse live 
cell imaging as described in sections 8 and 13. 
 

 
Fig. 5 Comparison of (a), (c), (d), (f) defocused and (b), (e) focused (a)-(c) 
reconstructed amplitude and (d)-(f) unwrapped phase distributions 
obtained from investigations on PaTu 8988 S cells in transmission. (g) 
Focus values calculated by spectral weighted analysis in dependence of 
the propagation distance ∆z (modified from26). 
 
 
6. Interval Search Strategy 
 
The determination of focus value extrema within a full 
numerical propagation interval that typically amounts to 
the range ∆z = [-15 cm, +15 cm] is time consuming. To 
accelerate the process for the localization of the optimum 
focus position without decrease of accuracy, an interval 
search strategy24, 46 is applied. Initially, the whole 
propagation range of ∆z is scanned with large propagation 
steps for the rough localization of the extremum focus 
value. Then, the range near the detected extremum is 
scanned with the smallest propagation step size with 
respect to the depth of field of the optical imaging system. 
The principle of the interval search strategy is illustrated in 
Fig. 6. The solid curves schematically sketch the 
normalized focus value functions of amplitude (Fig. 6(left)) 
and phase (Fig. 6(right)) objects in dependence of ∆z. For 
amplitude objects a maximum focus value indicates the 
sharply focused image. Phase objects appear in the focal 
plane with minimum contrast and thus yield a minimum 
focus value. The full interval scan with a large step size is 
indicated by dashed vertical lines. The solid vertical lines 
illustrate the second scan with small steps close to the 
extremals. The interval search strategy is applied to 
accelerate digital holographic autofocusing in dynamic live 
cell imaging as described in sections 8-13. 
 

 
Fig. 6 Interval search strategy. Left: focus value function of amplitude 
objects in dependence of the propagation distance ∆z; right: focus value 
function of phase objects in dependence of the propagation distance ∆z. In 
a first step, the whole propagation range is scanned for the extremum 
focus value in large propagation steps (dashed vertical lines); in a second 
step, the range near the extremum focus value is scanned with the smallest 
step size with respect to the depth of field of the applied optical imaging 
system (solid vertical lines). 
 
 
7. Autofocus Reliability and Axial Sample 
Localization 
 

 
Fig. 7 Dependence of the axial object position ∆g on the autofocus 
distance ∆zAF for three different microscope lenses (Zeiss LD Achroplan 
20x/0.4 Korr, Zeiss APlan 40x/0.65, Zeiss LD Plan-Neofluar 63x/0.75 
Korr), each in comparison to a linear fit. 
 
The relation between the distance ∆g of the object to the 
focal plane and the propagation distance ∆z to the image 
plane can be used to quantify relative axial object 
displacements without mechanical focus realignment. In 
case of insufficient data about optical imaging system 
components, e. g., if DHM is applied with research 
microscopes as described in47, the conversion between ∆z 
and ∆g may not analytically be derived. Instead, a 
calibration via the digital holographic autofocus approach 
can be used to obtain the dependency between ∆z and ∆g. 
The calibration procedure is performed by recording a set 
of stepwise defocused digital holograms of a sample26. 
Therefore, the relative object position ∆g is varied in axial 
direction, e. g., with a calibrated microscope stage, while 
∆zAF is determined by subsequent digital holographic 
autofocusing as previously described in sections 4 to 6. Fig. 
7 shows the autofocus propagation distances ∆zAF for three 
different microscope lenses (20x, 40x, 63x) in dependence 
of ∆g. The results were experimentally obtained by 
investigations on fixed pancreas tumor cells (for illustration 
see Fig. 5) in transmission with the experimental setup 
depicted in Fig. 1b. The experimental data are found to be 
in good agreement with a linear approximation and 
demonstrate the reliability of digital holographic autofocus. 
The linearity coefficients between ∆g and ∆zAF for the 
applied imaging systems are determined to (-0.029±0.001) 
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cm/µm (20x), (-0.116±0.001) cm/µm (40x) and (-
0.291±0.003) cm/µm (63x) and are specific for the imaging 
properties of the used experimental setup. The slight 
deviations of the experimental data from fitted curves for 
propagation distances |∆z| > 50 cm - in particular for the 
63x lens - result from the slightly changing magnification 
due to the different object positions that is not considered 
by the linear approximation. The maximum resolution for 
the detection of relative axial displacements depends on the 
depth of field and thus on the numerical aperture and 
magnification of the applied microscope. 
 
 
8. Subsequent Multi Focus Imaging 
 
DH enables the reconstruction of different focal planes 
from a single hologram. This multi-focus imaging feature 
is particularly suitable for investigations of particles and 
cells in suspension as several specimens in different planes 
can be recorded simultaneously. Furthermore, in 
combination with numerical autofocusing the 
determination of relative object positions in z-direction is 
provided. Fig. 8 illustrates quantitative digital holographic 
multi-focus imaging by results from pancreas tumor cells in 
suspension. Therefore, living trypsinized PaTu 8988 S cells 
in cell culture medium (DMEM) were investigated using 
the inverted digital holographic microscopy setup sketched 
in Fig. 1b (λ = 532 nm, 63x microscope lens, NA = 0.75, ). 
Fig. 8a shows a digital off-axis hologram of three cells. The 
diffraction patterns indicate that the cells denoted as A, B 
and C were located in different planes. For the numerical 
reconstruction in a region of interest (ROI) around each 
cell the maximum image definition was determined by 
calculation of a focus value in dependence of the 
propagation distance ∆z with Eq. 1. Figs. 8b-8d show the 
amplitude distributions obtained by application of 
numerical autofocusing in the three ROIs around each cell 
that are marked with boxes. In each ROI one of the cells 
appears sharply focused with minimum contrast (autofocus 
criterion). Figs. 8e to 8g show the corresponding 
unwrapped quantitative phase contrast images of the cells 
and illustrate the requirement for precise subsequent 
numerical focus correction. The phase distributions caused 
by the unfocused imaged cells contain unwrapping artifacts 
that prevent a further data evaluation. In contrast, the 
sharply imaged samples appear clearly resolved and deliver 
qualitative data with minimized unwrapping errors. In Fig. 
8h the focus values are plotted for each ROI in dependence 
of the propagation distance ∆z. The corresponding distance 
∆g in object space is obtained by calibration the imaging 
system as described in section 5. The minima of the curves 
(cell A: ∆zAF = 5.8 cm, cell B: ∆zAF = 0.8 cm, cell C: ∆zAF 
= 1.0 cm) indicate the propagation distances for the sharply 
focused imaging of each cells and are in agreement with 
the appearance to the amplitude and phase distributions in 
Figs. 8b-8g. The relative axial distance of the cells in z-
direction are: A:B ≈ 17 µm, A:C ≈ 23 µm, B:C ≈ 6 µm. 
Finally, Fig. 8i shows the phase distribution results from 
merging the sharply focused images of the cells in Figs. 8e-
8g in which all cells appear sharply focused. The results 
show that for an optimized imaging of cells in suspension 
numerical multi-focus imaging is required. The minimal 

error for the detection of the axial sample position is 
restricted by the depth of field of the applied microscope 
lens (here: ≈ 0.4 µm). In practice the precision is decreased 
by the shape of the investigated specimen and the noise in 
the reconstructed amplitude distributions that depend on 
the individual measurement conditions. Thus, for the 
described experiment the error for the determination of 
relative axial positions can be estimated to be in the range 
of ≈ 2 µm. 
 

 
Fig. 8 Subsequent multi-focus imaging of cells in suspension. (a): digital 
hologram of three pancreas tumor cells (PaTu 8988 S) in different focal 
planes denoted as A, B, C; (b),(c),(d): amplitude distributions of the cells 
for different propagation distances obtained by numerical autofocusing in 
the region of interests (ROIs) marked with boxes, (e),(f), (g): gray level 
coded unwrapped phase contrast images corresponding to (b),(c),(d). (h): 
focus values in dependence of the propagation distance ∆z and the 
corresponding distance ∆g in object space in the areas marked with boxes, 
(i): enlarged phase distribution merged from the sharply focused parts in 
(e),(f),(g). The minima of the curves in (h) indicate the propagation 
distances for the sharply focused imaging of the cells. 
 
 
9. Analysis of Cell Adherence on Surfaces 
 
The quantitative analysis of cell adherence is important for 
the characterization of cellular interactions with different 
surfaces and surface coatings. Here, the usage of DHM in 
combination with subsequent numerical autofocusing for 
dynamic analysis of cell adherence processes is 
demonstrated by results from the observation of the 
spreading process of a living keratinocyte cell on a glass 
carrier. For the experiments a DHM setup as depicted in 
Fig. 1b was used (λ = 532 nm, 40x microscope lens, 
NA=0.6. At the beginning of the experiment the sample 
was manually focused sharply onto the image recording 
device. Digital off-axis holograms of the cell were recorded 
with fixed mechanical focus every 5 s over a period of 16 
min in a temperature stabilized environment (T = 37 °C). 
The reconstruction of the resulting 192 holograms was 
performed as explained in section 2. Due to the fixed 
alignment of the optical imaging system the cell moves out 
of focus during the experiment. Thus, the hologram 
reconstruction was carried out in combination with 
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numerical autofocusing as described in sections 5 and 6. In 
order to analyze the influence of the autofocus procedure 
the resulting amplitude and phase contrast images were 
compared to data that were obtained without autofocusing. 
 

 
Fig. 9 DHM investigations on a spreading keratinocyte cell (40x 
microscope lens, NA=0.6). Upper row: amplitude distribution; lower row: 
phase contrast images; (a), (d): t = 0, (b), (e): t = 16 min without 
numerical autofocusing; (c), (f): t = 16 min with numerical   autofocusing. 
In (f) subcellular structures become visible that are marked with arrows 
(modified from24). 
 

 
Fig. 10 DHM investigations on a spreading keratinocyte cell. (a): cross-
sections through the phase data marked with dashed and dotted lines in 
Fig. 9 and corresponding cell thickness dcell. (b): temporal dependence of 
the maximum phase contrast dcell;max and maximum cell thickness dcell;max. 
(c): Temporal dependence of the autofocus propagation distance ∆zAF and 
the corresponding relative displacement of the sample ∆g in object space 
(illustrated for 40 of 192 holograms) (modified from50). 
 
  Fig. 9 shows representative examples for amplitude and 
phase contrast images. Figs. 9a and 9d depict the results for 
t = 0. As the sample is imaged sharply at the initiation of 
the experiment no numerical refocusing is performed 
(propagation distance: ∆z = 0). The cell appears sharply 
and almost spherical in both, amplitude and phase contrast 
images. Figs. 9b and 9e depict the amplitude and phase 
distributions that are achieved with the same reconstruction 
parameters for t = 16 min. Diffraction patterns in the 
amplitude images indicate that the cell moved out of focus 
and the phase contrast image of the cell appears blurred. 
Figs. 9c and 9f present the images that are retrieved from 
the same hologram after numerical autofocusing. Now the 
cell appears with minimum contrast in the amplitude 
distribution. In the corresponding phase contrast image the 
cell appear with clear boundaries. Furthermore, subcellular 
structures become visible (see dark spots in Fig. 9f that are 
marked with arrows) that are interpreted as vacuoles48. Fig. 

10a shows cross-sections through the phase contrast images 
for t = 0 and t = 16 min that are marked with a dashed and 
a dotted line in Figs. 9d and 9f. The corresponding cell 
thickness dcell depicted on the right y-axis was calculated 
for ncell = 1.377 (obtained from suspended cells as 
described in49), and nmedium = 1.337. The temporal 
dependency of the maximum phase contrast ∆ϕcell,max as 
well as the corresponding maximum cell thickness dcell,max 
are plotted in Fig. 10b. For both parameters a monotone 
decrease up to 50% is observed. Fig. 10c displays the 
temporal development of the autofocus propagation 
distance ∆zAF in the image space for the evaluation of 40 of 
the recorded 192 holograms. The corresponding relative 
displacement ∆g in the object space was obtained by 
calibration of the optical imaging system as described in 
section 5. The phase contrast and cell thickness decrease 
observed in Figs. 10a and 10b is caused by the change of 
the initial spherical shape of the cell to a thin layer that 
adheres to the substrate. The cell thickness that is 
calculated for the initial spherical cell corresponds to the 
diameter of cell in the image plane. This supports the 
estimated value for the integral cellular refractive that is 
used for the calculation of the cell thickness from the phase 
contrast images. The results in Fig. 9 and the continuous 
change of ∆zAF and ∆g in Fig. 10 demonstrate the 
requirement for permanent automated focus tracking during 
the observation of cell spreading processes. The step-
function-like temporal dependency of the autofocus 
distance results from the limited depth of field of the 
applied microscope lens (here ≈ 1.7 µm) that restricts the 
minimum step width of the propagation distance. In 
conclusion the results described in this section demonstrate 
that digital holographic autofocussing can be utilized for 
quantitative monitoring of cell adherence and cell 
spreading kinetics. 
 
 
10. Autofocusing during Long-Term 
Investigations 
 
In analogy to section 9 the application of digital 
holographic autofocusing for long-term-live cell imaging is 
illustrated by data obtained from the analysis of the 
reactions of living human brain micro vascular endothelia 
cells (HBMECs) on a toxin. The experiments were 
performed at 37 °C with a DHM setup as depicted in Fig. 
1b using a 40x microscope lens (NA=0.6, λ = 532 nm). 
Figs. 11a to 11f show representatively amplitude and phase 
contrast images. At the beginning of the experiment (t=0) 
the investigated HBMECs were imaged sharply in the 
hologram plane (Figs. 11a and 11d). Due to a mechanical 
instability of the experimental setup, after t=31.5 h, without 
numerical focus correction the cells appeared unfocused in 
the reconstructed amplitude and phase distributions (Figs. 
11b and 11e). The resulting images after numerical 
refocusing are shown in Figs. 11c and 11f. The cells appear 
sharply and subcellular structures are clearly resolved. 
Furthermore, toxin induced apoptotic effects become 
visible. Fig. 11g depicts the temporal dependency of the 
focal position that was detected by numerical autofocusing 
for the whole measurement period (tmax = 52 h). The 
nonlinear drift illustrates the need for a permanent focus 
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control during long-term investigations. Furthermore, 
quantitative measurement data for the object position is 
provided that may be used to improve the stability of the 
experimental setup or to identify the sources of instability. 
 

 
Fig. 11 Reconstructed amplitude (a)-(c) and unwrapped phase (d)-(f) 
distributions obtained from long-term-investigations on living HBMEC s; 
(a),(d) t=0, (b),(e) t=31.5 h without autofocusing, (c),(f) t=31.5 h with 
autofocusing, (g) time dependency of autofocus position zAF and 
corresponding change of the axial object position ∆gAF24. 
 
 
11. Two- and Three-Dimensional Tracking of 
Particles and Cells 
 
In addition to the detection of axial sample displacements 
as described in sections 7 and 8 from the automated 
refocused quantitative phase contrast images also the 
lateral position of a sample can be determined30, 50-52. 
Therefore, in a first step the phase distributions are low-
pass-filtered with a box average filter. In this way, 
substructures of the object in the phase distributions and 
noise, e. g., due to parasitic interferences and coherent 
noise are reduced. Afterwards, within a ROI in which the 
sample is located, the pixel coordinates of the maximum 
phase contrast are determined. The time-dependent 
automated tracking of dynamic displacements from digital 
holograms of time-lapse sequences can be performed by 
successive recentering of the ROI to the coordinates of the 
preceding maximal phase value and reapplication of the 
autofocus procedure. Employing a calibrated imaging scale 
the resulting lateral displacement trajectories of the sample 
in pixel coordinates can be converted to metric units. The 
combination of the data with the axial object displacement 
∆g is obtained from the autofocus propagation distance 
yields quantitative 3D object tracking. In sections 12 and 
13 it is demonstrated that digital holographic 3D tracking 
can be applied for the label-free analysis of sedimenting 

cells in suspension and migrating tumor cells in three-
dimensional tissue models. 
 
 
12. 3D-Tracking of Sendimenting Human 
Erythrocytes 
 

 
Fig. 12 Time dependent DHM 3D tracking of sedimenting human red 
blood cells (RBSs, spherical spiky shaped echinocytes). The tracked cells 
are denoted with A, B and C. (a): exemplarily digital hologram of three 
suspended echinocytes in different plane 150s after the begin of the 
experiment; (b): sharply focused amplitude distributions for each cell 
obtained by application of digital holographic autofocus from the 
hologram in (a); (c): quantitative phase distributions obtained of the 
digital hologram in (a); the dotted boxes in (b) and (c) represent the ROIs 
that are applied for digital holographic autofocus and dynamic x-y-
tracking; (d): x-y-trajectory of the RBCs obtained by determination the 
coordinates with maximum phase contrast; (e): time dependence of the 
axial positions ∆g of the cells obtained by digital holographic 
autofocusing; (f): 3D trajectories obtained by combination of the data in 
(d) and (e)51. 
 
The applicability of automated digital holographic 3D cell 
tracking was investigated by observation of the 
sedimentation process of three human red blood cells 
(RBCs, spherical spiky shaped echinocytes) in 
physiological solution. The experiments were performed 
with an experimental setup as shown in Fig. 1b (λ= 532 nm, 
63x microscope lens, NA=0.75). A series of 438 digital 
holograms (∆t = 1 s) was recorded at fixed optical focus. 
Afterwards the holograms were evaluated for 3D tracking 
as described in section 11. During the time dependent 
observation the cells perform fast dynamic motions. Thus, a 
permanent and robust numerical realignment of the focal 
position is required. Fig. 12a exemplarily depicts a digital 
hologram of the three echinocytes 150s after the start of the 
digital holographic observation. The three tracked cells are 
denoted with A, B and C. Fig. 12b presents sharply focused 
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amplitude distributions obtained by application of digital 
holographic autofocus for each cell from the hologram in 
Fig. 12a. In Fig. 12c the corresponding quantitative phase 
distributions are depicted. The dotted boxes in Figs. 12b 
and 12c represent the ROIs that are applied for both, digital 
holographic autofocusing and dynamic x-y-tracking. Fig. 
12d shows the resulting x-y-trajectories of the RBCs 
obtained by the determination the coordinates with 
maximum phase contrast. In Fig. 12e the time dependence 
of the axial cell positions ∆g is plotted. Fig. 12f shows the 
3D trajectories of the cells that result from combination of 
the data in Figs. 12d and 12e. Figs. 12d-12f demonstrate the 
reliability of digital holographic 3D tracking. Nearly 100 
percent of the phase contrast images have been autofocused 
and reconstructed without unwrapping errors. Furthermore, 
the sedimentation process of the RBCs due to gravitation is 
illustrated and quantified. 
 
 
13. Monitoring of Cell Migration in a Three-
Dimensional Matrix 
 

 

 
Fig. 13 (a): 3D migration monitoring of fibroblasts in collagen. First row: 
bright-field images (white light illumination); second row: DHM phase 
contrast images with 3D tracking ROI set to cell A (red boxes); third row: 
DHM phase contrast images with 3D tracking ROI set to cell B (green 
boxes). (b): lateral displacement, (c): axial displacement, (d): 3D 
trajectories resulting from the data in (c) and (d) (modified from53). 
 
Investigations on the applicability of DHM for 3D cell 
migration monitoring were performed by observing two 
mouse fibroblasts (3T3) within a three-dimensional 
collagen matrix in a Petri dish with a setup as depicted in 
Fig. 1b (λ = 532 nm, 40x microscope lens, NA=0.65). The 

temperature was stabilized to 37 °C. A series of holograms 
and white light images was recorded with fixed mechanical 
focus for a period of 100 min (∆t=2 min). For both cells 
digital holographic 3D tracking was performed as 
described in section 11. Fig. 13a depicts representative 
results for t=0, t=18 min, t=36 min, t=54 min, and t=72 
min. The first row of Fig. 13a shows bright-field images of 
the sample under white light illumination. The 
corresponding DHM phase contrast images are depicted in 
the second and third row of Fig. 13a. The observed cells 
are denoted as A and B. The dotted boxes in the phase 
contrast images mark the ROIs that were evaluated for 3D 
tracking. In the white light images, cell A only slightly 
moves out of. Cell B migrates to a different collagen layer 
and thus appears with increasing defocus during the 
observation. In the second row of Fig. 13a the ROI for 
digital holographic autofocusing was set to cell A, which 
appears sharply focused in the resulting quantitative phase 
contrasts images. In the third row of Fig. 13a the ROI was 
set to cell B. After digital holographic autofocusing, cell B 
is sharply resolved in all phase distributions. Furthermore, 
deformations and cell thickness changes due to the 
migration process become visible. The x-y migration 
trajectories and the corresponding temporal dependency of 
the axial displacements of the cells are plotted in Figs. 13b 
and 13c. Fig. 13d presents the 3-D migration trajectories 
that result from the combination of the data in Figs. 13b 
and 13c. Cell A moves almost in parallel to the x-y-plane. 
In contrast, cell B migrates to a collagen layer 
approximately located 65 µm below its initial position. 
 
 
14. Discussion and Conclusions 
 
The results in sections 8 to 10 and 12 to 13 demonstrate 
that the spectral weighted analysis of reconstructed 
amplitude images is capable of subsequent numerical 
autofocusing in digital holographic microscopy. In sections 
4 it was shown that for identification of focal planes a 
suppression of diffraction artifacts that are caused by the 
numerical propagation is required. This can be efficiently 
achieved by a Hann-filter. Sections 4 and 5 illustrate that 
the method can be applied for both, amplitude and phase 
specimen. However, the usage of the method with mainly 
transparent phase objects, like reflective surfaces and living 
cells is of more practical advantage as in addition to the 
image of the sample also quantitative phase contrast is 
provided that can be evaluated for quantitative 
measurements. For example, automated numerical focusing 
can be used for the automation of multi-focus imaging of 
specimen that are located in different focal planes (section 
8). This provides, e. g., an acceleration of data retrieval for 
the experimental determination of the integral cellular 
refractive index of suspended cells30. In addition, 
subsequent numerical autofocusing results in an optimized 
quality of the quantitative phase contrast images (see Figs. 
4, 5, 8, 9 and 11). In particular, this is important for 
measurements that require for example a dynamic analysis 
of intracellular organelles. Furthermore, as demonstrated in 
sections 8, 12 and 13, digital holographic autofocus enables 
the localization of the axial sample position. It was shown 
that this feature provides in combination with algorithms to 



10                                                                                                                                                                                         3D Res. 2, 01(2011)4 
 

 

 

detect lateral displacements in quantitative DHM phase 
contrast images 3D tracking of particles and cells even with 
an arbitrary shape. 

The results from Fig. 7 and from the time dependent 
measurements in Figs. 10 to 13 demonstrate the robustness 
and reliability of the proposed method for autofocusing. 
However, the measurement accuracy of the detection of the 
optimum focus and the corresponding axial sample position 
depends on the depth of field of the used imaging system 
and the shape of the investigated object. The main error 
sources for autofocusing are scattering effects that are 
caused by the medium in which the sample is investigated, 
the scattering properties of the sample itself and coherent 
noise. Thus, in practice the typical accuracy for the 
detection of axial displacements can be estimated to be in 
the range of 1-2 µm. Furthermore, it has to be mentioned 
that due to the underlying principles of the presented DHM 
configurations integral information is obtained. Thus, 
specimens in different planes at the same lateral position 
with axial distances near the DOF of the applied imaging 
system cause diffraction patterns. This can lead to 
misinterpretations in the image sharpness quantification 
process. Furthermore, these disturbances affect the correct 
determination of the lateral object position from the 
quantitative phase contrast images. This limits the density 
of objects under investigations to an amount in which the 
specimen are imaged laterally separated. Nevertheless, 
numerical autofocusing and its usage to obtain axial data 
for 3D tracking in DHM prospects new application areas of 
quantitative digital holographic phase contrast imaging for 
particle tracking in fluidics and label-free 3D migration 
analysis of cells in cancer research. 
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