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Partial Non-stationary Perturbation
Determinants for a Class of
J -symmetric Operators

Vadim Adamyan, Peter Jonas and Heinz Langer

Abstract. We consider the partial non-stationary perturbation determinant

∆
(1)
H/A(t) := det

(
eitAP1e

−itH
∣∣∣
H1

)
, t ∈ R.

Here H is a self-adjoint operator in some Krein space K and A is a self-
adjoint operator in the Hilbert space H1, which is the positive component of
a fundamental decomposition of K with corresponding orthogonal projection

P1. The asymptotic behavior of ∆
(1)
H/A(t) for t → ∞ and the spectral shift

function for H and its diagonal part are studied. Analogous results for the
case if the underlying space is a Hilbert space were obtained in [1].

Mathematics Subject Classification (2000). 47A55, 47B50; 47A15, 47B10.

Keywords. Perturbation determinant, trace class perturbation, positive oper-
ator in Krein space, skew symmetric operator, block matrix operator, spectral
shift function.

1. Introduction

Let H0 and H be self-adjoint operators in some Hilbert or Krein space H, which
generate groups

(
e−itH0

)
t∈R

and
(
e−itH

)
t∈R

of unitary operators and are such
that the closure N of the difference H − H0 belongs to the set S1 of trace class
operators. We call the function

∆H/H0 (t) := det
(
eitH0e−itH

)
, t ∈ R,

V. Adamyan gratefully acknowledges support by the USA Civil Research and Development Foun-
dation, the Ministry of Education and Science of Ukraine (grant UM1-2567-OD-03), and from
the Deutsche Akademische Austauschdienst (DAAD) (during his visit to TU-Berlin in December
2003). P. Jonas was supported by the Hochschul- und Wissenschaftsprogramm des Bundes und
der Länder of Germany.
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the non-stationary perturbation determinant (of the pair H0, H). It is known (see,
e.g., [1]) that it satisfies the relation

∆H/H0(t) = e−it tr N , t ∈ R.

A partial non-stationary perturbation determinant is defined by the relation

∆(1)
H/A(t) := det

(
eitAP1e

−itH
∣∣
H1

)
, t ∈ R,

where A is a self-adjoint operator in some Hilbert space H1, H is a self-adjoint
operator in a larger Hilbert or Krein space K ⊃ H1 with domA ⊂ domH , P1 is the
orthogonal projection in K onto H1 and the closure of the operator P1H |dom A−A
is a trace class operator in H1.

If all the underlying spaces are Hilbert spaces, these notions were introduced
in [1], motivated by applications from physics. Some results of [1] can be summa-
rized as follows.

Theorem 1.1. Let H = H1 ⊕H2 with orthogonal projections P1, P2 onto H1, H2,
respectively. Consider in H the self-adjoint operator H given by the matrix repre-
sentation

H =
(

A + V B
B∗ D

)
, (1.1)

where A and D are self-adjoint operators in H1 and H2, respectively, such that the
spectra of A and D are weakly separated by a real point α, that is,

σ(A) ≤ α ≤ σ(D) and α is not an eigenvalue of A and of D,

V is a symmetric trace class operator in H1, and B is a trace class operator from
H2 into H1. Assume further that the spectrum of H is absolutely continuous in at
least one of the intervals (−∞, α], [α, +∞). Then

∆(1)
H/A(t) = e−b−iat (1 + o(1)) , t → ∞,

with b ≥ 0; if V ≤ 0 then a ≤ 0 and

a = 0 ⇐⇒ V = B = 0.

The aim of this note is to generalize this result to the situation where H is a
Krein space K and H1 ⊂ K is a maximal uniformly positive subspace of K, that
is, it is a component in a fundamental decomposition of the Krein space K, and
the operator H is self-adjoint in this Krein space. In other words, instead of the
operator H of the form (1.1) we consider an operator

H =
(

A + V B
−B∗ D

)
, (1.2)

where again A and D are self-adjoint operators in the Hilbert spaces H1 and H2,
respectively.

In the following section we consider a pair of strongly continuous groups of
unitary operators in Krein spaces, the generators of which differ by a trace class op-
erator, and study the corresponding non-stationary perturbation determinant. The
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maximal semidefinite invariant subspaces of a special class of self-adjoint operators
in Krein spaces and corresponding Riccati equations are considered in Section 3.
These self-adjoint operators are very special in the sense that in their matrix rep-
resentation (1.2) with V = 0 the diagonal entries A and D have strongly separated
spectrum and the bounded ‘perturbation’ B is so small that for some α ∈ R the
operator αI−H is invertible and nonnegative in the Krein space. This implies that
H is even similar to a self-adjoint operator in a Hilbert space, see Lemma 3.2 be-
low. In Section 4 we consider the partial non-stationary perturbation determinants
for this class of operators in Krein spaces and study their asymptotic properties.
Finally, in Section 5 we prove some definiteness properties of the spectral shift
function for these operators in Krein spaces. These properties explain, e.g., the

fact (see also [3]), that if a diagonal self-adjoint operator H0 =
(

A 0
0 D

)
, for

which the spectra of the diagonal entries are strongly separated by a real number
α, is perturbed to an operator

H =
(

A B
−B∗ D

)
, (1.3)

then, as long as B is sufficiently small, the spectrum of H0 to the right of α moves
to the left whereas the spectrum to the left of α moves to the right. Recall that
in the Hilbert space case, that is if in (1.3) the operator −B∗ is replaced by B∗,
then these parts of the spectrum move in the opposite directions.

By BH we denote the algebra of all bounded operators in the Hilbert space
H, S1 is the class of trace class operators in a Hilbert space or between two Hilbert
spaces (the spaces should be always clear from the context), and ‖ · ‖1 is the trace
class norm.

2. Non-stationary perturbation determinants in Krein spaces

Let K be a Krein space, and (U0(t))t∈R
be a strongly continuous group of unitary

operators in K. Recall that the operators U0(t), t ∈ R, are not necessarily uniformly
bounded, but if they have this property then, according to a theorem of Sz.-Nagy
(comp. [5, Theorem II.5.18]), the group (U0(t))t∈R

is similar to a group of unitary
operators in a Hilbert space. Clearly, the generator H0 of a strongly continuous
group (U0(t))t∈R

of unitary operators in K, which is defined by the relation

H0x = − lim
t→0

1
it

(U0(t) − I)x, x ∈ domH0,

is a self-adjoint operator in K.

Theorem 2.1. Let H0 be the generator of the strongly continuous group (U0(t))t∈R

of unitary operators in the Krein space K, and let V be a trace class operator in K:
V ∈ S1. Then the operator H := H0 + V is the generator of a strongly continuous
group (U(t))t∈R

in K such that U0(−t)U(t) − I ∈ S1 and

∆H/H0 (t) ≡ det (U0(−t)U(t)) = e−it trV , t ∈ R. (2.1)
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If the operator V is self-adjoint in K, then the operators U(t), t ∈ R, are unitary
in K.

Proof. The fact that H0 + V is the generator of a strongly continuous group
(U(t))t∈R

in K follows from [10, Theorem IX.2.1], and according to [10, (IX.2.3)]
the operators U(t) satisfy the integral equation

U(t) = U0(t) − i

t∫
0

U0(t − s)V U(s) ds, t ∈ R. (2.2)

Since also (U(t)+)t∈R
is a strongly continuous group in K and V + ∈ S1 it follows

that V U(s) = (U(s)+V +)+ depends continuously on s with respect to the norm
of S1. Then the same is true for s 
−→ U0(t− s)V U(s) with fixed t ∈ R. Therefore,
the integral in (2.2) and U0(t)−1U(t) belong to S1.

The formula (2.1) can be proved as the corresponding formula in [1, Theorem
2.1]. It follows also more directly from the general formula

d

dt
tr {ln(I − A(t))} = −tr

{
(I − A(t))−1 dA(t)

dt

}
, (2.3)

which holds for a real differentiable S1-valued operator function A(·), see [8, foot-
note on p. 164]. Indeed, if in this formula we set

A(t) := I − U0(−t)U(t),

then from (2.2) we find

A(t) = i
∫ t

0

U0(−s)V U(s) ds,

hence
d

dt
A(t) = i U0(−t)V U(t),

and the relation (2.3) yields

d

dt
ln (detU0(−t)U(t)) = −i tr {U(−t)U0(t)U0(−t)V U(t)} = −i trV.

The last claim of the theorem is a consequence of the fact that H0 + V is
self-adjoint. �

Corollary 2.2. If in Theorem 2.1 the operator V is self-adjoint in the Krein space
K, then ∣∣∆H/H0(t)

∣∣ = 1. (2.4)

Indeed, if V is self-adjoint in K, then tr V is real since with any fundamental
symmetry J of K we have

trV = trJV ∗J = tr V ∗ = trV .

Now (2.4) follows from (2.1).
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3. Skew symmetric perturbations of a self-adjoint block diagonal
operator matrix

Let (H, (·, ·)) be a Hilbert space, let H1 be a nontrivial subspace of H with or-
thogonal complement H2:

H = H1 ⊕H2. (3.1)

In this section we consider an operator H in H which, with respect to the decom-
position (3.1), is given by a block operator matrix of the form

H =
(

A B
−B∗ D

)
, (3.2)

where A is a self-adjoint operator in H1, D is a self-adjoint operator in H2 (both
operators can be unbounded), and B is a bounded operator from H2 into H1. If
the space H is equipped with the indefinite inner product

[x, y] := (x1, y1) − (x2, y2), x = x1 + x2, y = y1 + y2, x1, y1 ∈ H1, x2, y2 ∈ H2,

then K := (H, [·, ·]) becomes a Krein space. Evidently, with respect to the decom-
position (3.1) of K the corresponding fundamental symmetry J has the represen-
tation

J =
(

I 0
0 −I

)
,

that is [x, y] = (Jx, y), x, y ∈ K. The assumptions about the operators on the
right-hand side of (3.2) mean that H is a self-adjoint operator in this Krein space
K with domain dom H = domA ⊕ domD.

We assume additionally, that the spectra of A and of D are separated, that
is that A is bounded from above, D is bounded from below, and

maxσ(A) < min σ(D).

Without loss of generality we can assume that for some δ > 0

max σ(A) ≤ −δ < 0 < δ ≤ min σ(D). (3.3)

Let (−A)1/2, D1/2 denote the positive square roots of the positive operators −A
and D, respectively, and introduce also the operator

T := (−A)−1/2BD−1/2.

Lemma 3.1. Under the assumption (3.3), if q := ‖T ‖ < 1 then the operator −H
is positive in the Krein space K and

σ(H) ⊂
(
−∞,−(1 − q)δ

]
∪
[
(1 − q)δ,∞

)
.

Proof. Since ‖T ‖ < 1 the operator

W :=
(

I −T
−T ∗ I

)



6 V. Adamyan, P. Jonas and H. Langer

is strictly positive in (H, (·, ·)), in fact W ≥ (1 − q)I. On the other hand,

−JH =
(
−A −B
−B∗ D

)
=
(

(−A)1/2 0
0 D1/2

)
W

(
(−A)1/2 0

0 D1/2

)
,

hence −JH ≥ (1 − q)δI, and −H is a positive operator in the Krein space K.
Therefore σ(H) is real, see [13]. Since from 0 ≤ (−JH)−1 ≤ δ−1(1 − q)−1I we
obtain that ∥∥H−1

∥∥ ≤ 1
δ(1 − q)

,

the interval (−(1 − q)δ, (1 − q)δ) belongs to ρ(H). �

Lemma 3.2. If the assumption (3.3) holds and q = ‖(−A)−
1
2 BD− 1

2 ‖ < 1, then in
the Krein space K there exist a uniformly positive subspace L+ and a uniformly
negative subspace L− such that the following holds.

(i) K = L+[�]L−, dom H = (dom H ∩ L+)[�](dom H ∩ L−), and L+ and L−
are invariant under H, that is, H(dom H ∩ L±) ⊂ L±.

(ii) The operators H |L+ and H |L− are self-adjoint in the Hilbert spaces (L+, [·, ·])
and (L−,−[·, ·]), respectively, and we have

σ(H |L−) = σ(H) ∩ [(1 − q)δ,∞), σ(H |L+) = σ(H) ∩ (−∞,−(1 − q)δ].

The subspaces L+ and L− are uniquely determined by the properties in (i).

Proof. If B = 0, then the operator in (3.2) becomes

Ĥ =
(

A 0
0 D

)
,

and, if the corresponding subspaces from Lemma 3.2 are denoted by L̂±, we have,
evidently,

L̂+ = H1, L̂− = H2.

This means that if ∞ is a critical point of Ĥ then it is a regular critical point (for
the definition see [13] or [7]). Since the domains of Ĥ and H coincide, according to
a theorem of B. Ćurgus [7], ∞ is also a regular critical point of H . If L+ denotes
the spectral subspace of H corresponding to the interval (−∞,−(1− q)δ] and L−
denotes the spectral subspace of H corresponding to the interval [(1 − q)δ,∞),
then L+ and L− satisfy the conditions (i) and (ii).

If L′
+ is a uniformly positive subspace of K and L′− is a uniformly negative

subspace of K such that (i) holds with L± replaced by L′
±, then also (ii) holds

with L± replaced by L′±. This implies L′± = L±. �

We mention that the existence of the subspaces L± can also be shown in a
more direct way by proving that the integral

1
πi

∫
iR

(H − z)−1 dz (3.4)
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(along the imaginary axis and with Cauchy principal value at ±i∞), exists in
the strong operator topology, and that it equals the difference of the orthogonal
projections onto the subspaces L− and L+, see [16], and also [2], [14].

As uniformly definite and mutually orthogonal subspaces, L± admit graph
representations by means of an angular operator K which is a strict contraction
from H1 into H2:

L+ =
{(

x1

Kx1

)
: x1 ∈ H1

}
, L− =

{(
K∗x2

x2

)
: x2 ∈ H2

}
. (3.5)

If z �= z̄ we have

P1(H − z)−1L+

= (A − z)−1(I + B(D − z)−1B∗(A − z)−1)−1(I − B(D − z)−1K)H1.
(3.6)

For sufficiently large | Im z| the set on the right-hand side of (3.6) coincides with
dom A (cf. [15, proof of Theorem 4.1]). This implies the relation

dom H ∩ L+ =
{(

x1

Kx1

)
: x1 ∈ dom A

}
;

the analogous relation

dom H ∩ L− =
{(

K∗x2

x2

)
: x2 ∈ dom D

}
follows in the same way. In particular,

K dom A ⊂ dom D, K∗ dom D ⊂ dom A. (3.7)

Theorem 3.3. Let H be the self-adjoint operator (3.2) in the Krein space K such
that A and D are self-adjoint and satisfy (3.3), that B is a bounded operator from
H2 into H1, and that ‖(−A)−1/2BD−1/2‖ < 1. Then there exists a unique strict
contraction K from H1 into H2 such that the spectral subspaces L+ and L− admit
the representations (3.5) and:

(i) K domA ⊂ domD and K satisfies the Riccati equation

KBKx + B∗x − DKx + KAx = 0, x ∈ domA. (3.8)

(ii) The restriction of H to (L+, [·, ·]) is unitarily equivalent to A + BK, which
is a self-adjoint and negative operator in the Hilbert space Ĥ1 := (H1, [·, ·]1)
with

[x1, x1]1 := ((I − K∗K)x1, x1) , x1 ∈ H1.

(iii) The restriction of H to (L−,−[·, ·]) is unitarily equivalent to the operator
D − B∗K∗, which is self-adjoint and positive in the Hilbert space Ĥ2 :=
(H2, [·, ·]2), with

[x2, x2]2 := ((I − KK∗)x2, x2) , x2 ∈ H2.

(iv) If B is compact then K is compact, and B ∈ S1 implies K ∈ S1.
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Proof. By Lemma 3.2 and the remarks before Theorem 3.3, the proof of (i–iii) is
straightforward (cf. [2]) and is therefore left to the reader.

To verify (iv) assume that B ∈ S1. If B is only compact, a similar reasoning
applies. Let E+ and E− be the orthogonal projections in K onto L+ and L−,
respectively. Then (cf. (3.4))

E− − E+−(P2 − P1) = (πi)−1

∫
iR

(
(H − z)−1 − (Ĥ − z)−1

)
dz

= −(πi)−1

∫
iR

(H − z)−1(H − Ĥ)(Ĥ − z)−1 dz =: T.

(3.9)

Since the closure of H − Ĥ belongs to S1, the integral on the right-hand side of
(3.9) converges in S1: T ∈ S1. In view of E+ + E− = P1 + P2 = I, the relation
(3.9) implies P1 − E+ = 1

2T ∈ S1. Hence

P1 − E+ =
(

I 0
0 0

)
−
(

(I − K∗K)−1 −(I − K∗K)−1K∗

K(I − K∗K)−1 −K(I − K∗K)−1K∗

)
∈ S1

and K ∈ S1 follows. �

Remark 3.4. The same argument as in [4] shows that the operator K in Theorem
3.3 is the unique contractive solution of the Riccati equation (3.8).

Below we use the identities:

(I − F ∗F )1/2F ∗ = F ∗(I − FF ∗)1/2, (I − FG)−1F = F (I − GF )−1 (3.10)

which hold for arbitrary bounded operators F and G between appropriate Hilbert
spaces if for the second relation only the inverses in it exist.

Corollary 3.5. Under the assumptions of Theorem 3.3 the operator H admits the
following block diagonalization:

H ≡
(

A B
−B∗ D

)
= S−1

(
Ã 0
0 D̃

)
S = S−1H̃S, (3.11)

where

Ã := (I − K∗K)1/2 (A + BK) (I − K∗K)−1/2 ,

D̃ := (I − KK∗)1/2 (D − B∗K∗) (I − KK∗)−1/2
,

H̃ :=

(
Ã 0
0 D̃

)
,

and

S =

(
(I − K∗K)−1/2 −(I − K∗K)−1/2K∗

−K(I − K∗K)−1/2 (I − KK∗)−1/2

)
. (3.12)
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The operators Ã, D̃ and H̃ are self-adjoint in the Hilbert spaces H1, H2 and H,
respectively. If, in addition, B is compact then

dom Ã = dom A, dom D̃ = dom D, dom H̃ = dom H. (3.13)

Proof. The first two assertions are consequences of Theorem 3.3. It remains to
verify the relations (3.13). The inclusions (3.7) imply

(I − K∗K) dom A ⊂ dom A, (I − K∗K) dom D ⊂ dom D. (3.14)

Moreover, as the projection E+ on L+ in H corresponding to the decomposition
H = L+[�]L−,

E+ =
(

(I − K∗K)−1 −(I − K∗K)−1K∗

(I − KK∗)−1K I − (I − KK∗)−1

)
,

maps dom H into itself, we obtain

(I − K∗K)−1 dom A ⊂ dom A, (I − KK∗)−1 dom D ⊂ dom D. (3.15)

In view of HE+ = E+H and H(I − E+) = (I − E+)H we find

(A + BK)(I − K∗K)−1 = (I − K∗K)−1(A + K∗B∗),

(D − B∗K∗)(I − KK∗)−1 = (I − KK∗)−1(D − KB).
(3.16)

These relations together with (3.14) and (3.15) imply that (I − K∗K)−1|dom A(
(I − KK∗)−1|dom D

)
is an automorphism of dom A (resp. dom D) with respect

to the graph norm ‖ · ‖A (resp. ‖ · ‖D).
Suppose now that B is compact. Then by Theorem 3.3, (iv), K is compact.

Therefore, I − (I − K∗K)−1 and I − (I − KK∗)−1 are compact in H1 and H2,
respectively. Then the relations (3.16) imply that I − (I − K∗K)−1|dom A and
I − (I − KK∗)−1|dom D are compact in dom A and dom D, respectively, with
respect to the corresponding graph norms. It follows that

σ
(
(I − K∗K)−1|dom A

)
\ {1} ⊂ σ

(
(I − K∗K)−1

)
,

σ
(
(I − KK∗)−1|dom D

)
\ {1} ⊂ σ

(
(I − KK∗)−1

)
.

Therefore, the square roots(
(1 − K∗K)−1|dom A

) 1
2 and

(
(1 − KK∗)−1|dom D

) 1
2

defined with the help of the Riesz-Dunford functional calculus are bijections of
dom A and dom D, respectively, which implies (3.13). �

Proposition 3.6. Under the assumptions of Theorem 3.3 the operator P1e
−itH

∣∣
H1

is invertible for all t ∈ R.

Proof. The inverse of the operator S in (3.12) has the matrix representation

S−1 =

(
(I − K∗K)−1/2 (I − K∗K)−1/2K∗

K(I − K∗K)−1/2 (I − KK∗)−1/2

)
.
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Then, according to (3.11) we have

P1e
−itH

∣∣
H1

= P1S
−1e−itH̃S

∣∣
H1

=
(
(I− K∗K)−1/2 K∗(I− KK∗)−1/2

)(e−itÃ 0
0 e−itD̃

)(
(I − K∗K)−1/2

−K(I − K∗K)−1/2

)
= e−it(A+BK)

(
I − Q̃(t)

)
(I − K∗K)−1,

where
Q̃(t) := eit(A+BK)K∗e−it(D−B∗K∗)K. (3.17)

The operator A + BK is similar to a self-adjoint operator, therefore e−it(A+BK)

is similar to a unitary operator and hence invertible. Now the invertibility of
P1e

−itH
∣∣
H1

follows if the invertibility of I − Q̃(t) is shown. The operators

e−iÃt = (I − K∗K)1/2e−it(A+BK)(I − K∗K)−1/2,

e−iD̃t = (I − KK∗)1/2e−it(D−B∗K∗)(I − KK∗)−1/2

are unitary in the Hilbert spaces H1 and H2, respectively, and therefore the relation

I − Q̃(t) = (I − K∗K)−1/2
(
I − eiÃtK∗e−iD̃tK

)
(I − K∗K)1/2.

shows the invertibility of I − Q̃(t) since K is a strict contraction. �

4. Partial non-stationary perturbation determinants for skew
symmetric perturbations of self-adjoint operators

Let H be a Hilbert space as in (3.1), let A, V, and D be self-adjoint operators in
H1 and H2, respectively, let B be a an operator from H2 into H1 and suppose
that B, V ∈ S1. We consider the following operator in H:

H =
(

A + V B
−B∗ D

)
. (4.1)

Moreover, it is assumed that the spectra of the diagonal components of H are
separated such that there exists a δ > 0 with A + V ≤ −δI and D ≥ δI, and that∥∥(−A − V )−1/2BD−1/2

∥∥ < 1. These assumptions imply that H is strictly negative
in the Krein space K, i.e., −JH � 0 in H, see Lemma 3.1.

For the operator H in (4.1) all conditions of Theorem 3.3 are satisfied with
A replaced by A+ V . Therefore for H in (4.1) the assertion of Corollary 3.5 holds
with a strict contraction K ∈ S1. It follows that

e−itH =

(
I K∗

K I

)(
e−itÂ 0

0 e−itD̂

)(
(I − K∗K)−1 −(I − K∗K)−1K∗

−(I − KK∗)−1K (I − KK∗)−1

)
,

where
Â := A + V + BK, D̂ := D − B∗K∗.
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If P1 denotes again the orthogonal projection onto H1, then

P1e
−itH

∣∣
H1

= e−itÂ(I − K∗K)−1 − K∗e−itD̂(I − KK∗)−1K. (4.2)

From (4.2), (3.10) and Theorem 2.1 it follows as in [1] that

∆(1)
H/A(t) ≡ det

(
eitAP1e

−itH
∣∣
H1

)
= e−it a ∆̃(t)

det (I − K∗K)
, (4.3)

where
a = tr(V + BK) (4.4)

and
∆̃(t) := det

(
I − eitÃ1K∗e−itD̃K

)
.

with the self-adjoint operators

Ã1 := (I − K∗K)1/2Â (I − K∗K)−1/2,

D̃ := (I − KK∗)1/2D̂ (I − KK∗)−1/2.
(4.5)

Theorem 4.1. Suppose that the operator H in H, given by (4.1), satisfies all the
assumptions from the first paragraph of this section, and suppose that at least
one of the self-adjoint operators Ã1 and D̃ from (4.5) has absolutely continuous
spectrum. Then in the relation (4.3) we have limt→∞ ∆̃(t) = 1, that is

∆(1)
H/A(t) = e−b−i at(1 + o(1)),

with
a = tr(V + BK), b = ln det (I − K∗K) .

The proof of this theorem follows immediately from (4.3) and [1, Lemma 3.2];
the latter we formulate here for the convenience of the reader.

Lemma 4.2. Let (U(t))t∈R be a strongly continuous group of unitary operators in
the Hilbert space H1, let Y ∈ S1 be an operator from H1 into the Hilbert space H2,
and let W (t), t > 0, be a bounded function with values in BH2 : ‖W (t)‖ ≤ c, t >
0. If the infinitesimal generator of the group (U(t))t∈R has absolutely continuous
spectrum, then

lim
t→∞ det

(
I + U(t)Y ∗W (t)Y

)
= 1.

5. The spectral shift function for skew symmetric perturbations

If H0, H is a pair of self-adjoint operators in a Hilbert space H such that H =
H0 + N for some N ∈ S1, we denote by DH/H0(z), Im z �= 0, the (stationary)
perturbation determinant of H and H0:

DH/H0(z) := det
(
(H − z)(H0 − z)−1

)
= det

(
I + (H − H0)(H0 − z)−1

)
.
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Recall that according to a result of M.G. Krein (see [12],[6]) the perturbation
determinant DH/H0(z) admits the representation

log DH/H0(z) =

∞∫
−∞

ξ (λ; H, H0)
λ − z

dλ, Im z �= 0, (5.1)

where ξ(λ; H, H0) is the spectral shift function of the pair H0, H , which is a real
summable function on R. The logarithm is determined by the property

lim
η↑∞

log DH/H0(±iη) = 0,

hence

ξ(λ; H, H0) =
1
π

lim
η↓0

arg DH/H0(λ + iη), a.e. λ ∈ R. (5.2)

The spectral shift function has the property
+∞∫

−∞
ξ(λ; H, H0) dλ = trN (5.3)

and for all C∞-functions f with compact support the so-called trace formula

tr (f(H) − f(H0)) =

+∞∫
−∞

f ′(λ) ξ(λ; H, H0) dλ (5.4)

holds.
If the condition H = H0 + N , N ∈ S1, is replaced by the more general

assumption that for some nonreal z the difference of the resolvents (H − z)−1 −
(H0 − z)−1 is a trace class operator, then there exists still a real locally summable
function ξ̃ on R with

+∞∫
−∞

|ξ̃(λ)|(1 + λ2)−1 dλ < ∞ (5.5)

such that (5.4) holds for the same functions f as above. ξ̃ is uniquely determined
by (5.4) only up to a constant function.

It was shown in [9, Satz 4.2.1 and Satz 4.2.5] that these statements hold true
if the Hilbert space H is replaced by a Krein space and H0, H are nonnegative (or
nonpositive) self-adjoint operators in this Krein space with the following proper-
ties: (i) 0 ∈ ρ(H0) ∩ ρ(H), (ii) H0 and H are similar to self-adjoint operators in
some Hilbert space, (iii) H = H0 + N for some N ∈ S1. In fact, also for such a
pair H0, H there exists a spectral shift function ξ(·; H, H0) ∈ L1(R) such that the
relations (5.1)–(5.4) hold. If instead of (iii) only the difference of the resolvents of
H and H0 is of trace class, there exists a spectral shift function ξ̃ satisfying (5.5)
such that (5.4) holds. These results are also related to [11, Theorem 2] and the
remarks at the end of this paper.
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Now, as in the preceding sections, we consider the Krein space K = H1[�]H2,
where (H1, [·, ·]) and (H2,−[·, ·]) are Hilbert spaces. Suppose that A and V are self-
adjoint operators in (H1, [·, ·]), V ∈ S1, D is a self-adjoint operator in (H2,−[·, ·]),
and B is a trace class operator from (H2,−[·, ·]) into (H1, [·, ·]) such that for some
δ > 0

A + V ≤ −δI D ≥ δI (5.6)
and

‖B‖ < δ (5.7)
Observe that the assumption (5.7) on B is slightly stronger than that of Section
4. Let

H0 :=
(

A 0
0 D

)
, H1 :=

(
A + V 0

0 D

)
, H :=

(
A + V B
−B∗ D

)
. (5.8)

Then ξ(·; H1, H0) = ξ(·; A + V, A) ∈ L1(R) and ξ(·; H1, H0) satisfies the relations
(5.1)–(5.4) with H replaced by H1, in particular,∫ ∞

−∞
ξ(λ; H1, H0) dλ = tr V. (5.9)

Since H arises from H1 by a trace class perturbation, H1 and H are negative
in K and H1 and H are similar to self-adjoint operators in Hilbert spaces, the
spectral shift function ξ(·; H, H1) exists, is summable on R and fulfills (5.1)–(5.4)
with H0 replaced by H1 ([9, Satz 4.2.1 and Satz 4.2.5]).

In [3] the spectral shift function for the pair H1, H under the above assump-
tions was defined by the relation (5.2), and it was shown that it has the properties

ξ(λ; H, H1) ≤ 0 for a. e. λ > −δ + ‖B‖,
ξ(λ; H, H1) ≥ 0 for a. e. λ < δ − ‖B‖. (5.10)

Theorem 5.1. Let H, H0, H1 be given by (5.8), where A, V, B, D satisfy the as-
sumptions formulated before (5.8), and let K be the strict contraction from Theo-
rem 3.3 with A replaced by A + V . Then the following statements hold:

(i) ξ(λ; H, H1) = 0 for a. e. λ ∈ (−δ + ‖B‖, δ − ‖B‖).
(ii)
∫ 0

−∞ ξ(λ; H, H1) dλ = tr(BK).

(iii)
∫∞
0

ξ(λ; H, H1) dλ = −tr(BK).

(iv) ξ(λ; H, H1) ≤ 0 for a. e. λ ≥ 0, and ξ(λ; H, H1) ≥ 0 for a. e. λ ≤ 0.

(v) If V ≥ 0 then ξ(λ; H, H0) ≤ 0 for a. e. λ ≥ 0, and ξ(λ; H, H0) ≥ 0 for a. e.
λ ≤ 0.

First we prove a lemma which will be needed in the proof of Theorem 5.1.

Lemma 5.2. If, in some Hilbert space, C is a bounded self-adjoint and T is a trace
class operator such that I + T is boundedly invertible, then

tr
(
(I + T )C (I + T )−1 − C

)
= 0.
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Proof. The claim follows from the relations

(I + T )C (I + T )−1 − C = (TC − CT ) (I + T )−1 ∈ S1

and

trTC(I + T )−1 = trC(I + T )−1T = trCT (I + T )−1,

where for the first equality we have used [8, Theorem III.8.2]. �

Proof of Theorem 5.1. 1. First we verify the assertion (i). If

Hs := H1 + (s − 1)
(

0 B
−B∗ 0

)
, s ∈ [1, 2],

then by (5.2) ξ(·; Hs, H1) restricted to (−δ + ‖B‖, δ − ‖B‖) is an integer constant
ns. Since ns depends continuously on s ∈ [1, 2] and n1 = 0, we have ns = 0 for all
s ∈ [1, 2], hence ξ(·; H2, H1) = ξ(·; H, H1) is zero on (−δ + ‖B‖, δ − ‖B‖).

2. As in Theorem 4.1 we consider the operators

Ã1 := (I − K∗K)
1
2 (A + V + BK)(I − K∗K)−

1
2 ,

D̃ := (I − KK∗)
1
2 (D − B∗K∗)(I − KK∗)−

1
2

in H1 and H2, respectively. Since the difference of the resolvents of A + V and Ã1

(of D and D̃, respectively,) is of trace class, there exists a spectral shift function
ξ̃1 ∈ L1(R, (1 + t2)−1) of the pair A + V , Ã1 (ξ̃2 ∈ L1(R, (1 + t2)−1) of the
pair D, D̃, respectively) which is zero on (0,∞) (resp. on (−∞, 0)) and on some
neighborhood of 0, and these functions ξ̃1 and ξ̃2 are uniquely determined. Then
ξ̃ := ξ̃1 + ξ̃2 ∈ L1(R, (1 + t2)−1) is a spectral shift function for the pair H1, H̃1

where

H̃1 :=

(
Ã1 0
0 D̃

)
.

We have

H̃1 = SHS−1, I − S ∈ S1, (5.11)

where

S =
(

(I − K∗K)−
1
2 −(I − K∗K)−

1
2 K∗

−K(I − K∗K)−
1
2 (I − KK∗)−

1
2

)
.

In view of (5.11) and Lemma 5.2, for every f ∈ C∞
0 (R), we find

tr {f(H) − f(H1)} = tr {f(S−1H̃1S) − f(H1)}
= tr {S−1f(H̃1)S − f(H̃1) + f(H̃1) − f(H1)}

= tr {f(H̃1) − f(H1)} =
∫ ∞

−∞
ξ̃(λ)f ′(λ) dλ.
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Since ξ̃ and ξ(·; H, H1) are zero in some neighborhood of 0, these functions coincide,
and it follows that ξ̃, ξ̃1, ξ̃2 ∈ L1(R). Moreover, using again Lemma 5.2, we find∫ 0

−∞
ξ(λ; H, H1) dλ =

∫ ∞

−∞
ξ̃1(λ) dλ = lim

η↑∞

{
−η2

∫ ∞

−∞
ξ̃1(λ)(λ − iη)−2 dλ

}
= lim

η↑∞

{
η2tr

(
(Ã1 − iη)−1 − (A + V − iη)−1

)}
= lim

η↑∞

{
η2tr

(
(I − K∗K)−

1
2 (Ã1 − iη)−1(I − K∗K)

1
2 − (A + V − iη)−1

)}
= lim

η↑∞
{
η2tr

(
(A + V + BK − iη)−1 − (A + V − iη)−1

)}
= lim

η↑∞
{
−η2tr

(
(A + V − iη)−1(A + V + BK − iη)−1BK

)}
= tr (BK).

This relation together with∫ ∞

−∞
ξ(λ; H, H1) dλ = tr (H − H1) = 0

yields (iii).
3. Assertion (iv) is a consequence of (i) and (5.10). If V ≥ 0 then in addition

to (5.6) we have A ≤ −δI. Then ξ(·; H1, H0) = ξ(·; A + V, A) is zero on (−δ,∞)
and nonnegative on (−∞,−δ). In this case H0 and H are nonpositive operators in
K which satisfy the assumptions of [9, Satz 4.2.5] mentioned above, and we have

ξ(·; H, H0) = ξ(·; H1, H0) + ξ(·; H, H1)

Therefore, (iv) implies (v). �

We need one more lemma.

Lemma 5.3. Let A, B and D be as in (5.6) and (5.7). Then for the pair H1, H as
in (5.8) we have

ξ(λ; H, H1) = 0 for a.e. λ ∈ R ⇐⇒ B = 0.

Proof. As in the proof of the corresponding result [1, Theorem 3.3] for a symmetric
trace class perturbation of H1 it follows that tr(H − H1)2 = 0, and the relation

(H − H1)2 =
(
−BB∗ 0

0 −B∗B

)
yields B = 0. �

Theorem 5.4. Suppose that the operator H in H, given by (4.1), satisfies all the
assumptions from the first paragraph of Section 4 and assume additionally that
‖B‖ < δ holds. If V ≥ 0, then the coefficient a in (4.3) is nonnegative, and we
have

a = 0 ⇐⇒ V = B = 0.



16 V. Adamyan, P. Jonas and H. Langer

Proof. By (4.4), Theorem 5.1, and (5.9) the assumption V ≥ 0 implies that a =
tr V + tr BK ≥ 0. If a = 0, then tr V = 0 and trBK = 0. It follows that V = 0
and, again by Theorem 5.1, ξ(λ; H, H1) = 0 for a. e. λ ∈ R. It remains to apply
Lemma 5.3. �

Note. We use this opportunity to point out that in [1, Theorem 3.4] the first
relation after (3.19) should read a = tr (V +BX) (instead of a = tr (V +BX) ≤ 0).
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Reproducing Kernel Spaces of Series of
Fueter Polynomials

Daniel Alpay, Michael Shapiro and Dan Volok

Abstract. We study reproducing kernel spaces of power series of Fueter poly-
nomials and their multipliers. In particular we prove a counterpart of
Beurling–Lax theorem in the quaternionic Arveson space and we define and
characterize counterparts of the Schur–Agler classes. We also address the no-
tion of rationality in the hyperholomorphic setting.

Introduction

Reproducing kernel Hilbert spaces of analytic functions in one complex variable
play an important role in operator theory, in particular in operator models and in
interpolation theory, to name two instances. An important case is that of repro-
ducing kernels of the form c(zw) where c is a function analytic in a neighborhood
of the origin with power series expansion c(t) =

∑∞
n=0 cntn such that cn ≥ 0 for all

n ∈ N. The function K(z, w) = c(zw) is positive and the associated reproducing
kernel Hilbert space is the set of functions

f(z) =
∞∑

n=0
cn �=0

fnzn,

with norm

‖f‖2 =
∞∑

n=0
cn �=0

|fn|2
cn

< ∞.

The research of Michael Shapiro was partially supported by CONACYT projects as well as by
Instituto Politécnico Nacional in the framework of COFAA and CGPI programs. The stay of
Michael Shapiro at Ben–Gurion University and the postdoctoral fellowship of Dan Volok were
supported by the Center for Advanced Studies in Mathematics of Ben Gurion University of the
Negev.
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Typical examples include the Hardy space and the Bergman space, corresponding
respectively to the functions

c(t) =
1

1 − t
and c(t) =

1
(1 − t)2

.

These spaces of power series also have counterparts in the setting of several
complex variables: K(z, w) = c(〈z, w〉) with z, w ∈ CN and

t = 〈z, w〉 =
N∑

i=1

ziwi.

Examples include the Hardy space of the unit ball BN , the Bergman space and
the Arveson space and the corresponding functions c are respectively

c(t) =
1

(1 − t)N
, c(t) =

1
(1 − t)N+1

, and c(t) =
1

(1 − t)
.

Other spaces of interest correspond to kernels of the form

K(z, w) =
∑

n∈N
N

cn �=0

cnznwn,

where we have used the multi-index notation and where the cn ≥ 0. The corre-
sponding reproducing kernel Hilbert spaces are sometimes called weighted power
series spaces. The spaces under consideration will now include the Hardy space of
the polydisk DN , corresponding to cn ≡ 1.

We study in the present paper the counterparts of these weighted power series
spaces in the quaternionic setting; power series are now replaced by series of Fueter
polynomials. See the discussion at the beginning of Section 3.

This paper is written with two audiences in mind and is at the intersection of
two different fields; on the one hand, people familiar with the theory (or one should
say, theories) of reproducing kernel Hilbert spaces of power series in one and sev-
eral complex variables and on the other hand, people familiar with hypercomplex
analysis.

The paper intends to be of a review nature and also to contain new results:
among the new results presented we mention:

1. Another approach to quaternionic rational functions; see Theorem 2.8.
2. The fact that the quaternionic Cauchy kernel is rational. See Corollary 2.10.
3. A characterisation of the Leibenson shift operators. See Theorem 3.5.
4. A Beurling type theorem in the quaternionic Arveson space.
5. A definition and study of Schur–Agler type classes in the quaternionic setting.

See Section 4.2.
The setting which we present contains both a non-commutative and an ana-

lytic aspects. It is different from the non-commutative theory (but some formulas
are quite similar; see, e.g., formula (3.12) for the realization of a Schur multiplier)
and it is also quite different from the analytic setting. The Fueter polynomials (see
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Definition 2.1) play now the role of the usual monomials zn1
1 · · · znN

N and, although
similar in notation, have quite different properties.

Before considering the hyperholomorphic case we discuss briefly in the next
section the case of several complex variables.

1. The case of several complex variables

1.1. Rational functions

Quaternionic hyperholomorphic rational functions play an important role in this
paper and we begin by reviewing some facts for the corresponding objects in the
setting of one and several complex variables. A rational function of one complex
variable is just a quotient of polynomials with complex coefficients. A matrix-
valued function is rational if its entries are rational. Equivalently, it is rational if it
is the quotient of a matrix polynomial (a matrix function with polynomial entries)
with a scalar polynomial. Originating with the theory of linear systems, another
representation of rational function proved to be very useful:

Proposition 1.1. A matrix-valued function r(z) analytic in a neighborhood of the
origin is rational if and only if it can be written as

r(z) = D + C(In − zA)−1zB (1.1)

where In denotes the identity matrix of order n and where A, B, C and D denote
matrices of appropriate sizes.

An expression of the form (1.1) is called a realization. See, e.g., [9], where
functions analytic at infinity rather than at the origin are considered.

In several complex variables, rational functions are also defined as quotient of
polynomials, and the realization result extend: a matrix-valued function of several
complex variables analytic in a neighborhood of the origin is rational if and only
if it can be written as

r(z) = D + C(In −
N∑

i=1

ziAi)−1

(
N∑

i=1

ziBi

)
(1.2)

where A1, . . . , AN , B1, . . . , BN , C and D are matrices of appropriate sizes. We can
rewrite (1.2) as (1.1) by setting

z =
(
z1In · · · , zNIn

)
, A =

⎛⎜⎝A1

...
AN

⎞⎟⎠ B =

⎛⎜⎝B1

...
BN

⎞⎟⎠ .

For a recent proof of this well-known realization result, see [3]. We refer to the
papers [18] and [29] for connections with the theory of linear systems (note that
the paper [29] considers a different kind of realization).
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1.2. Some Hilbert spaces of power series

In this section we review some results from the theory of reproducing kernel Hilbert
spaces of power series in several complex variables.

Definition 1.2. Let c = {cν} be a sequence of positive numbers indexed by NN and
let its support supp (c) be defined by

supp (c) =
{
ν ∈ NN | cν �= 0

}
. (1.3)

We denote by H(c) the space of power series of the form

f(x) =
∑

ν∈supp (c)

zνfν

where the fν ∈ C are such that

‖f‖2
c :=

∑
ν∈supp (c)

|fν |2
cν

< ∞. (1.4)

In the sequel we use the notion of lower inclusive sets. These sets were intro-
duced in the work [8] of Ball, Li, Timotin and Trent (the term itself was coined
in Woerderman’s paper [37]) and used in [37] to solve the Carathéodory–Féjer
interpolation problem in the polydisk.

Define a partial order ≤p on NN as follows: For k = (k1, k2, . . . , kN ) ∈ NN and

 = (
1, 
2, . . . , 
N) ∈ NN , we say that k ≤p 
 if and only if ki ≤ 
i i = 1, 2, . . . , N .

Definition 1.3. A set K ⊆ NN is said to be lower inclusive if the following condition
holds:
if k ∈ K and 
 ≤p k, then 
 ∈ K.

1.3. Gleason’s problem and the Leibenson’s shift operators

What is now called Gleason’s problem was considered by Hefer; the paper [25] was
published in 1950. In a footnote, Behnke and Stein state that the author died in
1941 and that the paper is part of his 1940 Munster dissertation. For a related
result, see also [11].

Problem 1.4. Let M be a set of functions analytic in a subset Ω ⊂ CN and let
a ∈ Ω. Given f ∈ M; to find functions g1(z, a), . . . , gN(z, a) ∈ M such that

f(z) − f(a) =
N∑

j=1

(zj − aj)gj(z, a).

A more restrictive requirement is to ask that there are bounded operators Tj,a

such that gj(z, a) = (Tj,af)(z). We then say that the Tj,a solve Gleason’s problem.
When N = 1 and a = 0, we get back to the well-known notion of backward-shift
invariance: is M invariant under the backward-shift operator f(z)−f(0)

z ?
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Let us take a = 0 and N ≥ 1. Differentiating the function t 
→ f(tz) (with
t ∈ [0, 1]) and integrating back one obtains

f(z) − f(0) =
N∑

�=1

zj(Rjf)(z)

where

Rjf(z) =
∫ 1

0

∂f

∂zj
(tz)dt.

One has

Rjz
α =

{
αj

|α|z
α−ej if αj > 0,

0 if αj = 0,

where ej denotes the row vector with all components equal to 0, besides the jth
one equal to 1, and so:

Lemma 1.5. A necessary condition for a space H(c) to be Rj-invariant is that the
set supp (c) is lower inclusive.

The Rj are the generalized backward-shift operators introduced by Leibenson
and one version of Gleason’s problem is to ask whether the space M is invariant
under the Rj . Of course a negative answer does not mean that Gleason’s problem
is not solvable in M.

The functions gj(z, a) are not uniquely defined in general; on the other hand,
when a = 0, the choice gj(z, 0) = Rjf(z) is unique under appropriate hypothesis.
A first set of such hypothesis was given in [15], where E. Doubtsov proved that
the Leibenson solution is a minimal solution (in an appropriate sense). In [2] it is
shown that if the space is Rj-invariant the Rj are the only commutative solution
to Gleason’s problem.

Theorem 1.6. Let P be a space of Cp-valued functions analytic on a domain Ω ⊂
CN containing the origin, and which is invariant under the multiplication operators
Mzj for j = 1, . . . , N . The set of commuting, bounded operators solving Gleason’s
problem in P, if it exists, is unique, and is given by

Tj := Tj,0 : f(z) 
→ gj(z)

where gj(z) is the uniquely determined element of P having Taylor expansions with
center point at the origin given by

gj(z) =
∑

α∈NN : αj≥1

zα−ej
αj

|α|fα

if f(z) has Taylor expansion at the origin given by

f(z) =
∑

α∈NN

zαfα.

In Section 3.2 we prove a similar result in the setting of hyperholomorphic
functions.
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1.4. Schur multipliers

Definition 1.7. Let K(z, w) be a function positive on the set Ω. The function s :
Ω −→ C is called a Schur multiplier if the operator Ms of multiplication by s is
a contraction from H(K) (the reproducing kernel Hilbert space with reproducing
kernel K) into itself.

It is well known (but, as we will see, the hyperholomophic counterparts of
these formulas are more involved; see, e.g., formula (3.2)) that

M∗
s K(·, w) = K(·, w)s(w)∗ (1.5)

and that s is a Schur multiplier if and only if the function

(1 − s(z)s(w)∗)K(z, w)

is positive in Ω.

1.5. The Hardy space of the ball

The Hardy space of the ball H2(BN ) is the reproducing kernel Hilbert space with
reproducing kernel 1

(1−〈z,w〉)N . Since

1
(1 − 〈z, w〉)N

=
∑

α∈NN

(N + |α| − 1)!
α!(N − 1)!

zαwα

the space H2(BN ) is a weighted power series space and its elements can be char-
acterized via (1.4). A function s analytic in the ball is a contractive multiplier for
the Hardy space if and only if the kernel

1 − s(z)s(w)∗

(1 − 〈z, w〉)N
(1.6)

is positive in BN .
The norm (1.4) has also a geometric interpretation as

‖f‖2 = sup
0<r<1

∫
|z|=1

|f(rz)|2dλ(z).

Thanks to this interpretation, Schur multipliers of the Hardy space are readily seen
(as in the case N = 1) to be exactly the set of functions analytic and contractive
in BN . For N = 1 interpolation theory and realization theory of these functions is
a very well developed topic, known as Schur analysis; see, e.g., [19], [21] for some
references. For N > 1 these same questions (interpolation theory and realization
theory) seem beyond the scope of current methods of several complex variables
and operator theory.
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1.6. The Arveson space and de Branges–Rovnyak spaces

The kernel 1
1−〈z,w〉 is positive in the open unit ball. When N > 1 the associated

reproducing kernel Hilbert space is strictly and contractively included in the Hardy
space of the ball. This space was introduced by Drury in [16] and studied further
by Arveson [7]. Following other authors we will call it the Arveson space.

A function s analytic in the ball is a contractive multiplier for the Arveson
space if and only if the kernel

1 − s(z)s(w)∗

1 − 〈z, w〉
is positive in BN . Note the difference with (1.6). We note that there are functions
analytic and contractive in the ball and which are not Schur multipliers of the
Arveson space. In the statement (and in the sequel of the paper), a co-isometric
operator is an operator whose adjoint is isometric.

Theorem 1.8. A function s analytic in the ball is a Schur multiplier of the Arveson
space if and only if there exists a Hilbert space H and a co-isometric operator

(
A B
C D

)
=

⎛⎜⎜⎜⎝
A1 B1

...
...

AN BN

C D

⎞⎟⎟⎟⎠ : HN ⊕ C =⇒ H⊕ C

such that
s(z) = D + C(IH − zA)−1zB (1.7)

where
zA = z1A1 + · · · + zNAN , zB = z1B1 + · · · + zNBN .

Remark 1.9. It follows from formula (1.7) that we have the power series expansion

s(z) = D +
N∑

k=1

∑
ν∈NN

|ν|!
ν!

zkzνCAνBk,

where
Aν = A×ν1

1 × · · · × T×νN

N

and
A1 × A2 × · · · × An =

1
n!

∑
σ∈Sn

Aσ(1)Aσ(2) · · ·Aσ(n).

Remark 1.10. The knowledgeable reader will have noticed that in the above state-
ments it is not necessary to assume that s is analytic in the ball. It is enough to
assume that s is defined on a uniqueness set in the ball. This is one instance of a
general principle where positivity forces analyticity.

We presented the definition and characterization of Schur multipliers in the
scalar case, but these also make sense in the case of operator-valued functions.
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1.7. The polydisk and the Schur–Agler classes

The Hardy space of the polydisk is the reproducing kernel Hilbert space with
reproducing kernel

k(z, w) =
1∏N

1 (1 − zjwj)
.

It would seem natural to define in the setting of the polydisk the class of Schur
multipliers, that is functions analytic in the polydisk and such that the kernel

1 − s(z)s(w)∏N
1 (1 − zjwj)

(1.8)

is positive in DN . Unfortunately, as soon as N > 2, these are not classes for which
there is a nice characterization in terms of realization. J. Agler introduced (see [1])
the class of functions s such that

1 − s(z)s(w) =
N∑

j=1

(1 − zjwj)Kj(z, w)

for some (in general not uniquely defined) functions K1, . . . , KN positive in DN .

Dividing both sides of the above equality by
∏N

1 (1 − zjwj) we see that the
kernel (1.8) is positive. In particular the function s is a contractive multiplier of the
Hardy space of the polydisk and is thus automatically analytic there. For N > 2
the Schur–Agler class is strictly smaller than the class of contractive multipliers
of the Hardy space of the polydisk. As in Section 1.6 we focus on the scalar case.

Theorem 1.11. A function s analytic in the polydisk is in the Schur–Agler class if
and only if it can be written as

s(z) = D + C(I − d(z)A)−1d(z)B,

where in the expression d(z) = diag (zjIHj ) for some Hilbert spaces Hj and

(
A B
C D

)
:

⎛⎜⎜⎜⎝
H1

...
HN

C

⎞⎟⎟⎟⎠ −→

⎛⎜⎜⎜⎝
H1

...
HN

C

⎞⎟⎟⎟⎠
is a co-isometric operator.

One of the main results of this paper is the definition and characterization
of the Schur–Agler classes in the quaternionic setting; see Section 4.2.

2. Hyperholomorphic functions

2.1. Quaternions and quaternionic hyperholomorphic functions

The building of the skew-field of quaternions has a fascinating history; see for in-
stance [14]. For our present purposes it is enough to define directly the quaternions
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as

H =
{

q =
(

z w
−w z

)
, z, w ∈ C

}
.

This is readily seen to be a skew-field. Writing z = x0 + ix1 and w = x2 + ix3 we
have that

x = x0e0 + x1e1 + x2e2 + x3e3 (2.1)

where

e0 =
(

1 0
0 1

)
, e1 =

(
i 0
0 −i

)
, e2 =

(
0 1
−1 0

)
, and e3 =

(
0 i
i 0

)
.

We will denote e0 = 1 and note that the ej satisfy the Cayley multiplication table

e0 e1 e2 e3

e0 e0 e1 e2 e3

e1 e1 −e0 e3 −e2

e2 e2 −e3 −e0 e1

e3 e3 e2 −e1 −e0

. (2.2)

In the sequel we identify the space R3 with the set of purely vectorial quater-
nions, that is quaternions x such that x0 = 0.

The function f : Ω ⊂ R4 → H is called left-hyperholomorphic if

D f :=
∂

∂x0
f + e1

∂

∂x1
f + e2

∂

∂x2
f + e3

∂

∂x3
f = 0. (2.3)

Write f = f0 +e1f1e2 +f2 +e3f3. The components fj of f satisfy the system

∂f0

∂x0
− ∂f1

∂x1
− ∂f2

∂x2
− ∂f3

∂x3
= 0,

∂f0

∂x1
+

∂f1

∂x0
− ∂f2

∂x3
+

∂f3

∂x2
= 0,

∂f0

∂x2
+

∂f1

∂x3
+

∂f2

∂x0
− ∂f3

∂x1
= 0,

∂f0

∂x3
− ∂f1

∂x2
+

∂f2

∂x1
+

∂f3

∂x0
= 0.

(2.4)

See, e.g., [20, equations (2a) p. 76]. The system of equations (2.4) when there is no
dependence on x0 appears in [27, (5) p. 985]; nowadays it bears the name of the
Moisil–Theodoresco system and there is a long list of works about its properties.
A curious reader can find it useful to look into the books [17] and [23] as well as
into the papers [22], [31], [33] and [36].

The case where f0 ≡ 0 and where f1, f2 and f3 do not depend on x0 is of
special interest; see [20, p. 78]. The system (2.4) can be re-written now as

div �f = 0,

rot �f = 0,
(2.5)
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where �f = (f1, f2, f3); hence (2.5) being a particular case of (2.4) has both purely
mathematical and physical developments. Again, a long list of references could be
composed from which we indicate a few instances: [10, pp. 81–96], [38], [24], [30].

A solution of (2.5), and more generally of its generalization to any dimension,
is called a system of conjugate harmonic functions; see [28, p. 18]. The paper [32]
can be useful for a first acquaintance and to understand the main ideas.

We now introduce a family of hyperholomorphic polynomials, and describe
the counterpart of the Taylor series at the origin. Let f be left-hyperholomorphic.
The chain rule gives

d
d t

f(tx) =
3∑

�=0

x�
∂f

∂x�
(tx). (2.6)

Since the function is left-hyperholomorphic we have

∂f

∂x0
= −e1

∂

∂x1
f − e2

∂

∂x2
f − e3

∂

∂x3
f.

Replacing ∂f
∂x0

by this expression in (2.6) we obtain

d
d t

f(tx) = x0

(
−e1

∂

∂x1
f(tx) − e2

∂

∂x2
f(tx) − e3

∂

∂x3
f(tx)

)
+

+
3∑

�=1

x�
∂f

∂x�
(tx)

=
3∑

�=1

(x� − x0e�)
∂f

∂x�
(tx).

Integrating with respect to t we obtain

f(x) − f(0) =
3∑

�=1

(x� − x0e�)
∫ 1

0

∂f

∂x�
(tx)dt. (2.7)

It remains to show that the functions g�(x) =
∫ 1

0
∂f
∂x�

(tx)dt are left-hyperholo-
morphic. This follows from the fact that, for a given t, Df evaluated at the point
tx is equal to 0 and that we can interchange integration and derivation when
computing Dg�.

We note that the functions ζ�(x) = x�−x0e� are hyperholomorphic. Iterating
formula (2.7) we get

f(x) − f(0) =
∑
ν∈N3

ζνfν

where fν ∈ H and ζν are non-commutative homogeneous hyperholomorphic poly-
nomials in the ζj given by the formula

ζν(x) = ζ1(x)×ν1 × ζ2(x)×ν2 × ζ3(x)×ν3 , (2.8)



Reproducing Kernel Spaces of Series of Fueter Polynomials 29

where ν = (ν1, ν2, ν3) and where the symmetrized product of a1, . . . , an ∈ H is
defined by

a1 × a2 × · · · × an =
1
n!

∑
σ∈Sn

aσ(1)aσ(2) · · ·aσ(n), (2.9)

where Sn is the set of all permutations of the set {1, . . . , n}.

Definition 2.1. The polynomials ζν(x) defined by (2.8) are called the Fueter poly-
nomials.

2.2. The Cauchy–Kovalevskaya extension and product

The pointwise product of two hyperholomorphic functions is not in general hyper-
holomorphic. The Cauchy–Kovalevskaya product allows to remedy this situation.
Let ϕ(x1, x2, x3) be a real analytic function from some open domain of R3 into H,
that is ϕ is given by four coordinate real analytic real-valued functions

ϕ(x1, x2, x3) = ϕ0(x1, x2, x3) +
3∑
1

eiϕi(x1, x2, x3).

The Cauchy–Kovalevskaya theorem (in fact, in its simplest form; see [26, Section
1.7]; see also [26, Section 1.10] and [13, Section I.7] for the general version) implies
that the system of equations (2.4) with initial conditions

fi(0, x1, x2, x3) = ϕi(x1, x2, x3)

admits a unique real analytic solution in a neighborhood of the origin in R4. This
solution

f(x0, x1, x2, x3) = f0(x0, x1, x2, x3) +
3∑
1

eifi(x0, x1, x2, x3)

is hyperholomorphic by definition and is called the Cauchy–Kovalevskaya extension
of the function ϕ.

Example 2.2. The Cauchy–Kovalevskaya extension of the polynomial xα is the
Fueter polynomial ζα.

More generally, the Cauchy–Kovalevskaya extension of the H-valued real-
analytic function

∑∞
k=0

∑
|ν|=k xαfν (where fν ∈ H) is the function

f(x) =
∞∑

k=0

∑
|ν|=k

ζνfν .

Consider now two hyperholomorphic functions f and g and let ϕ and ψ be
their restrictions to R3 (that is, when setting x0 = 0). The functions ϕ and ψ
are real analytic and so is their (pointwise) product. The Cauchy–Kovalevskaya
extension of ϕψ is called the Cauchy–Kovalevskaya product of f and g. It was first
introduced by F. Sommen in [35].
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Consider now a function f hyperholomorphic in a neighborhood of the origin.
The function f(0, x1, x2, x3) is real analytic in a neighborhood of the origin of R3

and thus we can write

f(0, x1, x2, x3)−f(0, 0, 0, 0) = x1h1(x1, x2, x3)+x2h2(x1, x2, x3)+x3h3(x1, x2, x3),

where the hj are H-valued and real analytic in a neighborhood of the origin of R3.
Taking the Cauchy–Kovaleskaya extension of this expression we get to

f(x) − f(0) = ζ1(x) � g1(x) + ζ2(x) � g2(x) + ζ3(x) � g3(x), (2.10)

where the gj are hyperholomorphic in a neighborhood of the origin.
The Cauchy–Kovalevskaya product can be defined also directly in terms of

the power series expansions at the origin of the two functions. More precisely we
have:

Theorem 2.3. Let f and g be two functions hyperholomorphic in a neighborhood
of the origin, with power series expansions

f(x) =
∞∑

k=0

∑
|ν|=k

ζνfν and f(x) =
∞∑

k=0

∑
|ν|=k

ζνgν .

Then,

(f � g)(x) =
∞∑

n=0

∑
|η|=n

ζη
∑

0≤ν≤η

fνgη−ν .

The proof of Theorem 2.3 can be found in [12]. In view of Example 2.2, it
follows from the right H-linearity of the equation (2.3).

2.3. The quaternionic Cauchy kernel

Neither the quaternionic variable (2.1) nor its powers xn (with n = ±1,±2, . . .)
are hyperholomorphic. As noted by Fueter [20, p. 77] the functions ∆R4xn are both
left- and right-hyperholomorphic.

The quaternionic Cauchy kernel is defined by the formula: for x �= 0,

K(x) := − 1
2 vol S3

D
1

|x|2 =
1

vol S3

x

|x|4 = − 1
4 vol S3

∆R4x−1.

For a function f(x) left hyperholomorphic in a neighborhood of the ball B(0, R)
the following Cauchy formula holds:

f(x) =
∫
|y|=R

K(y − x)dσf(y).

Finally we note the expansion

∆ (y − x)−1 = y−1
∞∑

n=0

∆ (xy−1)n+2 =
∑

n∈N3

αn(y)βn(x)

valid for |x| < |y|. See [20, p. 81]. The βn are hyperholomorphic polynomials, and
are in fact the Fueter polynomials defined above.
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2.4. Rational functions

In [4] we defined matrix-valued rational hyperholomorphic functions as functions
obtained from Fueter polynomials after a finite number of operations of the follow-
ing type: addition, Cauchy–Kovalevskaya multiplication, and if the the function
is invertible at the origin, say R(x) = R(0)(Ip − T (x)), with T (0) = 0 and R(0)
invertible, then the Cauchy–Kovalevskaya inversion is defined by

R(x)−1 = {Ip + T (x) + T (x) � T (x) + T (x) � T (x) � T (x) + · · · }R(0)−1.

We proved that:

Proposition 2.4. A matrix-valued function hyperholomorphic in a neighborhood of
the origin is rational if and only if it can be written as

R(x) = D + C � (I − (ζ1(x)A1 + ζ2(x)A2 + ζ3(x)A3))−
�
� (ζ1(x)B1 + ζ2(x)B2 + ζ3(x)B3)

(2.11)

where A1, A2, A3, B1, B2, B3, C and D are matrices of appropriate sizes.

Compare (2.11) with (1.2).
We now give another characterization of hyperholomorphic rational functions.

As a corollary we will obtain that the quaternionic Cauchy kernel is rational see
also [5].

We first define rational functions of three real variables and whose values
are matrices with quaternionic entries. Since the variables and the coefficients
commute the notion of polynomials makes no difficulty. We call matrix-polynomial
any finite sum

p(x) =
∑

xα1xα2xα3p(α1,α2,α3) (2.12)

where the pα ∈ Hp×q.

Definition 2.5. A rational function of three real variables and with quaternionic
coefficients is any function obtained from polynomials of the form (2.12) after a
finite number of the following operations: addition, pointwise multiplication and
inversion.

In the sequel we focus on the case of functions which are real analytic in a
neighborhood of the origin.

Proposition 2.6. A function of three real variables, real analytic in a neighborhood
of the origin and with quaternionic coefficients is rational if and only if it can be
represented as

r(x1, x2, x3) = D +C(I − (x1A1 +x2A2 +x3A3))−1(x1B1 +x2B2 +x3B3) (2.13)

where A1, A2, A3, B1, B2, B3, C and D are matrices of appropriate sizes.

Proof. The proof follows a classical argument and proceeds in a number of steps
(we omit the proofs):
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Step 1. Constant matrices and monomials of the form xiM have realizations of
the form (2.13).

Step 2. If r and s admit realizations of the form (2.13) and if the product rs
(resp. the sum r + s) makes sense, then the product (resp. the sum) admits also a
realization of the form (2.13).

We note that the result on the sum follows from the result on the product
since (with identities of appropriate sizes)

r + s =
(
r I

)(I
s

)
.

Step 3. If r admits a realization and r(0) is invertible, then r−1 also admits a
realization.

Proposition 2.7. A function of three real variables, real analytic in a neighborhood
of the origin and with quaternionic coefficients is rational if and only if it can be
represented as

r(x1, x2, x3) =
q(x1, x2, x3)
p(x1, x2, x3)

,

where q is a polynomial with quaternionic coefficients and p is a polynomial with
real coefficients, such that p(0) �= 0.

Proof. This is an immediate consequence of the inversion formula

q−1 =
q

|q|2 ∀q ∈ H \ {0}.

�

We now turn to the main result of this section:

Theorem 2.8. A function defined in an open set Ω of R4 containing the origin
is hyperholomorphic rational if and only if its restriction to Ω ∩ R3 is a rational
H-valued function of the three real variables x1, x2, x3.

Proof. Assume that R is hyperholomorphic and rational, that is, admits a realiza-
tion of the form (2.11). Then, setting x0 = 0 in (2.11), the Cauchy–Kovalevskaya
products become usual products and we obtain

R(0, x1, x2, x3) = D + C(I − (x1A1 + x2A2 + x3A3))−1(x1B1 + x2B2 + x3B3),

and so the restriction R(0, x1, x2, x3) of R to Ω ∩ R3 is rational.

Conversely, (2.13) defines a function which is real analytic in a neighborhood
of the origin. Taking the Cauchy–Kovalevskaya extension of both sides of (2.13)
we obtain by definition on the left a hyperholomorphic function. On the right, by
definition of the Cauchy–Kovalevskya product we obtain an expression of the form
(2.11). �
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Remark 2.9. There is a fundamental difference between the expressions (2.11) and
(2.13). The former is local (that is valid only in a neighborhood of the origin),
while the latter is global. It makes sense for every (x1, x2, x3) ∈ R3 where the
matrix I − (x1A1 + x2A2 + x3A3) is invertible.

Corollary 2.10. Let y �= 0 ∈ H. The quaternionic Cauchy kernel x 
→ 1
2π2

x−y
|x−y|4 is

rational.

Proof. It suffices to note that the restriction of the function x 
→ x−y
|x−y|4 to R3

is rational in x1, x2, x3 and has no singularities in a neighborhood of 0 when
y �= 0. �

In a similar way the quaternionic Bergman kernel for the unit ball is rational;
indeed, this kernel is shown in [34, p. 10] to be equal to

K(x, y)

=
2
π2

(1 − 2〈y, x〉 + |y|2|x|2)(1 − 2xy) + (y − x|y|2)(x − y|x|2)
(1 − 2〈y, x〉 + |y|2|x|2)3

.

3. Reproducing kernel spaces of power series of Fueter polynomials

We now define the counterparts of the spaces H(c) in the setting of hyperholo-
morphic functions. Our motivation for studying such spaces came from the quater-
nionic Arveson space, which we defined and studied in [4], [6].

3.1. Generalities

Theorem 3.1. Let c = {cν} be a sequence of positive numbers indexed by N3 with
support supp (c) (defined by (1.3)). Let

kc(x, y) =
∞∑

k=0

∑
ν∈supp (c)

|ν|=k

cνζν(x)ζν (y).

and

Ωc =

⎧⎪⎪⎨⎪⎪⎩x ∈ R4
∣∣ ∞∑

k=0

∑
ν∈supp (c)

|ν|=k

cν |ζν(x)|2 < ∞

⎫⎪⎪⎬⎪⎪⎭ .

Then kc is positive for x, y ∈ Ωc and the associated reproducing kernel Hilbert
space of left hyperholomorphic functions is the set of functions

f(x) =
∑

ν∈supp (c)

ζν(x)fν

where the fν ∈ H are such that

‖f‖2
c :=

∑
ν∈supp (c)

|fν |2
cν

< ∞. (3.1)
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We will denote by H(c) the reproducing kernel Hilbert space of left hyper-
holomorphic functions with reproducing kernel kc. Its norm is given by (3.1). We
note that H(c) contains the span of the ζν where ν ∈ supp (c).

We will say that the function s hyperholomorphic in Ωc is a multiplier (resp.
a Schur multiplier) if the operator of Cauchy–Kovalevskaya multiplication by s on
the left is bounded (resp. is a contraction) from H(c) into itself. We now present
the counterpart of formula (1.5).

Proposition 3.2. Let s be a multiplier of H(c). Then it holds that:

(M∗
s (kya)) (x) =

∞∑
k=0

∑
|ν|=k

cνζν(x)(s � ζν(y))a. (3.2)

Proof. Let a, b ∈ H and x, y ∈ Ωc. We have:

〈M∗
Skya, kxb〉H(c) = 〈kya, s � (kxb)〉H(c)

= 〈kya,
∞∑

k=0

∑
|ν|=k

cν(s � ζν)ζν(x)b〉H(c)

=
∞∑

k=0

∑
|ν|=k

cν

(
a (s � ζν) (y)ζν(x)b

)

=
∞∑

k=0

∑
|ν|=k

cνbζν(x)(s � ζν(y))a

and hence we obtain the formula (3.2). �

As a corollary we obtain that the function s is a Schur multiplier if and only
if the kernel

∞∑
k=0

∑
|ν|=k

cν

(
ζν(x)ζν(y) − (s � ζν)(x)(s � ζν)(y)

)
(3.3)

is positive in Ωc.

3.2. Gleason’s problem and Leibenson’s shift operators

Proposition 3.3. The operator

Rjf(z) =
∞∑

k=0

∑
|ν|=k

ζν−ej
νj

|ν|fν (3.4)

is bounded in H(c) if and only if the following two conditions hold: the set supp (c)
is lower inclusive and it holds that

sup
j

(
νj

|ν|

)2
cν

cνj

< ∞. (3.5)
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When it is bounded it is equal to the Leibenson backward-shift operator

Rjf(x) =
∫ 1

0

∂f

∂xj
(tx)dt. (3.6)

Proof. The operator Rj is bounded if and only if there exists a constant K > 0
such that

∞∑
k=0

∑
|ν|=k

(
νi

|ν|

)2 |fν |2
cν−ei

≤ K

⎛⎝ ∞∑
k=0

∑
|ν|=k

|fν |2
cν

⎞⎠ .

The result follows easily. �
The Leibenson backward-shift operator operators (3.6) have previously ap-

peared in (2.7) which can be viewed as Gleason problem (see Problem 1.4) with
respect to hyperholomorphic variables. However, we are mainly interested in the
following version of this problem, formulated in terms of the Cauchy–Kovalevskaya
product:

Problem 3.4. Let M be a set of functions left hyperholomorphic in a neighborhood
Ω of the origin. Given f ∈ M; to find functions p1, . . . , p3 ∈ M such that

f(x) − f(0) =
3∑

j=1

(ζj � pj)(x).

Theorem 3.5. Under hypothesis (3.5) Problem 3.4 is solvable in the spaces H(c)
and the Leibenson type operators (3.6) are the only commutative solution of the
problem.

Proof. The proof parallels the proof of the similar fact in CN presented in [2]. Here
we consider the special case of power series expansions at the origin.

First of all, we note that the operators Rj given by (3.4) commute:

RjR�f =
∞∑

k=0

∑
|ν|=k

ζν (νj + 1)(ν� + 1)
(|ν| + 1)(|ν| + 2)

fν+ej+e�
= R�Rjf,

and solve the Gleason problem:
3∑

j=1

ζj�(Rjf) =
3∑

j=1

ζj�
∞∑

k=0

∑
|ν|=k

ζν νj + 1
|ν| + 1

fν+ej =
∞∑

k=1

∑
|ν|=k

3∑
j=1

νj

|ν|ζ
νfν = f−f(0).

Furthermore, let us assume that T1, T2, T3 are some commuting bounded operators
on H(c) which solve the Gleason problem, as well. Then we have for f ∈ H(c) and
x in a neighborhood of the origin

f(x) = f(0) +
3∑

j=1

(ζj � (Tjf))(x)

= f(0) +
3∑

j=1

ζj(x)Tjf(0) +
3∑

j,�=1

(ζj � ζ� � (T�Tjf))(x).
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Continuing to iterate this formula and taking into account that Tj commute, we
obtain the Taylor series for f(x) in the form

f(x) =
∞∑

k=0

∑
|ν|=k

|ν|!
ν!

ζν(x)(T νf)(0),

where
T ν = T ν1

1 T ν2
2 T ν3

3 .

In particular,

(T νf)(0) =
|ν|!
ν!

fν .

Now we write the Taylor expansion for Tjf :

(Tjf)(x) =
∞∑

k=0

∑
|ν|=k

|ν|!
ν!

ζν(x)(T ν+ej f)(0) =
∞∑

k=0

∑
|ν|=k

|ν|!
ν!

ζν(x)fnu+ej = (Rjf)(x).

�
3.3. The quaternionic Arveson space

The quaternionic Arveson space A corresponds to the choice cν = |ν|!
ν! .

Proposition 3.6. Assume that cν = |ν|!
ν! . Then Ωc is the ellipsoid

Ωc =
{
x ∈ H | 3x2

0 + x2
1 + x2

2 + x2
3 < 1

}
and

KA(x, y) := Kc(x, y) = (1 − ζ1(x)ζ1(y) − ζ2(x)ζ2(y) − ζ3(x)ζ3(y))−
.

A proof can be found in [6].
The choices s(x) = ζj(x) for j = 1, 2, 3 in (3.3) leads to:

Theorem 3.7. Let C be the operator of evaluation at the origin. It holds that

I −
3∑

j=1

Mζj M
∗
ζj

= C∗C (3.7)

if and only if cν = |ν|!
ν! , that is, if and only if we are in the setting of the quater-

nionic Arveson space A.

Proof. Applying on both sides of the operator identity (3.7) to the kernel kc we
obtain

cν−e1 + cν−e2 + cν−e3 = cν .

The only solution of this equation with c0 = 1 is cν = |ν|!
ν! . �

Theorem 3.8. The operators Mj defined by f 
→ f�ζj are continuous in the quater-
nionic Arveson space A and their adjoints are given by M∗

j = Rj. The Arveson
space is the only space of hyperholomorhpic functions with these two properties.

Proof. The result follows from (3.7) and from Theorem 3.5. �



Reproducing Kernel Spaces of Series of Fueter Polynomials 37

3.4. H∗-valued hyperholomorphic functions

Let H be a right linear quaternionic Hilbert space and let H∗ denote the (left) dual
space of bounded H-linear functionals on H. Let Ω be a domain in R4 containing
the origin and let f : Ω 
→ H∗ be a mapping such that ∀h ∈ H, f(·)h is a left-
hyperholomorphic function in Ω. Such a mapping f is said to be an H∗-valued
left-hyperholomorphic function in Ω.

Theorem 3.9. Let f(x) be an H∗-valued left-hyperholomorphic function in a ball
B(0, R). Then f can be represented as the series

f(x) =
∞∑

k=0

∑
|ν|=k

ζν(x)fν , fν ∈ H∗,

which converges normally in B(0, R) with respect to the operator norm.

Proof. First we note that for every R′ ∈ (0, R) the family of functionals {f(x) :
|x| ≤ R′} is uniformly bounded: sup|x|≤R′ ‖f(x)‖ < ∞. Let h ∈ H and let

f(x)h =
∞∑

k=0

Pk(x, h)

be the expansion of f(x)h into the series of homogeneous polynomials of x. Then
it follows from the Cauchy formula for the hyperholomorphic functions that for
x < R′

|Pk(x, h)| ≤ C1(k + 2)(k2 + 1)
( |x|

R′

)k

‖h‖ sup
|x|≤R′

‖f(x)‖,

which can be proved like in [12, p.82], and where C1 is a positive real constant
independent of k. By uniqueness of the Taylor expansion, Pk(x, h) is linear with
respect to h, hence we can write Pk(x, h) = Pk(x)h where Pk(x) ∈ H∗ and the
series

∑∞
k=0 Pk(x) converges to f(x) normally in B(0, R) with respect to the op-

erator norm. Furthermore, since the polynomial Pk(x)h is hyperholomorphic, we
have

Pk(x)h =
∑
|ν|=k

ζν(x)fν(h),

where fν(h) is linear with respect to h and satisfies for x < R′ the estimate

|fν(h)| ≤ C2
1

(R′)k

(k + 2)!
ν!

‖h‖ sup
|x|≤R′

‖Pk(x)‖ ≤ C(ν, R′)‖h‖ sup
|x|≤R′

‖f(x)‖.

Hence fν ∈ H∗. �

Corollary 3.10. A positive kernel k(x, y) can be represented as

kc(x, y) = g(x)g(y)∗,

where g(x) is an H(k)∗-valued hyperholomorphic function.
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3.5. de Branges–Rovnyak spaces

We shall say that an H∗-valued hyperholomorphic function s(x) is a Schur multi-
plier if the kernel

Ks(x, y) =
∞∑

k=0

∑
|ν|=k

|ν|!
ν!

(
ζν(x)ζν (y) − (ζν � s)(x)(ζν � s)(y)∗

)
is positive (compare with (3.3)). Note that, in view of Corollary 3.10, this condition
is in force if and only if there exist a quaternionic Hilbert space G and a G∗-valued
hyperholomorphic function g(x) such that

1 − s(x)s(y)∗ = g(x)g(y)∗ −
3∑

�=1

(ζ� � g)(x)(ζ� � g)(y)∗.

Our terminology can be explained as follows. Let us denote by 
2(H) the quater-
nionic Hilbert space of sequences (fν : ν ∈ N3, fν ∈ H) such that

∑
ν!
|ν|! |fν |2 < ∞.

Then s =
∑

ζνsν is a Schur multiplier if and only if the operator Ms defined by

Ms(fν) =
∑

ν

ζν

⎛⎝∑
µ≤ν

sµfν−µ

⎞⎠
is a contraction from 
2(H) into the quaternionic Arveson space A. In this case
Ks(·, y) = (I − MsM

∗
s )KA and we denote by

H(s) := (I − MsM
∗
s )

1
2A

the quaternionic Hilbert space with the reproducing kernel Ks. This is the de
Branges–Rovnyak space in the present setting.

Theorem 3.11. Let s be an H∗-valued hyperholomorphic Schur multiplier. Then
there exists a co-isometry

V =

⎛⎜⎜⎝
T1 F1

T2 F2

T3 F3

G H

⎞⎟⎟⎠ :
(
H(s)
H

)

→
(
H(s)3

H

)

such that (
3∑

k=1

ζk � (Tkf)

)
(x) = f(x) − f(0); (3.8)(

3∑
k=1

ζk � (Fkh)

)
(x) = (s(x) − s(0))h; (3.9)

Gf = f(0); (3.10)
Hh = s(0)h. (3.11)
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Furthermore, s(x) admits the representation

s(x)h = Hh +
3∑

k=1

∑
ν∈N3

|ν|!
ν!

(ζk � ζν)(x)GT νFkh, x ∈ Ω, h ∈ H, (3.12)

where we use the notation

T ν = T×ν1
1 × T×ν2

2 × T×ν3
3 .

Proof. Let us denote by H(s)3 the closure in H(s)3 of the linear span of the
elements of the form

wy =

⎛⎝(I − MsM
∗
s )R1KA(·, y)

(I − MsM
∗
s )R2KA(·, y)

(I − MsM
∗
s )R3KA(·, y)

⎞⎠ , y ∈ Ω.

Define(
T̂wyq

)
(x) = (Ks(x, y) − Ks(x, 0)) q, F̂wyq = (s(y)∗ − s(0)∗) q, (3.13)(

Ĝq
)

(x) = Ks(x, 0)q, Ĥq = s(0)∗q, (3.14)

then it follows from Theorems 3.7, 3.8 that〈(
T̂wy1q1 + Ĝp1

F̂wy1q1 + Ĥp1

)
,

(
T̂wy2q2 + Ĝp2

F̂wy2q2 + Ĥp2

)〉
=
〈(

wy1q1

p1

)
,

(
wy2q2

p2

)〉
for any y1, y2 ∈ Ω and p1, p2, q1, q2 ∈ H. Hence the operator matrix V̂ =

(
T̂ Ĝ
F̂ Ĥ

)
can be extended as an isometry from

(
H(s)3

H

)
into

(
H(s)
H

)
. Let us set V =

(
T F
G H

)
=

V̂ ∗. Then the relations (3.13), (3.14) imply (3.8)–(3.11). Now, iterating (3.8) as in
the proof of Theorem 3.5 we obtain (3.12). �

Theorem 3.12. Let G,H be right quaternionic Hilbert spaces and let

V =

⎛⎜⎜⎝
T1 F1

T2 F2

T3 F3

G H

⎞⎟⎟⎠ :
(
G
H

)

→
(
G3

H

)

be a co-isometry. Then

sV (x) = H +
3∑

k=1

∑
ν∈N3

|ν|!
ν!

(ζk � ζν)(x)GT νFk

is an H∗-valued Schur multiplier.
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Proof. Define

Aµ(x) =
∑
ν∈N3

|ν|!
ν!

×

×
(
(ζµ+ν � ζ1)(x)GT ν (ζµ+ν � ζ2)(x)GT ν (ζµ+ν � ζ3)(x)GT ν

)
,

Bµ(x) =
∑
ν∈N3

|ν|!
ν!

ζµ+ν(x)GT ν , C(x) =
∑
ν∈N3

|ν|!
ν!

ζν(x)GT ν .

Then

Aµ(x)Aµ(y)∗ + ζµ(x)ζµ(y) =
(
Aµ(x) ζµ(x)

)
V V ∗ (Aµ(y) ζµ(y)

)∗
=
(
Bµ(x) (ζµ � sV )(x)

) (
Bµ(y) (ζµ � sV )(y)

)∗
= Bµ(x)Bµ(y)∗ + (ζµ � sV )(x)(ζµ � sV )(y)∗.

Hence

KsV (x, y) =
∑

µ∈N3

|µ|!
µ!

(
ζµ(x)ζµ(y) − (ζµ � sV )(x)(ζµ � sV )(y)∗

)
=
∑

µ∈N3

|µ|!
µ!

(Bµ(x)Bµ(y)∗ − Aµ(x)Aµ(y)∗) .

Furthermore,

∑
µ∈N3

|µ|!
µ!

3∑
n=1

(ζµ+ν � ζn)(x)GT ν(T η)∗G∗(ζµ+η � ζn)(y)

=
3∑

n=1

∑
µ:µn>0

µn

|µ|
|µ|!
µ!

ζµ+ν(x)GT ν(T η)∗G∗ζµ+η(y)

=
∑
|µ|>0

ζµ+ν(x)GT ν(T η)∗G∗ζµ+η(y),

and thus KsV (x, y) = C(x)C(y)∗ is positive. �
Theorem 3.13. Let H be a right linear quaternionic reproducing kernel Hilbert
space of functions, left-hyperholomorphic in a neighborhood of the origin. Assume
that there exist bounded operators T1, T2 T3 from H into itself such that(

3∑
k=1

ζk � (Tkf)

)
(x) = f(x) − f(0)

and
3∑

k=1

‖Tkf‖2 ≤ ‖f‖2 − |f(0)|2.

Then there exist a quaternionic Hilbert space G and a G∗-valued Schur multiplier
s such that H = H(s).
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Proof. Since T ∗T + G∗G ≤ I, there exist F, H such that V =
(

T F
G H

)
is a co-

isometry. Hence sV is a Schur multiplier, and in particular

KsV (x, y) = C(x)C(y)∗

where

C(x) =
∑
ν∈N3

|ν|!
ν!

ζν(x)GT ν .

But then for f ∈ H we have C(x)f = f(x), hence H = H(sV ). �

4. The analogue of the Hardy space of the polydisk

4.1. The Hardy type space

The counterpart of Hardy space here corresponds to the case cν ≡ 1. Now

Ωc =
{

x ∈ H | sup
i=1,2,3

(|x0|2 + |xi|2) < 1
}

.

4.2. Quaternionic Schur–Agler spaces and realization theory

Definition 4.1. Let s be hyperholomorphic in a neighborhood of the origin. Then s
is said to belong to the Schur–Agler class, if there exist hyperholomorphic operator-
valued g1(x), g2(x), g3(x) such that

1 − s(x)s(y) =
3∑

�=1

(g�(x)g�(y)∗ − ζ� � g�(x)(ζ� � g�(y))∗) .

Theorem 4.2. Let s be in the Schur–Agler class and for 
 = 1, 2, 3 let H� be
the Hilbert space with the reproducing kernel g�(x)g�(y)∗. Then there exists a co-
isometry (

A B
C D

)
:
(⊕3

�=1 H�

H

)

→
(⊕3

�=1 H�

H

)
,

such that for arbitrary q ∈ H and h� ∈ H�, 
 = 1, 2, 3

ζ � Ah =
3∑

�=1

h� − h�(0), ζ � Bq = (s − s(0))q,

Ch =
3∑

�=1

h�(0), Dq = s(0)q.

In terms of the operators A, B, C, D the function s admits the realization

s = D +
∑
ν∈N3

|ν|!
ν!

ζν �
3∑

�=1

ζ�CA[ν]π�B, (4.1)

where π� is the orthogonal projection onto H� in
⊕3

�=1 H� and

A[ν] = (π1A)×ν1 × (π2A)×ν2 × (π3A)×ν3 .
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Proof. The proof is analogous to that of Theorem 3.11. We consider

H = span

⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝

(ζ1 � g1)(y)∗a
(ζ2 � g2)(y)∗a
(ζ3 � g3)(y)∗a

b

⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭ .

and define

Â
(
ζ� � g�(y)∗a

)
=
(
g�(y)∗a − g�(0)∗a

)
, Ĉb = g�(0)∗b,

B̂
(
ζ� � g�(y)∗a

)
= s(y)a − s(0)a, D̂b = s(0)b.

Then
(

Â Ĉ
B̂ D̂

)
can be extended as an isometry from

(
H
H

)
into

(⊕3
�=1 H�

H

)
and the

adjoint operator matrix
(

A B
C D

)
=
(

Â Ĉ
B̂ D̂

)∗
possesses the desire properties. �

Theorem 4.3. Let s be of the form (4.1), where
(

A B
C D

)
is a co-isometry. Then

s belongs to the Schur–Agler class.

Proof. Note that(∑
ν∈N3

|ν|!
ν! ζν �∑3

�=1 ζ�CA[ν]π� 1
)(A B

C D

)
=
(∑

ν∈N3
|ν|!
ν! ζνCA[ν] s

)
.

Hence

3∑
�=1

(
ζ� �

∑
ν∈N3

|ν|!
ν!

ζνCA[ν]π�

)
(x)

(
ζ� �

∑
ν∈N3

|ν|!
ν!

ζνCA[ν]π�

)
(y)∗ + 1 =

+

(∑
ν∈N3

|ν|!
ν!

ζνCA[ν]π�

)
(x)

(∑
ν∈N3

|ν|!
ν!

ζνCA[ν]π�

)
(y)∗ + s(x)s(y).

�
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Extremal Extensions of a C(α)-suboperator
and Their Representations
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Abstract. The operator and the block-operator matrix forms for extremal
rigid and soft extensions of a C(α)-suboperator in a Hilbert space are given.
Representations of the Friedrichs and Krĕın–von Neumann maximal sectorial
extensions of a sectorial linear relation space as strong resolvent limits of a
family maximal accretive extensions are obtained.
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mann extension.

1. Introduction

Let H be a complex Hilbert space with the inner product (·, ·) and the norm || · ||,
let I be the identity operator in H , and let α ∈ (0, π/2).

Definition 1.1. [4], [7]. Let a linear operator A in H be defined on the subspace
H0 and let A satisfy the condition

||A sin α ± i cosαI|| ≤ 1, (1.1)

Then in the case H0 = H , we say that A belongs to the class C(α) and in the case
H0 �= H the operator A is called a C(α)-suboperator.

Clearly, A ∈ C(α) ⇐⇒ A∗ ∈ C(α). It is easy to see that the condition (1.1)
is equivalent to

tanα
(
||f ||2 − ||Af ||2

)
≥ 2|Im (Af, f)| for all f ∈ H0. (1.2)

It follows that operators from the class C(α) and C(α)-suboperators are contrac-
tions and it is reasonable to define the class C(0) as the set of all selfadjoint
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contractions in H and a nondensely defined Hermitian contraction we will call a
C(0)-suboperator.

C(α)-suboperators (operators of the class C(α)) naturally arise as the frac-
tional-linear transformations of the form

K(S) =
{〈

u + u′, u − u′〉, 〈u, u′〉 ∈ S
}

= (I − S)(I + S)−1 (1.3)

of sectorial (maximal sectorial) linear relations (l.r.) S with the vertex at the
origin and the semiangle α [18], [23], [9], [22]. As it was proved in [18], [23], every α-
sectorial l.r. S has m−α-sectorial Friedrichs extension SF which is associated with
the closure SF [u, v] of the sesquilinear form (S·, ·). In the case of densely defined
nonnegative symmetric operator S (α = 0) M.G. Krĕın [19] established that the
set of all its nonnegative and selfadjoint extensions has minimal and maximal
elements in the sense of quadratic forms. Fractional-linear transformations of the
form (1.3) of these extremal nonnegative selfadjoint extensions are contractive
selfadjoint extensions AM and Aµ of the nondensely defined Hermitian contraction
A = (I − S)(I + S)−1. Operators AM and Aµ possess properties:

inf {((I − AM )(h − ϕ), h − ϕ), ϕ ∈ dom (A)} = 0,

inf {((I + Aµ)(h − ϕ), h − ϕ), ϕ ∈ dom (A)} = 0 for all h ∈ H.

The operator Sµ = (I − Aµ)(I + Aµ)−1 is exactly the Friedrichs extension SF of
S and the operator SN = (I − AM )(I + AM )−1 is the minimal among all non-
negative selfadjoint extensions of S. In addition, the operator SN coincides with
the extension constructed by J. von Neumann when S is a positive definite sym-
metric operator. Definitions of the minimal nonnegative selfadjoint extension for
a nondensely defined nonnegative Hermitian operator and a nonnegative l.r. were
given in [2] and [14]. Representations of the nonnegative extensions SF and SN as
strong resolvents limits of certain family of selfadjoint extensions were established
in [2] and [25]. The expressions of endpoints Aµ and AM were given by T. Ando
[1] in the block-matrix form and in [11] in the operator form.

In the general case of a non Hermitian but sectorial l.r. S the definition of
the analog of SN was given in [6], [8] similarly to the nonnegative case [14]: SN =((

S−1
)
F

)−1

. In the sequel SN is called the Krĕın–von Neumann extension. Prop-
erties of SN and SF and their strong resolvent limit representations are established
in [8]. When α �= 0 we will denote by the same symbols Aµ and AM the fractional-
linear transformations (I−SF )(I+SF )−1 and (I−SN )(I+SN )−1, correspondingly.
These operators are extensions of the C(α)-suboperator A = (I − S)(I + S)−1,
belong to the class C(α), and possess properties for all h ∈ H [6], [7]:

inf {Re ((I + Aµ)(h − ϕ), h − ϕ), ϕ ∈ dom (A)} = 0,

inf {Re ((I − AM )(h − ϕ), h − ϕ), ϕ ∈ dom (A)} = 0 for all h ∈ H.

Operators Aµ and AM are called the rigid and soft extensions, respectively.
Let A be a nondensely defined contraction in the Hilbert space H with the

domain dom (A) = H0. M.G. Crandall [15] gave a parametrization of all contractive
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extensions on H of the operator A in the following operator form:

ÃK = APH0 + (I − AA∗)1/2KPN, (1.4)

where A∗ : H → H0 is the adjoint to A : H0 → H , N := H � H0, PH0 and
PN are orthogonal projections in H onto H0 and N, respectively, and K : N →
ran(I −AA∗)1/2 is a contractive parameter. Later in [24], [13], [16] the description
of all contractive extensions of a nondensely defined contraction A was given in
the form of block-operator matrices.

In [6], [7], [10] the expressions for the contractive parameters Kµ and KM in
(1.4) corresponding to the rigid and soft extensions of a C(α)-suboperator A were
obtained.

In this paper we consider the holomorphic family on the unit disk of contrac-
tive extensions of A of the form

Ã(z) = APH0 + (I − AA∗)1/2X̃0(z)PN,

where X̃0(z) is B. Sz.-Nagy and C. Foias [26] characteristic function of the con-
traction Ã0 := APH0 . We establish properties of this family and prove that

Aµ = s - lim
z→−1

Ã(z), AM = s - lim
z→1

Ã(z),

and, moreover,

Aµ = APH0 + (I − AA∗)1/2X̃0(−1)PN,

AM = APH0 + (I − AA∗)1/2X̃0(1)PN,

where X̃0(±1) are strong nontangential limit values of X̃0(z). Thus, new represen-
tations of Aµ an AM in Crandall’s form (1.4) are obtained. Another goal of the
present paper is to give the block-matrix form of the rigid and soft extensions of a
C(α)-suboperator A similar to [24], [13], [16], i.e., to obtain the explicit expressions
for the corresponding parameters. For this purpose we give in Section 2 one more
(relatively short) proof of the main result in [24], [13], [16]. Our approach enables
us to reduce the Crandall’s form of contractive extensions to a block-matrix form.
Note that the block-matrix representations of Aµ and AM close to the case of a
Hermitian contraction [1] were given in [22].

If S is an α-sectorial l.r. and A = (I −S)(I + S)−1 then the fractional-linear
transformations S̃λ = (I−Ã(z))(I +Ã(z))−1, λ = (z−1)(1+z)−1, are m-accretive
extensions of S and take the form

S̃λ = S+̇
{〈

ϕλ,−λϕλ

〉
, ϕλ ∈ Nλ(S)

}
,

where Nλ(S) := H � ran (S−λI) are the defect subspaces of S. We prove that SF

and SN are strong resolvent limits of the family S̃λ:

SN = s -R - lim
λ→0

S̃λ, SF = s -R - lim
λ→∞

S̃λ.

We will keep the following notations. The class of all continuous linear operators
defined on a complex Hilbert space H1 and taking values in a complex Hilbert space
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H2 is denoted by L(H1, H2) and L(H) := L(H, H). By PK we always denote the
orthogonal projection in a Hilbert space H onto its subspace K. For a contraction
T ∈ L(H1, H2) the nonnegative square root DT = (I − T ∗T )1/2 is called the
defect operator of T and DT stands for the closure of the range ran (DT ). It is
well known that the defect operators satisfy the following commutation relation:
TDT = DT∗T , cf. [26]. By dom (T ), ran (T ), and ker (T ) we denote the domain,
the range and the null-space of a linear operator T , respectively. We will often use
the following well-known theorem of R.G. Douglas [17].

Theorem 1.2. [17]. For every A, B ∈ L(H) the following statements are equivalent:

(i) ranA ⊂ ranB;
(ii) A = BC for some C ∈ L(H);
(iii) AA∗ ≤ λBB∗ for some λ ≥ 0.

In this case there is a unique C satisfying ‖C‖2 = inf{λ : AA∗ ≤ λBB∗ } and
ranC ⊂ ranB∗, in which case kerC = kerA.

Finally we note that two different descriptions in the operator form of all ex-
tensions of the class C(β), β ∈ [α, π/2) of a given C(α)-suboperator were obtained
in [10], and in [21], [22] (see Remark 3.11).

2. Nondensely defined contractions and their contractive
extensions

2.1. M.G. Crandall’s theorem

Let H and H ′ be two Hilbert spaces. Suppose that H0 is a subspace of H and
A : H0 → H ′ is a contraction. The operator Ã defined on H is called a contractive
extension of A if Ã ⊃ A and ||Ã|| ≤ 1.

Consider A as an operator from L(H0, H
′). Then A has the adjoint A∗ ∈

L(H ′, H0). Let N = H � H0. The following result belongs to M.G. Crandall [15].

Theorem 2.1. [15]. The formula

Ã = APH0 + DA∗KPN (2.1)

establishes a one-to-one correspondence between all contractive extensions of A
and all contractions K ∈ L(N, DA∗).

Proof. Let the operator Ã be given by (2.1), where K ∈ L(N, DA∗) is a contraction.
Then

Ã∗ = A∗ + K∗DA∗ .

It follows that for all f ∈ H ′

||Ã∗f ||2 = ||A∗f ||2 + ||K∗DA∗f ||2 ≤ ||A∗f ||2 + ||DA∗f ||2 = ||f ||2.

Thus Ã∗ is a contraction. Hence the operator Ã is contraction. Moreover Ã�H0 =A.
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Conversely, if Ã is a contractive extension of A, then its adjoint Ã∗ : H → H

is a contraction. Because A ⊂ Ã, we get PH0Ã
∗ = A∗. Therefore the operator Ã∗

takes the form
Ã∗ = A∗ + L,

where the range of the operator L is contained in N. It follows that ||Ã∗f ||2 =
||A∗f ||2 + ||Lf ||2 for all f ∈ H ′. Since Ã∗ is a contraction, we obtain

||Lf ||2 ≤ ||f ||2 − ||A∗f ||2, f ∈ H ′.

By R.G. Douglas’s theorem 1.2 we get

L∗ = DA∗K,

where K : N → DA∗ is a contraction. �

As a consequence for Ã=APH0 +DA∗KPN with a contraction K∈L(N,DA∗)
one has the following relations

||DÃf ||2 = ||(DAPH0 − A∗KPN)f ||2 + ||DKPNf ||2, f ∈ H,

||DÃ∗g||2 = ||DK∗DA∗g||2, g ∈ H ′.
(2.2)

Because A∗DA∗ ⊂ DA, the first relation in (2.2) gives

inf
{
||DÃf − DÃϕ||2, ϕ ∈ H0

}
= ||DKPNf ||2 for all f ∈ H.

This means that (see [19])

ran (DÃ) ∩ N = ran (DK). (2.3)

The second equality in (2.2) yields

ran (DÃ∗) = DA∗ran (DK∗). (2.4)

2.2. Block-matrix form of contractive extensions

Suppose now that the Hilbert space H ′ is decomposed as H ′ = H ′
0 ⊕ M. Then

A = A0 + C, where A0 := PH′
0
A ∈ L(H0, H

′
0) and C = PMA ∈ L(H0, M). We can

rewrite A in the block-matrix form

A =
(

A0

C

)
.

Since A is a contraction, we have ||A0g||2 + ||Cg||2 ≤ ||g||2 for all g ∈ H0. It follows
that

C = K0DA0 , (2.5)

where K0 ∈ L(DA0 , M) is a contraction. A bounded extension Ã of A also has the
block-matrix form

Ã =
(

A0 B
C D

)
:
(

H0

N

)
→
(

H ′
0

M

)
.

The description of blocks B and D of all contractive extensions Ã was obtained
in [13], [16], and [24]. Here we propose another approach based on the Crandall’s
form (2.1).
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Theorem 2.2. [13], [16], [24]. The formula

Ã =
(

A0 DA∗
0
N

K0DA0 −K0A
∗
0N + DK∗

0
XDN

)
:
(

H0

N

)
→
(

H ′
0

M

)
(2.6)

establishes a bijective correspondence between all contractive extensions Ã of the
contraction A = A0 + K0DA0 and all pairs〈

N ∈ L(N, DA∗
0
), X ∈ L(DN , DK∗

0
)
〉

of contractive operators.

Proof. From (2.5) it follows that

A∗ = A∗
0PH′

0
+ DA0K

∗
0PM.

Therefore for all f ∈ H ′:

||f ||2 − ||A∗f ||2 = ||PH′
0
f ||2 + ||PMf ||2 − ||(A∗

0PH′
0

+ DA0K
∗
0PM)f ||2

= ||PMf ||2 + ||PH′
0
f ||2 − ||A∗

0PH′
0
f ||2 − ||DA0K

∗
0PMf ||2

− 2Re (A∗
0PH′

0
f, DA0K

∗
0PMf) = ||DA∗

0
PH′

0
f ||2 − ||K∗

0PMf ||2

+ ||A0K
∗
0PMf ||2 − 2Re (DA∗

0
PH′

0
f, A0K

∗
0PMf) + ||PMf ||2

= ||DA∗
0
PH′

0
f − A0K

∗
0PMf ||2 + ||DK∗

0
PMf ||2.

Thus,

||DA∗f ||2 = ||DA∗
0
PH′

0
f − A0K

∗
0PMf ||2 + ||DK∗

0
PMf ||2, f ∈ H ′. (2.7)

In view of the equality A0DA0 = DA∗
0
A0 we get that A0DA0 ⊂ DA∗

0
and since

ran (K∗
0 ) ⊂ DA0 , from (2.7) it follows that

inf
{
||DA∗(f − ϕ)||2, ϕ ∈ H0

}
= ||DK∗

0
PMf ||2, f ∈ H ′. (2.8)

Let H′
0 := DA∗H ′

0 and let M′
0 = DA∗ � H′

0. Observe that (see [19])

M′
0 = {f ∈ DA∗ : DA∗f ∈ M} .

From (2.7) and (2.8) we get the equalities

||PH′
0
DA∗f ||2 = ||DA∗

0
PH′

0
f − A0K

∗
0PMf ||2,

||PM′
0
DA∗f ||2 = ||DK∗

0
PMf ||2, f ∈ H ′.

(2.9)

In particular,
||PH′

0
DA∗ϕ||2 = ||DA∗

0
ϕ||2, ϕ ∈ H ′

0.

From (2.9) it follows that there are a unitary operator U0 from H′
0 onto DA∗

0
and

a unitary operator Z0 from M′
0 onto DK∗

0
such that

U0PH′
0
DA∗f = DA∗

0
PH′

0
f − A0K

∗
0PMf,

Z0PM′
0
DA∗f = DK∗

0
PMf, f ∈ H ′.

(2.10)
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Let U∗
0 = U−1

0 ∈ L(DA∗
0
, H′

0) and Z∗
0 = Z−1

0 ∈ L(M′
0, DK∗

0
) be the adjoint opera-

tors. Then from (2.10) we have

DA∗ = U∗
0

(
DA∗

0
PH′

0
− A0K

∗
0PM

)
+ Z∗

0DK∗
0
PM

and

DA∗ =
(
DA∗

0
− K0A

∗
0

)
U0PH′

0
+ DK∗

0
Z0PM′

0
. (2.11)

Let K ∈ L(N, DA∗). Then K = PH′
0
K + PM′

0
K. Put

N = U0PH′
0
K, Y = Z0PM′

0
K, K̃ = N + Y.

It follows that

K = U∗
0 N + Z∗

0Y

and ||Kh||2 = ||K̃h||2 = ||Nh||2 + ||Y h||2 for all h ∈ N. Clearly, K ∈ L(N, DA∗) is
a contraction ⇐⇒ the operator K̃ ∈ L(M, DA∗

0
⊕DK∗

0
) is a contraction and K̃ is

a contraction ⇐⇒ Y = XDN , where X ∈ L(DN , DK∗
0
) is a contraction. Further

for a contraction K ∈ L(N, DA∗) from (2.11) and for all h ∈ N we get

DA∗Kh =
(
DA∗

0
− K0A

∗
0

)
Nh + DK∗

0
XDNh. (2.12)

Let Ã = APH0 + DA∗KPN. Then (2.1) and (2.12) yield (2.6). If the operator Ã
is given by (2.2) with contractions N ∈ L(N, DA∗

0
) and X ∈ L(DN , DK∗

0
) then

the operators K̃ = N + XDN and K = U∗
0 N + Z∗

0XDN are contractions. The
operator K belongs to L(N, DA∗). Hence from (2.2) and (2.11) we obtain

Ã = (A0 + K0DA0)PH0 +
(
(DA∗

0
− K0A

∗
0)N + DK∗

0
XDN

)
PN

= APH0 +
(
(DA∗

0
− K0A

∗
0)U0PH′

0
+ DK∗

0
Z0PM′

0

)
KPN = APH0 + DA∗KPN.

Thus, Ã is a contractive extension of A. �

Remark 2.3. Other proofs of Theorem 2.2 can also be found in [20] and [22].
Suppose that H0 ⊂ H , H ′

0 ⊂ H ′, A : H0 → H ′, B : H ′
0 → H , and the

operators A and B forms a dual pair, i.e.,

(Af, h)H′ = (f, Bh)H for all f ∈ H0, g ∈ H ′
0.

The operator Ã ∈ L(H, H ′) is called an extension of the dual pair
〈
A, B

〉
if

Ã ⊃ A and Ã∗ ⊃ B. Theorem 2.2 enables us to give the block-matrix form of
all contractive extensions of the dual pair of contractions

〈
A, B

〉
. The Crandall’s

operator form (2.1) of contractive extensions of a dual pair of contractions is given
in [3].
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3. C(α)-suboperators and its extremal extensions

3.1. Operators of the class C̃

From (1.2) it follows that T ∈ C(α) if and only if the operator (I − T ∗)(I + T ) is
a sectorial operator with the vertex at the origin and the semiangle α.

Let

C̃ = ∪{C(α), α ∈ [0, π/2)}.

Properties of operators of the class C̃ were studied in [4], [5], [20]. In [4] it was
proved that if T ∈ C̃ then

(i) ran (DT n) = ran (DT∗n) = DTR for all natural numbers n,

where TR = (T + T ∗)/2 is the real part of T ,
(ii) the subspace DT reduces the operator T , and, moreover, the operator

T � ker(DT ) is a selfadjoint and unitary, and T �DT is a completely nonunitary
contraction of the class C00 [26], i.e.,

lim
n→∞T nf = lim

n→∞T ∗nf = 0 for all f ∈ DT .

Let

ΘT (z) =
[
−T + zDT∗(I − zT ∗)−1DT

]
�DT , |z| < 1

be the characteristic function [26] of the operator T from the class C̃. Then Θ(z)
is bi-inner [26] and there exist unitary strong nontangential limits [5]

ΘT (±1) = s - lim
z→±1

ΘT (z).

Observe that if T is a selfadjoint contraction (i.e., belongs to the class C(0)) then
ΘT (±1) = ±I�DT .

Let T belong to the class C(α) in the Hilbert space H . Then T ∗ ∈ C(α). By
(1.1) we obtain

2|Im (Tf, f)| ≤ tan α||DT f ||2, 2|Im (Tf, f)| ≤ tan α||DT∗f ||2, f ∈ H.

It follows that

T − T ∗ = 2iDT ΦDT , T − T ∗ = 2iDT∗Φ∗DT∗ ,

where Φ and Φ∗ are selfadjoint operators in the subspace DT = DT∗ and

||Φ|| ≤ tanα

2
, ||Φ∗|| ≤

tan α

2
.

Since ran (DT ) = ran (DT∗), by R.G. Douglas Theorem 1.2 there exists a bounded
and boundedly invertible operator LT ∈ L(DT ) such that

DT = DT∗LT
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The connections between operators Φ, Φ∗, LT , and limit values Θ(±1) of the
characteristic function Θ(z) of T are given by the following relations ([4], [5], [10]):

Φ∗ = LT ΦL∗
T ,

ΘT (±1)Φ = Φ∗ΘT (±1),

ΘT (±1) = ±(L∗−1
T − 2iTΦ)(I ± 2iΦ)−1,

(I − 2iΦ)(I + 2iΦ)−1 = −Θ−1
T (−1)ΘT (1),

2iΦ =
(
I − Θ−1

T (−1)ΘT (1)
)−1 (

I + Θ−1
T (−1)ΘT (1)

)
.

These connections yield, for instance, that

I − Θ−1
T (−1)ΘT (1) is a sectorial operator with the semiangle α,

ker (ΘT (−1) + ΘT (1)) = kerΦ,∥∥∥∥ΘT (−1) + ΘT (1)
2

∥∥∥∥ ≤ sin α.

(3.1)

3.2. C(α)-suboperators

Let A be a nondensely defined contraction in a Hilbert space H with dom (A) =
H0, let N be the orthogonal complement to H0 in H , and let A∗ ∈ L(H, H0) be
the adjoint operator to A. The subspace Nz(A) = H � ran (A − zI) is called the
defect subspace of A. It is evident that

ϕz ∈ Nz(A) ⇐⇒ A∗ϕz = zPH0ϕz . (3.2)

Because A is a contraction, (3.2) yields the direct sum decomposition

H = H0+̇N 1
z
, |z| < 1. (3.3)

Let A0 := PH0A. Then A0 is a contraction in the subspace H0. It follows from
(2.5) that

PNA = K0DA0 ,

where K0 ∈ L(DA0 , N) is a contraction. Thus,

A = A0 + K0DA0 . (3.4)

Hence A∗ = A∗
0 + DA0K

∗
0PN. Moreover,∥∥DAϕ

∥∥2= ∥∥DK0DA0ϕ
∥∥2, ϕ ∈ H0 (3.5)

and therefore, by R.G. Douglas’s Theorem 1.2 we obtain

DA = DA0DK0V0 (3.6)

where V0 is an isometry from DA onto DK0 . The first equality in (2.9) gives in
this case

||DA∗f ||2 = ||(DA∗
0
PH0 − A0K

∗
0PN)f ||2 + ||DK∗

0
PNf ||2, f ∈ H.

It follows once again (see (2.8)) that for all f ∈ H

inf
{
||DA∗f − DA∗ϕ||2, ϕ ∈ H0

}
= ||DK∗

0
PNf ||2.
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Hence [19]
ran (DA∗) ∩ N = ran (DK∗

0
). (3.7)

From the equality
∥∥DA∗ϕ

∥∥2= ∥∥DA∗
0
ϕ
∥∥2, ϕ ∈ H0, it follows that

U0DA∗ = DA∗
0
, (3.8)

where U0 is an isometry from the subspace H′
0 := DA∗H0 onto the subspace DA∗

0

(see (2.10)).
Let A be a C(α)-suboperator. Because

Im (Aϕ, ϕ) =
(

A0 − A∗
0

2i
ϕ, ϕ

)
, ϕ ∈ H0,

the relation (1.2) yields that there exists a selfadjoint contraction F in the subspace
DA such that

A0 − A∗
0 = i tanαDAFDA. (3.9)

From (3.6) we get
A0 − A∗

0 = 2iDA0G0DA0 ,

where
G0 :=

tanα

2
DK0V0FV ∗

0 DK0 .

Therefore, the operator A0 belongs to the class C(α) in the subspace H0. It implies
the equality ran (DA0) = ran (DA∗

0
).

Let
X0(z) =

[
−A0 + zDA∗

0
(I − zA∗

0)
−1DA0

]
�DA0 (3.10)

be the characteristic function of the contraction A0. Because A0 ∈ C(α), there exist
strong nontangential unitary limit values X0(−1) and X0(1) and ker (X0(−1) +
X0(1)) = kerG0. Therefore, from (3.1) we get

ker (X0(−1) + X0(1)) ⊂ kerDK0 . (3.11)

Theorem 3.1. Let A be a C(α)-suboperator in H with dom (A) = H0. Define the
contractive extension Ã0 := APH0 of A and let

X̃0(z) =
[
−Ã0 + zDÃ∗

0
(I − zÃ∗

0)
−1DÃ0

]
�DÃ0

. (3.12)

be the characteristic function [26] of Ã0. Then there exist nontangential strong
limits

X̃0(±1) = s - lim
z→±1

X̃0(z), X̃∗
0(±1) = s - lim

z→±1
X̃∗

0(z).

Moreover, the operators X̃0(±1)�N are isometries.

Proof. Because Ã∗
0 = A∗, we have DA∗ = DÃ∗

0
, DÃ0

= DAPH0 + PN, and hence

DÃ∗
0

= DA∗ ,

DÃ0
= DA ⊕ N.

(3.13)
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From (3.6) and (3.8) we get

DA∗(I − zA∗
0)

−1DAϕ = U∗
0 DA∗

0
(I − zA∗

0)
−1DA0DK0V0ϕ, ϕ ∈ DA.

Consequently,

X̃0(z)ϕ = −Aϕ + U∗
0

(
X0(z) + A0

)
DK0V0ϕ, ϕ ∈ DA. (3.14)

Let h ∈ N. Then

DA∗(I − zA∗)−1h = DA∗(I − zA∗)−1(h − zA∗h + zA∗h)

= DA∗h + zDA∗(I − zA∗)−1A∗h = DA∗h + zDA∗(I − zA∗)−1DA0K
∗
0h

= DA∗h + U∗
0 (X0(z) + A0)K∗

0h.

Therefore,

X̃0(z)h = zDA∗h + zU∗
0 (X0(z) + A0)K∗

0h, h ∈ N. (3.15)

Since A0 and A∗
0 belong to the class C(α) in the subspace H0, there exist strong

unitary nontangential limit values X0(±1) and X∗
0(±1) of X0(z) and X∗

0(z) [5].
This statement and (3.14), (3.15) imply that there exist strong nontangential limit
values X̃0(±1), X̃∗

0(±1) and

X̃0(±1) =
[
−A+U∗

0 (X0(±1)+A0)DK0V0

]
PH0 ±

[
DA∗ +U∗

0 (X0(±1)+A0)K∗
0 ]PN.

Let us show that X̃0(±1)�N are isometries. One can easily check that

||h||2 − ||X̃0(z)h||2 = (1 − |z|2)||(I − zA∗)−1h||2, h ∈ N.

For h ∈ N from the equality A∗PN = DA0K
∗
0PN we have√

1 − |z|2 (I − zA∗)−1h =
√

1 − |z|2 h + z
√

1 − |z|2 (I − zA∗)−1A∗h

=
√

1 − |z|2 h + z
√

1 − |z|2 (I − zA∗)−1DA0K
∗
0h.

Since

||f ||2 − ||X0(z)f ||2 = (1 − |z|2)||(I − zA∗)−1DA0f ||2, f ∈ DA0

and operators X0(±1) are unitary in DA0 , we have

s - lim
z→±1

√
1 − |z|2 (I − zA∗)−1DA0 = 0.

Therefore, for all h ∈ N we get

lim
z→±1

(
||h||2 − ||X̃0(z)h||2

)
= lim

z→±1

∥∥√1 − |z|2 h + z
√

1 − |z|2 (I − zA∗)−1DA0K
∗
0h
∥∥2 = 0.

Thus, operators X̃0(±1)�N are isometries. �
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3.3. Holomorphic family of contractive extensions of a C(α)-suboperator

Let again A be a C(α)-suboperator in H with dom (A) = H0. Recall that the
direct sum decomposition (3.3) holds. Consider the family of operators defined as
follows

Ã(z)f =

{
Af, f ∈ H0

zf, f ∈ N1/z(A)
, |z| < 1 (3.16)

and Ã(0) = APH0 .

Proposition 3.2. Operators Ã(z) are contractions for all z ∈ D and take the form

Ã(z) = APH0 + DA∗X̃0(z)PN. (3.17)

Moreover, the function Ã(z) is the transfer function of the linear passive discrete-
time system with the state space H, input space H, and output space H [12] given
by the block-matrix

T =
(

APH0 D2
A∗

PN A∗

)
:
(

H
H

)
→
(

H
H

)
. (3.18)

Proof. Let us show that Ã(z) is a contraction. Let f = ϕ+ϕz , where ϕ ∈ H0, ϕz ∈
N1/z. Then (3.16) yields

||f ||2 − ||Ã(z)f ||2 = ||ϕ + ϕz||2 − ||Aϕ + zϕz||2

= ||ϕ||2 − ||Aϕ||2 + (1 − |z|2)||ϕz ||2 + 2Re
(
(I − zA)ϕ, ϕz

)
= ||ϕ||2 − ||Aϕ||2 + (1 − |z|2)||ϕz ||2 ≥ 0.

Using (3.2) from (3.16) we obtain

Ã(z) = A(I − zA∗)−1PH0 (I − zA∗) + z(I − zA∗)−1PN, (3.19)

and hence
Ã(z) = Ã0 + zD2

A∗(I − zA∗)−1PN.

Using (3.12) we get (3.17). Observe that ||X̃0(z)|| ≤ 1 for |z| < 1 [26]. Making
use of Theorem 2.1 we get once again that Ã(z) is a contractive extension of the
operator A for every |z| < 1. Moreover, X̃0(0)�N = 0, therefore from Schwartz’s
lemma we obtain

∥∥X̃0(z)�N
∥∥≤ |z|, |z| < 1.

Let us show that the operator T in H ⊕H defined by (3.18) is a contraction.

Let f =
(

f1

f2

)
, where f1, f2 ∈ H . Then

||f ||2 − ||T f ||2 = ||f1||2 + ||f2||2 − ||APH0f1 + D2
A∗f2||2 − ||PNf1 + A∗f2||2

= ||DAPH0f1||2 + ||DA∗f2||2 − ||D2
A∗f2||2 − 2Re (DAPH0f1, DAA∗f2)

= ||DAPH0f1||2 + ||A∗DA∗f2||2 − 2Re (DAPH0f1, A
∗DA∗f2)

= ||DA(PH0f1 − A∗f2)||2 ≥ 0.
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Thus, the operator T can be considered as the linear passive discrete-time system
with the state space H , input space H , and output space H [12]. The transfer
function of this system takes the form

UT (z) = APH0 + zD2
A∗(I − zA∗)−1PN, z ∈ D

and belongs to the Schur class S(H, H) of holomorphic on the unit disk D and
contractive operator valued functions. Taking into account relations (3.12) and
(3.17) we get the equality UT (z) = Ã(z) for all |z| < 1. Hence once again ||Ã(z)|| ≤
1, |z| < 1. �

Proposition 3.3. With respect to the decomposition H = H0⊕N the operator Ã(z)
takes the following block-matrix form:

Ã(z) =
(

A0 zDA∗
0
X0(z)K∗

0

K0DA0 −zK0A
∗
0X0(z)K∗

0 + zD2
K∗

0

)
. (3.20)

Proof. Using (3.4), (3.17), (3.15), and (2.11) we get

Ã(z) = APH0 + DA∗X̃(z)PN

= APH0 + z
(
D2

A∗ + (DA∗
0
− K0A

∗
0)(X0(z) + A0)K∗

0

)
PN

= APH0 + z

(
I − (A0 + K0DA0)DA0K

∗
0 + DA∗

0
X0(z)K∗

0 + DA∗
0
A0K

∗
0

− K0A
∗
0X0(z)K∗

0 − K0A
∗
0A0K

∗
0

)
PN

= APH0 + z
(
DA∗

0
X(z)K∗

0 − K0A
∗
0X0(z)K∗

0 + I − K0K
∗
0

)
PN

This yields the block-matrix representation (3.20). �

Theorem 3.4. Let A = A0 + K0DA0 be a C(α)-suboperator. Then the following
conditions are equivalent:

(i) ||K0|| < 1;
(ii) ran (DA∗) ⊃ N;
(iii) ran (DA) = ran (DA0);
(iv) for all h ∈ N holds

sup
ϕ∈H0

|(Aϕ, h)|2
||DAϕ||2 < ∞; (3.21)

(v) for at least one z ∈ D the operator Ã(z) belongs to the class C̃;
(vi) for all z ∈ D the operator Ã(z) belongs to the class C̃.

Proof. By (3.7) and (3.6) conditions (i), (ii), and (iii) are equivalent for every
nondensely defined contraction A.

As it is well known, condition (3.21) is equivalent to

A∗N ⊂ ran (DA).
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The last condition by R.G. Douglas’s theorem 1.2 is equivalent to

||PNAϕ|| ≤ γ||DAϕ|| for all ϕ ∈ H0,

where γ > 0. Since PNA = K0DA0 and (3.5) holds, the last inequality is equiva-
lent to

||K0ϕ||2 ≤ γ2

1 + γ2
||ϕ||2, ϕ ∈ DA0 ⇐⇒ ||K0|| < 1.

Suppose that for some z ∈ D the operator Ã(z) belongs to the class C̃. Then holds
the equality ran (DÃ(z)) = ran (DÃ∗(z)). In particular,

ran (DÃ(z)) ∩ N = ran (DÃ∗(z)) ∩ N.

Taking into account (2.3) with K = X̃0(z)�N and because
∥∥X̃0(z)�N

∥∥≤ |z| < 1
we get

ran (DÃ(z)) ∩ N = N.

Now (2.4) gives ran (DA∗) ⊃ N.

Let ran (DA∗) ⊃ N. Let us show that the operator Ã0 = Ã(0) = APH0

belongs to the class C̃ in H . Since ||K0|| < 1, it follows from (3.6) that ran (DA) =
ran (DA0), ran (DÃ0

) = ran (DA0) ⊕ N, DÃ0
= DAPH0 + PN. Further from (3.6)

and (3.9):

Ã0 − Ã∗
0 = APH0 − A∗ = (A0 − A∗

0)PH0 + K0DA0PH0 − DA0K
∗
0PN

= i tanαDAFDAPH0 + PNK0DA0PH0 − DA0K
∗
0PN

= i tanαDÃ0
FPH0DÃ0

+ DÃ0
K0D

−1
K0

V0PH0DÃ0
− DÃ0

V ∗
0 D−1

K0
K∗

0PNDÃ0

= DÃ0
G̃0DÃ0

,

where

G̃0 = i tanαFPH0 + K0D
−1
K0

V0PH0 − V ∗
0 D−1

K0
K∗

0PN

is a skew selfadjoint bounded operator in DÃ0
. Thus Ã0 belongs to the class C̃. It

follows that

ran (DA∗) = ran (DÃ0
) = ran (DA0) ⊕ N. (3.22)

Let us show that under the condition (ii) the operator Ã(z) belongs to the class
C̃ for any z ∈ D. Actually, from the second relation in (2.2) with the opera-
tor K = X̃0(z)�N and taking into account that ||X̃0(z)�N|| < 1 we get that
ran (DÃ∗(z)) = ran (DA∗). This equality and (3.22) imply that there are two
bounded and boundedly invertible operators L1 and L2 in DA∗ such that

DA∗ = L1DÃ∗(z) and DÃ0
= L2DÃ∗(z).
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Hence,

Im (Ã(z)f, f) = Im (APH0f, f) + Im (DA∗X̃0(z)PNf, f)

= Im (G̃0DÃ0
f, DÃ0

f) + Im (X̃0(z)PNf, DA∗f)

= Im (G̃0L2DÃ∗(z)f, L2DÃ∗(z)f) + Im (X̃0(z)PNDÃ0
f, DA∗f)

= Im (G̃0L2DÃ∗(z)f, L2DÃ∗(z)f) + Im (X̃0(z)PNL2DÃ∗(z)f, L1DÃ∗(z)f)

= (G̃(z)DÃ∗(z)f, DÃ∗(z)f), f ∈ H,

where G̃(z) is some selfadjoint operator in DÃ∗(z). This means that Ã(z) ∈ C̃ for
all z ∈ D. �

3.4. Rigid and soft extensions of C(α)-suboperator and their representations in
operator and block-matrix forms

Definition 3.5. [4], [7]. Let A be a C(α)-suboperator defined on the subspace H0 of
the Hilbert space H . The extension T ∈ C̃ of A is called the rigid if for all h ∈ H

inf {Re ((I + T )(h − ϕ), h − ϕ), ϕ ∈ H0} = 0,

and the soft if for all h ∈ H

inf {Re ((I − T )(h − ϕ), h − ϕ), ϕ ∈ H0} = 0.

For a Hermitian contraction these notions were introduced by M.G. Krĕın
in [19].

Denote by Aµ and AM the rigid and soft extension, respectively. Clearly,
AM = −(−A)µ. The equalities for an arbitrary contraction A in H

2Re
(
(I ± A)φ, φ

)
= ||(I ± A)φ||2 + ||φ|| − ||Aφ||2 ∀φ ∈ H0 (3.23)

imply that if A is C(α)-suboperator then operators I ± A are α-sectorial. As was
shown in [8] that the following relations hold

Aµ = (I + A)N − I, AM = I − (I − A)N ,

where (I ± A)N are Krĕın–von Neumann extensions of operators I ± A.

Theorem 3.6. [8]. Let A be a C(α)-suboperator defined on the subspace H0 of the
Hilbert space H and let

AM (z)f =

{
zAf, f ∈ H0

f, f ∈ N1/z(A)
,

Aµ(z) = −AM (z), |z| < 1.

(3.24)

Then the operators Aµ(z) and AM (z) are the rigid and the soft extensions of the
C(α)-suboperators −zA and zA, respectively and the following equalities hold:

AM = s - lim
z→1

AM (z),

Aµ = s - lim
z→−1

Aµ(z),
(3.25)
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where limits are nontangential to the unit circle. Operators AM and Aµ belong to
the class C(α).

Using (3.2) (3.25) one can derive the relation

AM (z) = zA(I − zA∗)−1PH0(I − zA∗) + (I − zA∗)−1PN. (3.26)

AM (z) − zÃ(z) = −
(
Aµ(z) + zÃ(z)

)
= (1 − |z|2)(I − zA∗)−1PN. (3.27)

Theorem 3.7. Let A be a C(α)-suboperator and let Ã(z) be the family of operators
on the unit disk defined by (3.16). Then

s - lim
z→1

Ã(z) = AM ,

s - lim
z→−1

Ã(z) = Aµ,
(3.28)

where limits are nontangential to the unit circle.
Operators AM and Aµ take the operator form

AM = APH0 + DA∗X̃0(1)PN,

Aµ = APH0 + DA∗X̃0(−1)PN,
(3.29)

and the block-matrix form

AM =
(

A0 DA∗
0
X0(1)K∗

0

K0DA0 −K0A
∗
0X0(1)K∗

0 + D2
K∗

0

)
,

Aµ =
(

A0 −DA∗
0
X0(−1)K∗

0

K0DA0 K0A
∗
0X0(−1)K∗

0 − D2
K∗

0

) (3.30)

with respect to the decomposition H = H0 ⊕ N.

Proof. Because A0 belongs to the class C(α) in H0, holds the equality DA0 = DA∗
0

and linear manifolds ran (I ± A∗
0) are dense in DA0 . Since A∗� H0 = A∗

0, one has

(I − zA∗)−1PNh = PNh + z(I − zA∗
0)

−1A∗PN. (3.31)

Hence

(1 − |z|2)(I − zA∗)−1PNh = (1 − |z|2)PNh + z(1 − |z|2)(I − zA∗
0)

−1A∗PNh.

Since (1 − |z|2)||(I − zA∗
0)

−1|| ≤ 1 + |z| for |z| < 1 and

(1 − |z|2)(I − zA∗
0)

−1(I ± A∗
0)ϕ = (1 − |z|2)ϕ ∓ (1 − |z|2)(1 ± z)(I − zA∗

0)
−1A∗

0ϕ

for every ϕ ∈ H0, we have for x ∈ DA0 :

lim
z→±1

(1 − |z|2)(I − zA∗
0)

−1x = 0.

This relation and (3.25), (3.27), (3.31) yield (3.28). The relations (3.29), (3.30)
follow from (3.17), (3.20) and Theorem 3.1. �

Observe that from Theorems 3.7 and 3.1 it follows that hold the relations

A∗
µ = s - lim

z→−1
Ã∗(z), A∗

M = s - lim
z→1

Ã∗(z). (3.32)
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Corollary 3.8. The following conditions are equivalent:

(i) ran (DA∗) ∩ N = {0};
(ii) for all h ∈ N \ {0} the relation

sup
ϕ∈H0

|(Aϕ, h)|2
||DAϕ||2 = ∞ (3.33)

holds;
(iii) the operator K∗

0 is isometric;
(iv) the C(α)-suboperator A has a unique extension of the class C̃.

Proof. The equivalence of conditions (i) and (iii) follows from (3.7). As it is well
known, condition (3.33) is equivalent to

A∗N ∩ ran (DA) = {0}.

By A∗h = DA0K
∗
0h, h ∈ N and (3.6), we get

A∗N ∩ ran (DA) = {0} ⇐⇒ ran (K∗
0 ) ∩ ran (DK0) = {0}.

Since K∗
0DK∗

0
= DK0K

∗
0 , we have the equivalence

ran (K∗
0 ) ∩ ran (DK0) = {0} ⇐⇒ the operator K∗

0 is isometric.

Let us prove that (iii) ⇐⇒ (iv). From (3.30) it follows that

AM − Aµ =
(

0 DA∗
0
(X0(1) + X0(−1))K∗

0

0 −K0A
∗
0(X0(1) + X0(−1))K∗

0 + 2D2
K∗

0

)
.

Therefore,

AM = Aµ ⇐⇒
{ (X0(1) + X0(−1))K∗

0 = 0,

DK∗
0

= 0.

The equality DK∗
0

= 0 is equivalent to K∗
0 being isometric. If K∗

0 is an isometry
then ker (DK0) = ran (K∗

0 ) and (3.11) yields the equality (X0(1)+X0(−1))K∗
0 = 0,

i.e., AM = Aµ. Finally, the condition AM = Aµ is equivalent to that the operator
A has a unique extension of the class C̃ [6], [7], [10]. �

Let us make a few remarks.

Remark 3.9. Let us define the following subspaces in DA∗ :

K0 := (DA∗ − i tanαAFDA)H0,

H0 := DA∗H0,

L′
0 := DA∗ ∩ ker (PH0(DA∗ + i tanαDAFA∗)) = DA∗ � K0.

Then holds the direct sum decomposition [6], [7], [10]:

DA∗ = H0+̇L′
0.
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Note that subspaces H0 and L′
0 are orthogonal iff α = 0. Let PH0 and PL′

0
be the

skew projections in DA∗ onto H0 and L′
0 corresponding this decomposition. The

operator N0 ∈ L(K0, N) given by the equality

N0(DA∗ − i tanαAFDA)ϕ = PNAϕ, ϕ ∈ H0

is well defined and is a contraction. Let N∗
0 ∈ L(N, K0) be the adjoint of N0 and

let
M0 = PH0N

∗
0 ∈ L(N, H0).

As was proved in [6], [10] and earlier in [11] for the case α = 0, the operators

KM = M0 + PL′
0
DA∗ , Kµ = M0 − PL′

0
DA∗

are isometries in L(N, DA∗) and the soft and rigid extensions of A take the form

AM = APH0 + DA∗KMPN, Aµ = APH0 + DA∗KµPN.

Comparing now with (3.29) we get the equalities

X̃0(1)� N =
(
M0 + PL′

0
DA∗

)
�N, X̃0(−1)� N =

(
M0 − PL′

0
DA∗

)
�N.

When A is a Hermitian contraction one has X0(±1) = ±I�DA0 and therefore the
soft and rigid extensions takes the form

AM =
(

A0 DA0K
∗
0

K0DA0 −K0A0K
∗
0 + D2

K∗
0

)
,

Aµ =
(

A0 DA0K
∗
0

K0DA0 −K0A0K
∗
0 − D2

K∗
0

)
.

(3.34)

Remark 3.10. In [22] the following family of noncontractive extensions of A was
considered

Â(λ)(ϕ + ϕλ) = Aϕ + λϕλ, ϕ ∈ H0, ϕλ ∈ Nλ, |λ| > 1.

It was proved in [22] that

AM = s -lim
λ↓1

Â(λ), Aµ = s -lim
λ↓1

Â(−λ)

and with respect to the orthogonal decomposition H = H0 ⊕ N the operators Aµ

and AM have the following block-matrix representations

Aµ =
(

A0 DA0K
∗
0 + (A0 − A∗

0)(A
∗
0 + I)−1DA0K

∗
0

K0DA0 −I + K0DA0(A∗
0 + I)−1DA0K

∗
0

)
,

AM =
(

A0 DA0K
∗
0 + (A0 − A∗

0)(A
∗
0 − I)−1DA0K

∗
0

K0DA0 I + K0DA0(A
∗
0 − I)−1DA0K

∗
0

)
,

where by the definition

(A0 − A∗
0)(A

∗
0 ± I)−1DA0 = lim

r↓1
(A0 − A∗

0)(A
∗
0 ± rI)−1DA0 ,

DA0(A
∗
0 ± I)−1DA0 = lim

r↓1
DA0(A

∗
0 ± rI)−1DA0 .
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Using the relations in Subsection 3.1 it can be proved that

DA0K
∗
0 + (A0 − A∗

0)(A
∗
0 ± I)−1DA0K

∗
0 = ±DA0X0(±1)K∗

0 ,

K0DA0(A
∗
0 ± I)−1DA0K

∗
0 ∓ I = ∓D2

K∗
0
± K0A

∗
0X0(∓1)K∗

0 .

Thus, these blocks coincide with corresponding blocks in (3.30).

Remark 3.11. 1) Let A be a Hermitian contraction. In [11] were parametrized
all contractive extensions T possessing the property T ∗ ⊃ A (quasi-selfadjoint
contractive extensions). In particular, the following result has been established.

Theorem. [11]. Let A be a Hermitian contraction and let β ∈ [0, π/2). Then the
formula

T =
AM + Aµ

2
+

1
2
(AM − Aµ)1/2Z(AM − Aµ)1/2 (3.35)

gives a bijective correspondence between all quasi-selfadjoint extensions T of A
from the class C(β) and all Z ∈ C(β) in the subspace ran (AM − Aµ).

From (3.34) it follows for a Hermitian A contraction the equalities

AM + Aµ

2
=
(

A0 DA0K
∗
0

K0DA0 −K0A0K
∗
0

)
,

AM − Aµ

2
=
(

0 0
0 DK∗

0

)
.

Hence from (3.35) we obtain the block-matrix representation of all quasi-selfadjoint
extensions T of the class C(β) for a Hermitian contraction A:

T =
(

A0 DA0K
∗
0

K0DA0 −K0A0K
∗
0 + DK∗

0
XDK∗

0

)
,

where X ∈ C(β) in the subspace DK∗
0
.

2) In [10] a description of all extensions T ∈ C(β) of a C(α) suboperator A
was given in the following form.

Theorem. [10]. Let T0 = (Aµ+AM )/2 and let ΘT0(z) be the characteristic function
of the contraction T0. Then the formula

T = T0 + DT∗
0
(I + ΘT0(1)Y T ∗

0 )−1ΘT0(1)Y DT0 (3.36)

gives a bijective correspondence between all extensions T of the class C(β) of C(α)-
suboperator A and all contractions Y ∈ L(DT0) that possess the properties:

kerY ⊃ DT0H0, (I + ΘT0(1)Y T ∗
0 )−1 ∈ L(DT0 ),

|((I − Y ∗) (ΘT0(−1) − ΘT0(1))−1 (ΘT0(−1) + ΘT0(+1)) (I − Y ) + Y − Y ∗)h, h)|
≤ tan β ‖DY h‖2

, h ∈ DT0 .

The operator Y = PH0 corresponds to AM and Y = Θ−1
T0

(1)ΘT0(−1)PH0 corre-
sponds to Aµ, where PH0 is the orthogonal projection in DT0 onto the subspace
H0 = {f ∈ DT0 : DT0f ∈ N}. When A is a Hermitian contraction (α = 0) the
formula (3.36) takes the form

T = T0 + DT0(I + Y T0)−1Y DT0 (3.37)
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where Y ∈ C(β) in the subspace DT0 , (I + Y T0)
−1 ∈ L(DT0), and kerY ⊃ DT0H0.

If in additional kerY ∗ ⊃ DT0H0 then (3.37) can be transformed into (3.35).

3) The next result has been established in [22].

Theorem. [22]. The following equivalence holds for an extension T of the C(α)-
suboperator A:

T ∈ C(β) ⇐⇒ T = Aµ + KPN and R−1
± (KPN + Q±) is a contraction,

where
R± = DA∗ ± i cotβ(APH0 − A∗) + cot2 βPN,

and
Q± = (Aµ ± i cotβI)PN.

Finally we note that the problem of a block-matrix representation of all
extensions of the class C(β), β ∈ [α, π/2) is still open.

4. Limit representations of the Friedrichs and Krĕın–von Neumann
extensions of a sectorial linear relation

Let S be a sectorial l.r. with the vertex at the origin and let Nλ(S) = H� ran (S−
λI) be the defect subspaces of S. Let us define the following family of extensions
of S:

S̃λ = S+̇
{〈

ϕλ,−zϕλ

〉
, ϕλ ∈ Nλ

}
, Re λ < 0. (4.1)

L.r. S̃λ are m-accretive. In fact, for x ∈ dom(S), ϕλ ∈ Nλ we have(
S̃λ(x + ϕλ), x + ϕλ

)
=
(
S(x), x

)
− λ
(
ϕλ, ϕλ

)
− 2iIm

[
λ
(
ϕλ, x

)]
and

Re
(
S̃λ(x + ϕλ), x + ϕλ

)
= Re

(
S(x), x

)
− Reλ

∥∥ϕλ

∥∥2 ≥ 0.

Besides,
S̃λ(x + ϕλ) − λ(x + ϕλ) = S(ϕ) − λx − 2Re λϕλ.

The definition of the defect subspace implies ran (S̃λ − λI) = H . Thus, S̃λ is m-
accretive. Note that in the case of a closed sectorial operator S the extensions S̃λ

take the form

dom (S̃λ) = dom(S)+̇Nλ(S),

S̃λ(x + ϕλ) = Sx − λϕλ, x ∈ dom (S), ϕλ ∈ Nλ(S).

Recall (see Introduction) that the Friedrichs and Krĕın–von Neumann extensions
of S are given by the the fractional-linear transformations of Aµ and AM :

SF = (I − Aµ)(I + Aµ)−1, SN = (I − AM )(I + AM )−1.
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Theorem 4.1. Let S be a sectorial l.r. with the vertex at the origin. Then for its
Friedrichs and Krĕın–von Neumann extensions the following strong resolvent limits
representations

SN = s -R - lim
λ→0

S̃λ, SF = s -R - lim
λ→∞

S̃λ,

S∗
N = s -R - lim

λ→0
S̃∗

λ, S∗
F = s -R - lim

λ→∞
S̃∗

λ

hold. The limits are nontangential to the imaginary axis.

Proof. Consider the linear fractional transformation A = (I − S)(I + S)−1. The
operator A is a C(α)-suboperator for some α. One can readily check the equalities

Nλ(S) = N1/z(A), S̃λ =
(
I − Ã(z)

)(
I + Ã(z)

)−1
, λ = (z − 1)(1 + z)−1,

where Ã(z) is defined by (7). This implies the relation

(S̃λ + I)−1 =
1
2
(I + Ã(z)).

Taking into account that

(SF + I)−1 =
1
2
(I + Aµ), (SN + I)−1 =

1
2
(I + AM ),

(S∗
F + I)−1 =

1
2
(I + A∗

µ), (S∗
N + I)−1 =

1
2
(I + A∗

M )

and applying (3.28) and (3.32) we get the assertion of Theorem 4.1. �

Remark 4.2. In [9] it is proved that the following conditions for S̃λ defined by
(4.1) are equivalent:

(i) the linear relation S̃λ is m-sectorial for some λ, Re λ < 0;
(ii) the linear relation S̃λ is m-sectorial for all λ, Re λ < 0;
(iii) dom (S∗) ⊆ D[SN ], where D[SN ] is the domain of the closure of the sesquilin-

ear form associated with SN ;
(iv) for all x ∈ dom (S) and some λ, Re λ < 0 holds

Re (S(x), x) ≥ k(λ)
∥∥PNλ

x
∥∥2,

where k(λ) > 0.

Remark 4.3. The resolvent formula for m-sectorial extensions of a densely defined
closed sectorial operator S under one of the conditions (i)–(iv) and Theorem 4.1
have been established in [9].
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[7] Yu.M. Arlinskĭı, On class of extensions of a C(α)-suboperators. Dokl. Akad. Nauk
Ukraine No. 8 (1992), 12–16 (Russian).
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A Variational Principle for
Linear Pencils of Forms

P. Binding and R. Hryniv

Abstract. Eigenvalues are characterized by a double extremum principle for
pencils a − λb under rather weak assumptions on the symmetric sesquilinear
forms a and b. For example, they can be indefinite and/or degenerate. The
treatment unifies many cases previously studied separately, and also gives new
eigenvalues previously uncharacterized.
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1. Introduction

Double extremum principles for the generalized eigenvalue problem

Ax = λBx

(A and B being self-adjoint operators in a Hilbert space H ) can be considered
classical in the “right-definite” case where B is positive definite. See, e.g., [WS]
for a general result characterizing eigenvalues as double extrema of the generalized
Rayleigh quotient

r(x) =
(Ax, x)
(Bx, x)

, (1.1)

and for a bibliography of the subject. We note that the denominator in (1.1) does
not vanish provided x �= 0.

Various authors have produced analogous results in cases when (Bx, x) can
vanish nontrivially. Already in 1904, Holmgren considered a case with B semidef-
inite, but the result is in general incorrect. See [Al, BEL, EL] for modern versions
involving partial differential and abstract operator equations. The study of indef-
inite inner product spaces has provided impetus for results with indefinite (but
invertible) B, and we refer to [KŠ, Kü] for an early special case involving a single

Research of P. B. partially supported by I.W. Killam Foundation and NSERC of Canada.
Research of R. H. partially supported by A. von Humboldt Foundation.
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extremum, and to [BHN] for a recent general treatment. Cases where B is indefi-
nite and noninvertible have also been treated (see [AM, BNY]), and linearisation
of (say quadratic) pencils frequently leads to such indefinite situations (cf. [BN1,
Section 1]).

We note that the methods used for many of the above results have been
rather different, and some (e.g., [BHN, BNY]) are technically involved. One of our
goals here is to simplify and unify the above situations. We achieve this in two
ways. One is to consider a form pencil p(λ) = a − λb rather than an operator
pencil P (λ) = A − λB. We remark that r(x) of (1.1), which is at the heart of the
extremum principles, involves forms, and that eigenvalues, although traditionally
expressed in terms of operators, can be defined via

a(x, y) = λb(x, y)

for an appropriate set of y. Indeed this is standard in the context of partial differ-
ential equations in variational form.

We spend the greater part of Section 2 setting up rather weak sets of equiv-
alent assumptions on a and b and in Section 3 we show that the situations cited
earlier, and others, do satisfy our assumptions. Roughly, we require that p(λ) be
closable and have a finite maximal dimension of nonpositivity on some real λ inter-
val. The main result (Theorem 2.6) is not of traditional form, but it is proved quite
simply. It gives equality of the quantities σk (roughly, the supremum-infimum of
a(x)/b(x) over subspaces of codimension k − 1) and τk (the supremum of those λ
for which p(λ) has maximal dimension of negativity less than k).

Armed with this, we proceed in Section 4 to characterize eigenvalues in terms
of the σk. It should be pointed out that when B ≥ 0, the kth eigenvalue λk is in
general given not by σk as in the case B > 0, but by σk+s where the “index shift” s
seems to have been observed first in [Al] in the partial differential equation context.
When B is indefinite, only certain eigenvalues νk can be characterized, again as
σk+s, and elaborate algorithms for “cancelling” the remaining eigenvalues have
been proposed, cf. [BHN]. Here we shall use two-parameter eigencurves to specify
the shift and cancellation quite simply. These curves are graphs of eigenvalues for
operators Aλ associated with p(λ), and νk is the maximal value of λ where the
(k + s)th curve intersects the λ-axis. We shall also show how to carry out these
calculations in terms of Jordan chains for p(λ), e.g., Jordan bases of B−1A when
this operator exists.

Our second goal is extension of known results. Our weak assumptions already
guarantee this, and for example we know of no previous treatment of elliptic (even
Sturm–Liouville) problems with unbounded indefinite weight functions vanishing
on sets of positive Lebesgue measure (see Example 3.3). In Section 5 we extend our
characterization to include eigenvalues previously cancelled, for a modified version
of σk. We know of no previous results of this type.

Throughout, we consider eigenvalues of “generalised positive type” (Defini-
tion 5.1), for which b(y) > 0 for appropriate y. Generalised negative type eigen-
values can be characterized by dual principles which will be left to the reader.
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2. An extremum principle for quadratic forms

We start with two symmetric sesquilinear forms a and b defined on a dense linear
subset D of a Hilbert space H under the assumptions (I) and (II) below.
(I) There exists an interval (m, M) such that a − λb is closable for every λ ∈

(m, M).
We write n−(t) for the maximal dimension of a subspace in D on which a given
symmetric form t is negative definite, and we call t quasi-uniformly positive (QUP
for short) if n−(t − ε) is finite for some ε > 0. Our second assumption is that
(II) For every λ ∈ (m, M), the form a − λb is QUP.

Before proceeding, we shall discuss some properties related to our assump-
tions.

Remark 2.1. Observe that a closable QUP form t is necessarily bounded below.
Indeed, we may assume that t is already closed on D(t) and non-degenerate (just
replace t with t−ε for a suitable ε > 0 if necessary). Let L − ⊂ D(t) be a subspace
of dimension n−(t) < ∞, on which t is negative definite. We put

L + = {x ∈ D(t) | t(x, y) = 0 for all y ∈ L −};
then t(x) ≥ 0 for all x ∈ L + and D(t) = L + � L − by [Bo, Lemma I.9.8]. In
fact, t is positive definite on L + [La, Theorem 5.2] and D(t) is a Hilbert space H1

with respect to the norm ‖x‖2
1 := −t(x−) + t(x+), where x = x− + x+, x± ∈ L ±.

It suffices to show that there is a constant C > 0 such that ‖x‖2 ≥ C‖x‖2
1 for

all x ∈ D(t) with t(x) ≤ 0. The result then follows from the inequalities t(x) ≥
−‖x‖2

1 ≥ −C−1‖x‖2.
Assume the contrary, i.e., that there is a sequence (xn) ⊂ D(t) such that

‖xn‖1 = 1, t(xn) ≤ 0, and ‖xn‖ → 0 as n → ∞. Without loss of generality we
may assume that xn converge weakly to some x in H1; since H1 is continuously
and densely embedded into H , it follows that xn converge weakly to x also in H ,
whence x = 0. Write xn = x−

n + x+
n with x±

n ∈ L ±; then x−
n converge weakly

(and hence strongly, by finite dimensionality of L −) to 0 in the space H1. Thus
t(x+

n ) ≤ −t(x−
n ) → 0 as n → ∞, whence ‖xn‖1 → 0, contradiction.

Thus (I) and (II) imply that the following stronger form of (I) holds.
(I′) As for (I), but with a − λb also bounded below for every λ ∈ (m, M).

We shall also consider a further strengthening of (I), viz.,
(I′′) As for (I′), and the domain of the closure (a−λb)̃ of a−λb does not depend

on λ.

Lemma 2.2. (I′) implies (I′′).

Proof. Take an arbitrary ν ∈ (m, M) and choose δ > 0 such that ν ± δ ∈ (m, M).
By assumption, there exist numbers γ± ∈ R such that

(a − νb)(x) ± δb(x) ≥ −γ±‖x‖2
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for all x ∈ D . From this we conclude that

∓b(x) ≤ 1
δ
(a − νb)(x) +

γ±
δ
‖x‖2,

whence

|b(x)| ≤ 1
δ
|(a − νb)(x)| + |γ+| + |γ−|

δ
‖x‖2,

so the form b is bounded relative to a − νb with relative bound not greater than
1/δ. Theorem VI.1.33 of [Ka] now shows that the domains of (a−λb)̃ and (a−νb)̃
coincide provided |λ− ν| < δ. Since ν was chosen arbitrarily in (m, M), the claim
follows. �

Thus when assuming (I) and (II), we may also assume (I′′). We remark that
under these assumptions the forms a and b themselves need not be closable.

A simple but useful alternative criterion for (I) and (II) is given by the fol-
lowing. We start with a weaker version which holds at a single point:
(III) there exists ν ∈ R such that a − νb is closable and QUP,
and we add the extra assumption
(IV) b is bounded relative to a − νb, i.e., there exist α, β ≥ 0 such that

|b(x)| ≤ β|(a − νb)(x)| + α‖x‖2

for all x ∈ D .

Lemma 2.3. (I) and (II) hold if and only if (III) and (IV) hold.

Proof. If (I) and (II) hold, then so does (I′), and the proof of Lemma 2.2 shows
that b is bounded relative to a − νb, for every ν ∈ (m, M).

In the reverse direction, assume (III) and (IV). Then the form a − λb will
also be closable for all real λ with |λ − ν| < 1/β by [Ka, Theorem VI.1.33]. Also,
by definition, there exist ε > 0 and a subspace H+ of finite codimension such that

(a − νb)(x) > ε‖x‖2

for all x ∈ D ∩ H+. Assuming that ε is sufficiently small (so that 2βε < α),
we conclude that for every λ with |λ − ν| < ε/(2α) and every x ∈ D ∩ H+ the
inequality

(a − λb)(x) = (a − νb)(x) + (λ − ν)b(x)

≥ (a − νb)(x) − ε

2α

[
β(a − νb)(x) + α‖x‖2

]
=
(
1 − βε

2α

)
(a − νb)(x) − ε

2
‖x‖2 ≥ ε

4
‖x‖2

holds. Thus both (I) and (II) continue to hold in the open ε/(2α)-neighborhood
of ν, which may be taken as (m, M). �

Having fixed the properties of the forms a and b, we shall proceed now with
the variational principle for the pencil a− λb. We emphasize that no assumptions
are made about definiteness or nondegeneracy of a and b.
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Lemma 2.4. The set {(a(x), b(x)) | x ∈ D} is a convex cone in R2.

Proof. After identification of (s1, s2) ∈ R2 with s1+is2 ∈ C the above set becomes
the range of the quadratic form a(x) + ib(x) on D and thus is convex by the
Toeplitz–Hausdorff theorem [Ka, Theorem V.3.1]. A direct proof is given in by
Atkinson [At, Theorem 2.8.1]. �

For any subspace S ⊆ H , define ı(S) as

inf{a(x)/b(x) | x ∈ S ∩ D , b(x) > 0} (2.1)

if the set {x ∈ S ∩ D , b(x) > 0} is nonempty and put ı(S) = −∞ otherwise.
Consider the following three conditions:

(i) b is strictly indefinite, and b(x) = 0 implies a(x) ≥ 0;
(ii) ı(H ) > −∞;
(iii) a − ı(H )b ≥ 0 on D .

It follows easily from Lemma 2.4 that (i) =⇒ (ii) =⇒ (iii). See also
Kühne [Kü], Krein–Šmulian [KŠ], and Uhlig [Uh] for a review of similar two-form
results. We shall need the second implication in the following form (see also [BY]
in a finite dimensional case):

Corollary 2.5. The inequality ı(S) > −∞ yields a(x) − ı(S)b(x) ≥ 0 for all x ∈
S ∩ D .

The main result of this section concerns the constructions

σk = sup{ı(S) | codimS = k − 1} (2.2)

and
τk = sup{λ ∈ (m, M) | n−(a − λb) < k}. (2.3)

Theorem 2.6. If σk and τk both give numbers in (m, M), then σk = τk and both
suprema in (2.2) and (2.3) are attained.

Proof. Assume that τk ∈ (m, M) and put dk := n−(a − τkb). Then by (II) dk is
finite and there is a dk-dimensional subspace L − on which (a−τkb)(x) < −ε‖x‖2,
for some ε > 0. Proceeding as in the proof of Lemma 2.3, we see that a − λb is
negative definite on L − for all λ sufficiently close to τk. Thus by the definition
of τk, dk < k so the supremum in (2.3) is attained.

Second, as in the proof of Remark 2.1, there exists a subspace L + of codi-
mension at most k − 1 such that

(a − τkb)(x) ≥ 0 (2.4)

for all x ∈ L +∩D . Choosing ξ in (τk, M), we have n−(a−ξb) ≥ k, so (a−ξb)(y) < 0
for some y ∈ L + ∩ D . Thus ξb(y) > a(y) ≥ τkb(y) whence b(y) > 0. Using (2.4)
we see that ı(L +) ≥ τk and σk ≥ τk.

Third, assume that a subspace S ⊆ H of codimension k − 1 satisfies ı(S) =
µ ∈ (m, M); Corollary 2.5 then shows that (a−µb)(x) ≥ 0 for all x ∈ S ∩D . Thus
a − µb is nonnegative on S so n−(a − µb) ≤ k − 1 < k. It follows that τk ≥ µ,
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whence τk ≥ σk and σk = τk. Moreover, in the notation of the second part of this
proof, the supremum in (2.2) is attained on any subspace of codimension k − 1 in
L + containing y. �

3. Operators

So far, we have dealt exclusively with forms, but there is an implicit connection
with operators, since in view of (I), (II), and Remark 2.1 the form a−λb is closable
and bounded below for λ ∈ (m, M). Thus [Ka, Theorem VI.2.1] shows that a self-
adjoint operator Aλ can be constructed from the closure of a − λb. Defining n−

and QUP for an operator via its form (restricted to the domain of the operator)
we see that Aλ is QUP.

We can formally write Aλ = A − λB, where A := A0 (if m < 0 < M –
otherwise we can translate the λ origin), but in general there may be no operator B.
In this section we give three examples from the literature where an operator B
does exist.

Example 3.1 (Right semidefinite case). We consider the situation of [EL] (cf. [Al,
BEL, BV] for related cases). Let A and B be symmetric operators in H defined
on D(A) and satisfying
(1a) A is self-adjoint and B ≥ 0.
(1b) B has bound zero relative to A, i.e., for every β > 0 there is α(β) such that

‖Bu‖ ≤ α(β)‖u‖ + β‖Au‖ for all u ∈ D(A).
(1c) For some real ν, A − νB is boundedly invertible and n−(A − νB) is finite.

By [Ka, Theorem VI.1.38], (1b) implies that the sesquilinear form b(x, y) :=
(Bx, y) is bounded relative to a with relative bound zero, so assumption (IV)
holds. Now by (1a) and [Ka, Theorems VI.1.27, 33] the form (a − νb)(x, y) :=
((A − νB)x, y) is closable on D := D(A).

Since a− νb is QUP by (1c), (III) holds and, in view of Lemma 2.3, so do (I)
and (II). In fact for all λ ∈ R the closure of a−λb has domain D(ã ) = D(|A|1/2),
i.e., the form domain of A. Moreover n−(a − λb) is obviously nondecreasing in λ,
so the largest possible interval (m, M) is given by m = −∞ and M = sup{λ ∈ R |
n−(a − λb) < ∞}.

Observe also that by (1c) the operator A − νB is bounded below and thus
by (1b) so is A. This was required explicitly in earlier references.

Example 3.2 (Krein space case). We consider the situation of [BHN] (cf. [BN1,
ĆN, La] for related cases). Let T be a self-adjoint operator on a Krein space K
(with inner product [·, ·]) satisfying
(2) For some real ν ∈ R, T − νI is QUP.

This is to be interpreted in terms of the form [(T − νI)x, x]. If K has a
fundamental symmetry J , then (x, y) := [Jx, y] makes K into a Hilbert space
which we denote by H . Further, A := JT and B := J are self-adjoint in H and
[(T − νI)x, x] = ((A − νB)x, x). Thus A − νB is QUP and since B (although
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indefinite in general) is bounded (and boundedly invertible) we can argue as for
Example 3.1 to see that (I)–(IV) hold.

To identify the maximal possible interval (m, M) on which (I) and (II) hold,
we recall first that (2) implies that T possesses a spectral function E [La]. This
function is defined on “admissible” intervals, i.e., with endpoints not in the finite
set of critical points, and takes values in the set of orthoprojectors in K . Moreover,
for an admissible interval ∆, the subspace E(∆) is invariant under T and the
restriction of T to E(∆) has no spectrum outside ∆.

For a subspace S of K , we denote by κ+(S) (resp. κ−(S)) the maximal
dimension of nonnegative (resp. nonpositive) subspaces of S and we set

κ±(λ) = inf{κ±(E(∆)) | ∆ � λ},
where ∆ runs through all admissible intervals. We claim that

m := sup{λ ∈ R | κ−(λ) = ∞}, M := inf{λ ∈ R | κ+(λ) = ∞}
give the maximal choice of (m, M). Indeed, by [BHN, Theorem A.3] assumption (2)
implies that m < M and that T − λI is QUP for all λ ∈ (m, M). If λ < m, we
can take admissible ∆ � m to the right of λ such that κ+ := κ+(E(∆)) < ∞.
Then T (restricted to Π := E(∆)) is self-adjoint in the Pontryagin space Π and
hence possesses a T -invariant nonpositive subspace L − of codimension κ+. The
spectral theorem for T [La] implies that T −λI is J-nonpositive on L −, so T −λI
is not QUP if λ < m, and similarly not if λ > M .

Example 3.3. (Sturm–Liouville problems with L1 coefficients). We consider the
problem

−(py′)′ + qy = λry (3.1)
on (0, 1) under the regularity conditions
(3) p > 0 and 1/p, q, r ∈ L1(0, 1).

This problem has an extensive literature developed particularly over the last
50 years. We write A for the self-adjoint operator in H = L2(0, 1) corresponding to
the left side of (3.1) with self-adjoint boundary conditions, and B for the operator
of multiplication by r. Now A − λB is self-adjoint on D(A), is bounded below,
and has discrete spectrum, and hence is QUP. Thus both (I) and (II) hold for all
λ ∈ R, and the maximal interval (m, M) is given by m = −∞ and M = ∞. In fact
the form domain of A can be taken as D . (This is characterized explicitly in [BĆ],
and consists of those y ∈ W 1

2 (0, 1) satisfying the essential boundary conditions
from A when p is bounded).

Note that in general B is unbounded, noninvertible, indefinite and (unless
r ∈ L2(0, 1)) unbounded relative to A, so that Examples 3.1 and 3.2 do not apply.
The analysis extends to more general regular or singular 2nth order ordinary
differential equations under the integrability conditions of [Na, Chapter V]. It also
gives a significant improvement on previous variational principles for uniformly
elliptic partial differential equations with indefinite weight functions, cf. [BN1, FL].
Here we may use the coefficient conditions of, say, [EE, Chapters VI, VII].
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Remark 3.4. Variational principles have been derived in various further situations
reducible to ours. For example, in the “uniformly left definite” case where A is
positive definite and A−1 and B are bounded [We], one can consider the right
definite operator pencil B − λ−1A which satisfies (III) and (IV) for negative ν :=
λ−1 of sufficiently large absolute value. In this case the “generalised Rayleigh
quotient” is of the form b(x)/a(x) and the denominator is uniformly positive for
x �= 0. A similar situation occurs where the quotient a(x)/(Ax, Ax) is sometimes
used to characterize eigenvalues of a boundedly invertible operators A. As shown
in [EL], this can be treated as in Example 3.1 via the pencil A − λ−1A2.

Variational principles for various nonlinear eigenvalue problems can be de-
rived via linearisation to the above examples, e.g., quadratic problems in [BN1,
BEL, EL] and problems with “floating singularities” in [EL]. Finally, we note that
much of the literature on variational principles for indefinite eigenvalue problems
treats finite dimensional cases, and the most general result we know of this type
is in [BNY]. Here A and B can both be indefinite and/or singular, but (III) and
(IV) follow as for Example 3.3.

4. Noncancelled eigenvalues

We define λ as an eigenvalue of the pencil p : λ 
→ a − λb if Aλx = 0 for some
nonzero x ∈ H . If b(x) > 0 for all such x, λ has positive type. Although The-
orem 2.6 is expressed in terms of the integer-valued function n−, it is useful to
have a continuous analogue provided by the eigencurves. We define −µk(λ) to be
the kth eigenvalue of Aλ (counted by multiplicity, µ1(λ) being maximal) whenever
n−(Aλ) is finite.

Lemma 4.1. The functions µk can be chosen holomorphic in a left (and also in a
right) neighborhood of any point of (m, M) where they are nonnegative.

Proof. The arguments of Section 2 (based on (I), (II), (IV) and Theorem VI.1.33
of [Ka]) show that a−λb is sectorial for λ in some complex neighborhood of (m, M).
Hence a−λb is a holomorphic family of type (a) in Kato’s sense, and so Aλ is holo-
morphic [Ka, Theorem VII.4.2]. Now the general machinery of [Ka, Chapter VII]
can be applied to the finite system of eigenvalues µ1(λ), . . . , µk(λ). �

Evidently n−(a−λb) = n−(Aλ) is the number of indices k for which µk(λ) >
0. Thus Theorem 2.6 and Lemma 4.1 give the following

Corollary 4.2. λ = σk is an eigenvalue of p satisfying µk(σk) = 0.

Remark 4.3. As noted in Theorem 2.6, the supremum in (2.2) is attained, say on
a subspace S. In the above notation, S is orthogonal to the eigenvectors corre-
sponding to the positive µj(λ) and is thus a nonnegative spectral subspace of Aλ.

The graph of µk is called the kth eigencurve. It is well known that for an
eigenvalue λ, the expressions µ′

k(λ±) (for those k satisfying µk(λ) = 0) equal
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b(uj) for appropriate uj ∈ N (Aλ). Thus λ is of positive type if and only if all
eigencurves through (λ, 0) have positive (left and right) slopes.

Example 4.4. Let us consider Example 3.1 again, and assume that Aλx = 0 for
some x �= 0. If b(x) = 0, then Bx = 0 so Aµx = 0 for all µ ∈ (m, M) contradicting
(1c). Thus b(x) > 0 and λ is an eigenvalue of positive type. If we index the
eigenvalues of p, counted by multiplicity, as λ1 ≤ λ2 ≤ · · · , and assume that
(m, M) is maximal, then Corollary 4.2 gives

λk = σk+s.

Here the “index shift” s is given by

s = #{j | µj(λ) > 0 for all λ ∈ (m, M)}, (4.1)

i.e., the number of eigencurves entirely above the interval (m, M) of the λ-axis. It
also follows that the integer valued function n− can be calculated explicitly via

n−(Aλ) = s + #{k | λk < λ}.
One can also specify the index shift s of (4.1) directly in terms of the forms

a and b which we shall regard as defined on D(a) := D(|A|1/2).

Proposition 4.5. The index shift s equals the maximal dimension d of a subspace
of the set D− := {x ∈ D(a) | b(x) = 0, a(x) ≤ 0}.
Proof. Since the number d does not change if we replace a by a − λb, we may
assume without loss of generality that λ1 > 0 and thus that s = n−(a). As a is
now nondegenerate, we have

s = max{dimL | L ⊆ D(a), a(x) ≤ 0 for all x ∈ L },
which shows that s ≥ d. The quadratic form b is bounded and nonnegative in
the Pontryagin space Π := D(a) with inner product [x, y] := a(x, y) and thus
b(x) = [B̃x, x] for some bounded nonnegative operator B̃. Since λ1 > 0 implies
that a − λb is nondegenerate for λ < 0, B̃ has no spectrum on the negative
semiaxis. As in [EL], we conclude now that there is an s-dimensional nonpositive
subspace L − in the kernel of B̃. But then b(x) = [B̃x, x] = 0 for every x ∈ L −,
so L − ⊆ D− and d ≥ s. �

Observe that the operator B̃ in the above proof is equal to (A)−1B, where
A and B are the closures of A and B respectively as operators from D(|A|1/2)
into D(|A|−1/2) (such closures exist since A and B are bounded below, cf. [Ka,
Ch. VI.1.5]). If D(B) ⊇ D(|A|1/2), then B coincides with B restricted to D(|A|1/2),
so the set {x ∈ D(a) : b(x) = 0} coincides with N (B)∩D(a), and thus we recover
a result in [EL, Theorem 3.1].

Returning to the general case, we note that λ = σk in Corollary 4.2 is in fact
the maximal solution of the equation µk(λ) = 0. If we “cancel” all eigenvalues of p
which are not such maximal solutions, then the noncancelled ones, say, ν1 ≤ ν2 ≤
· · · , are precisely the eigenvalues characterized by Corollary 4.2 and if (m, M) is
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maximal then νj = σj+s where s is given by (4.1). As we shall see, one can specify
the index shift, and the cancellation, in terms of properties of p that do not involve
all the eigencurve information.

Suppose initially that dimN (Aλk
) = 1, where λk is an eigenvalue of p in

(m, M), so µj(λk) = 0 for just one j. The leading term (of sign εk and degree
dk) in the Taylor expansion of µj about λk (for example, in half neighborhoods
of λk) determines the behavior of n−(a − λb) for λ near λk. Indeed, if we write
n−
± := n−(Aλk±) and n−

0 := n−(Aλk
), then n−

+ − n−
0 = 1 if εk > 0 and = 0

otherwise; n−
− − n−

0 = 1 if εk > 0 and dk is even, or εk < 0 and dk is odd, and = 0
otherwise. Adding all the contributions together in the case of nonsimple λk, we
have the following

Lemma 4.6. Let l±o (resp. l±e ) denote the number of eigencurves through (λk, 0) for
which ±εk > 0 and dk is odd (resp. even). Then

n−
+ − n−

0 = l+o + l+e , n−
− − n−

0 = l−o + l+e , n−
+ − n−

− = l+o − l−o .

It follows that knowledge of n−(m), n−(M) and the integers l±o and l±e at
each eigenvalue of p is enough to specify n−(a − λb) for each λ ∈ (m, M), and
hence to determine the shift and cancellation mentioned earlier.

Example 4.7. Let us return to Example 3.2. Then the dk and εk (and hence the
l±o and l±e ) may be determined from the Jordan decomposition of T restricted to
the root subspace at a given eigenvalue (of T , or equivalently, of p). Specifically,
dk is the block size and εk its signature, i.e., the sign of [x1, xdk

] for a Jordan basis
x1, . . . , xdk

of the given block. To see this, we may apply [GLR, Theorem I.3.19]
and [Ma, Section 108] to the appropriate (finite dimensional) Riesz projection of
T − λI. For further study of the variation of n−(A − λB) we refer to [BB, DG].

When T has only simple eigenvalues in (m, M), the rule for cancelling eigen-
values is to remove adjacent pairs (λ+

j , λ−
j+1), where the sign in the superscript

denotes the type, and repeat until no more (+,−) pairs remain. This leaves the
νj defined above, preceded by the minimal solutions of µj(λ) = 0, which are of
(generalised, as in Section 5) negative type and are characterized by a dual prin-
ciple. See [BHN] for details, and for the extension to nonsimple eigenvalues. The
shift s can also be calculated as the total number of cancelled pairs and nonreal
eigenvalue pairs of T . See [BN2] for a detailed study of this “minimal index”.

Example 4.8. In the situation of Example 3.3 there is in general no operator T ,
but shift and cancellation can be carried out via the µj as in Lemma 4.6. For
separated boundary conditions, the Prüfer angle θ(x, λ) is defined and θ(1, λ) is
continuous (hence constant) along the eigencurves. Thus for this case we also see
that σk is the maximal eigenvalue for which a corresponding eigenfunction has
k − 1 zeros in (0, 1). The index shift s is therefore the minimal number of zeros
which can be achieved by an eigenfunction. Calculations of some of the quantities
in Lemma 4.6 are given in [BLM] for a special case via the Prüfer angle and the
Titchmarsh–Weyl m-function.
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5. Generalised positive type eigenvalues

We start with the following

Definition 5.1. An eigenvalue λ has generalised positive type, if µj is increasing
in a right neighborhood of λ for at least one j satisfying µj(λ) = 0.

This means, in the notation of Section 4, that εk > 0 for at least one k with
µk(λ) = 0. The maximality in Theorem 2.6 shows that all eigenvalues characterized
by Corollary 4.2 are of generalised positive type, but not conversely in general
because of “cancellation”. Suppose λ+ is an arbitrary eigenvalue of this type, let λ∗
be the next greatest eigenvalue of p (or M if there is none), and choose α ∈ (λ+, λ∗).
It will be convenient to choose (m, M) as a maximal interval satisfying (I) and (II).

Now we choose a new eigenparameter ρ := (α − λ)−1 and replace the form
pair (a, b) by (b, αb − a). Note that

b − ρ(αb − a) = ρ(a − λb). (5.1)

By (5.1) we see that b−ρ(αb−a) satisfies analogues of (I) and (II) on the maximal
ρ interval ((α − m)−1,∞) ⊂ R+.

Let S be a subspace of H . To emphasize the dependence on a and b, we
shall replace the notation ı(S) from (2.1) et seq. by ı(S, a, b), and we shall write
ı(S, a, b, c) if c(x) > 0 is imposed in addition to b(x) > 0, for some quadratic
form c. We now apply Corollary 4.2 to obtain

(α − λ+)−1 = max
codimS=k−1

ı(S, b, αb − a) (5.2)

where k is such that λ+ = sup{λ ∈ (m, α) | n−(a − λb) < k}.
Since α − λ+ > 0, we can take b(x) > 0 in (5.2) and then straightforward

manipulations give

α − λ+ = min
codimS=k−1

(α − ı(S, a, b, αb − a)).

This leads us to our final

Corollary 5.2.

λ+ = max
codimS=k−1

ı(S, a, b, αb − a).

Thus λ+ is now characterized by a principle similar to that of Corollary 4.2,
but with (αb − a)(x) > 0, i.e., a(x)

b(x) < α, imposed in addition to b(x) > 0.

Remarks

1. We can express k in terms of “local” cancellation and shift, applied to the
interval (m, α) instead of (m, M).

2. Further eigenvalues below λ+ may be characterized via the restricted prin-
ciple of Corollary 5.2. Thus in general an eigenvalue has many characteriza-
tions, depending on the choice of α.

3. If (m, M) is not maximal then the above principles are modified in general.
For example, if m is increased to exceed the minimal eigenvalue ν1, then ν1
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is no longer characterized, but the shift index s is increased (by one if ν1 is
simple, and in general according to Lemma 4.6). Similarly if M is decreased,
then new eigenvalues may appear that were previously cancelled, as in Corol-
lary 5.2, but the “inf” operation is over a more restricted cone. We remark
that this result may be proved via a direct modification of Theorem 2.6, but
we have preferred the presentation given for the sake of clarity.
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Finite Deficiency Indices
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Abstract. Let A be a closed symmetric operator on a separable Hilbert space
with equal finite deficiency indices n(A) < ∞ and let J be an open subset
of R. It is shown that if there is a self-adjoint extension A0 of A such that
J is contained in the resolvent set of A0 and the associated Weyl function
of the pair {A, A0} is monotone with respect to J , then for any self-adjoint
operator R on some separable Hilbert space R obeying dim(ER(J)R) ≤ n(A)

there exists a self-adjoint extension Ã such that the spectral parts ÃJ and
RJ are unitarily equivalent. The result generalizes a corresponding result of
M.G. Krein for a single gap.
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1. Introduction

Let A be a densely defined symmetric operator in a separable Hilbert space H with
deficiency indices n+(A) = n−(A) ≤ ∞. We recall that a bounded open interval
J = (α, β) is called a gap for A if

‖2Af − (α + β)f‖ ≥ (β − α)‖f‖, f ∈ dom(A). (1)

If α → −∞, then (1) turns into (Af, f) ≥ β‖f‖2, for all f ∈ dom(A), meaning
that (−∞, β) is a gap for A if A is semi-bounded from below with the lower bound
β. The problem whether there exist self-adjoint extensions Ã of A preserving the
gap (α, β) has been extensively investigated in the middle of the thirties. It has
been positively solved by M. Stone, K. Friedrichs and H. Freudental for operators
semi-bounded from below (α = −∞) (see, [1, 19]) and by M.G. Krein [16] for the
case of a finite gap. The problem to describe completely the set ExtA(α, β) of all
self-adjoint extensions Ã of A preserving the gap has been solved by M.G. Krein
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[16], [17](see also [1],[19]) in the case J = (−∞, β) and in [14] for a finite gap
J = (α, β).

M.G. Krein [16] has investigated the spectrum of self-adjoint extensions Ã
within a gap J of a densely defined symmetric operator A with finite deficiency
indices. Namely, Krein has shown that if R is any self-adjoint operator on some
auxiliary separable Hilbert space R such that dim(ER(J)R) ≤ n, then there exists
a self-adjoint extension Ã such that the part RJ := R �ER(J)R of R is unitarily
equivalent to ÃJ := Ã � EÃ(J)H, i.e., ÃJ

∼= RJ , where ER(·) and EÃ(·) are the
spectral measures of R and Ã, respectively.

The result was generalized to the case of infinite deficiency indices in [7]. In
this case it was shown that if R is any self-adjoint operator with pure point spec-
trum, then there exists a self-adjoint extension Ã such that ÃJ

∼= RJ . Naturally,
the question arises whether we can put other kind of spectra into J , for instance,
absolutely continuous or singular continuous spectrum. This problem has been
investigated in a series of papers [2, 5, 7, 8, 9, 10]. For the class of (weakly) signif-
icant deficient symmetric operators (for the definition see [2, 8]) it was shown [2,
Theorem 6.2] that for any auxiliary self-adjoint operator R and any open subset
J0 ⊆ J there exists a self-adjoint extension Ã such that

Ãpp ∼= Rpp
J , (2)

Ãac
J

∼= Rac
J , (3)

σsc(Ã) ∩ J = J0 ∩ J (4)

where Rac, Ãac and Rpp, Ãpp denote the absolutely continuous and pure point
parts of R, Ã, respectively. Notice that the deficiency indices of (weakly) significant
deficient symmetric operators are always infinite. The assumption that A is a
(weakly) significant deficient symmetric operator was essentially used in the first
proof of (3) and (4). Later on this assumption was dropped for the third relation
(4), see [9]. However, one has to mention that the singular continuous spectrum
obtained in [9] belongs to a certain class of sets which excludes a wide class of
possible sets, for instance, Cantor sets.

In [10] an attempt was made to remove all these restrictions assuming that
the symmetric operator A has a special structure, namely,

A =
∞⊕

k=1

Sk on H =
∞⊕

k=1

Kk, (5)

where each of the operators Sk is unitarily equivalent to a fixed (i.e., k-independent)
densely defined closed symmetric operator S in a separable Hilbert space and S
has positive deficiency indices. If J is a gap of S (and therefore of Sk for every
k), then for any self-adjoint operator R on some separable Hilbert space R there
exists a self-adjoint extension Ã of A such that the relations (2) and (3) hold as
well as σsc(Ã)∩J = σsc(R)∩J , cf. [10, Theorem 10]. We note that if n±(S) < ∞,
then the operator A is not (weakly) significant deficient. Thus [10, Theorem 10]
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weakens considerable the property (4) for the special case (5). The proof relies on
a technique which is quite different from that of [2, 7, 8, 9] and which is called
the method of boundary triples and associated Weyl functions. We describe the
method briefly below.

The previous results advise the assertion that for any densely defined closed
symmetric operator A with infinite deficiency indices and gap J there is a self-
adjoint extension Ã such that the conditions (2), (3) and Ãsc

J
∼= Rsc

J are satisfied
for any auxiliary self-adjoint operator R. Indeed, this is true and was proved in
[5, Theorem 1], see also [6, Theorem 27]. In particular, Ã has the same spectrum,
the same absolutely continuous and singular continuous spectrum and the same
eigenvalues inside J as R.

Since for one gap the problem on the spectral properties of self-adjoint ex-
tensions is completely solved, naturally the question arises whether it is possible
to extend the results to the case of several gaps. It turns out that an analogous
statement is wrong if J is the union of disjoint gaps. In general, there does not even
exist a self-adjoint extension Ã of A such that J ⊂ ρ(Ã). Indeed, let us consider
the following example.

Example 1.1. Let H = L2((0, 1)). By A we denote the closed symmetric operator

(Af)(x) := −i d
dxf(x), x ∈ (0, 1),

f ∈ dom(A) := {f ∈ W 1
2 ((0, 1)) : f(0) = f(1) = 0},

which is simple and has deficiency indices (1, 1). We recall that a symmetric opera-
tor is simple if it is completely non-selfadjoint, that is, it does not exist a subspace
which reduces the operator to a self-adjoint one. We note that A∗ is given by
(A∗f)(x) := −i d

dxf(x), f ∈ dom(A∗) := W 1
2 ((0, 1)). If α ∈ [0, 2π), then one can

associated a self-adjoint extension A(α) of A defined by

dom(A(α)) := {f ∈ W 1,2((0, 1)) : f(1) = eiαf(0)}
and A(α) = A∗ � dom(A(α)). It turns out that the family {A(α)}α∈[0,2π) of self-
adjoint extension of A exhausts all of them. The spectrum of A(α) is discrete and
consists of isolated simple eigenvalues λn(α) = α + 2πn, n ∈ Z. Obviously, the
intervals

∆n(α) := (α + 2πn, α + 2π(n + 1)), n ∈ N, α ∈ [0, 2π),

are gaps of the symmetric operator A. Setting J := ∆0(0) ∪ ∆1(π) = (0, 2π) ∪
(3π, 5π) we get a union of gaps of A. The intervals ∆0(0) = (0, 2π) and ∆1(π) =
(3π, 5π) are disjoint. Moreover, one easily verifies that there is no self-adjoint
extension Ã of A such that J is gap of Ã. Moreover, if µ ∈ (0, π] ⊆ J , then
there is a self-adjoint extension Ã such that µ is an eigenvalue of Ã, however,
µ+4π ∈ ∆1(π) is also in eigenvalue of Ã. Similarly, if µ ∈ (π, 2π) is an eigenvalue,
then µ+2π ∈ ∆1(π) is an eigenvalue of Ã, too. In other words, putting by extension
an eigenvalue into ∆0(0) it automatically appears an eigenvalue in ∆1(π). However,
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choosing J = (0, π) ∪ (3π, 4π) it is not hard to see that for any µ ∈ J there is a
self-adjoint extension Ã such that µ is the unique eigenvalue of Ã in J .

Taking into account Example 1.1 we always assume that for the open set
J ⊆ R there exists a self-adjoint extension A0 of A such that J ⊆ ρ(A0) where
ρ(A0) denotes the resolvent set of A0. Under this assumption we are interested in
the following problem:

Problem 1.2. Let A be a closed symmetric operator on a separable Hilbert space H
with (equal) deficiency indices n±(A) and let J ⊆ ρ(A0) be an open subset of R.
Further, let R be a self-adjoint operator on a separable Hilbert space R satisfying
dim(ER(J)R) ≤ n(A) := n±(A). Does there exist a self-adjoint extension Ã of A

such that ÃJ
∼= RJ?

Due to Example 1.1 the answer to Problem 1.2 is in general no which means,
that the solution of this problem requires additional assumptions. To formulate
these additional assumptions we rely on the theory of abstract boundary condi-
tions:

Definition 1.3. Let A be a densely defined closed symmetric operator on H with
equal deficiency indices n±(A). A triple Π = {H, Γ0, Γ1} consisting of an auxiliary
Hilbert space H and linear mappings Γi : dom(A∗) −→ H, i = 0, 1, is called
a boundary triple for the adjoint operator A∗ if the following two conditions are
satisfied:

(i) The second Green’s formula takes place:

(A∗f, g) − (f, A∗g) = (Γ1f, Γ0g) − (Γ0f, Γ1g), f, g ∈ dom(A∗).

(ii) The mapping Γ := {Γ0, Γ1} : dom(A∗) −→ H ⊕ H, Γf := {Γ0f, Γ1f}, is
surjective.

Example 1.4. Let A be the symmetric operator A of Example 1.1 and let

Γ0f :=
f(0) − f(1)√

2
, Γ1f := i

f(0) + f(1)√
2

, f ∈ dom(A∗) = W 1
2 ((0, 1)). (6)

A straightforward computation verifies that Π = {H, Γ0Γ1}, H = C, is a boundary
triple for A∗.

If Π := {H, Γ0, Γ1} is a boundary triple for A∗, then A0 := A∗ � ker(Γ0)
or A1 := A∗ � ker(Γ1) define self-adjoint extensions of the symmetric operator A.
Moreover, it can be shown that there is bijective correspondence between the set
of self-adjoint extensions ExtA of A and the set of self-adjoint linear relations in
H given by Ã ←→ Θ := Γ(dom(Ã)). In particular, one has Ai ←→ Θi, i = 0, 1,
where Θ0 = {0} × H and Θ1 = H × {0}. In the following we use the notation
AΘ ←→ Θ. In particular, if Θ = G(B), where G(B) is the graph of a densely
defined self-adjoint operator B on H, then we write AB := AG(B).
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Example 1.5. Let Π = {H, Γ0, Γ1}, H = C, the boundary triple of Example 1.4.
We find that

dom(A0) = {W 1
2 ((0, 1)) : f(0) = f(1)}

and

dom(A1) = {W 1
2 ((0, 1)) : f(0) = −f(1)}.

Since any self-adjoint linear relation Θ in H either coincides with Θ0 or is of the
form Θ = G(B), Bξ = bξ, ξ ∈ C, b ∈ R, we get that any extension Ã coincides
either with A0 or is given by the domain

dom(Ã) = {W 1
2 ((0, 1)) : f(1) =

b − i

b + i
f(0)}, b ∈ R,

which corresponds to Example 1.1. Notice that A0 = A(0) and A1 = A(π).

We note that for each pair {A, A0} consisting of a symmetric operator A
and a self-adjoint extension A0 there is boundary triple Π = {H, Γ0, Γ1} such that
A0 = A∗ � ker(Γ0). In particular, if B is a bounded self-adjoint operator and the
self-adjoint extension Ã corresponds to the graph G(B), then one verifies that
ΠB = {H, ΓB

0 , ΓB
1 }, ΓB

0 := BΓ0 − Γ1, ΓB
1 := Γ0, is a boundary triple for A∗ such

that dom(Ã) = ker(ΓB
0 ).

Having fixed a boundary triple Π for A∗ one associates a so-called Weyl
function M(·) : ρ(A0) −→ [H] with it where [H] denotes the set of bounded
operators on H.

Definition 1.6. ([13, 14]) Let A be a densely defined closed symmetric operator
on H and let Π = {H, Γ0, Γ1} be a boundary triple for A∗. The unique mapping
M(·) : ρ(A0) −→ [H] defined by

Γ1fz = M(z)Γ0fz, fz ∈ Nz = ker(A∗ − z), z ∈ ρ(A0),

is called the Weyl function corresponding to the boundary triple Π for A∗.

It is well known (cf. [13, 14]) that the above implicit definition of the Weyl
function is correct and that M(·) is a Nevanlinna function.

We recall that an operator-valued function F : C+ −→ [H] is said to be a
Nevanlinna function [1, 18, 20] if it is holomorphic and takes values in the set of
dissipative operators on H, i.e.,

�m(F (z)) :=
F (z) − F (z)∗

2i
≥ 0, z ∈ C+.

If F (·) is a Nevanlinna function, then there exists an unbounded operator measure
ΣF (·) : Bb(R) −→ [H] defined on the bounded Borel sets of R, which obeys

TF :=
∫ +∞

−∞

1
1 + t2

dΣF (t) ∈ [H], (7)
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as well as operators Ck = C∗
k ∈ [H], k = 0, 1, C1 ≥ 0, such that the representation

F (z) = C0 + C1z +
∫ +∞

−∞

(
1

t − z
− t

1 + t2

)
dΣF (t), z ∈ C+, (8)

holds. The representation (8) is a generalization (see [12]) of a well-known result
for scalar Nevanlinna functions (cf. [1, 4, 18, 20]). The integrals in (7) and (8) are
understood in the strong sense. The measure ΣF (·) is uniquely determined by the
Nevanlinna function F (·). By supp(F ) we denote the topological (minimal closed)
support of ΣF . Since supp(F ) is closed the set OF := R \ supp(F ) is open. The
Nevanlinna function F (·) admits an analytic continuation to OF given by

F (λ) = C0 + C1λ +
∫ +∞

−∞

(
1

t − λ
− t

1 + t2

)
dΣF (t), λ ∈ OF . (9)

If F (·) is a Weyl function, that is F (·) = M(·), then one has in addition that
C1 = 0 and 0 ∈ ρ(�m(M(i))). Since TM = �m(M(i)) we find that the operator T
is boundedly invertible for Weyl functions.

Notice that if A is simple, then the Weyl function M(·) of the boundary triple
Π determines the pair {A, A0} uniquely up to unitary equivalence (cf. [13, 14]).

Example 1.7. With respect to the boundary triple of Example 1.4 one easily verifies
that the associated Weyl function is scalar and given by

m(z) = −cos(z/2)
sin(z/2)

= − cot(z/2), z ∈ C+.

For the scalar Weyl function m(·) the measure Σm of the representation (8) is a
scalar atomic Borel measure µ such that supp(µ) = ∪n∈Z{2nπ} and µ({2nπ}) = 2.
Indeed, from the representation

m(z) =
∫ +∞

−∞

(
1

t − z
− t

1 + t2

)
dµ(t), z ∈ C+,

we obtain

m(z) = 2
∑
n∈Z

(
1

2nπ − z
− 2nπ

1 + 4n2π2

)
.

Hence

m(z) = −2
z
− 2

∞∑
n=1

(
1

z − 2nπ
+

1
z + 2nπ

)
.

which yields

m(z) = − 1
z/2

−
∞∑

n=1

(
1

1
2z − nπ

+
1

1
2z + nπ

)
.

By [15, XII.441.9] we immediately get that m(z) = − cot(z/2), z ∈ C+. The
Weyl function m(·) admits an extension to Om = R \ ∪n∈Z{2nπ} defined by
m(λ) = − cot(λ/2), λ ∈ Om, which is periodic with period 2π.

In fact, from the Weyl function one can obtain all information on the self-
adjoint extension A0, in particular, on the spectrum σ(A0).
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Proposition 1.8. Let A be a simple closed symmetric operator and let Π={H,Γ0,Γ1}
be a boundary triple for A∗ with Weyl function M(λ). Suppose that Θ is a self-
adjoint linear relation in H and λ ∈ ρ(A0). Then

(i) σ(A0) = supp(M).
(ii) λ ∈ ρ(AΘ) if and only if 0 ∈ ρ(Θ − M(λ)).
(iii) λ ∈ στ (AΘ) if and only if 0 ∈ στ (Θ − M(λ)), τ ∈ {p, c}.

Here we denote by σp(·) and σc(·) the point and the continuous spectrum.

Example 1.9. Let Π be the boundary triple of Example 1.4. From Proposition 1.8
(i) and Example 1.7 we restore that σ(A0) = ∪n∈Z{2nπ}.

Let Θ be a self-adjoint linear relation in H different from Θ0. In this case
we have Θ = G(B) where B is defined in Example 1.5. Taking into account
Proposition 1.8 we find for the self-adjoint extension Ã ←→ G(B) that λ ∈ ρ(Ã)∩
ρ(A0) if and only if m(λ) �= b or cot(λ/2) �= −b.

In terms of the Weyl function it becomes clear why it can happen that putting
by extension an eigenvalue into J one gets automatically further eigenvalues in J .

Example 1.10. Let J be an open set such that J ⊆ ρ(A0). Then for any µ ∈ J

there is a self-adjoint extension Ã of A such that µ ∈ J is the unique eigenvalue
of Ã in J if and only if the restricted Weyl function mJ(·) := m(·�J) : J −→ R is
injective. One easily verifies that this is equivalent to the following monotonicity
property: for any two component intervals J1 and J2 of the open set J one has
either m(λ1) < m(λ2) or m(λ1) > m(λ2), λ1 ∈ J1, λ2 ∈ J2, which is a kind of
monotonicity of the restricted Weyl function mJ(·). Notice that for the open set
J = (0, 2π)∪ (3π, 5π), cf. Example 1.1, this monotonicity property is not satisfied
but for J = (0, π) ∪ (3π, 4π), cf. Example 1.1.

The last formulation admits an extension to the class of Nevanlinna functions.

Definition 1.11. A Nevanlinna function F (·) is monotone with respect to the open
set J ⊆ OF if for any two component intervals J1 and J2 of J one has either
F (λ1) ≤ F (λ2) or F (λ1) ≥ F (λ2) for all λ1 ∈ J1 and λ2 ∈ J2.

We note that inside of a component interval one always has monotonicity,
i.e., F (λ1) < F (λ2) for λ1, λ2 ∈ J0 and λ1 < λ2 where J0 is a component interval
of J .

Let L ∈ N ∪ ∞ be the number of component intervals of J . Obviously, if
F (·) is monotone with respect to J and L < ∞, then there exists an enumeration
{Jk}L

k=1 of the components of J such that

F (λ1) ≤ F (λ2) ≤ · · · ≤ F (λL)

holds for {λ1, λ2, . . . , λL} ∈ J1 × J2 × · · · × JL. If L = ∞, then it can happen that
such an enumeration does not exist.

In [3] Problem 1.2 was solved under the additional assumptions that A admits
a boundary triple such that the corresponding Weyl function is monotone and of
scalar-type. A Nevanlinna function F : C+ −→ [H] is of scalar-type if there is



92 J.F. Brasche, M.M. Malamud and H. Neidhardt

scalar Nevanlinna function m(·) such that

F (z) = m(z)IH, z ∈ C+,

where IH is the identity on H.

Theorem 1.12 (Theorem 4.4 of [3]). Let A be a densely defined closed symmetric
operator in a separable Hilbert space H with equal deficiency indices n±(A) =:
n(A). Further, let Π = {H, Γ0, Γ1} be a boundary triple for A∗ with scalar-type
Weyl function M(·) = m(·) IH. If the Weyl function M(·) is monotone with respect
to the open set J ⊆ OM (⊂ ρ(A0)), then for any auxiliary self-adjoint operator R
on some separable Hilbert space R obeying dim(ER(J)R) ≤ n(A) there exists a
self-adjoint extension Ã of A such that ÃJ

∼= RJ .

The assumption that the Weyl function has to be of scalar-type is very re-
strictive. Indeed, in [3] it was shown that this implies a special structure of the
symmetric operator A.

Proposition 1.13 (Proposition 4.8 of [3]). Let A be a simple symmetric operator
in H with equal deficiency indices n±(A) =: n(A) and let Π = {H, Γ0, Γ1} be a
boundary triple for A∗. The corresponding Weyl function M(·) is of scalar-type if
and only if A and A0 := A∗ �ker(Γ0) admit the decompositions

A =
n(A)⊕
k=1

Sk and A0 =
n(A)⊕
k=1

Sk,0 (10)

such that
(i) Sk, k = 1, 2, . . . , n(A), are closed symmetric operators with deficiency indices

n±(Sk) = 1 which are unitarily equivalent to each other,
(ii) Sk,0, k = 1, 2, . . . , n(A), are self-adjoint extensions of Sk which are unitarily

equivalent to each other,
(iii) there is a boundary triple Πk ={Hk,Γk

0 ,Γ
k
1} for S∗

k and each k=1,2,...,n(A),
such that Sk,0 = S∗

k �ker(Γk
1) and the corresponding Weyl function coincides

with m(·) for each k = 1, 2, . . . , n(A).
The decomposition (10) is not unique.

We note that Theorem 1.12 and Proposition 1.13 in fact improve the results
of [10], cf. (5). The assumption that A admits a scalar-type Weyl function has far
going spectral implications beyond the gap.

Theorem 1.14 (Theorem 5.2 of [3]). Let A be a simple symmetric operator in H
with infinite deficiency indices. Further, let Π = {H, Γ0, Γ1} be a boundary triple
for A∗ with scalar-type Weyl function M(z) = m(z)IH, z ∈ C+, and let B be a
densely defined self-adjoint operator.

(i) Then σac(AB) ⊃ σac(A0), A0 := A∗ �ker(Γ0) where σac(·) denotes the abso-
lutely continuous spectrum of an operator.

(ii) If the operator B is purely absolutely continuous, then the self-adjoint exten-
sion AB is purely absolutely continuous, too.
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Further one has

Theorem 1.15 (Theorem 5.6 of [3]). Let A be a simple symmetric operator in H
with infinite deficiency indices. Further, let Π = {H, Γ0, Γ1} be a boundary triple
for A∗ with scalar-type Weyl function M(z) = m(z)IH, z ∈ C+, and let B be a
densely defined self-adjoint operator.

(i) If B is singular, i.e., Bs = B, then the absolutely continuous parts Aac
B and

Aac
0 are unitarily equivalent, in particular, σac(AB) = σac(A0).

(ii) If B and A0 are singular, then AB is singular.
(iii) If B is pure point and the spectrum of A0 consists of isolated eigenvalues,

then AB is pure point.

In [3] it was conjectured that already the monotonicity assumption is suffi-
cient to solve the Problem 1.2. In the following we make a first step to verify this
conjecture for the special case that the deficiency indices are finite.

2. Finite deficiency indices

Let us assume that A is a densely defined closed symmetric operator on H with fi-
nite or infinite equal deficiency indices. Further, let Π = {H, Γ0, Γ1} be a boundary
triple for A∗. Let B be a bounded self-adjoint operator on H. Let AB be the self-
adjoint extension which corresponds to the linear self-adjoint relation Θ = G(B),
i..e. AB ←→ G(B). The boundary triple ΠB := {H, ΓB

0 , ΓB
1 }, ΓB

0 := BΓ0 − Γ1,
ΓB

1 := Γ0, has the property that dom(AB) = ker(ΓB
0 ). One easily verifies that the

Weyl function to the boundary triple ΠB is given by

MB(z) = (B − M(z))−1, z ∈ C+,

Let µ ∈ ρ(A0) and B := M(µ). We consider the self-adjoint extension Aµ :=
AM(µ). The corresponding boundary triple is given by Πµ := ΠM(µ) = {H, Γµ

0 :=
ΓM(µ)

0 , Γµ
1 := ΓM(µ)

1 } where Γµ
1 := Γ1 and Γµ

0 = M(µ)Γ0−Γ1 and the corresponding
Weyl function Mµ(·) := MM(µ)(·) by

Mµ := (M(µ) − M(z))−1, z ∈ C+. (11)

Lemma 2.1. Let A be a simple symmetric operator in H with equal deficiency
indices n±(A) ≤ ∞. Further, let Π = {H, Γ0, Γ1} be a boundary triple for A∗ with
function M(·). If the Weyl function M(·) is monotone with respect to J ⊆ ρ(A0)
and µ ∈ J , then the Weyl function Mµ(·) is monotone with respect to Jµ := J\{µ}.

Proof. Since J is open it admits a decomposition into component intervals Jk,

J =
L⋃

k=1

Jk, L ∈ N ∪∞.

If M(·) is monotone with respect to J , then for any two component intervals J
and J ′ we have either M(λ) ≤ M(λ′) or M(λ′) ≤ M(λ) for λ ∈ J and λ′ ∈ J ′.
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Let µ ∈ Jm, 1 ≤ m ≤ L. We set

J̃k :=

⎧⎪⎪⎨⎪⎪⎩
Jr, r = 1, . . . , m − 1
Jm \ [µ,∞), r = m,
Jm \ (−∞, µ], r = m + 1,
Jr−1, r = m + 2, . . . , L + 1

Further we note that (M(λ) − M(λ′))−1 exist and is bounded provided λ, λ′ ∈ J

and λ �= λ′. If λl ∈ J̃l and λn ∈ J̃n, l, n ∈ {1, . . . , L + 1}, then either

M(µ) ≤ M(λl) ≤ M(λn),
M(λl) ≤ M(µ) ≤ M(λn),
M(λl) ≤ M(λn) ≤ M(µ)

(12)

or
M(µ) ≤ M(λn) ≤ M(λl),
M(λn) ≤ M(µ) ≤ M(λl),
M(λn) ≤ M(λl) ≤ M(µ)

(13)

for λl ∈ J̃l and λn ∈ J̃n. Obviously, one gets from (12) and (13) that either

(M(µ) − M(λl))−1 ≤ (M(µ) − M(λn))−1

or
(M(µ) − M(λn))−1 ≤ (M(µ) − M(λl))−1

for λl ∈ J̃l and λn ∈ J̃n, l, n ∈ {1, . . . , L + 1}, which proves the monotonicity of
Mµ(·) with respect to Jµ. �

Remark 2.2. We note that either Mµ(λ) ≥ 0 or Mµ(λ) ≤ 0 for λ ∈ J̃k where J̃k is
a component interval of Jµ.

Lemma 2.3. Let A be a simple symmetric operator in H with equal deficiency
indices n±(A) ≤ ∞. Further, let Π = {H, Γ0, Γ1} be a boundary triple for A∗ with
Weyl function M(·). If µ ∈ J ⊆ ρ(A0), then Aµ is given by

Aµ = A∗ �(dom(A) + Nµ) (14)

and µ is an eigenvalue of Aµ with eigenspace Nµ.
If the Weyl function M(·) is monotone with respect to J ⊆ ρ(A0) and µ ∈ J ,

then σ(Aµ) ∩ J = {µ}.
Proof. Let H := A∗ �(dom(A)+Nµ). A straightforward computation shows that H
is symmetric and closed. Since dom(A∗) = dom(A)+Nµ = dom(H) we get that H
is self-adjoint. Since ker(A∗−µ) = Nµ we obtain that ker(H−µ) = Nµ which shows
that µ is an eigenvalue of H with eigenspace Nµ. Since dom(Aµ) = ker(Γµ

0 ) =
ker(M(µ)Γ0 − Γ1) we find that M(µ)Γ0h − Γ1h = (M(µ) − M(µ))Γ0h = 0 for
h ∈ Nµ. Hence dom(Aµ) ⊇ Nµ which implies dom(Aµ) ⊇ dom(A)+Nµ = dom(H).
It follows that Aµ ⊇ H which shows that Aµ = H .

By Proposition 1.8 one has λ ∈ ρ(Aµ) for λ ∈ ρ(A0) if and only if 0 ∈
ρ(M(µ) − M(λ)). Since (M(µ) − M(λ))−1 exists and is bounded for µ �= λ ∈ J
one has 0 ∈ ρ(M(µ) − M(λ)) for λ ∈ J \ {µ}. Hence J \ {µ} ⊆ ρ(Aµ). �
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The considerations below are based on a lemma which immediately follows
from Lemma 4.3 of [3].

Lemma 2.4. Let A be a densely defined closed symmetric operator on a separa-
ble Hilbert space H with equal deficiency indices. Further, let Π = {H, Γ0, Γ1} be
a boundary triple for A∗ with Weyl function M(·). If Â is a closed symmetric
extension of A obeying

A ⊆ Â ⊆ A0, (dom(A0) = ker(Γ0)),

then there is a boundary triple Π̂ = {Ĥ, Γ̂0, Γ̂1} such that one has A0 = Â0 :=
Â∗ � ker(Γ̂0) and the associated Weyl function M̂(·) is monotone with respect to
J ⊆ OM provided M(·) is monotone with respect to J .

Let µ ∈ Jm, 1 ≤ m ≤ L, where Jm is a component interval of the open set
J ⊆ ρ(A0). We consider the symmetric operator

Âµ := A∗ � dom(Âµ), dom(Âµ) := dom(A) + N̂µ (15)

where N̂µ is a subspace of Nµ = ker(A∗ − µ). The operator Âµ is symmetric and
closed. We note that A∗ � N̂µ = µIN̂µ

where IN̂µ
is the identity on the subspace N̂µ.

Lemma 2.5. Let Âµ, µ ∈ Jm ⊆ J ⊆ ρ(A0), be the closed symmetric operator defined
by (15). Then with respect to the decomposition H = N̂µ ⊕ N̂⊥

µ the operator Âµ

admits the representation
Âµ = µIN̂µ

⊕ Gµ (16)

where Gµ is a closed symmetric operator with deficiency indices n±(Gµ)=dim(Nµ�
N̂µ) and gap Jm. Moreover, µ is an eigenvalue of Âµ with eigenspace N̂µ and mul-
tiplicity dim(N̂µ).

Proof. Since σ(µIN̂µ
) ⊂ Jm we obtain from Lemma 2.1 of [2] that the operator

Âµ admits the decomposition (16). Since ker(Â∗
µ − µ) = Nµ and

Â∗
µ = µIN̂µ

⊕ G∗
µ (17)

we get that
Nµ = N̂µ ⊕ ker(G∗

µ − µ)

which yields
ker(G∗

µ − µ) = Nµ � N̂µ (18)

and
n±(Gµ) = dim(ker(G∗

µ − µ)) = dim(Nµ � N̂µ). (19)

From (16) we see that µ is an eigenvalue of the extension Âµ with eigenspace N̂µ

and multiplicity dim(N̂µ). �
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Lemma 2.6. Let A be a simple symmetric operator in H with equal deficiency
indices n±(A). Further, let Π = {H, Γ0, Γ1} be a boundary triple for A∗ with Weyl
function M(·) and let µ ∈ J ⊆ ρ(A0). If the Weyl function M(·) is monotone with
respect to J , then the closed symmetric extension Âµ of A defined by (15) admits a
boundary triple Π̂µ = {Ĥµ, Γ̂µ

0 , Γ̂µ
1} with a Weyl function M̂µ(·) which is monotone

with respect to Jµ := J \ {µ}.
Proof. The self-adjoint extension Aµ defined by Lemma 2.1 is also an extension of
Âµ defined by (15). Indeed, from (14) we obtain that dom(A) + Nµ ⊆ dom(Aµ)
which yields dom(Âµ) ⊆ dom(Aµ). Applying Lemma 2.1 and Lemma 2.4 we com-
plete the proof. �

Notice that the symmetric operator Âµ defined by (15) is not simple because
it contains at least the self-adjoint part µIN̂µ

, cf. decomposition (16). However,
this does not mean that Gµ is simple because it can happen that Gµ contains
further self-adjoint parts.

Next we are going to show that the boundary triple Π̂µ = {Ĥµ, Γ̂µ
0 , Γ̂µ

1} is in
fact a boundary triple for G∗

µ

Corollary 2.7. If Π̂µ = {Ĥµ, Γ̂µ
0 , Γ̂µ

1} is the boundary triple for Â∗
µ of Lemma 2.6,

then Π̂′
µ := {Ĥµ, Γ̂

′µ
0 , Γ̂

′µ
1 }, Γ̂

′µ
0 := Γ̂µ

0 � dom(G∗
µ), Γ̂

′µ
1 := Γ̂µ

1 � dom(G∗
µ), is a

boundary triple for G∗
µ with the same associated Weyl function M̂µ(·) (which is

monotone with respect to Jµ := J \ {µ}).

Proof. To show this it is sufficient to verify that Γ̂µ
0dom(N̂µ) = Γ̂µ

1dom(N̂µ) = 0.
By Definition 1.3 the boundary triple Π̂µ = {Ĥµ, Γ̂µ

0 , Γ̂µ
1} satisfies Green’s formula

(Â∗
µf, g) − (f, Â∗

µg) = (Γ̂µ
1f, Γ̂µ

0 g) − (Γ̂µ
0f, Γ̂µ

1g)

and the mapping Γ̂µ = {Γ̂µ
0 , Γ̂µ

1} is surjective. Let f ∈ N̂µ and g ∈ dom(Â∗
µ). We

find
(Â∗

µf, g) − (f, Â∗
µg) = µ(f, g) − (f, Â∗

µg) = µ(f, g) − (Âµf, g) = 0
which implies

0 = (Γ̂µ
1f, Γ̂µ

0g) − (Γ̂µ
0f, Γ̂µ

1g), f ∈ N̂µ g ∈ dom(Â∗
µ).

Hence
0 = (Γ̂µf, E0Γ̂µg)

where E0Γ̂µg := {−Γ̂µ
1g, Γ̂µ

0g}, g ∈ dom(Â∗
µ). Since the operator E0 is unitary it

follows that ran(E0Γ̂µ) = Ĥµ × Ĥµ. Therefore we find that Γ̂µf = 0, f ∈ N̂µ. �

Because M̂µ(·) is monotone with respect to Jµ the self-adjoint extension
Gµ,0 := G∗

µ �ker(Γ̂
′µ
0 ) of Gµ contains Jµ in its resolvent set, i.e., Jµ ⊆ ρ(Gµ,0).

Finally, we note that the boundary triple Π̂µ = {Ĥµ, Γ̂µ
0 , Γ̂µ

1} with Weyl
function M̂µ(·) of Lemma 2.6 can be calculated from the boundary triple Πµ =
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{H, Γµ
1 , Γµ

1} and the Weyl function Mµ(·) defined by (11) explicitly. To see this we
put L := Γµ

1dom(Âµ). By πµ we denote the orthogonal projection from H onto
Ĥµ = H�L. Further, we set Γ̂µ

0 := Γµ
0 �dom(Â∗

µ) and Γ̂µ
1 := πµΓµ

1 �dom(Â∗
µ). One

verifies that the so defined triple Π̂µ = {Ĥµ, Γ̂µ
0 , Γ̂µ

1} is a boundary triple for Â∗
µ.

Its Weyl function M̂(·) is given by

M̂µ(z) = πµMµ(z)�Ĥµ, z ∈ C+. (20)

Since the Weyl function Mµ(·) is monotone with respect to Jµ by Lemma 2.1 one
gets that M̂µ(·) is monotone with respect to Jµ, too.

Lemma 2.8. Let A be a simple symmetric operator in H with equal deficiency
indices n±(A). Further, let Π = {H, Γ0, Γ1} be a boundary triple for A∗ with Weyl
function M(·) and let µ ∈ J ⊆ ρ(A0). If the Weyl function M(·) is monotone with
respect to J , then the closed symmetric extension Âµ of A defined by (15) admits a
boundary triple Π̃µ = {H̃µ, Γ̃µ

0 , Γ̃µ
1} with a Weyl function M̃µ(·) which is monotone

with respect to J .

Proof. Let us introduce the triple Π̃µ := {H̃µ, Γ̃µ
0 , Γ̃µ

1} defined by H̃µ; = Ĥµ, Γ̃µ
0 :=

−Γ̂µ
1 and Γ̃µ

1 := Γ̂µ
0 which arises from Π̂µ,B = {Ĥµ, Γ̂µ,B

0 , Γ̂µ,B
1 } by setting B = 0.

The associated Weyl function M̃µ(·) is given by

M̃µ(z) = −(M̂µ(z))−1, z ∈ C+. (21)

Let us show that M̃µ(·) is monotone with respect to Jµ using the monotonicity
of M̂µ(·) with respect to Jµ. By Remark 2.2 the open set Jµ can be divided into
two disjoint open subsets J+

µ and J−
µ , J+

µ ∪ J−
µ = Jµ, such that M̂µ(λ) ≥ 0 for

λ ∈ J+
µ and M̂µ(λ) ≤ 0 for λ ∈ J−

µ . Let J̃k and J̃l are component intervals of Jµ.
If J̃k ⊆ J+

µ and J̃l ⊆ J−
µ , then

M̂µ(λ) ≥ 0 ≥ M̂µ(λ′), λ ∈ J̃k, λ′ ∈ J̃l,

which proves
M̃µ(λ) ≤ 0 ≤ M̃µ(λ′), λ ∈ J̃k, λ′ ∈ J̃l. (22)

If J̃k ⊆ J−
µ and J̃l ⊆ J+

µ , then we similarly prove that

M̃µ(λ) ≥ 0 ≥ M̃µ(λ′), λ ∈ J̃k, λ′ ∈ J̃l. (23)

If J̃k ⊆ J+
µ and J̃l ⊆ J+

µ , then it follows from the monotonicity of M̂µ(·) with
respect to Jµ that either

M̂µ(λ) ≥ M̂µ(λ′) ≥ 0, or M̂µ(λ′) ≥ M̂µ(λ) ≥ 0, λ ∈ J̃k, λ′ ∈ J̃l,

which yields either

M̃µ(λ′) ≤ M̃µ(λ) ≤ 0, or M̃µ(λ) ≤ M̃µ(λ′) ≤ 0, λ ∈ J̃k, λ′ ∈ J̃l. (24)
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Similarly we verify that J̃k ⊆ J−
µ and J̃l ⊆ J−

µ implies either

M̃µ(λ′) ≥ M̃µ(λ) ≥ 0, or M̃µ(λ) ≥ M̃µ(λ′) ≥ 0, λ ∈ J̃k, λ′ ∈ J̃l. (25)

From (22)–(25) we obtain that M̃µ(·) is monotone with respect to Jµ. To show
that in fact M̃µ(·) is monotone with respect to J it is sufficient to verify that

s − lim
λ↑µ

M̃µ(λ) = s − lim
λ↓µ

M̃µ(λ) = 0. (26)

To this end we note that
lim
λ↑µ

(M̂µ(λ)f, f) = ∞

for f ∈ Ĥµ \ {0}. Applying Lemma 1.1 of [17] we prove the first part of (26). The
second part can be proved analogously. �

Lemma 2.8 shows that there is a boundary triple Π̃µ = {H̃µ, Γ̃µ
0 , Γ̃µ

1} for G∗
µ

with Weyl function M̃µ which is monotone with respect to J .

Theorem 2.9. Let A be a simple symmetric operator in H with finite deficiency
indices n := n±(A). Further, let Π = {H, Γ0, Γ1} be a boundary triple for A∗

with Weyl function M(·). If the Weyl function M(·) is monotone with respect to
J ⊆ ρ(A0), then for any sequence of real numbers {µj}s

j=1, µj ∈ J , and any
sequence of integers {pj}s

j=1, pj ∈ N obeying
∑s

j=1 pj ≤ n there is a self-adjoint
extension Ã of A such that

σ(Ã) ∩ J = σp(Ã) ∩ J =
s⋃

j=1

{µj}

and the multiplicities of the eigenvalues µjcoincides with pj, j = 1, 2, . . . , s.

Proof. We set µ = µ1 and and choose a subspace N̂µ1 ⊆ Nµ1(A) such that
dim(N̂µ1 ) = p1. By the procedure above there is a closed symmetric extension
Âµ1 of A admitting the orthogonal decomposition

Âµ1 = µ1IN̂µ1
⊕ Gµ1 .

By (19) we get that n±(Gµ1 ) = n − p1. Moreover, by Lemma 2.8 the closed
symmetric operator Gµ1 admits a boundary triple Π̃µ1 = {H̃µ1 , Γ̃

µ1
0 , Γ̃µ1

0 } with
Weyl function M̃µ1(·) which is monotone with respect to J .

In the next step we repeat the procedure for A := Gµ1 , µ = µ2 and N̂µ2 ⊆
Nµ2(Gµ1 ), dim(N̂µ2) = p2. Hence we find a closed symmetric extension Âµ2 of
A = Gµ1 admitting the orthogonal decomposition

Âµ2 = µ2IN̂µ2
⊕ Gµ2
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such that n±(Gµ2 ) = n − p1 − p2. As in the previous step the closed symmetric
operator Gµ2 admits a boundary triple Π̃µ2 = {H̃µ2 , Γ̃

µ2
0 , Γ̃µ2

1 } with Weyl function
M̃µ2(·) which is monotone with respect to J . We note that

Aµ1µ2 := µ1IN̂µ1
⊕ µ2IN̂µ2

⊕ Gµ2

defines a closed symmetric extension of A such that p1 = dim(N̂µ1), p2 = dim(N̂µ2)
and G2 a closed symmetric operator with deficiency indices n±(G2) = n− p1 − p2

admitting a boundary triple Π̃µ2 = {H̃µ2 , Γ̃
µ2
0 , Γ̃µ2

1 } such that the corresponding
Weyl function M̃µ2(·) is monotone with respect to J .

We repeat this procedure s times and obtain a closed symmetric extension

Aµ1µ2...µs := µ1IN̂µ1
⊕ µ2IN̂µ2

⊕ · · · ⊕ µsIN̂µs
⊕ Gs

of A such that pj = dim(N̂µj ), j = 1, 2, . . . , s, and Gs is a closed symmetric
operator with deficiency indices n±(Gs) = n −∑s

j=1 pj admitting a boundary

triple Π̃µs = {H̃µs , Γ̃
µs

0 , Γ̃µs

1 } such that the Weyl function M̃µs(·) is monotone
with respect to J provided n±(Gs) ≥ 1.

Finally, if n±(Gs) = 0, then Gs is a self-adjoint operator such that J ⊆
ρ(Gs). Hence the operator Aµ1µ2...µs is the desired self-adjoint extension of A. If
n±(Gs) ≥ 1, then we choose the self-adjoint extension G̃s,0 = G∗

s �ker(Γ̃µs

0 ) of Gs

obeying J ⊆ ρ(G̃s,0). Setting

A′
µ1µ2...µs

:= µ1IN̂µ1
⊕ µ2IN̂µ2

⊕ · · · ⊕ µsIN̂µs
⊕ Gs,0.

we obtain the desired self-adjoint extension of A. �

Remark 2.10. Theorem 2.9 gives rise for the following problems:

(i) Can Theorem 2.9 be extended to the case of infinite deficiency indices of A?
In other words, let A be a closed symmetric operator with infinite deficiency
indices admitting a boundary triple Π = {H, Γ0, Γ1} with Weyl function M(·)
which is monotone with respect to the open set J ⊆ ρ(A0). Is it true that
for any pure point operator R on some separable Hilbert space R there is a
self-adjoint extension Ã such that ÃJ

∼= RJ?
(ii) Is the assumption on the monotonicity of the Weyl function M(·) not only

sufficient but also necessary? In other words, let J ⊆ R be an open set and let
A be a closed symmetric operator admitting a self-adjoint extension A0 such
that J ⊆ ρ(A0). Further, let Π = {H, Π0, Π1} be a boundary triple for A∗

such that A0 = A∗ �ker(Γ0) with Weyl function M(·). Is it true that the Weyl
function M(·) is monotone with respect to J if and only if for any symmetric
extension Â of A satisfying A ⊆ Â ⊆ A0 and for any pure point operator R

on some separable Hilbert space R obeying dim(ER(J)R) ≤ n±(Â) there is
a self-adjoint extension Ã of Â such that ÃJ

∼= RJ .
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Abstract. An operator family of densely defined closed linear operators and
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1. Introduction

When considering problems from mathematical physics modelled by linear differ-
ential operators, separation of variables (often with respect to the time variable on
the one hand and the space variables on the other hand) leads to spectral prob-
lems where the spectrum gives information about stability and discrete states.
However, a further separation of variables in the space variables is often useful;
for example, if differentiation does not occur with respect to all space variables.
Therefore, the original spectral problem is split into a family of spectral problems.
Here we investigate the question how the spectrum of the original problem can be
described by the spectra of the operators in this family. This allows, for example,
to describe the spectrum of certain PDE problems in terms of spectra of a family
of associated ODE problems.

More precisely, we consider an operator family (A(ρ))ρ∈X of closed densely
defined operators on a Banach space E, where X is a locally compact space. With

The second author has been partially supported through a grant by the NRF of South Africa,
GUN 2053746, and by the John Knopfmacher Centre for Applicable Analysis and Number Theory
at the University of the Witwatersrand, Johannesburg.
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this family we associate an operator A on Lp(X, µ, E), 1 ≤ p < ∞, for a given
Radon measure µ on X such that

(Af)(ρ) = A(ρ)f(ρ), ρ ∈ X,

which we call a multiplication operator. Our main result describes the spectrum
of A in terms of the spectra of the operators A(ρ).

There are two main assumptions on the operator family A(ρ), namely that the
domains D(A(ρ)) are independent of ρ and that the operator family depends con-
tinuously on ρ on a compactification of X , where the common domain is equipped
with a graph norm. For self-adjoint operators on Hilbert spaces, this concept was
developed, e.g., in Reed and Simon, [9, Section XIII.16]. There it is only assumed
that A(ρ) depends measurably on ρ; however, the characterization of the spectrum
is more complicated, see [9, Theorem XIII.85]. For not necessarily self-adjoint op-
erators in Hilbert space one can use the theory of direct integrals, see, e.g., Azoff,
[1], and Dixmier, [5, Chapter II, §2]. For usual multiplication operators, i.e., mul-
tiplication by matrix functions, the spectrum has been investigated, e.g., by Hardt
and Wagenführer in [7].

As was pointed out in [1], in general there is little resemblance between the
spectra of the family A(ρ) and the spectrum of A. Therefore we will require conti-
nuity of the family A(ρ); see below for a precise definition. Although our assump-
tions on A(ρ) seem quite restrictive, many problems in mathematical physics lead
to operator functions of this type. We note that a particular example has been
studied by Binding and Volkmer in [2] in the setting of two-parameter problems.

In [3] we have considered a particular example from magnetohydrodynamics
in L2. In this paper we give a more general theoretical background and extend the
example into a more general setting. In a forthcoming paper we will consider the
more general case that the assumptions on A(ρ) are replaced by the assumption
that A(ρ) depends continuously on ρ with respect to the gap topology on the space
of closed operators in H . This allows the domains of A(ρ) to depend on ρ.

The paper is organized as follows. In Section 2 we define the multiplication
operator A associated with (A(ρ))ρ∈X and prove that A is closed. In Section 3 it
is shown that the spectrum of A is the union of the spectra of A(ρ) over ρ in the
compactification of X . Results on the point spectrum and the essential spectrum
are established in Section 4. In Section 5 results are obtained for cases where A(ρ)
is only continuous on X . In Section 6 the general results are applied to some classes
of examples to illustrate the reduction process.

2. The multiplication operator associated with an operator family

Throughout this paper, X denotes a nonempty locally compact Hausdorff space,
µ a Radon measure on X with supp µ = X , E a Banach space with norm ‖ · ‖,
1 ≤ p < ∞, and

H := Lp(X, µ, E)
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the space of Lp-functions on X with respect to µ with values in E. It is well known
that H is a Banach space with dual H∗ ⊃ Lp′

(X, µ, E∗), see, e.g., [6, Theorem
III.6.6] and [4, p. 97], where 1/p + 1/p′ = 1. Note that [4] only deals with finite
measure spaces, but it is easily seen that finiteness is not needed here. Let C(E)
denote the set of closed operators on E. For a subspace D ⊂ E, we denote by
CD(E) the subset of C(E) consisting of those closed operators T with domain
D(T ) being exactly D.

On CD(E) we define a topology as follows. For an operator G ∈ CD(E), we
denote by ‖ · ‖G the graph norm of G on D given by

‖x‖G := (‖x‖p + ‖Gx‖p)
1
p , x ∈ D,

and set

ρG(S, T ) := ‖S − T ‖G := sup
x∈D

‖x‖G=1

‖(S − T )x‖, S, T ∈ CD(E).

Then ρG is a metric on CD(E). We note that the topology induced by the metric
ρG does not depend on the choice of the operator G since all the graph norms on
D are equivalent by the closed graph theorem, and that (CD(E), ‖ · ‖G) can be
identified with a subset of the space B((D, ‖ · ‖G), E) of bounded linear operators
from (D, ‖ · ‖G) to E.

Let Y be a compactification of X . We consider an operator function

A : Y → C(E)

with the following properties:
(a) D = D(A(ρ)), ρ ∈ Y , is independent of ρ and a dense subspace of E,
(b) A : Y → CD(E) is continuous,

where CD(E) is equipped with the above mentioned topology.

Proposition 2.1. Let assumptions (a) and (b) be satisfied. Then there are positive
constants cG, mG such that

‖A(ρ)‖G ≤ cG, ρ ∈ Y, (2.1)

and
mG‖x‖G ≤ ‖x‖A(ρ) ≤ MG‖x‖G, x ∈ D, ρ ∈ Y, (2.2)

where MG := (1 + cp
G)

1
p .

Proof. The existence of cG such that (2.1) holds is an immediate consequence of
assumption (b) and the compactness of Y .

Now let x ∈ D and ρ ∈ Y . Then

‖x‖p
A(ρ) = ‖x‖p + ‖A(ρ)x‖p ≤ ‖x‖p + cp

G (‖x‖p + ‖Gx‖p) ≤ (1 + cp
G) ‖x‖p

G,

which proves the right inequality in (2.2).
Assume that the left inequality in (2.2) is false for any positive constant mG.

Then there are a sequence (xn)∞1 in D and a sequence (ρn)∞1 in Y such that
‖xn‖G = 1 for all n ∈ N and ‖xn‖A(ρn) → 0 as n → ∞. Since Y is compact, there
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is a limit point ρ ∈ Y of (ρn)∞1 . The continuity assumption (b) implies that for
every ε > 0 there is a positive integer nε such that ‖A(ρnε) − A(ρ)‖G < ε and
‖xnε‖A(ρnε ) < ε. This leads to

‖xnε‖p
A(ρ) = ‖xnε‖p + ‖A(ρ)xnε‖p

≤ ‖xnε‖p + 2p−1‖A(ρ)xnε − A(ρnε)xnε‖p + 2p−1‖A(ρnε)xnε‖p

≤ ‖xnε‖p + 2p−1‖A(ρ) − A(ρnε)‖p
G‖xnε‖p

G + 2p−1‖A(ρnε)xnε‖p

≤ 2pεp.

But this contradicts the equivalence of the two graph norms ‖·‖A(ρ) and ‖·‖G. �

Proposition 2.2. Let assumptions (a) and (b) be satisfied. Then there is a unique
bounded linear operator Ã from Lp(X, µ, D) into Lp(X, µ, E) such that (Ãf)(ρ) =
A(ρ)f(ρ) for all f ∈ Lp(X, µ, D) and almost all ρ ∈ X.

Proof. Let f ∈ Lp(X, µ, D) be a simple function, that is, f =
∑n

i=1 χAifi with
measurable Ai ⊂ X and fi ∈ D, i = 1, 2, . . . , n, where χAi denotes the character-
istic function of Ai. Then

A(ρ)f(ρ) =
n∑

i=1

χAi(ρ)A(ρ)fi,

and hence ρ 
→ A(ρ)f(ρ) is measurable by assumption (b). Further, by (2.1),∫
X

‖A(ρ)f(ρ)‖p dµ(ρ) ≤
∫

X

‖A(ρ)‖p
G‖f(ρ)‖p

G dµ(ρ) ≤ cp
G

∫
X

‖f(ρ)‖p
G dµ(ρ).

Hence there is a unique bounded linear operator defined on the subset of simple
functions of Lp(X, µ, D) with the desired property. Since this subset is dense in
Lp(X, µ, D), see [6, Corollary III.3.8], the proof is complete. �

Theorem 2.3. Let assumptions (a) and (b) be satisfied. Then the operator A in
H = Lp(X, µ, E) defined on D(A) := Lp(X, µ, D) by Af = Ãf , i.e.,

(Af)(ρ) = A(ρ)f(ρ) (2.3)

for f ∈ Lp(X, µ, D) and almost all ρ ∈ X, is closed.

Proof. Let (fn)∞1 be a sequence in Lp(X, µ, D) such that fn → f and Afn → g in
Lp(X, µ, E) for some f, g ∈Lp(X, µ, E). As every Lp-convergent sequence contains
a subsequence converging almost everywhere, see [6, Theorem III.3.6 and Corollary
III.6.13], we may assume that fn(ρ) → f(ρ), (Afn)(ρ) → g(ρ) for almost all ρ ∈ X .
Hence, since (Afn)(ρ) = A(ρ)fn(ρ) by definition of A and since A(ρ) is closed, it
follows that f(ρ) ∈ D and A(ρ)f(ρ) = g(ρ) for almost all ρ ∈ X .

To finish the proof we have to show that f ∈ Lp(X, µ, D), for which it suffices
to prove that (fn)∞1 is a Cauchy sequence there. In view of Proposition 2.1 we
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conclude that

‖fn − fm‖p
Lp(X,µ,D) =

∫
X

‖fn(ρ) − fm(ρ)‖p
G dµ(ρ)

≤ m−p
G

∫
X

‖fn(ρ) − fm(ρ)‖p
A(ρ) dµ(ρ)

= m−p
G

∫
X

(
‖fn(ρ) − fm(ρ)‖p + ‖A(ρ)(fn(ρ) − fm(ρ))‖p

)
dµ(ρ)

= m−p
G

[
‖fn − fm‖p

H + ‖Afn − Afm‖p
H

]
→ 0

as n, m tend to ∞, which completes the proof. �

Because of (2.3) we call A the multiplication operator associated with the op-
erator family A. The simplest examples of multiplication operators associated with
a family of operators are operators of multiplication by scalar functions or, more
generally, by matrix functions. But multiplication operators may also arise from
differential operators the highest derivatives of which do not contain derivatives
in all directions, see Section 6.

3. The spectrum of the multiplication operator

In the following for an operator T we denote its spectrum by σ(T ), its point
spectrum, i.e., the set of its eigenvalues, by σp(T ), and its essential spectrum, i.e.,
the set of all points λ ∈ σ(T ) where T −λ is not a Fredholm operator, by σess(T ).

Theorem 3.1. Let assumptions (a) and (b) be satisfied. Then the spectra of the
operator A and the operator family A are related as follows:

σ(A) =
⋃

ρ∈Y

σ(A(ρ)).

Proof. Let λ ∈
⋃

ρ∈Y σ(A(ρ)). Choose ρ0 ∈ Y such that λ ∈ σ(A(ρ0)). In view
of assumption (b) we can choose a sequence of open neighborhoods Yn of ρ0 in
Y such that ‖A(ρ) − A(ρ0)‖G < 1

n for all ρ ∈ Yn. For λ ∈ σ(A(ρ0)) there are
two cases: either A(ρ0) − λ has a closed range which is a proper subspace of E,
or there is a sequence (fn)∞1 in D with ‖fn‖ = 1 and ‖(A(ρ0) − λ)fn‖ < 1

n . We
first consider the second case. Since X is dense in Y , Xn := Yn ∩X is a nonempty
open subset of X . Since µ is a Radon measure on the locally compact space X
with support X , we can find a measurable subset Mn of Xn such that µ(Mn) is a
finite positive number. Let αn := (µ(Mn))−

1
p and set

fn(ρ) := αnχMn(ρ)
fn

‖fn‖G
, ρ ∈ X.

Obviously, fn ∈ Lp(X, µ, D) and ‖fn‖Lp(X,µ,D) = 1.
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Furthermore,

‖(A − λ)fn‖p
H = αp

n

∫
Mn

∥∥∥(A(ρ) − λ)
fn

‖fn‖G

∥∥∥p

dµ(ρ)

≤ αp
n µ(Mn) sup

ρ∈Mn

(
‖A(ρ) − A(ρ0)‖G +

1
‖fn‖G

‖(A(ρ0) − λ)fn‖
)p

<
2p

np

since ‖fn‖G ≥ ‖fn‖ = 1, which proves λ ∈ σ(A).
Now assume that A(ρ0) − λ has a closed range which is a proper subspace

of E. Then there is h ∈ E∗ \ {0} such that 〈(A(ρ0) − λ)f, h〉 = 0 for all f ∈ D.
Suppose that λ ∈ ρ(A). Choose Mn and αn as above, let βn := (µ(Mn))−

1
p′ , and

set
hn(ρ) := βnχMn(ρ)h, ρ ∈ X.

Then hn ∈ Lp′
(X, µ, E∗) and ‖hn‖Lp′(X,µ,E∗) = ‖h‖. Choose g ∈ E such that

〈g, h〉 = 1 and set
gn(ρ) := αnχMn(ρ)g, ρ ∈ X.

Then gn ∈ Lp(X, µ, E), ‖gn‖Lp(X,µ,E) = ‖g‖, and fn := (A−λ)−1gn ∈ Lp(X, µ, D)
because D(A) = Lp(X, µ, D) and the closed graph theorem imply that (A−λ)−1 ∈
B(H, Lp(X, µ, D)). Thus we would obtain

1 = |〈g, h〉|

= βn

∫
Mn

|〈αng, h〉| dµ(ρ)

= βn

∫
Mn

|〈(A(ρ) − λ)fn(ρ), h〉| dµ(ρ)

= βn

∫
Mn

|〈(A(ρ) − A(ρ0))fn(ρ), h〉| dµ(ρ)

=
∫

Mn

|〈(A(ρ) − A(ρ0))fn(ρ), hn(ρ)〉| dµ(ρ)

≤
∫

Mn

‖A(ρ) − A(ρ0)‖G ‖fn(ρ)‖G ‖hn(ρ)‖ dµ(ρ)

≤ 1
n
‖fn‖Lp(X,µ,D) ‖hn‖Lp′(X,µ,E∗)

=
1
n
‖fn‖Lp(X,µ,D) ‖h‖,

and hence ‖fn‖Lp(X,µ,D) = ‖(A − λ)−1gn‖Lp(X,µ,D) → ∞ as n → ∞. This contra-
diction shows that also in this case λ ∈ σ(A).

Conversely, let λ ∈ σ(A). If λ is an eigenvalue of A, then there exists a
non-zero f ∈ D(A) = Lp(X, µ, D) such that Af = λf . Hence, by definition of
A, A(ρ)f(ρ) = λf(ρ) for almost all ρ ∈ X . Since f �= 0, f(ρ) �= 0 for all ρ in
some set of positive measure. Hence there is ρ0 ∈ X such that f(ρ0) �= 0 and
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A(ρ0)f(ρ0) = λf(ρ0). This proves

σp(A) ⊂
⋃

ρ∈X

σp(A(ρ)). (3.1)

Now assume that λ ∈ σ(A) is not an eigenvalue of A. Then A−λ is injective,
but not surjective, and we can find an element g ∈ H such that (A − λ)f �= g for
all f ∈ Lp(X, µ, D). Assume λ �∈ ⋃ρ∈Y σ(A(ρ)). For (almost all) ρ ∈ X we define

h(ρ) := (A(ρ) − λ)−1g(ρ).

From assumption (b) and the continuity of the inversion, see [8, Theorem IV.1.16],
it follows that the mapping ρ 
→ (A(ρ) − λ)−1 from Y into B(E, D) is continuous.
Hence h : X → D is measurable and(∫

X

‖h(ρ)‖p
G dµ(ρ)

) 1
p

≤ sup
ρ∈Y

‖(A(ρ) − λ)−1‖G ‖g‖H < ∞ (3.2)

since Y is compact. Thus, by (3.2), h ∈ Lp(X, µ, D) = D(A) and (A − λ)h = g, a
contradiction. �

Remark 3.2. i) It is a remarkable fact that the spectrum of A is independent of
the chosen measure µ as long as suppµ = X .
ii) Also, the spectrum of A is independent of p. This is a property which often
holds for differential operators in Lp spaces.
iii) The assumption that suppµ = X is not essential in that one can replace X
with supp µ and Y with the closure of supp µ in Y . Assumptions (a) and (b) clearly
remain true for these smaller sets.

Example. Let n ∈ N, −∞ < a < b < ∞, let A ∈ Mn(C[a, b])) be an n × n
matrix the entries of which are continuous functions on [a, b], and consider the
Lebesgue measure λ on [a, b]. Then the family A : [a, b] → Mn(C) of matrices
satisfies conditions (a) and (b), and the multiplication operator A acting in the
space Lp([a, b], λ, Cn) = Lp([a, b])n defined in Theorem 2.3 by

(Af)(x) = A(x)f(x)

for f ∈ Lp([a, b])n and almost all x ∈ [a, b] is the usual operator of multiplication
by the matrix function A. By Theorem 3.1 it follows that (compare [7]),

σ(A) =
⋃

x∈[a,b]

σp(A(x)) =
⋃

x∈[a,b]

{λ ∈ C : det(A(x) − λ) = 0} .

In particular, if n = 1 and u ∈ C[a, b], we obtain the well-known result that the
spectrum of the operator A of multiplication by the function u is given by

σ(A) =
⋃

x∈[a,b]

u(x) = u([a, b]).
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Proposition 3.3. Let assumptions (a) and (b) be satisfied and suppose in addition
that for all λ �∈ ⋃ρ∈X σ(A(ρ)) there exists a constant Mλ > 0 such that

sup
ρ∈X

‖(A(ρ) − λ)−1‖G ≤ Mλ. (3.3)

Then
σ(A) =

⋃
ρ∈X

σ(A(ρ)).

Proof. The inclusion

σ(A) ⊃
⋃

ρ∈X

σ(A(ρ))

follows from Theorem 3.1 since σ(A) is closed. For the point spectrum the converse
inclusion (even without the closure) has been proved in (3.1). The proof of the
inclusion for the whole spectrum follows if we modify the last paragraph of the
proof of Theorem 3.1 using assumption (3.3) in order to show in (3.2) that the
function h therein belongs to Lp(X, µ, D). �

In the next theorem we will see that assumption (3.3) is fulfilled if all oper-
ators A(ρ), ρ ∈ X , are self-adjoint. However, the following example shows that,
even if conditions (a) and (b) hold, it may happen that⋃

ρ∈Y

σ(A(ρ)) �⊂
⋃

ρ∈X

σ(A(ρ)).

Example. Consider the family of operators in 
2(Z) given by

A(ρ) = A0 + ρA1, ρ ∈ (0, 1],

where A0 is a modified left shift operator in 
2(Z) defined by

A0x0 = 0, A0xn = xn−1, n ∈ Z, n �= 0,

and the operator A1 in 
2(Z) is given by

A1x0 = x−1, A1xn = 0, n ∈ Z, n �= 0.

It is not difficult to show, see [8, Chapter IV, Example 3.8], that

σ(A(ρ)) ⊂ {λ ∈ C : |λ| = 1}, ρ ∈ (0, 1],

but in the limit ρ → 0 one has

σ(A0) = {λ ∈ C : |λ| ≤ 1}.

Theorem 3.4. Let E be a Hilbert space and let assumptions (a) and (b) be satisfied.
Assume that A is self-adjoint, i.e., A(ρ) is self-adjoint for all ρ ∈ X. Then

σ(A) =
⋃

ρ∈X

σ(A(ρ)),

and A is self-adjoint if p = 2.
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Proof. We first note that we can take p = 2, see Remark 3.2 i). Also, the self-
adjointness of each A(ρ) implies that for any ρ ∈ X and λ �∈ ⋃ρ′∈X σ(A(ρ′)) we
have the estimate

‖(A(ρ) − λ)−1‖ = (dist(λ, σ(A(ρ))))−1 ≤
(
dist
(
λ,
⋃

ρ′∈X

σ(A(ρ′))
))−1

=: η < ∞,

where η is independent of ρ. Then, with the aid of (2.2), it follows that

m2
G ‖(A(ρ) − λ)−1x‖2

G ≤ ‖(A(ρ) − λ)−1x‖2
A(ρ)

= ‖(A(ρ) − λ)−1x‖2 + ‖A(ρ)(A(ρ) − λ)−1x‖2

= ‖(A(ρ) − λ)−1x‖2 + ‖(I + λ(A(ρ) − λ)−1)x‖2

≤
(
2 + (1 + 2 |λ|2) ‖(A(ρ) − λ)−1‖2

)
‖x‖2 ≤

(
2 + (1 + 2 |λ|2) η2

)
‖x‖2

for ρ ∈ X and x ∈ E and hence condition (3.3) of Corollary 3.3 is satisfied, which
proves the assertion about the spectrum of A.

It remains to be shown that A is self-adjoint. For f, g ∈ L2(X, µ, D) we have

(Af, g) =
∫

X

(A(ρ)f(ρ), g(ρ)) dµ(ρ) =
∫

X

(f(ρ), A(ρ)g(ρ)) dµ(ρ) = (f, Ag),

and hence A is symmetric. For all ρ ∈ X we have σ(A(ρ)) ⊂ R since A(ρ) is
self-adjoint. From what has already been proved it follows that σ(A) ⊂ R. Since
the operator A is symmetric and closed, this implies that A is self-adjoint. �

4. The point spectrum of the multiplication operator

In this section we assume that E is a Hilbert space and that p = 2.

Theorem 4.1. Let assumptions (a) and (b) be satisfied, where E is a separable
Hilbert space, and suppose p = 2. Then λ ∈ σp(A) if and only if there exists a
measurable subset M of X such that µ(M) > 0 and

λ ∈ σp(A(ρ)) for all ρ ∈ M . (4.1)

Proof. If λ ∈ σp(A), we have already seen in the proof of Theorem 3.1 that there
exists a set E of positive measure such that (4.1) holds.

Conversely, let λ ∈ C be given for which a measurable set M with µ(M) > 0
and (4.1) exists. Due to the fact that µ is a Radon measure, every measurable
set of infinite measure contains a measurable subset of positive finite measure.
Therefore we may assume µ(M) < ∞. We want to show that λ ∈ σp(A).

The main part of the proof consists in showing that the orthogonal projection
in D onto the null space N(A(ρ)−λ) is measurable. To see this, for every ρ ∈ X we
consider the operator A(ρ)− λ as a bounded operator from D to E and define its
adjoint operator (A(ρ)−λ)∗ ∈ B(E, D). Due to assumption (b) and the definition
of the adjoint operator, for every fixed f ∈ D and g ∈ E the scalar-valued function

ρ 
→
(
f, (A(ρ) − λ)∗g

)
G
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is a continuous (and thus measurable) function on X . Here (·, ·)G denotes the
scalar product in the Hilbert space D induced by ‖ · ‖G.

Now we fix an orthonormal basis {en}∞1 of E. Then fn(ρ) := (A(ρ) − λ)∗en

is a measurable function of ρ, and for every fixed ρ ∈ X the set {fn(ρ) : n ∈ N}
is complete in the range R(A(ρ) − λ)∗ ⊂ D in the sense that the closure of all
finite linear combinations of fn(ρ) contains this range. Applying the Gram–Schmidt
orthogonalization to {fn(ρ)}∞1 , it is possible to construct an orthonormal basis
{f′n(ρ)}∞1 of R(A(ρ) − λ)∗ (orthonormal with respect to (·, ·)G) which depends
measurably on ρ, see [5, Chapter II, §1, Lemma 1]. This implies the measurability
of the orthogonal projection in D onto R(A(ρ) − λ)∗, i.e., the measurability of

ρ 
→ P ′(ρ)f :=
∞∑

n=1

(
f, f′n(ρ)

)
G

f′n(ρ) ∈ D

for every fixed f ∈ D. Therefore, for the projection P (ρ) := I −P ′(ρ), ρ 
→ P (ρ)f
is also measurable for all f ∈ D. But P (ρ) is the orthogonal projection in D onto

R(A(ρ) − λ)∗
⊥D

= N(A(ρ) − λ) .

As D endowed with the norm ‖ · ‖G is isomorphic to the graph of G, which is
a closed subspace of the separable Hilbert space E×E, D is separable, too. We fix
an orthonormal basis {hn}∞1 of D and define f(ρ) := P (ρ)hN(ρ) for ρ ∈ M where

N(ρ) := min{n ∈ N : P (ρ)hn �= 0} ,

adapting an idea from [1], proof of Lemma 5.7. Note that for every ρ ∈ M at least
one n ∈ N exists with P (ρ)hn �= 0 because N(A(ρ)−λ) �= {0}. For ρ ∈ X \M , we
define f(ρ) := 0.

As ρ 
→ P (ρ)hn is measurable for every n ∈ N, the same is true for ρ 
→ f(ρ).
Moreover, we have

‖f‖L2(X,µ,D) ≤ µ(M)
1
2 sup

ρ∈M
n∈N

‖P (ρ)hn‖G ≤ µ(M)
1
2 < ∞,

and therefore the function f belongs to the domain of A. By definition of f, we
have (A(ρ)−λ)f(ρ) = 0 for all ρ ∈ X and f(ρ) �= 0 for all ρ ∈ M which shows that
λ is an eigenvalue of A. �

If one takes a singleton {ρ} for X , then obviously A is isomorphic to A(ρ),
and σess(A(ρ)) �= σ(A(ρ)) implies σess(A) �= σ(A). Below we shall see that this
latter property cannot happen if µ is non-atomic, i.e., if for every measurable
subset M of X with µ(M) > 0 there is a measurable subset M0 ⊂ M such that
0 < µ(M0) < µ(M).

Theorem 4.2. Let assumptions (a) and (b) be satisfied, where E is a Hilbert space,
and suppose p = 2. Assume that µ is non-atomic. Then σess(A) = σ(A).

Proof. First we show that every eigenvalue has an infinite-dimensional eigenspace.
If (A−λ)f = 0, f ∈ H, f �= 0, then choose M1 ⊃ M2 ⊃ M3 ⊃ . . . , measurable subsets
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of X , such that f(ρ) �= 0 for all ρ ∈ M1 and µ(M1) > µ(M2) > µ(M3) > . . . . Then
(A−λ)fχMn = 0 ·χMn = 0, i.e., {fχMn : n ∈ N} belongs to the null space of A−λ
and is obviously a set of linearly independent functions. Hence λ is an eigenvalue
with infinite-dimensional eigenspace.

Now assume f ∈ H \ {0} is orthogonal to the range of A − λ. Choosing sets
M1, M2, . . . as above we obtain for all g ∈ D(A) that

((A − λ)g, fχMn) = ((A − λ)gχMn , f) = 0,

i.e., {fχMn : n ∈ N} is orthogonal to the range of A − λ, and thus the range of
A−λ cannot be a proper subspace of H with a finite-dimensional complement. �

Remark 4.3. The statement of Theorem 4.2 remains true for all 1 < p < ∞, all
σ-finite measures µ and all Banach spaces E with the Radon-Nikodým property
since then

(Lp(X, µ, E))∗ = Lp′
(X, µ, E∗). (4.2)

Note that Hilbert spaces have the Radon-Nikodým property, see [4, Corollary
IV.1.4]. In case µ is a finite measure, (4.2) can be found in [4, Theorem IV.1.1];
this easily extends to σ-finite measures.

5. The spectrum of A under weakened assumptions

In the previous sections we assumed that A is defined on Y . But the operators
A(ρ) are naturally defined only on X , and even though continuous dependence on
ρ might be a reasonable assumption, requiring that we have a continuous extension
to Y could be too restrictive. However, the estimates (2.2) are essential to define
A and to show that A is closed. Hence we shall consider the conditions

(a′) D = D(A(ρ)), ρ ∈ X , is independent of ρ and a dense subspace of E,
(b′) A : X → CD(E) is continuous,
(c′) There are positive constants mG and MG such that

mG‖x‖G ≤ ‖x‖A(ρ) ≤ MG‖x‖G, x ∈ D, ρ ∈ X.

It is clear from Proposition 2.1 that the assumptions (a′), (b′), (c′) are weaker
than the assumptions (a), (b). It is now easy to see that

Remark 5.1. The statements of Proposition 2.1 and Theorem 2.3 remain true if
the assumptions (a) and (b) are replaced by (a′), (b′), and (c′).

Revisiting the proofs of Theorem 3.1 and Proposition 3.3, we obtain

Corollary 5.2. Let assumptions (a′), (b′), and (c′) be satisfied. Then⋃
ρ∈X

σ(A(ρ)) ⊂ σ(A) and σp(A) ⊂
⋃

ρ∈X

σp(A(ρ)).
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If, additionally, for all λ �∈ ⋃ρ∈X σ(A(ρ)) there exists a constant Mλ > 0 such
that

sup
ρ∈X

‖(A(ρ) − λ)−1‖G ≤ Mλ, then σ(A) =
⋃

ρ∈X

σ(A(ρ)).

Finally, we note

Remark 5.3. In Theorems 3.4, 4.1 and 4.2 assumptions (a) and (b) can be replaced
by (a′), (b′), and (c′).

6. Examples

6.1. Let I = [a, b] and X be intervals, −∞ < a < b < ∞, µ a Radon measure on
X with support X , 1 ≤ p < ∞, n ∈ N, and set H = (Lp(X × I, µ))n (actually, the
measure should be the product measure µ×Lebesgue measure, but the notation
for Lebesgue measure will always be suppressed). We note that, by Fubini’s theo-
rem, H = (Lp(X, µ, Lp(I)))n. Let Y be the standard compactification of X in R.
Consider a continuous function B : Y × I → Mn(C), where Mn(C) denotes the set
of n × n matrices with entries in C, and define the operator A on H by

D(A) =
{
f ∈ (Lp(X × I, µ))n : ∂2f ∈ (Lp(X × I, µ))n, f(·, a) = f(·, b)

}
,

Af = ∂2f − Bf, f ∈ D(A),

where ∂2 denotes differentiation with respect to the second variable.
For each ρ ∈ Y define A(ρ) by

D(A(ρ)) = {g ∈ (W 1,p(I))n : g(a) = g(b)},
A(ρ)g = g′ − B(ρ, ·)g, g ∈ D(A(ρ)),

where W 1,p(I) is the usual Sobolev space.

Theorem 6.1. The operator A is closed, σ(A) = σess(A), and

σ(A) =
⋃

ρ∈Y

σ(A(ρ)) =
⋃

ρ∈X

σ(A(ρ)). (6.1)

Proof. Each of the operators A(ρ) is a closed operator since it is a relatively
compact perturbation of the system of differential operators with B replaced by
zero. From the continuity of B on Y × I it follows immediately that A depends
continuously on ρ as a mapping from Y into CW 1,p(I)(Lp(I)). Observe that f ∈
D(A) if and only if f, ∂2f ∈ (Lp(X × I, µ))n, i.e., f ∈ Lp(X, ρ, W 1,p(I)). Hence A
is the multiplication operator associated with the family A(ρ)ρ∈X and therefore
closed by Theorem 2.3. The assertion on the essential spectrum and the left identity
above follow from Theorems 3.1, 4.2, and Remark 4.3.

To prove the right identity we first note that neither side of this equation
depends on p. Therefore it is sufficient to show that (c′) holds for p = 2. To this
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end let g ∈ (W 1,2(I))n. Then

‖g‖2
(W 1,2(I))n = ‖g‖2

(L2(I))n + ‖g′‖2
(L2(I))n

≤ ‖g‖2
(L2(I))n + 2‖g′ − B(ρ, ·)g‖2

(L2(I))n + 2‖B(ρ, ·)g‖2
(L2(I))n

≤ ‖g‖2
(L2(I))n + 2‖A(ρ)g‖2

(L2(I))n + 2 sup
ρ∈X
t∈I

‖B(ρ, t)‖2 ‖g‖2
(L2(I))n

≤ 2(1 + sup
ρ∈X
t∈I

‖B(ρ, t)‖2)‖g‖2
A(ρ),

where ‖B(ρ, t)‖ denotes the matrix operator norm associated with the Euclidean
norm on Cn. Similarly,

‖g‖2
A(ρ) ≤ 2(1 + sup

ρ∈X
t∈I

‖B(ρ, t)‖2)‖g‖2
(W 1,2(I))n . �

6.2. Let I = [a, b] and X be intervals, −∞ < a < b < ∞, µ a Radon measure on
X with support X , n ∈ N, and set H = L2(X × I, µ). Consider continuous and
bounded functions aj : X × I → C, j = 0, . . . , n, such that an is never zero and
a−1

n is bounded, and define the operator A on H by

D(A) =
{
f ∈ L2(X × I, µ) : ∂

(j)
2 f ∈ L2(X × I, µ), f (j−1)(·, a) = f (j−1)(·, b),

j = 1, . . . , n},

Af =
n∑

j=0

aj∂
(j)
2 f, f ∈ D(A),

where ∂2 denotes differentiation with respect to the second variable.
For each ρ ∈ X define A(ρ) by

D(A(ρ)) = {g ∈ (Hn(I))n : g(j−1)(a) = g(j−1)(b), j = 1, . . . , n
}
,

A(ρ)g =
n∑

j=0

aj(ρ, ·)g(j), g ∈ D(A(ρ)).

As above we obtain

Theorem 6.2. The operator A is closed, σ(A) = σess(A), and

σ(A) =
⋃

ρ∈X

σ(A(ρ)).

The picture, however, changes if an is allowed to have zeros. In this case, the
domains of the operators A(ρ) are no longer independent of ρ. This problem will
be considered in a forthcoming paper.



116 R. Denk, M. Möller and C. Tretter

References

[1] Azoff, E.A., Spectrum and direct integral, Trans. Amer. Math. Soc. 197 (1974),
211–223.

[2] Binding, P., Volkmer, H., A spectrum determined by eigencurves, Math. Nachr. 202
(1999), 1–15.
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Abstract. An operator model for the generalized Friedrichs extension in the
Pontryagin space setting is presented. The model is based on a factorization
of the associated Weyl function (or Q-function) and it carries the information
on the asymptotic behavior of the Weyl function at z = ∞.
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1. Introduction

Let Nκ be the class of generalized Nevanlinna functions, i.e., meromorphic func-
tions on C \ R with Q(z̄) = Q(z) and such that the kernel

NQ(z, λ) =
Q(z) − Q(λ)

z − λ̄
, z, λ ∈ ρ(Q), z �= λ̄,

NQ(z, z̄) = Q′(z), z ∈ ρ(Q),
has κ negative squares on the domain of holomorphy ρ(Q) of Q(z), see [14]. Every
function Q ∈ Nκ can be interpreted as a Q-function of a symmetric operator in a
Pontryagin space H, see [14], and in particular with κ = 0 in a Hilbert space, or as
a Weyl function of an abstract boundary triplet, see [9, 1]. A function Q ∈ Nκ is
said to belong to the subclass Nκ,0 if it admits the following asymptotic property

Q(z) = γ + O(1/z), γ ∈ R, as z→̂∞,

where z→̂∞ means that z tends to ∞ nontangentially (0 < ε < arg z < π− ε), see
[4]. The subclass Nκ,0 can be characterized in terms of operator representations

The research was supported by the Academy of Finland (project 208055), the Research Institute
for Technology at the University of Vaasa, and by the Dutch Organization for Scientific Research
NWO (B 61-552).
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as follows: Q ∈ Nκ,0 if and only if Q admits the operator representation

Q(z) = γ + [(A − z)−1ω, ω], (1.1)

with a selfadjoint operator A in a Pontryagin space H and ω ∈ H, cf. [15, 4].
Moreover, the representation (1.1) can be taken minimal in the sense that ω is a
cyclic vector for A:

H = span { (A − z)−1ω : z ∈ ρ(A) }. (1.2)

In this case the negative index sq−H of H is equal to κ. The operator S which is
defined as a restriction of A to the domain

domS = { f ∈ domA : [f, ω] = 0 }, (1.3)

is a symmetric operator in H with defect numbers (1, 1). The selfadjoint extensions
of S which are operators are one-dimensional perturbations of A given by

A + τ [·, ω]ω, τ ∈ R.

One further selfadjoint extension of S is given by

SF = S +̂ ({0} × span {ω}) , (1.4)

which admits a natural interpretation as the generalized Friedrichs extension of S;
see [4] and the references therein. The selfadjoint extension SF in (1.4) is a linear
relation with a nontrivial multivalued part mulSF = span {ω}. The vector ω can
be positive, negative, or neutral. In the last case the root subspace

R∞(SF ) = { h ∈ H : {0, h} ∈ Sn
F for some n ∈ N }

of SF at ∞ can be larger than mul SF . If ω is neutral and the root subspace
is nondegenerate (degenerate), then z = ∞ is called a regular (singular) critical
eigenvalue of SF . According to [5] the root subspace R∞(SF ) is nondegenerate of
dimension n + 1 if and only if in the operator representation (1.1) ω satisfies the
following conditions:

ω ∈ domAn, [Aiω, ω] = 0 for i = 0, 1, . . . , n − 1, [Anω, ω] �= 0.

This condition can be equivalently stated by means of the function Q∞ = 1/(γ −
Q), which is the Weyl function associated to SF (and the Q-function of the pair
{S, SF }): the root subspace R∞(SF ) is nondegenerate of dimension n + 1 if and
only if Q∞(z) = P (z)+ o(z) as z→̂∞ for some polynomial P of degree n+1. This
asymptotic behavior of Q∞ at ∞ is also equivalent to the following asymptotic
expansion of Q

Q(z) = γ −
2n∑

j=n

sj

zj+1
+ o

(
1

z2n+1

)
, sn �= 0, z→̂∞, (1.5)

where sn, . . . , s2n ∈ R, see [5, Theorem 5.2]. In the terminology of [5] the condi-
tion (1.5) means that Q ∈ Nκ,−2n, where n is the least integer such that sn �= 0.
In general the asymptotic behavior of the Weyl functions Q and Q∞ = 1/(γ −Q)
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at ∞ is governed by the properties of the root subspace R∞(SF ); see [7] for the
case that κ = 1. In the present paper an operator model is presented for the func-
tion Q∞ = 1/(γ − Q). This model leads to a full characterization of asymptotic
expansions for the function Q (cf. (1.5)) which will appear elsewhere, see [8].

An operator model for a selfadjoint operator in a Pontryagin space was con-
structed in [13]. Another operator model for generalized Nevanlinna functions was
given in [2] using a recent factorization result which states that every function
Q∞ ∈ Nκ admits an essentially unique representation

Q∞(z) = r�(z)Q0(z)r(z), Q0 ∈ N0, (1.6)

where r = q̃/p̃ is a rational function with relatively prime polynomials p̃ and q̃;
see [10], cf. also [4]. If deg q̃ > deg p̃ such a model necessarily involves a selfad-
joint relation in a Pontryagin space, which is not an operator. When r = q is a
(matrix) polynomial a similar, but simpler operator model for factorized (matrix)
Nevanlinna functions of the form (1.6) was constructed in [6]; however, in this case
κ = sq−R∞(SF ). In the present paper this model is adapted to the case where Q∞
is factorized as follows

Q∞(z) = q(z)q�(z)Q0(z), Q0 ∈ Nκ′ for some κ′ ∈ N. (1.7)

Hence, in this factorization the function Q0 is allowed to be a generalized Nevan-
linna function, too. Such models typically arise when S is nondensely defined, i.e.,
S is of the form (1.3) with a vector ω which is either negative or neutral. This model
is analyzed in detail in the case where q is a “proper” divisor of the numerator q̃ of r
in the canonical factorization (1.6) such that deg q = deg q̃−deg p̃. In this case the
underlying model operator S either is a simple symmetric operator in a Pontryagin
space, or differs from it by a finite rank selfadjoint operator in a Hilbert space.

Operator models which are based on factorizations of the form (1.7) with
proper divisors can be used in particular for separating in the operator model of
Q∞ the part which corresponds to the generalized pole of Q∞ of nonpositive type
at z = ∞ (if κ∞(Q∞) > 0), or the part which corresponds to the generalized zero of
nonpositive type of a generalized Nevanlinna function Q at z = ∞ (if π∞(Q) > 0).
The case where z = ∞ is a generalized pole of nonpositive type is associated
with the generalized Friedrichs extension SF of S in (1.4) with [ω, ω] ≤ 0, and
the case where z = ∞ is a generalized zero of nonpositive type is associated with
the selfadjoint extension A of S whose Weyl function (Q-function) is of the form
Q(z) = [(A − z)−1ω, ω] with [ω, ω] ≤ 0.

The organization of the sections is as follows. In Section 2 some prepara-
tory results are given involving boundary triplets and their Weyl functions in a
Pontryagin space. Moreover, some basic notions related to the canonical factoriza-
tion of generalized Nevanlinna functions are recalled. In Section 3 factorizations
of generalized Nevanlinna functions of the form (1.7) are treated and in particular
an operator model for such functions is given. The results motivate the notion of
proper factorization for functions of the form (1.7) which is introduced in Section 4.
In this section also the corresponding minimal factorization model is produced.
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2. Preliminaries

2.1. Boundary triplets and Weyl functions

Let S be a closed symmetric relation in a Pontryagin space H with defect numbers
(n, n) and let S∗ be the adjoint of S. A triplet Π = {Cn, Γ0, Γ1 } is said to be a
boundary triplet for S∗, if the following two conditions are satisfied:

(i) the mapping Γ : f̂ → {Γ0f̂ , Γ1f̂} from S∗ to Cn ⊕ Cn is surjective;
(ii) the abstract Green’s identity

[f ′, g] − [f, g′] = (Γ1f̂ , Γ0ĝ) − (Γ0f̂ , Γ1ĝ) (2.1)

holds for all f̂ = {f, f ′}, ĝ = {g, g′} ∈ S∗.

It is easily seen that A0 = kerΓ0 and A1 = kerΓ1 are selfadjoint extensions of S.
Associated to every boundary triplet there are the Weyl function Q and the γ-field
γ defined by

γ(z) = p1

(
Γ0� N̂z

)−1

, Q(z)Γ0f̂z = Γ1f̂z, z ∈ ρ(A0),

where p1 is the orthogonal projection onto the first component of Cn ⊕ Cn, f̂z :=
{fz, zfz} ∈ N̂z, and Nz = ker (S∗ − z) denotes the defect subspace of S at z ∈ C.
The vector function γ is holomorphic on ρ(A0) and satisfies the identity

γ(z) = (I + (z − z0)(A0 − z)−1)γ(z0). (2.2)

It follows from (2.1) and (2.2) that the Weyl function Q satisfies the identity

Q(z) − Q(z0)∗

z − z̄0
= γ(z0)∗γ(z). (2.3)

This means that Q is a Q-function of the pair {S, A0}, see [14]. If S is simple, so
that H = span {Nz : z ∈ ρ(A0)}, then the Weyl function Q belongs to the class
Nκ, otherwise Q ∈ Nκ′ with κ′ ≤ κ.

In the case where S is given by (1.3) one can define a boundary triplet for
S∗ via the following result.

Proposition 2.1. (cf. [4]) Let A be a selfadjoint operator in a Pontryagin space H
and let the restriction S of A be defined by (1.3) with ω ∈ H. Then the adjoint S∗

of S in H is of the form

S∗ = {{f, Af + cω} : f ∈ domA, c ∈ C } (2.4)

and a boundary triplet Π∞ = {C, Γ∞
0 , Γ∞

1 } for S∗ is determined by

Γ∞
0 f̂ = [f, ω], Γ∞

1 f̂ = c, f̂ = {f, Af + cω} ∈ S∗. (2.5)

The corresponding γ-field γ∞ and the Weyl function Q∞ are given by

γ∞(z) =
(A − z)−1ω

[(A − z)−1ω, ω]
, Q∞(z) = − 1

[(A − z)−1ω, ω]
, z ∈ ρ(A0). (2.6)
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The function Q∞ is the Q-function of S and its generalized Friedrichs exten-
sion SF = kerΓ∞

0 in (1.4). Likewise, the function Q = −1/Q∞ is the Q-function of
S and A = kerΓ∞

1 . Observe, that if Π1 = {C, Γ(1)
0 , Γ(1)

1 } and Π2 = {C, Γ(2)
0 , Γ(2)

1 }
are two boundary triplets for S∗ such that kerΓ(1)

0 = kerΓ(2)
0 , then

Γ(2)
0 =

1
k

Γ(1)
0 , Γ(2)

1 = bΓ(1)
0 + k̄Γ(1)

1 (2.7)

and the corresponding γ-fields and Weyl functions are connected by

γ2(z) = kγ1(z), Q2(z) = γ + |k|2Q1(z), (2.8)

where γ = bk ∈ R and k �= 0 (b, k ∈ C); see [3, Proposition 3.13].
The following statement is contained in [1, Theorem 3.1], but the proof given

below is simpler, and this makes the presentation also self-contained.

Lemma 2.2. Let S be a closed symmetric operator in the Pontryagin space H with
defect numbers (1, 1), let Π = {C, Γ0, Γ1 } be a boundary triplet for S∗, and let Q be
the corresponding Weyl function. Then the multivalued part mul A0 of A0 = kerΓ0

is trivial if and only if

lim
z→̂∞

Q(z)
z

= 0. (2.9)

The subspace mul A0 is nondegenerate if and only if the limit in (2.9) is finite. In
this case there is a vector g ∈ mulA0 such that

lim
z→̂∞

γ(z) = g, lim
z→̂∞

Q(z)
z

= Γ1{0, g} = [g, g]. (2.10)

Proof. The first statement is well known (see [14], [1]); it is immediate from the
equality

Q(z) − Q(z0)
z − z̄0

= [(I + (z − z0)(A0 − z)−1)γ(z0), γ(z0)].

Assume that mulA0 = span {ω} is nontrivial. Then A0 = S +̂ ({0} × span {ω})
and the operators S and A = A1 are connected via (1.3). Here mul A = span {ω}
is nondegenerate if and only if [ω, ω] �= 0. Consider the boundary triplet for S∗

given by (2.5) in Proposition 2.1. It follows from (2.6) that

lim
z→̂∞

γ∞(z) =
ω

[ω, ω]
, lim

z→̂∞
Q∞(z)

z
=

1
[ω, ω]

. (2.11)

The equalities (2.10) are obtained by setting g = ω
[ω,ω] . In particular, the equality

Γ∞
1 {0, g} = [g, g] is implied by the equalities (2.5). Since every other boundary

triplet Π with kerΓ0 = S +̂ ({0}× span{ω}) is connected to Π∞ via (2.7) the cor-
responding properties remain true when Π∞ is replaced by Π, see (2.7), (2.8). �

Lemma 2.3. Let S be a closed symmetric relation in a Pontryagin space H with
defect numbers (1, 1), let Π = {C, Γ0, Γ1 } be a boundary triplet for S∗, and let Q
be the corresponding Weyl function. Moreover, let α ∈ R and let ker (S − α) be
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trivial. Then the linear relation A0 − α has a trivial kernel if and only if

lim
z→̂α

(z − α)Q(z) = 0. (2.12)

The subspace ker (A0 − α) is nondegenerate if and only if the limit in (2.12) is
finite. In this case there is a vector gα ∈ ker (A0 − α) such that

lim
z→̂α

(z − α)γ(z) = gα, lim
z→̂α

(z − α)Q(z) = Γ1{gα, αgα} = −[gα, gα]. (2.13)

Proof. Consider a new symmetric relation S̃ := (S−α)−1. Since ker (S−α) = {0}
the transform S̃ is an operator. Clearly, S̃∗ = (S∗ − α)−1, i.e.,

S̃∗ = { {f ′ − αf, f} : {f, f ′} ∈ S∗ }.
Define a boundary triplet Π̃ = {C, Γ̃0, Γ̃1} for S̃∗ by

Γ̃0{f ′ − αf, f} = Γ0{f, f ′}, Γ̃1{f ′ − αf, f} = −Γ1{f, f ′}
and let Ãj = ker Γ̃j , j = 1, 2. Then ker (A0 − α) = mul Ã0. Moreover, the γ-field
γ̃(λ) and the Weyl function Q̃(λ) corresponding to Π̃ are given by

γ̃(1/(z − α)) = (z − α)γ(z), Q̃(1/(z − α)) = −Q(z). (2.14)

If ker (A0 − α) is nondegenerate Lemma 2.2 applied to S̃ shows that there is a
vector gα ∈ mul Ã0 = ker (A0 − α), such that

lim
z→̂α

(z − α)γ(z) = lim
z→̂α

γ̃(1/(z − α)) = gα,

and

lim
z→̂α

(z − α)Q(z) = − lim
z→̂α

Q̃( 1
z−α )
1

z−α

= −Γ̃1{0, gα} = Γ1{gα, αgα}. (2.15)

The converse statements are obvious from (2.15) by Lemma 2.2. �

2.2. Canonical factorization of generalized Nevanlinna functions

According to Lemma 2.3 the eigenspace ker (A0 −α), α ∈ R, is positive (negative)
if and only if the second limit in (2.13) is negative (positive). This motivates the
following definitions (cf. [17]).

A point α ∈ R is called a generalized pole of nonpositive type of the function
Q ∈ Nκ with multiplicity κα(Q) if

−∞ < lim
z→̂α

(z − α)2κα+1Q(z) ≤ 0, 0 < lim
z→̂α

(z − α)2κα−1Q(z) ≤ ∞. (2.16)

Similarly, the point ∞ is called a generalized pole of nonpositive type of Q with
multiplicity κ∞(Q) if

0 ≤ lim
z→̂∞

Q(z)
z2κ∞+1

< ∞, −∞ ≤ lim
z→̂∞

Q(z)
z2κ∞−1

< 0. (2.17)

A point β ∈ R is called a generalized zero of nonpositive type of the function
Q ∈ Nκ if β is a generalized pole of nonpositive type of the function −1/Q.
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The multiplicity πβ(Q) of the generalized zero of nonpositive type β of Q can be
characterized by the inequalities:

0 < lim
z→̂β

Q(z)
(z − β)2πβ+1

≤ ∞, −∞ < lim
z→̂β

Q(z)
(z − β)2πβ−1

≤ 0. (2.18)

Similarly, the point ∞ is called a generalized zero of nonpositive type of Q with
multiplicity π∞(Q) if

−∞ ≤ lim
z→̂∞

z2π∞+1Q(z) < 0, 0 ≤ lim
z→̂∞

z2π∞−1Q(z) < ∞. (2.19)

It was shown in [16] for Q ∈ Nκ that the total number of poles (zeros) in C+ and
generalized poles (zeros) of nonpositive type in R ∪ {∞} is equal to κ. The gen-
eralized poles and zeros of nonpositive type of a generalized Nevanlinna function
give rise to the following factorization result ([10], see also [4]).

Theorem 2.4. Let Q ∈ Nκ and let α1, . . . , αl (β1, . . . , βm) be all the generalized
poles (zeros) of nonpositive type in R and the poles (zeros) in C+ with multiplicities
κ1, . . . , κl (π1, . . . , πm). Then the function Q admits a canonical factorization of
the form

Q(z) = r(z)r�(z)Q0(z), (2.20)
where Q0 ∈ N0 and r = q̃/p̃ with relatively prime polynomials

p̃(z) =
l∏

j=1

(z − αj)κj , q̃(z) =
m∏

j=1

(z − βj)πj ,

of degree κ − κ∞(Q) and κ − π∞(Q), respectively.

Since Q0 ∈ N0, it follows from (2.20) that the function Q ∈ Nκ admits the
integral representation

Q(z) = r(z)r�(z)
(

a + bz +
∫

R

(
1

t − z
− t

1 + t2

)
dρ(t)

)
, r =

q̃

p̃
, (2.21)

where a ∈ R, b ≥ 0, and ρ(t) is a nondecreasing function satisfying the integrability
condition ∫

R

dρ(t)
t2 + 1

< ∞. (2.22)

3. Operator models for factorized Nκ-functions

Operator models for generalized Nevanlinna functions with the only generalized
pole of nonpositive type at ∞ have been constructed in [5] and [12]. Such functions
admit the canonical factorization of the form

Q∞(z) = q(z)q�(z)Q0(z), (3.1)

where Q0 ∈ N0, q�(z) = q(z̄), and q(z) = zk + qk−1z
k−1 + · · ·+ q0 is a polynomial.

The model in [5] was constructed as a coupling of a symmetric operator S0 in a
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Hilbert space H0 and a symmetric operator Sq in a finite-dimensional Pontryagin
space Hq determined by the polynomial q via the 2 × 2-matrix function(

0 q(z)
q�(z) 0

)
, (3.2)

which belongs to the class Nκ with κ = deg q. The basic idea in the coupling is
to specify a symmetric extension S of the orthogonal sum S0 ⊕ Sq in H0 ⊕ Hq,
such that Q∞ = q(z)q�(z)Q0(z) becomes a Weyl function of S. Using boundary
triplets the symmetric extension S can be easily described by means of abstract
boundary conditions on the adjoint S∗

0 ⊕ S∗
q . In [2] a similar procedure was used

to constructed a model for an arbitrary scalar Nκ-function Q, which relies on the
canonical factorization Q(z) = r(z)r�(z)Q0(z) of Q in (2.20), cf. [10], [4]. The
model from [2] has been recently analyzed with reproducing kernel space methods
in [11].

In this section the model from [5] and [2] is adapted to the case where the
function Q0 is allowed to be a generalized Nevanlinna function, too. More precisely,
let the function Q ∈ Nκ be factorized as follows

Q(z) = r(z)r�(z)Q0(z), Q0 ∈ Nκ′ , κ′ ∈ N, (3.3)

where r(z) = q(z)/p(z) and p, q are monic and relatively prime polynomials. The
simplest case here occurs when r (= q) is a monic polynomial. To construct a
factorization model in this case the following notations will be needed. Let the
k × k matrices Bq and Cq be defined by

Bq =

⎛⎜⎜⎜⎜⎝
q1 . . . qk−1 1
... 1 0

qk−1

...
1 0 . . . 0

⎞⎟⎟⎟⎟⎠ , Cq =

⎛⎜⎜⎜⎝
0 1 . . . 0
...

. . . . . . 0
0 0 . . . 1

−q0 −q1 . . . −qk−1

⎞⎟⎟⎟⎠ , (3.4)

and let the operators B and C in Hq = Ck ⊕ Ck be given by the block matrices

B =
(

0 Bq

Bq� 0

)
, C =

(
Cq� 0
0 Cq

)
. (3.5)

Moreover, let Λ = (1, λ, . . . , λk−1), λ ∈ C. Then σ(Cq) = σ(q) and BqCq = C�
q Bq,

which implies that C is selfadjoint in the Pontryagin space Hq := (Ck ⊕Ck, 〈B·, ·〉).
The next result is an extension of [6, Theorem 4.2]; here a short direct proof is
presented.

Theorem 3.1. Let S0 be a closed symmetric relation in the Pontryagin space H0

with the boundary triplet Π0 = {H, Γ0
0, Γ

0
1} and the Weyl function Q0 and let q be

a monic polynomial of degree k = deg q ≥ 1. Then:
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(i) the linear relation

S =

⎧⎪⎨⎪⎩
⎧⎨⎩
⎛⎝f0

f

f̃

⎞⎠ ,

⎛⎝ f ′
0

Cq�f

Cq f̃ + Γ0
0f̂0ek

⎞⎠⎫⎬⎭ :
f̂0 = {f0, f

′
0} ∈ S∗

0 ,

f1 = Γ0
1f̂0,

f̃1 = 0

⎫⎪⎬⎪⎭ (3.6)

is closed and symmetric in H0 ⊕ Hq and has defect numbers (1, 1);
(ii) the adjoint S∗ of S is given by

S∗ =

⎧⎨⎩
⎧⎨⎩
⎛⎝f0

f

f̃

⎞⎠ ,

⎛⎝ f ′
0

Cq�f + ϕ̃ek

Cq f̃ + Γ0
0f̂0ek

⎞⎠⎫⎬⎭ :
f̂0 = {f0, f

′
0} ∈ S∗

0 ,

f1 = Γ0
1f̂0,

ϕ̃ ∈ C

⎫⎬⎭ ; (3.7)

(iii) a boundary triplet Π = {H, Γ0, Γ1} for S∗ is determined by

Γ0(f̂0 ⊕ F̂ ) = f̃1, Γ1(f̂0 ⊕ F̂ ) = ϕ̃, f̂0 ⊕ F̂ ∈ S∗;

(iv) the corresponding γ-field γ∞ and the Weyl function Q∞ are of the form

γ∞(λ) = (q(λ)γ0(λ), q(λ)Q0(λ)Λ, Λ)�, (3.8)

Q∞(λ) = q(λ)q�(λ)Q0(λ). (3.9)

Proof. (i) & (ii) Denote the linear relation on the right side of (3.7) by T . Clearly
S and T in (3.6), (3.7) are closed as finite-dimensional extensions of S∗

0 . Moreover,
S is obtained from T as a 2-dimensional restriction. Let {F, F ′}, {G, G′} ∈ T with
F = {f0, f, f̃}, G = {g0, g, g̃} and ϕ̃, ψ̃ ∈ C as in (3.7). Then a straightforward
calculation shows that

[F ′, G] − [F, G′] = ϕ̃g̃1 − f̃1ψ̃, (3.10)

which implies that T ⊂ S∗ and that S is symmetric. Moreover, by means of the
identity Cq�Λ� = λΛ� − q�(λ)ek it is easy to see that

{γ∞(λ), λγ∞(λ)} ∈ T with ϕ̃ = q(λ)Q0(λ)q�(λ), (3.11)

λ ∈ ρ(Q0). Therefore, by a dimension argument T = S∗ and S has defect numbers
(1, 1). Thus (i) and (ii) are proven.

(iii) This statement is now clear from (3.10).

(iv) According to (3.11), Γ0{γ∞(λ), λγ∞(λ)} = 1 and Γ1{γ∞(λ), λγ∞(λ)} =
q(λ)Q0(λ)q�(λ), and this proves (iv). �

Remark 3.2. (i) The extension of the model that was constructed in [2] for the
canonical factorization of generalized Nevanlinna functions (see (2.20)) to the case
of factorizations of the form (3.3) with a rational function r = q/p with some
relatively prime polynomials p and q can be carried out in a completely analogous
manner as was done in Theorem 3.1 above.
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(ii) The formulas in Theorem 3.1 are consequences of the coupling method
used in [2], [6] (cf. also [3]), where the starting point is the orthogonal sum of S0

and Sq, where Sq is the restriction of C in (3.5) to the subspace

domSq =
{

f ⊕ f̃ ∈ Hq : f1 = f̃1 = 0
}

and has the defect numbers (2, 2) and the Weyl function (3.2). The orthogonal
sum of the corresponding γ-fields and Weyl functions, in the case of Theorem 3.1
are given by

γM (λ) = γ0(λ) ⊕
(

Λ� 0
0 Λ�

)
, M(λ) = Q0(λ) ⊕

(
0 q(λ)

q�(λ) 0

)
.

The boundary conditions in Theorem 3.1 implicitly express the transform of γM

determined by the vector function K(λ) = (q(λ), q(λ)Q0(λ), 1)� via

γ∞(λ) = γM (λ)K(λ),

so that
(λ − µ̄)[γ∞(λ), γ∞(µ)] = Q∞(λ) − Q∞(µ)∗

= K(µ)∗(M(λ) − M(µ)∗)K(λ),

cf. [6, p. 15]. These formulas are typically needed in the construction of Q-functions.

In general the symmetric extension S of S0 ⊕ Sq in Theorem 3.1 need not be
simple, even if S0 is a simple symmetric operator in H0.

Example 1. Consider the function Q∞(z) = −z. Then for every simple symmet-
ric operator S̃ the model space associated to Q∞(z) = −z is one-dimensional.
If Q∞(z) = q(z)q�(z)Q0(z), where q is a polynomial of degree deg q ≥ 1, then
dimHq ≥ 2, dimH0 ≥ 1, and S as constructed in Theorem 3.1 acts on the space
H0 ⊕ Hq with dim (H0 ⊕ Hq) ≥ 3, and therefore S cannot be simple. Here the
canonical factorization Q(z) = z2Q0(z) with Q0(z) = −1/z gives rise to S which
acts on a 3-dimensional space. Observe, that the Weyl function (or Q-function)
associated to the pair {S0, A

0
1} is −Q0(z)−1 = z, so that the selfadjoint extension

A0
1 of S0 in H0 is not an operator.

Lemma 3.3. Let the linear relation S be given by (3.6), where S0 is a symmetric
operator in the Pontryagin space H0, and let A0

i = kerΓ0
i (⊃ S0), i = 0, 1. Then:

(i) mul S is nontrivial if and only if mul A0
1 is nontrivial and in this case

mul S = { (g, 0, Γ0
0ĝek)� : ĝ = {0, g} ∈ A0

1 }; (3.12)

(ii) if mul S = {0} then κ∞(Q∞) ≥ k;
(iii) if mul S is nontrivial, then it is spanned by a positive vector if and only if

κ∞(Q∞) = k, if mul S is negative, then κ∞(Q∞) = k − 1, and if mul S is
neutral, then κ∞(Q∞) ≤ k − 1;

(iv) if mul A0
0 is nontrivial, then it is spanned by a positive vector if and only if

κ∞(Q∞) = k, if mul S is negative, then κ∞(Q∞) = k + 1, and if mul S is
neutral, then κ∞(Q∞) ≥ k + 1.
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Proof. (i) The description (3.12) is obtained from (3.6). Clearly, mulS = {0} if
and only if mulA0

1 = {0}.
(ii) If mulS = {0} or equivalently mulA0

1 = {0} then limz→̂∞ zQ0(z) = ∞
by Lemma 2.2, so that π∞(Q0) = 0 and consequently κ∞(Q∞) ≥ k.

(iii) Assume that mul S is nontrivial. Then there is a vector g ∈ mul A0
1, g �= 0,

and the vector G = (g, 0, Γ0
0ĝek)� spans mul S. It follows from [G, G] = [g, g]H0

and Lemma 2.2 that the vector G is positive if and only if

0 < lim
z→̂∞

−1/Q0(z)
z

< ∞. (3.13)

This implies that

−∞ < lim
z→̂∞

zQ0(z) < 0, lim
z→̂∞

Q0(z)
z

= 0, (3.14)

and

−∞ < lim
z→̂∞

Q∞(z)
z2k−1

< 0, lim
z→̂∞

Q∞(z)
z2k+1

= 0. (3.15)

Thus, ∞ is a generalized pole of nonpositive type of Q∞ of multiplicity k. If the
vector G is negative, then by Lemma 2.2 the limit in (3.13) is also negative and
one obtains

0 < lim
z→̂∞

Q∞(z)
z2k−1

< ∞,

which implies that κ∞(Q∞) = k − 1. Finally, if the vector g is neutral, then by
Lemma 2.2 the limit in (3.13) cannot be finite and this leads to the estimate
κ∞(Q∞) < k.

(iv) Assume that mul A0
0 is nontrivial and is spanned by the vector g(�= 0).

If the vector g is positive then again by Lemma 2.2

0 < lim
z→̂∞

Q0(z)
z

< ∞, (3.16)

and hence

0 < lim
z→̂∞

Q∞(z)
z2k+1

< ∞. (3.17)

This implies that κ∞(Q∞) = k. If g is negative, then the limits in (3.16) and (3.17)
are negative and κ∞(Q∞) = k + 1 or the limits in (3.16) and (3.17) are infinite
and then κ∞(Q∞) > k. �

Lemma 3.4. Let the linear relation S be given by (3.6), where S0 is a symmetric
operator in the Pontryagin space H0 such that σp(S0) = ∅. Moreover, let A0

i =
kerΓ0

i (⊃ S0), i = 0, 1, and let kα be the multiplicity of α ∈ C as a zero of the
polynomial q. Then:

(i) σp(S) = σp(A0
0) ∩ σ(q�) and for α ∈ σp(A0

0) ∩ σ(q�) one has

ker (S − α) = { (g0, Γ0
1ĝ0Λ|λ=α, 0)� : g0 ∈ ker (A0

0 − α) }; (3.18)

(ii) if ker (S − α) = {0}, then πα(Q∞) ≥ kα;
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(iii) if ker (S − α) or equivalently ker (A0
0 − α) is nontrivial, then it is spanned by

a positive vector if and only if α ∈ R and πα(Q∞) = kα, if ker (S − α) is
negative, then πα(Q∞) = kα−1, and if ker (S−α) is neutral, then πα(Q∞) ≤
kα − 1;

(iv) if ker (A0
1−α) is nontrivial, then it is spanned by a positive vector if and only

if α ∈ R and πα(Q∞) = kα, if ker (A0
1−α) is negative, then πα(Q∞) = kα+1,

and if ker (A0
1 − α) is neutral, then πα(Q∞) ≥ kα + 1.

Proof. (i) Let G = (g0, g, g̃)� ∈ ker (S −α) for some ĝ0 = {g0, g
′
0} ∈ S∗

0 , g, g̃ ∈ Ck.
Then by (3.6) the equalities

Cq g̃ + Γ0
0ĝ0ek = αg̃, g̃1 = 0, g′0 = αg0, (3.19)

and
Cq�g = αg, g1 = Γ0

1ĝ0, (3.20)

hold. It follows from the equalities (3.19) that g̃ = 0 and Γ0
0ĝ0 = 0, i.e., ĝ0 ∈ A0

0.
The equalities (3.20) show that Γ0

1ĝ0 �= 0 if and only if g �= 0. In particular, g0 �= 0
if and only if G �= 0. Hence, if α ∈ σp(S), then α ∈ σp(A0

0). Here Γ0
1ĝ0 �= 0,

since otherwise α ∈ σp(S0). Hence, (3.20) shows that α ∈ σ(q�). Thus, σp(S) ⊂
σp(A0

0)∩σ(q�) and the vector G has the representation (3.18). The reverse inclusion
in (3.18) is easily checked and hence σp(A0

0) ∩ σ(q�) ⊂ σp(S) holds, too.
(iii) Assume that α ∈ σp(A0

0)∩σ(q�), and let G ∈ ker (S −α). Then [G, G] =
[g0, g0]. If the vector g0 ∈ ker (A0

0 − α) is positive, then α ∈ R and

−∞ < lim
z→̂α

(z − α)Q0(z) < 0, (3.21)

and hence

−∞ < lim
z→̂α

Q∞(z)
(z − α)2kα−1

< 0. (3.22)

Therefore, πα(Q∞) = kα. If the vector g0 is negative or neutral, then the first limit
in (3.21) is either positive or infinite and hence

0 < lim
z→̂α

Q∞(z)
(z − α)2kα−1

< ∞ (≤ ∞).

Due to (2.18) this implies that πα(Q∞) = kα−1 or πα(Q∞) ≤ kα−1, respectively.
The proofs of (ii) and (iv) are analogous, cf. the proof of Lemma 3.3. �

4. Proper factorizations and a minimal model for the generalized
Friedrichs extension

The next definition is motivated by Lemma 3.3 and Lemma 3.4.

Definition 4.1. The factorization Q∞(z) = q(z)q�(z)Q0(z) will be called proper
if q is a divisor of degree κ∞(Q∞) > 0 of the polynomial q̃ in the canonical
factorization (2.20).
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Clearly, proper factorizations of Q∞ ∈ Nκ always exist, but are not unique if
q̃ has more than one zero and κ∞(Q∞) < κ. Proper factorizations of Q∞ ∈ Nκ can
be characterized also without using the canonical factorization of Q∞ by means
of the multiplicities κ∞(Q∞) and πα(Q∞) as follows:

κ∞(Q∞) = k and πα(Q∞) ≥ kα for all the zeros α of q,

where k = deg q and kα is the multiplicity of α as the zero of q.
The symmetric relation S constructed in Theorem 3.1 need not be simple

even if the corresponding factorization of Q∞ in (3.1) is proper, cf. Example 1 in
Section 3. However, when the factorization is proper, the simple part of S can be
described easily and a minimal model from the model constructed in Theorem 3.1
can be produced by means of a reducing subspace which is positive.

Observe, that the selfadjoint extensions A0 = kerΓ0 and A1 = kerΓ1 of the
symmetric relation S in Theorem 3.1 are given by

A0 =

⎧⎪⎨⎪⎩
⎧⎨⎩
⎛⎝f0

f

f̃

⎞⎠ ,

⎛⎝ f ′
0

Cq�f + ϕ̃ek

Cq f̃ + Γ0
0f̂0ek

⎞⎠⎫⎬⎭ :
f̂0 = {f0, f

′
0} ∈ S∗

0 ,

f1 = Γ0
1f̂0,

f̃1 = 0, ϕ̃ ∈ C

⎫⎪⎬⎪⎭ , (4.1)

and

A1 =

⎧⎨⎩
⎧⎨⎩
⎛⎝f0

f

f̃

⎞⎠ ,

⎛⎝ f ′
0

Cq�f

Cq f̃ + Γ0
0f̂0ek

⎞⎠⎫⎬⎭ :
f̂0 = {f0, f

′
0} ∈ S∗

0 ,

f1 = Γ0
1f̂0

⎫⎬⎭ . (4.2)

The above formulas for A0 and A1 show that mul A1 = mul S and

mulA0 =

⎧⎨⎩
⎛⎝ f ′

0

ϕ̃ek

Γ0
0f̂0ek

⎞⎠ : f̂0 = {0, f ′
0} ∈ A0

1, ϕ̃ ∈ C

⎫⎬⎭
= mul S ⊕ span {ω0},

(4.3)

where ω0 = (0, ek, 0)�.

Theorem 4.2. Let Q∞ ∈ Nκ, let the factorization of Q∞ in (3.1) be proper, let
S0 be a simple symmetric operator in the Pontryagin space H0 with the boundary
triplet Π0 = {H, Γ0

0, Γ
0
1} and the Weyl function Q0. Moreover, let S, A1, and A0

be given by (3.6), (4.1), and (4.2), respectively. Then:
(i) S is simple if and only if σp(S) = ∅. In this case the linear relations S,

A = A1, and SF = A0 satisfy the equalities (1.3) and (1.4) with ω = ω0 and
the operator representation

−1/Q∞(λ) = [(A − λ)−1ω, ω] (4.4)

is minimal.
(ii) If S is not simple, then the subspace

H′′ = span {mulS, ker (S − α) : α ∈ σp(A0
0) ∩ σ(q) }

is positive and reducing for S.
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The simple part of S coincides with the restriction S′ of S to H′ := H � H′′.
The compressions S′, A′, S′

F of S, A1, and A0 to the subspace H′ satisfy the
equalities (1.3) and (1.4), with ω′ ∈ H′ given by

ω′ =
{

ω0, if k > 1,

(g,−1/Γ0
0ĝ, Γ0

0ĝ)�, if k = 1,
(4.5)

where ĝ = {0, g} ∈ A0
1, [g, g] = 1, and the function −1/Q∞ admits the

minimal representation

−1/Q∞(λ) = [(A′ − λ)−1ω′, ω′]. (4.6)

Proof. (i) In the case when H0 is a Hilbert space the first statement in (i) was
proved in [6, Theorem 5.4]. In the case when H0 is a Pontryagin space this result
follows from part (ii). Namely, S is simple if and only if S = S′, or equivalently
H′′ = {0}, which by Lemmas 3.3, 3.4 means that σp(S) = ∅.

As to the other statements in (i) observe that the equalities (1.3) and (1.4)
for S, A, and SF follow immediately from the descriptions given in (3.6), (4.2),
and (4.1). The cyclicity of ω is implied by the equality

(A − λ)−1ω = − γ(λ)
Q∞(λ)

, λ ∈ ρ(A0
1)\(σ(q) ∪ σ(q�)), (4.7)

where γ(λ)(∈ Nλ) is given by (3.8). In this case mul S = {0} and (4.3) shows
that mul SF = span {ω0}. The operator representation (4.4) is an immediate con-
sequence of (4.7), since in view of (3.5) and (3.8) one has [γ(λ), ω] = 1.

(ii) If mulS or, equivalently, mul A0
1 is nontrivial and κ∞(Q∞) = k then

according to Lemma 3.3 mul S is positive. Since the eigenspaces ker (S − αj),
αj ∈ σp(A0

0) ∩ σ(q), are also positive due to Lemma 3.4 and mutually orthogonal
it follows that H′ is a positive subspace in H. Clearly, H′ is a reducing subspace
for S. To prove the simplicity of the restriction S′ of S it is enough to prove that

H ⊂ H̃ ⊕ H′′, where H̃ = span {Nλ(S∗) : λ ∈ ρ(A0
0) }.

Step 1. First it is shown that

{0} ⊕ Ck ⊕ {0} ⊂ H̃ ⊕ H′′. (4.8)

It follows from (3.8) that for every λ ∈ ρ(A0
1)\σ(q):

γ(λ)q(λ)−1Q0(λ)−1 =

⎛⎝ γ0(λ)Q0(λ)−1

Λ�

q(λ)−1Q0(λ)−1Λ�

⎞⎠ . (4.9)

Since γ0(λ)Q0(λ)−1 and −Q0(λ)−1 are the γ-field and the Weyl function of A0
1, it

follows from Lemma 2.2 that there is a vector g ∈ mul A0
1 such that

lim
λ→̂∞

γ0(λ)Q0(λ)−1 = g, lim
λ→̂∞

1
λ

Q0(λ)−1 = Γ0
0ĝ. (4.10)

In the case when mul A0
1 is trivial one can take g = 0 and both these limits are equal

to 0. It follows from (4.9) and (4.10) that γ(λ)q(λ)−1Q0(λ)−1 has the following
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asymptotic expansion at ∞

γ(λ)
q(λ)Q0(λ)

= λk−1

⎛⎝ 0
ek

0

⎞⎠+ · · · + λ

⎛⎝ 0
e2

0

⎞⎠+

⎛⎝ g
e1

Γ0
0ĝek

⎞⎠+ o(1).

Since mul S is spanned by the vector (g, 0, Γ0
0ĝek)� it follows that the vectors

(0, ej, 0)�, j = 1, . . . , k, belong to H̃ ⊕ H′′.

Step 2. Next it is shown that

{0} ⊕ {0} ⊕ Ck ⊂ H̃ ⊕ H′′. (4.11)

It follows from Lemma 2.3 that for every α ∈ σ(q) there is a vector gα ∈ ker (A0
0−α)

such that

lim
λ→̂α

(λ − α)γ0(λ) = gα, lim
λ→̂α

(λ − α)Q0(λ) = Γ0
1ĝα, ĝα = {gα, αgα}. (4.12)

In the case when ker (A0
0 − α) is trivial one can take gα = 0 in these equalities. It

follows from (4.9) and (4.12) that γ(λ) has the following asymptotic expansion at
every α(∈ σ(q))

γ(λ) =
kα−2∑
j=0

(λ − α)j

⎛⎝ 0
0

Vj(α)

⎞⎠+ (λ − α)kα−1

⎛⎝ gα

Γ0
1ĝαΛ|α

Vkα−1(α)

⎞⎠+ (λ − α)kα−1o(1),

where kα is a multiplicity of the zero α of q and the Vandermonde vector Vj(α) is
given by

Vj(α) =
1
j!

(
d

dλ

)j

Λ�⏐⏐
λ=α

, j = 0, . . . , kα − 1.

Let α1, α2, . . . , αl be all the zeros of q with the multiplicities kα1 , . . . , kαl
,

respectively. Using the formula (3.18) for ker (S − αj) one obtains

span {(0, 0, Vj(αj))� : i = 0, 1, . . . , l; j = 0, 1, . . . , kαi − 1; αi ∈ σ(q)} ⊂ H̃ ⊕ H′′.

This proves (4.11), since

span {Vj(αi) : i = 0, 1, . . . , l; j = 0, 1, . . . , kαi − 1; αi ∈ σ(q)} = Ck.

Step 3. The inclusion H0 ⊕ {0}⊕ {0} ⊂ H̃⊕ H′′ is implied by the simplicity of S0.
The representation (4.6) is implied by (4.7) and the equality

(A − λ)−1ω = (A′ − λ)−1ω′, λ ∈ ρ(A).

This completes the proof. �
Observe that in part (i) of Theorem 4.2 the vector ω is neutral, i.e., [ω, ω] = 0,

and that in part (ii) of Theorem 4.2 one has [ω′, ω′] ≤ 0. Moreover,

[ω′, ω′] < 0 if and only if mulS �= {0} and k = deg q = 1,

in which case κ∞(Q∞) = 1.
In the special case κ = k = 1 the above model and the operator representa-

tions (4.4) and (4.6) for −1/Q∞ reduce to those constructed in [7].
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c© 2005 Birkhäuser Verlag Basel/Switzerland

Generalized Schur Functions and
Augmented Schur Parameters

Aad Dijksma and Gerald Wanjala

Abstract. Every Schur function s(z) is the uniform limit of a sequence of finite
Blaschke products on compact subsets of the open unit disk. The Blaschke
products in the sequence are defined inductively via the Schur parameters of
s(z). In this note we prove a similar result for generalized Schur functions.

Mathematics Subject Classification (2000). Primary 30D30, 30D50, 30C80.

Keywords. Generalized Schur function, Schur parameter, Blaschke product.

1. Introduction

A Schur function is a holomorphic function defined on the open unit disk D, which
is bounded by 1 there. We denote the class of such functions by S. If s(z) ∈ S is
not identically equal to a unimodular constant, then by Schwarz’ Lemma (see, for
example, [9, Theorem 6.1]) the function

ŝ(z) =
1
z

s(z) − s(0)
1 − s(0)∗s(z)

is again in the class S. The map s(z) 
→ ŝ(z) is called the Schur transformation on
S and ŝ(z) is called the Schur transform of s(z). To a Schur function s(z) which is
not equal to a unimodular constant we can associate a sequence of Schur functions
(sj(z))j≥0 by repeatedly applying the Schur transformation:

s0(z) := s(z), s1(z) = ŝ0(z), . . . , sj(z) = ŝj−1(z), . . . .

This repeated application of the Schur transformation is called the Schur algo-
rithm. The sequence (sj(z))j≥0 is finite and terminates at the nth step of the
algorithm with sn(z) if and only if |sn(0)| = 1. For then, by the maximum modu-
lus principle, sn(z) ≡ sn(0) and the Schur transformation is not defined for sn(z).
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This occurs if and only if s(z) is a Blaschke product of order n, that is, of the form

s(z) = c
n∏

j=0

z − αj

1 − α∗
jz

, αj ∈ D, c ∈ T,

where T stands for the unit circle. The numbers γj = sj(0), j = 0, 1, . . ., are called
the Schur parameters associated with s(z). If the sequence (γj)j≥0 is infinite then
|γj | < 1 for all j = 0, 1, . . . ; if it stops with γn then |γj | < 1 for j = 0, 1, . . . , n − 1
and |γn| = 1. A sequence of complex numbers with these properties will be called
a Schur sequence.

The sequence of Schur parameters determines the function. To see this, let
m be an integer ≥ 0 and define the rational functions

Bm,0(s; z) =

⎧⎨⎩
z + γm

1 + γ∗
mz

if |γm| < 1,

γm if |γm| = 1,

and

Bm,j(s; z) =
zBm,j−1(s; z) + γm−j

1 + γ∗
m−jzBm,j−1(s; z)

, j = 1, 2, . . . , m.

Hence Bm,j−1(s; z) = B̂m,j(s; z). If |γm| < 1, then Bm,j(s; z) is a Blaschke product
of order j+1 for j = 0, 1, . . . , m; if |γm| = 1, then Bm,j(s; z) is a Blaschke product of
order j for j = 0, 1, . . . , m. Moreover, the sequence of Schur parameters associated
with Bm,m(s; z) is finite and given by γ0, γ1, . . . , γm, 1 if |γm| < 1 and γ0, γ1, . . . , γm

if |γm| = 1. Thus the first m + 1 Schur parameters of s(z) coincide with the first
m + 1 Schur parameters of Bm,m(s; z). I. Schur showed that this implies that
the difference s(z) − Bm,m(s; z) has a zero at z = 0 of order ≥ m + 1. This
can also be seen by proving by induction that for j = 0, 1, . . . , m, the difference
sm−j(z) − Bm,j(s; z) has a zero at z = 0 of order at least j + 1; see [14, Theorem
I.2.1]. Since |s(z)| ≤ 1 and |Bm,m(s; z)| ≤ 1 on D, Schwarz’ Lemma implies that

|s(z) − Bm,m(s; z)| ≤ 2|z|m+1, z ∈ D, (1.1)

and hence Carathéodory’s theorem holds: If the sequence of Schur parameters
breaks up at γn with |γn| = 1 then s(z) = Bn,n(s; z); otherwise

s(z) = lim
m→∞Bm,m(s; z), (1.2)

where the limit is uniform in z on compact subsets of D.
If we introduce the Möbius transform

τn(w) =
zw + γn

1 + γ∗
nzw

= γn +
(1 − |γn|2)z
γ∗

nz + 1/w
,

then the composition formulas

s(z) = τ0 ◦ τ1 ◦ · · · ◦ τn(sn+1(z)),

Bm,m(s; z) =
{

τ0 ◦ τ1 ◦ · · · ◦ τm(1) if |γm| < 1,
τ0 ◦ τ1 ◦ · · · ◦ τm−1(γm) if |γm| = 1,

(1.3)
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hold and they show the close relation between the Schur algorithm, the Schur pa-
rameters, and continued fractions. In this note we do not pursue this connection
but refer to the recent paper [16]. We only recall that if (γj)j≥0 is a Schur se-
quence of complex numbers, then (Bm(z))m≥0 with Bm(z) as in (1.3) is a Cauchy
sequence of finite Blaschke products, which converges to a function s(z) ∈ S whose
sequence of Schur parameters coincides with (γj)j≥0. This follows from the argu-
ments leading up to (1.1) which also imply that

|Bm(z) − Bn(z)| ≤ 2|z|min{m,n}+1, z ∈ D.

An excellent account of Schur’s work on analysis, including the Schur algorithm,
can be found in [13]; we refer to this paper for the complete list of works of I. Schur
in this area.

If s(z) is a generalized Schur function which is holomorphic in z = 0 (see
Section 2 below), then the Krein–Langer factorization s(z) = B(z)−1s0(z), where
s0(z) is a Schur function and B(z) is a finite Blaschke product with B(0) �= 0,
implies

s(z) = lim
m→∞B(z)−1Bm,m(s0; z), (1.4)

where the convergence is uniform in z on compact subsets of D \ { poles of s(z)}.
In fact, because of (1.1), for every compact set K ∈ D \ { poles of s(z)}, there is
a real number M ≥ 0 such that

|s(z) − B(z)−1Bm,m(s0; z)| ≤ M |z|m+1, z ∈ K. (1.5)

However, the functions on the right-hand side of (1.4) are not related to the gen-
eralized Schur algorithm for s(z) nor to any form of continued fractions similar
to what we described in the foregoing paragraphs. In this note we prove a result
for generalized Schur functions which is analogous to (1.2) and is related to the
generalized Schur algorithm. For that we introduce the sequence of augmented
Schur parameters (see Section 3), which plays the same role for generalized Schur
functions as the sequence of Schur parameters does for Schur functions. In Section
2 we present the preliminaries: generalized Schur functions, the generalized Schur
transformation, and related notions and results needed in the sequel. Section 3
contains the two theorems of this note.

2. Generalized Schur functions and the generalized Schur
transformation

For any integer κ ≥ 0, by Sκ we denote the set of complex-valued functions s(z)
which are meromorphic on D and have the following equivalent properties:

1. s(z) has κ poles (counted according to their multiplicities) and

lim supr↑1|s(reit)| ≤ 1, for almost all t ∈ [0, 2π).
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2. The kernel

Ks(z, w) =
1 − s(z)s(w)∗

1 − zw∗ , z, w ∈ Ω(s),

has κ negative squares, where Ω(s) is the domain of holomorphy of s(z).
3. The 2 × 2 matrix kernel

Ds(z, w) =

⎛⎜⎜⎝
1 − s(z)s(w)∗

1 − zw∗
s(z) − s(w∗)

z − w∗

s̃(z) − s̃(w∗)
z − w∗

1 − s̃(z)s̃(w)∗

1 − zw∗

⎞⎟⎟⎠
has κ negative squares on Ω(s) ∩ Ω(s̃), where s̃(z) = s(z∗)∗.

4. The function s(z) admits the Krein–Langer factorization

s(z) = B(z)−1s0(z), B(z) =
κ∏

j=1

z − αj

1 − α∗
jz

,

where s0(z) ∈ S, αj ∈ D and s0(αj) �= 0, j = 1, 2, . . . , κ.

Evidently, S0 = S. The functions of the class Sκ are called generalized Schur
functions with κ negative squares. They were introduced and studied in [15]. For
the equivalence of these properties, see [15], [7], and [8, Section 3.4]. By S0

κ we
denote the set of functions s(z) ∈ Sκ which are holomorphic at z = 0 and we set
S0 = ∪κ≥0S0

κ. Consider a function s(z) ∈ S0 which is not identically equal to a
unimodular constant and assume it has the Taylor expansion

s(z) = σ0 + σ1z + σ2z
2 + · · · + σkzk + σk+1z

k+1 + · · · .

Then the generalized Schur transform ŝ(z) of s(z) is defined as follows.

(1) If |σ0| < 1, then

ŝ(z) =
1
z

s(z) − σ0

1 − σ∗
0s(z)

.

This formula coincides with the “classical” formula in the Introduction.
(2) If |σ0| > 1 then the case s(z) ≡ σ0 does not arise since this implies that

s(z) �∈ S0. This means there exists an integer k ≥ 1 such that σ1 = σ2 =
· · · = σk−1 = 0 and σk �= 0. In this case,

ŝ(z) = zk 1 − σ∗
0s(z)

s(z) − σ0
.

Note: k is the order of the pole of the quotient on the right-hand side.
(3) If |σ0| = 1 then there exists an integer k ≥ 1, such that σ1 = σ2 = · · · =

σk−1 = 0 and σk �= 0 since we assume that s(z) is not a unimodular constant.
With this k, determine complex numbers cj , j = 0, 1, . . . , k − 1, such that

(s(z) − σ0)(c0 + c1z + · · · + cjz
j + · · · ) = σ0z

k
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(so that c0 �= 0), define the polynomial p(z) = c0 + c1z + · · ·+ ck−1z
k−1, and,

finally, set Q(z) = p(z) − z2kp(1/z∗)∗. In this case,

ŝ(z) = zq (Q(z) − zk)s(z) − σ0Q(z)
σ∗

0Q(z)s(z) − (Q(z) + zk)
,

where q ≥ 0 is the order of the pole of the quotient on the right-hand side.
Note: (i) q is finite because σ∗

0Q(z)s(z) − (Q(z) + zk) �≡ 0 (see [1, page 5]).
(ii) For some complex number t2k, we have

σ∗
0Q(z)s(z)− (Q(z) + zk) = t2kz2k + · · · ,

(Q(z) − zk)s(z) − σ0Q(z) = (σ0t2k − σk)z2k + · · · .

(see [8, Lemma 3.3.1 and its proof]), and hence if q = 0, then t2k �= 0 and so
ŝ(0) �= σ0.

In all these cases ŝ(z) belongs to the class S0; see [8, Lemma 3.4.4] and also [1,
Theorem 3.1]. In fact, the following result holds.

Lemma 2.1. If s(z) ∈ S0
κ, then ŝ(z) ∈ S0

κ̂, where κ̂ = κ, κ − k, and κ − k − q in
cases (1), (2), and (3), respectively.

For a proof we refer to [1, Theorems 5.1, 6.1, and 8.1]. The definition of the
generalized Schur transformation goes back to [10], [12], [11], and [8, Definition
3.3.1]. In [8] it is applied to solve the problem: When is a formal power series around
z = 0 the Taylor expansion of a generalized Schur function. In [1, 2, 4, 6, 17] it
is studied for its effect on the coisometric and unitary operator realizations of a
generalized Schur function, including those whose state spaces are the reproducing
kernel Pontryagin spaces with kernels Ks(z, w) and Ds(z, w); in [3] it is shown to
provide an algorithm for the unique factorization of a 2 × 2 matrix polynomial
which is J-unitary on T (for the definition, see below) in normalized elementary
factors; and, finally, in [5] (see also [12]) it is used in solving a basic interpolation
problem for generalized Schur functions.

The inverse of the generalized Schur transformation in each of these three
cases can be written as

s(z) =
a(z)ŝ(z) + b(z)
c(z)ŝ(z) + d(z)

,

where the coefficient matrix

Θ(z) =
(

a(z) b(z)
c(z) d(z)

)
can be chosen as

Θ1(z) =
1√

1 − |σ0|2

(
1 σ0

σ∗
0 1

)(
z 0
0 1

)
, if |σ0| < 1, (2.1)

Θ2(z) =
1√

|σ0|2 − 1

(
σ0 1
1 σ∗

0

)(
1 0
0 zk

)
, if |σ0| > 1, (2.2)
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Θ3(z) =
(

Q(z) + zk −σ0z
qQ(z)

σ∗
0Q(z) −zq(Q(z) − zk)

)
, if |σ0| = 1. (2.3)

These 2×2 matrix polynomials are J-unitary on T, that is, satisfy Θ(z)∗JΘ(z) = J ,
|z| = 1, where

J =
(

1 0
0 −1

)
.

3. The augmented Schur parameters

To s(z) ∈ S0 which is not identically equal to a unimodular constant we can apply
the generalized Schur algorithm:

s0(z) := s(z), s1(z) = ŝ0(z), . . . , sj(z) = ŝj−1(z), . . . ,

where now ŝj−1(z) denotes the generalized Schur transform of sj−1(z) for j =
1, 2, . . .. We set γj = sj(0), j = 0, 1, . . .. The sequence of functions (sj(z))j≥0

terminates at sn(z) if sn(z) ≡ γn with |γn| = 1, because in that case the generalized
Schur transform of sn(z) is not defined. The number γj if |γj | < 1, the pair (γj , kj)
if |γj | > 1, and the quadruple (γj , kj , qj , Qj(z)) if |γj | = 1, which are defined
in accordance with the definitions of the generalized Schur transformation (see
Section 2), will be called the augmented Schur parameter and briefly denoted by γ̂j .
The sequence (γ̂j)j≥0 will be called the sequence of augmented Schur parameters.
It is finite and stops at γ̂n, when the sequence (sj(z))j≥0 terminates at sn(z); in
this case, γ̂n carries no further information, that is, γ̂n = γn and |γn| = 1. From
the definition of the generalized Schur transformation we see that for j = 0, 1, . . .
(and up to n − 1 if the sequence (γ̂j)j≥0 stops at γ̂n with n ≥ 1) the following
implications hold: ⎧⎨⎩ |γj | > 1 =⇒ γj+1 �= 0,

|γj | = 1, qj > 0 =⇒ γj+1 �= 0,
|γj | = 1, qj = 0 =⇒ γj+1 �= γj .

(3.1)

Moreover, by [8, Lemma 3.4.5], see also [1, Corollary 9], there is an integer j0 ≥ 0
such that sj(z) ∈ S for all j ≥ j0 and hence γ̂j = γj with |γj | ≤ 1, j ≥ j0.

With the sequence (γ̂j)j≥0 we define for m ≥ 0,

Bm,0(s; z) = γm if |γm| = 1 and (γ̂j)j≥0 stops with γ̂m, (3.2)

otherwise,

Bm,0(s; z) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

z + γm

1 + γ∗
mz

if |γm| < 1,

zkm + γm

γ∗
mzkm + 1

if |γm| > 1,

(Qm(z) + zkm) − γmzqmQm(z)
γ∗

mQm(z) − zqm(Qm(z) − zkm)
if |γm| = 1,
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and for j = 1, 2, . . . , m,

Bm,j(s; z) =⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

γm−j + zBm,j−1(s; z)

1 + γ∗
m−jzBm,j−1(s; z)

if |γm−j | < 1,

zkm−j + γm−jBm,j−1(s; z)

γ∗
m−jz

km−j + Bm,j−1(s; z)
if |γm−j | > 1,

(Qm−j(z) + zkm−j )Bm,j−1(s; z) − γm−jz
qm−j Qm−j(z)

γ∗
m−jQm−j(z)Bm,j−1(s; z) − zqm−j (Qm−j(z) − zkm−j )

if |γm−j | = 1.

Each Bm,j(s; z) is of the form B1(z)−1B2(z) where B1(z) and B2(z) are finite
Blaschke products with B1(0) �= 0 that is, a rational generalized Schur function
holomorphic at z = 0 and having unimodular values on T (in particular, it has no
poles in T). Clearly, Bm,j−1(s; z) = B̂m,j(s; z), j = 1, 2, . . . , m. Similarly as above,
these formulas can be expressed in terms of Möbius transformations and hence
are related to continued fractions. The sequence of augmented Schur parameters
for Bm,m(s; z) is γ̂0, γ̂1, . . . , γ̂m in case Bm,0(s; z) is given by (3.2), otherwise it is
γ̂0, γ̂1, . . . , γ̂m, 1.

Let j0 ≥ 0 be an integer such that sj(z) ∈ S for all j ≥ j0. From the definition
of the generalized Schur transformation in Subsection 2 we have

s(z) =
θ11(z)sj0(z) + θ12(z)
θ21(z)sj0(z) + θ22(z)

, (3.3)

where the coefficient matrix can be written as the product

Θs(z) :=
(

θ11(z) θ12(z)
θ21(z) θ22(z)

)
= Θ(0)(z)Θ(1)(z) · · ·Θ(j0−1)(z),

in which each factor Θ(i)(z) is of one of the forms Θ1(z), Θ2(z), and Θ3(z) given
by (2.1), (2.2), and (2.3), respectively.

Thus Θs(z) is a 2 × 2 matrix polynomial which is J-unitary on T. It follows
from (2.1), (2.2), and (2.3) (see also [8, Lemma 3.4.2 v)]) that for some integer

0 ≥ j0,

detΘs(z) = z�0 . (3.4)

It is easy to see that

ρ(s) := 
0 − j0 =
∑

j: γ̂j is a pair

(kj − 1) +
∑

j: γ̂j is a quadruple

(2kj + qj − 1).

In particular, if j1 and 
1 are defined in the same way as j0 and 
0, then 
1 − j1 =

0 − j0.

Theorem 3.1. Let s(z) ∈ S0 and let ρ(s) be as defined above. Then for each compact
subset K ⊂ D \ {poles of s(z)}, there exist a real number M > 0 and an integer
m0 ≥ j0 such that for all z ∈ K and all m ≥ m0,

|s(z) − Bm,m(s; z)| ≤ M |z|ρ(s)+m+1.
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The estimate in the theorem is an improvement of (1.5) by a factor |z|ρ(s),
but only holds for sufficiently large m. The theorem implies that

s(z) = lim
m→∞ Bm,m(s; z)

uniformly in z on compact subsets of D \ {poles of s(z)}.
Proof. If the sequence (γ̂j)j≥0 of augmented Schur parameters corresponding to
s(z) is finite and terminates with |γn| = 1, then s(z) = Bn,n(s; z) and the theorem
holds true. We now assume that the sequence (γ̂j)j≥0 is infinite. From (3.3),

Bj0+m,j0+m(s; z) =
θ11(z)Bj0+m,m(s; z) + θ12(z)
θ21(z)Bj0+m,m(s; z) + θ22(z)

,

and
Bj0+m,m(s; z) = Bm,m(sj0 ; z)

we obtain

s(z) − Bj0+m,j0+m(s; z) =
detΘs(z)(sj0(z) − Bm,m(sj0 ; z))

(θ21(z)sj0(z) + θ22(z))(θ21(z)Bm,m(sj0 ; z) + θ22(z))
.

(3.5)
By (1.1) and (3.4), the numerator of the quotient on the right-hand side satisfies
the inequality

|detΘs(z)(sj0(z) − Bm,m(sj0 ; z))| ≤ 2|z|�0+m+1, z ∈ D. (3.6)

We claim that the factor θ21(z)sj0(z)+ θ22(z) in the denominator does not vanish
in D \ {poles of s(z)}. To see this, assume that for some z0 ∈ D \ {poles of s(z)}
we do have that

θ21(z0)sj0(z0) + θ22(z0) = 0. (3.7)
Then, by (3.3) and since z = z0 is not a pole of s(z), we also have

θ11(z0)sj0(z0) + θ12(z0) = 0.

The last two equations can be written in matrix form:

Θs(z0)
(

sj(z0)
1

)
= 0.

This implies detΘs(z0) = 0 and so, on account of (3.4), z0 = 0. However, from
[8, Lemma 3.4.2 iii) and v)] (or from [3, Theorem 6.6]) it follows that there are
complex numbers k0 �= 0, k1, . . ., such that

θ21(z)sj0(z) + θ22(z) =
detΘs(z)

θ11(z) − θ21(z)s(z)
= k0 + k1z + · · · .

This contradicts (3.7) with z0 = 0 and proves the claim. Let K be a compact
subset of D \ {poles of s(z)} and let

ε = minz∈K |θ21(z)sj0(z) + θ22(z)|. (3.8)

Because of the claim just proved, ε > 0. Applying (1.1), we find that for all z ∈ D,

|(θ21(z)sj0(z) + θ22(z)) − (θ21(z)Bm,m(sj0 ; z) + θ22(z))| ≤ 2|z|m+1 maxz∈D|θ21(z)|
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and hence for some integer m1 ≥ 0 we have that for all m ≥ m1,

|θ21(z)Bm,m(sj0 ; z) + θ22(z)| ≥ 1
2
ε, z ∈ K. (3.9)

Combining (3.5), (3.6), (3.8), and (3.9), we see that for m ≥ m1,

|s(z) − Bj0+m,j0+m(s; z)| ≤ 4
ε2

|z|�0+m+1, z ∈ K.

This readily implies the theorem with m0 = m1 + j0 and M = 4/ε2. �
A sequence (γ̂j)j≥0 will be called an augmented Schur sequence if:

(a) except for at most finitely many values of j, γ̂j is a complex number γj with
|γj | < 1;

(b) in the exceptional cases, γ̂j is either a pair (γj , kj) consisting of a complex
number γj with |γj |>1 and an integer kj ≥1 or a quadruple (γj ,kj ,qj,Qj(z))
consisting of a unimodular complex number γj , integers kj ≥ 1 and qj ≥ 0,
and a polynomial Qj(z) = pj(z)−z2kj pj(1/z∗)∗, where pj(z) is a polynomial
of degree < kj and pj(0) �= 0;

(c) in case the sequence is finite and ends with γ̂n, also γ̂n is exceptional: γ̂n = γn

with |γn| = 1; and
(d) the implications (3.1) hold.

Theorem 3.2. Let (γ̂j)j≥0 be an augmented Schur sequence. Then there is a unique
s(z) ∈ S0 such that (γ̂j)j≥0 is the corresponding sequence of augmented Schur
parameters. The number κ of negative squares of s(z) is given by

κ =
∑

j: γ̂j is a pair

kj +
∑

j: γ̂j is a quadruple

kj + qj .

Proof. Let m be an integer ≥ 0 such that for all j ≥ m, γ̂j is a complex number γj

with |γj | < 1. Let sm(z) be the Schur function whose sequence of Schur parameters
coincides with (γm+j)j≥0. Define Bm,0(z) = sm(z) and define Bm,j(z) in the same
inductive way as Bm,j(s; z) is defined starting with Bm,0(s; z), j = 1, 2, . . . , m.
Then s(z) = Bm,m(z) has the desired properties. The formula for κ follows from
Lemma 2.1. �
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On Nonmonic Quadratic Matrix Polynomials
with Nonnegative Coefficients

K.-H. Förster and B. Nagy

Abstract. The matrix polynomial Q(λ) = λI−S(λ), where S(·) is a nonmonic
quadratic matrix polynomial with (entrywise) nonnegative square matrix co-
efficients, will be studied. We describe the distribution of the eigenvalues of
Q(·), depending on the sign of function r �−→ r − �(S(r)) (here �(·) denotes
the spectral radius). The existence of a nonnegative (spectral) matrix root of
Q(·) will be related to the existence of a positive r > �(S(r)). Assuming that
S(t) is irreducible for one positive t, we describe the spectrum of Q(·) on the
circles with radius r for any r = �(S(r)) > 0, and describe the possibilities
for the existence of a nonnegative matrix root of Q(·), for the properties of
a corresponding M -matrix and the spectral properties of Q(·), depending on
the function �(S(·)) and on its derivatives.

Mathematics Subject Classification (2000). Primary 15A28; Secondary 15A48,
47A56, 15A18.

Keywords. Matrix polynomials, (entrywise) nonnegative matrix coefficients,
irreducible matrix polynomials, nonnegative matrix roots, eigenvalues, spec-
tral radius.

1. Introduction

We consider polynomials Q(·) of the form

Q(λ) = λIn×n − (λ2A2 + λA1 + A0),

where the coefficients A2, A1 and A0 are nonnegative square matrices of size n,
A2 �= 0 and In×n denotes the identity matrix of size n.

This is an important class of matrix polynomials; see [19, §2], [15, §23.2], [4,
§4], [10] and others.

This work was completed with partial support of the Hungarian National Science Grants OTKA
Nos T-030042 and T- 047276 and partial support of the DAAD and the Technical University of
Berlin.
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For a motivation of this paper and also for possible applications in the theory
of Markov chains see, for example, [6], [7] and [8]. Note that we do not assume
that the matrices A0, A1, A2 are embedded in the (infinite) transition matrix P
of a (particular type of a) Markov chain which is assumed to be irreducible in
[6], [7] and [8]. In this sense our results are extensions of theirs to this more
general situation. We emphasize that our method differs from theirs mainly by the
consequent application of the theory of nonnegative matrices and of the properties
of the spectral radius of the matrix polynomial S(·) for nonnegative values of the
variable (notation see below).

In Section 2 we study the behavior of the spectral radius of the values of the
function r 
→ S(r) = r2A2 + rA1 +A0 for nonnegative values of r. The results here
are partly of a preparatory character, partly significant in themselves. Propositions
2.3 and 2.4 describe the distribution of the spectral points (i.e., eigenvalues counted
with algebraic multiplicities) in dependence on the relation of the spectral radius
of S(r) to r. In Section 3 we study conditions for the existence of a (right) matrix
root W of the polynomial Q(·) or, equivalently, for the factorizability of Q(·) into
linear factors. The main results here are Theorem 3.4 and Proposition 3.5, in which
we relate the existence of a spectral root W to the existence of a positive r strictly
majorizing the spectral radius of S(r).

In Section 4 we assume that the matrix S(r) is irreducible for one (and hence
for every) positive r. One of the main results here is Proposition 4.5, connecting the
value of the index of the phase imprimitivity of the graph of the matrix polynomial
S to the spectral behavior of Q on the circle |z| = r for every positive r equaling
the spectral radius of S(r). The final result (Theorem 4.10) establishes 8 pairwise
exclusive cases for the existence of a nonnegative root of Q(·), for the properties
of a corresponding M -matrix B and the spectral properties of Q(·) in dependence
on the behavior of the spectral radius of S(r) and of its derivative. We illustrate
the obtained results throughout with instructive examples.

Our terminology is mostly traditional. For standard facts in the theory of
matrix polynomials we refer to [9], concerning nonnegative matrices to [12] or [3],
for some terminology in connection with Markov chains to [6]. We recall here only
that the spectrum of a matrix polynomial P (·) is defined as the set of all complex
numbers (eigenvalues) λ for which the matrix P (λ) is not invertible. The positive
integer dim kerP (λ) is the geometric, and the multiplicity of λ as a zero of detP (λ)
is the algebraic multiplicity of λ. Note that multiplicity without qualification will
always mean algebraic multiplicity. Finally, we want to fix the following

Notation

• By 0n and 1n we denote the vectors in Cn with all components zero or one,
respectively.

Let u be a vector in Cn, we write:

• u > 0n all components of u are nonnegative and u �= 0.
• u � 0n if all components are positive. In this case we call u strictly positive.
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• |u| for the absolute value of u; we use the same notations for matrices.
• 〈u, v〉 for the standard inner product in Cn.
• ‖u‖ the (Euclidian) norm of u.
• By In×n we denote the identity matrix of size n × n,
• By 0m×n and 1m×n denote the matrices of size m × n with all entries zero

or one, respectively.
• For a matrix A we denote by AT , adj(A), ker(A), ran(A), det (A), rank(A),
‖A‖, trace(A), σ(A), �(A) and A(r, s) its transpose, adjoint (adjugate in the
terminology of [12]), kernel (= nullspace), range, determinant, rank, (spec-
tral) norm, trace, spectrum (= set of its eigenvalues), spectral radius and its
entry in the rth row and sth column, respectively.

For a matrix polynomial P (·) its spectrum is denoted by
• σ(P (·)) = {λ ∈ C | P (λ)} is singular, and by
• σ̂(P (·)) = σ(P (·)) ∪ {∞} when the leading coefficient is singular.
• For a positive number r we set

Dr = {λ ∈: C : |λ| < r}, Tr = {λ ∈ C : |λ| = r}.
• For a linear space V we denote by dim(V ) its dimension.
• For a positive integer n we set 〈n〉 = {1, 2, . . . , n}.
• We shall use the type of notation Q(·) for a function z 
→ Q(z) throughout.

In particular, B − ·A will denote the map z 
→ B − zA.

2. The spectral radius of S(λ) = λ2A2 + λA1 + A0

Let A0, A1 and A2 be n × n nonnegative matrices. We are interested in positive
numbers r such that

r = �(r2A2 + rA1 + A0).
We set

S(λ) = λ2A2 + λA1 + A0.

By a result of E. Vesentini (see [1, Theorem 3.2.7], [8, Proposition 7, p. 545]),
the function

log �S : C → R with λ 
−→ log �(S(λ)),
hence also the function �S itself are subharmonic.

Since the coefficients of S(·) are nonnegative, the function

�S : [0,∞[→ R+ with r 
−→ �(S(r))

is continuous and nondecreasing, and �S(r) = max{�(S(λ)) : |λ| = r}, since
|S(λ)| ≤ S(|λ|) and the spectral radius of matrices is monotone on the cone of
the nonnegative matrices. From the theory of subharmonic functions (see [11,
Theorem 2.13] or [8, Proposition 7, p. 545]) we obtain that the function log(�S(·))
is convex in log(r) on ]0,∞[, i.e.,

ηS : ]0,∞[→ R with t 
−→ log(�S(et)) (2.1)
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is convex or, equivalently,

�S(r1
τ r2

1−τ ) ≤ �S(r1)
τ
�S(r2)

1−τ for r1, r2 ∈ ]0,∞[, τ ∈ [0, 1].

We call a function satisfying the last functional inequality log-log-convex.

Proposition 2.1. Let S(·) be as above (for the last assertion: with nonnegative
coefficients). Then the following assertions are equivalent:
(I) �S(·) is bounded.

(II) �S(·) is constant.
(III) σ(S(λ)) is independent of λ, therefore σ(S(λ)) = σ(A0) for all λ ∈ C.
If one of the conditions above holds, then A1 and A2 are nilpotent.

Proof. See [1, Theorem 3.4.14]. Note that the spectrum of an operator in a finite
dimensional space is polynomially convex (has no holes). Since the coefficients are
nonnegative matrices, rjAj ≤ S(r) for positive r implies �(Aj) ≤ r−j�(S(r)) =
r−j�S(r), j = 0, 1, 2. Therefore A1 and A2 are nilpotent, if �S(·) is bounded. �
Example 2.2. Let

S(λ) =
(

0 λ
λ2 0

)
,

then A1 and A2 are nilpotent, and �S(r) = r3/2 is not bounded.

Proposition 2.3. Let Q(λ) = λIn×n − (λ2A2 + λA1 + A0) with nonnegative n × n
matrices Aj , j = 0, 1, 2. Then
(I) Let r be such that �S(r) < r. Then Q(·) has exactly n eigenvalues (counting

multiplicities) in the open disc around zero with radius r.
(II) Let r > 0 and δ > 0 such that �S(t) < t when r < t < r + δ. Then Q(·) has

exactly n eigenvalues (counting multiplicities) in the closed disc around zero
with radius r.

(III) Let 0 ≤ r1 < r2 such that �S(r) < r for all r ∈]r1, r2[. Then

σ(Q(·)) ∩ {λ ∈ C | r1 < |λ| < r2} = ∅.
Proof. (I): (see [6, Theorem 2]) For τ ∈ [0, 1] the matrix νIn×n−τS(ν) is invertible
for all ν ∈ Tr ; indeed, �(τS(ν)) ≤ τ�(|S(ν)|) ≤ τ�(S(|ν|)) < r = |ν|. Therefore the
number of eigenvalues of Qτ (·) with Qτ (λ) = λIn×n − τS(λ) in Dr is independent
of τ . For τ = 0 this number is n, for τ = 1 this number is the number of eigenvalues
of Q(·) in Dr.
(II): By (I), Q(·) has n eigenvalues in Dt for r < t < r + δ. Let t go to r to
obtain (II).
(III): This follows readily from (I). �
Proposition 2.4. Let S(·) and Q(·) be as above, and let 0 < r1 < r2 be such that
�S(rj) = rj for j = 1, 2. Then we have exactly one of the following two possibilities:
(I) �S(r) = r for all r ∈ [r1, r2].

(II) �S(r) < r for all r ∈]r1, r2[.
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The first case is equivalent to σ(Q(·)) = C; the second case is equivalent to

σ(Q(·)) ∩ {λ ∈ C | r1 < |λ| < r2} = ∅.
Proof. The log-log-convexity of �S(·) or the convexity of ηS(·) show that either (I)
or (II) holds.

In case (I) we have det(Q(r)) = det(�(S(r))In×n − S(r)) = 0 for all r ∈
[r1, r2], since S(r) is a nonnegative matrix. Then the polynomial det(Q(·)) vanishes
identically, which is equivalent to σ(Q(·)) = C. Conversely, {λ ∈ C : λ ∈ σ(S(λ)} =
σ(Q(·)) = C implies that �S(r) ≥ r for all r ∈ [r1, r2]. Therefore (I) holds.

Assume that the second case holds. By Proposition 2.3 (III) we obtain
σ(Q(·)) ∩ {λ ∈ C | r1 < |λ| < r2} = ∅. The converse is true, since σ(Q(·)) ∩ {µ ∈
C | r1 < |µ| < r2} = ∅ implies that σ(Q(·)) �= C. Therefore (I) cannot hold. �

The following example shows that in the second case of the last proposition
�S(0) = 0 is possible.

Example 2.5. Let

S(λ) =
(

λ2 1
λp λ2

)
,

where p is a positive real. Then �S(r) = r2 + (pr)1/2. It is not difficult to see
that for 0 < p < 4/27 we are in the second case of Proposition 2.4, and of course
�S(0) = 0.

Example 2.6. Let n ∈ N and kj ∈ N0 = N ∪ {0} for j = 1, 2, . . . , n. Consider the
n × n (weighted cyclic) matrix

S(λ) =

⎛⎜⎜⎜⎜⎜⎜⎝

0 λk1 0 · · · 0

0 0 λk2
...

...
...

. . . . . .
...

0 0 · · · 0 λkn−1

λkn 0 · · · 0 0

⎞⎟⎟⎟⎟⎟⎟⎠ , λ ∈ C.

We assume that 2 = max1≤j≤n kj . Then S(·) is a quadratic matrix polynomial
with entrywise nonnegative matrices as coefficients.

Let λ �= 0. Then σ(S(λ)) = {z ∈ C : zn = λk} where k = k1 + · · · + kn. The
eigenvalues of S(λ) have (geometric and) algebraic multiplicities equal to 1, and
the corresponding eigenvectors of S(λ) to z ∈ σ(S(λ)) are scalar multiples of

(1, λ−k1z, λ−k1−k2z2, . . . , λ−k1−···−kn−1zn−1).

For r > 0 the matrix S(r) is nonnegative and irreducible. S(1) is row-stochastic;
i.e., S(1)1n = 1n.

We have �S(r) = r
k
n .

If k < n then �S(·) is concave and �S(r) = r for r = 0, 1. This shows that
Proposition 2.4 is not true for r1 = 0.

For k = n we obtain �S(r) = r for r > 0, therefore �S(1) = �′S(1) = 1 and
�′′S(1) = 0 in this case.



150 K.-H. Förster and B. Nagy

For Q(λ) = λIn×n−S(λ) we have σ(Q(·)) = {z ∈ C : zn = zk}. In particular,
σ(Q(·)) = C if n = k. Note that, due to more stringent initial conditions, this case
becomes impossible in [6] (see Proposition 15, p. 135).

Proposition 2.7. Under the first assumption of Proposition 2.3 the following state-
ments hold:
(I) Let �S(·) be differentiable in r > 0. Then �S(r) = r implies

(detQ)′(r) = (1 − �′S(r)) trace(adj(�S(r)In×n − S(r))).

(II) Let �S(·) be twice differentiable in r > 0. Then �S(r) = r and �′S(r) = 1
imply

(detQ)′′(r) = −�′′S(r) trace(adj(�S(r)In×n − S(r))).

Proof. (I): For the derivative of the function detQ : λ 
−→ det(Q(λ)) we have

(detQ)′(λ) =
n∑

j=1

det(Q(j)(λ)), where Q(j)(λ) is the matrix that coincides with

the matrix Q(λ) except that the entry in the jth column is differentiated with
respect to λ; see [13, p. 491]. Using the corresponding formula for the derivative
of λ 
−→ det(�S(λ)In×n −S(λ)) and the fact that �S(r)In×n −S(r) is singular for
r > 0 (note that S(r) is nonnegative), we obtain from �S(r) = r that (det Q)′(r) =

(1 − �′S(r))
n∑

j=1

det(Q[j](r)), where Q[j](r) is the matrix that coincides with the

matrix Q(r) except that the entry in the jth column is the jth vector of the
canonical basis of Cn. Therefore the sum in the last equality is the trace of the
adjugate adj(�S(r) − S(r)) = adj(Q(r)).
(II): Using again the formula for the derivative of the determinant of a differentiable
matrix-valued function and �S(r) = r, we obtain

(detQ)′′(r) = (1 − �′S(r)2)
n∑

j,k=1

det(Q[j,k](r)) − �′′S(r)
n∑

j=1

det(Q[j](r)),

where Q[j,k](r) is the matrix that coincides with Q(r) except that the entries in
the jth and the kth column are the jth and the kth vector of the canonical basis
of Cn, respectively. Now the formula in (II) follows immediately. �

3. Nonnegative roots of the polynomial Q(·)
In this section we study the problem: under what conditions does there exist a
nonnegative n×n matrix W that is a right root of Q(·), i.e., satisfies the equation

W − (A2W
2 + A1W + A0) = 0n×n, (3.1)

where Aj are entrywise nonnegative matrices. The following results have corre-
sponding versions for left roots of Q(·), whose proofs require only minor changes.
Here we concentrate on right roots of Q(·).
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If W is a right root of Q(·), then there exists a unique n × n matrix B such
that

Q(λ) = (B − λA2)(λIn×n − W ) for all λ ∈ C. (3.2)
This holds if and only if

B = In×n − A1 − A2W, BW = A0. (3.3)

If W is a nonnegative root of Q(·) then B is a Z-matrix. We consider the fixed
point iteration

Wk+1 = A2W
2
k + A1Wk + A0 with 0 ≤ W0 ≤ A0 (3.4)

for k = 0, 1, 2, . . . .
The nonnegativity of the matrices Aj ( j = 1, 2, 3) implies

0 ≤ Wk ≤ Wk+1(entrywise) for k = 0, 1, 2, . . . . (3.5)

Indeed, 0 ≤ W0 ≤ A0 ≤ W1, and Wk+1 − Wk = A2(W 2
k − W 2

k−1) + A1(Wk −
Wk−1) ≥ 0 if Wk ≥ Wk−1 ≥ 0n×n.
If W is a nonnegative right root of Q(·), then

Wk ≤ W for k = 0, 1, 2, . . . . (3.6)

Indeed, 0 ≤ W0 ≤ A0 ≤ W and Wk ≤ W imply Wk+1 = A2W
2
k + A1Wk +

A0 ≤ A2W
2 + A1W + A0 = W.

The next proposition follows simply from the preceding discussion.

Proposition 3.1. Let Q(λ) = λIn×n−(λ2A2+λA1+A0) with nonnegative matrices
Aj , j = 0, 1, 2. Then Q(·) has a nonnegative right root if and only if the fixed point
iteration (3.4) converges. If (3.4) converges, its limit is the smallest nonnegative
right root of Q(·).

If the fixed point iteration (3.4) converges, then we denote its limit, i.e., the
smallest nonnegative root of Q(·), by Ŵ , and we denote by B̂ the corresponding
matrix in the factorization (3.2).

Proposition 3.2. Let Q(r)u ≥ 0n for some r > 0 and some vector u � 0n. Then
Q(·) has a nonnegative root, Ŵu ≤ ru and �(Ŵ ) ≤ r.

Proof. We will show that the sequence (Wk)∞k=0 of the fixed point iteration (3.4)
converges. From S(r)u ≤ ru it follows easily that 0n ≤ Wku ≤ ru for all k. Let
Wk(p, q) denote the element of the matrix Wk in its pth row and qth column.
Then we obtain 0 ≤ Wk(p, q) ≤ up

uq
for all p, q ∈ 〈n〉. Since (Wk(p, q))∞k=0 is

nondecreasing, it converges. Therefore (Wk)∞k=0 converges.
Above we saw that Wku ≤ ru; this implies Ŵu ≤ ru. Since u � 0n, the last
inequality implies �(Ŵ ) ≤ r, see [3, (1.11), p. 28]. �

Example 3.3. Let a and b be positive numbers and define

Q(λ) = λI2×2 − S(λ) =
(

I2×2 − λ

(
a 0
0 0

))(
λI2×2 −

(
0 0
0 b

))
,
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Let ab > 1. Then there do not exist a vector u � 02 and a positive r such
that Q(r)u ≥ 02. This shows that the assumptions in Proposition 2.3 are not
necessary for the existence of a nonnegative right root of Q(·). Also �S(r) > r for
all positive r.

For the next theorem we need the notion of a spectral root for which we refer
to [15, § 22.3, p.115]

Theorem 3.4. Let Q(λ) = λIn×n − (λ2A2 + λA1 + A0) with nonnegative matrices
Aj(j = 0, 1, 2) and �S(r) < r for at least one positive r. Then Q(·) has a non-
negative right root; in this case �(Ŵ ) < r, B̂ is a nonsingular M -matrix (i.e.,
is invertible with nonnegative inverse) and �(B̂−1A2) < 1/r. Moreover, Ŵ is a
spectral root of Q(·),

σ(Ŵ ) = σ(Q(·)) ∩ Dr and {λ ∈ C : 1/λ ∈ σ(B̂−1A2)} = σ(Q(·)) ∩ (C\Dr).

Proof. Q(r) is invertible and Q(r)−1 = (rIn×n − S(r))−1 > 0n×n. Take a vector
v � 0n and define u = Q(r)−1v. Since Q(r)−1 has at least one positive element in
each row, we get u � 0n and Q(r)u � 0. Apply Proposition 2.3.

Further, Ŵu = (A2Ŵ
2 + A1Ŵ + A0)u ≤ S(r)u ! ru. Thus S(r)u ≤ tu for

some t < r, but then u � 0n implies �(Ŵ ) ≤ t < r. Similarly (A2Ŵ + A1)u ≤
(1/r)S(r)u ! u, and this implies �(A2Ŵ + A1) < 1. Therefore B̂ = In×n −
A1 − A2Ŵ is invertible and has a nonnegative inverse. From (3.2) it follows that
(In×n − rB̂−1A2)u = B̂−1Q(r)(rIn×n − Ŵ )−1u ≥ (1/r)B̂−1Q(r)u � 0n, and
we get �(B̂−1A2) < 1/r (see [3, (1.11), p. 28]). Since the spectrum of the linear
polynomial B̂ − ·A2 is equal to the set {λ ∈ C : 1/λ ∈ σ(B̂−1A2)}, and the
factorization of Q(·) implies

σ[Q(·)] = σ(Ŵ )σ(B̂ − ·A2),

the last assertions follow immediately. �

Proposition 3.5. Let Q(·) be as in Theorem 3.4 and let r > 0. Then there exist n×n
matrices W and B such that Q(·) admits a factorization (3.2), W is nonnegative,
�(W ) < r, B is a nonsingular M -matrix and �(B−1A2) < 1/r if and only if
�S(r) < r.

Moreover, if matrices W and B with the properties above exist, then W = Ŵ

and B = B̂.

Proof. For the “if”-part see Theorem 3.4. Further, if W and B with these proper-
ties exist, then from (3.2) we obtain that the Z-matrix rIn×n − S(r) is invertible
and its inverse is nonnegative. This implies �S(r) < r, see [3, (N38), p. 137]. Since
σ(W ) = σ(Q(·)) ∩ Dr = σ(Ŵ ), and W and Ŵ are spectral roots of Q(·), they are
equal by [15, Lemma 22.8]. �

The following example shows that matrix polynomials of the type above can
have different nonnegative roots:
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Example 3.6. The polynomial

Q(λ) =
(

λ −p − (1 − p)λ2

−q − (1 − q)λ2 λ

)
,

where p, q ∈]0, 1[, has the nonnegative roots(
0 1
1 0

)
and

(
0 p(1 − q)−1

q(1 − p)−1 0

)
.

The first one is the minimal nonnegative root if (1−p)(1−q) < pq, and the second
one is the minimal nonnegative root if (1 − p)(1 − q) > pq.

Let p = q �= 1/2. Then �S(r) = p+(1−p)r2. Therefore �S(r) = r if and only
if r = 1 or r = p(1 − p)−1, and �S(r) < r if r lies between 1 and p(1 − p)−1 .

4. The irreducible case

For the notion of an irreducible matrix we refer to [12, §6.2]. For 0 < r ≤ t we
have

0n×n ≤ r2

t2
S(t) ≤ S(r) ≤ S(t) ≤ t2

r2
S(r).

Therefore, S(r) is irreducible for one positive r if and only if S(r) is irreducible for
all positive r. In this section of the paper we always assume that S(r) is irreducible
for all r > 0. In this case we say “S(·) is irreducible”.

From the Perron-Frobenius theory it follows that �S(r) is a simple eigenvalue
of S(r), i.e., the algebraic multiplicity of �S(r) as an eigenvalue of S(r) is one, and
there is a strictly positive eigenvector ur of S(r) to �S(r).

Denoting (not necessarily orthogonal) direct sum by ⊕, we have

ker(�S(r)In×n − S(r)) ⊕ ran(�S(r)In×n − S(r)) = Cn

and the spectral projection P (r) of S(r) to �(S(r)) [which is the projection of Cn

onto ker(�S(r)In×n − S(r)) along ran(�S(r)In×n − S(r))] is strictly positive (i.e.,
all elements of P (r) are positive), and has rank 1.

The analytic perturbation theory of eigenvalues (see [2, p. 93, 113, 144],
[14, II-1, 2]) shows:

The maps

�S : ]0,∞[→ R+ with r 
−→ �(S(r)) and

P : ]0,∞[→ Cn×n with r 
−→ P (r)

are real analytic. Therefore, keeping in mind the log-log-convexity of �S(·), Propo-
sition 2.4 implies immediately

Proposition 4.1. Let S(·) be irreducible. Then either �S(r) = r for all nonnegative
r or there are at most two positive r with �S(r) = r.
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For u > 0n and r > 0 the vector P (r)u is a strictly positive eigenvector of
S(r) corresponding to its spectral radius �S(r), and PT (r)u is a strictly positive
eigenvector of ST (r) to �S(r); here ·T denotes matrix transposition.

A simple calculation shows that the first derivative of �S(·) is given by

�′S(r) =
〈S′(r)P (r)u, PT (r)v〉

〈P (r)u, PT (r)v〉 for r > 0, u > 0n and v > 0n. (4.1)

For a proof consider the identity

〈�S(r)P (r)u, PT (r)v〉 = 〈S(r)P (r)u, PT (r)v〉 (r > 0),

and take the derivatives with respect to r.

Proposition 4.2. Let Q(λ) = λIn×n−(λ2A2+λA1+A0) with nonnegative matrices
Aj (j = 0, 1, 2) such that S(·) is irreducible.

(I) Let Q(r)u = 0n for some r > 0 and u > 0n. Then r = �S(r), u � 0n and
ker(Q(r)) = span{u}.

(II) Let Q(rξ)x = 0n for some r with �S(r) = r > 0, |ξ| = 1 . Then Q(r)|x| = 0n;
therefore |x| ∈ ker(Q(r)) and x �= 0n implies |x| � 0n.

(III) dim ker(Q(rξ)) ≤ 1 for r = �S(r) > 0 and |ξ| = 1.

Proof. (I) Q(r)u = 0n means that r is an eigenvalue of S(r) and u is a correspond-
ing eigenvector. S(r) irreducible and u > 0n imply r = �S(r) and u � 0n, [16,
I-1.3].

(II) Q(rξ)x = 0n implies r|x| = |S(rξ)x| ≤ S(r)|x|. Since S(r) is irreducible
and r = �S(r), we have S(r)|x| = r|x|, see [16, p. 12].

(III) Let x and y be nonzero vectors in ker(Q(rξ)). By (II), they have only
nonzero components. Denote by x1 and y1 their first components, respectively.
Then y1x − x1y is a vector in ker(Q(rξ)) with 0 as its first component. By (II),
this implies y1x − x1y is zero. Therefore two or more vectors in ker(Q(rξ)) are
linearly dependent. �

We will characterize the number of eigenvalues of Q(·) on Tr for r = �S(r) > 0
in a similar way as it is known for the number of peripheral eigenvalues of an
irreducible matrix. We use some graph theoretical concepts used in [6, §4] to study
the spectral properties of M/G/1 Markov chains.

We consider the infinite graph G(A0]A1[A2) = G = (V, E) with the set of
vertices and edges

V = {(j, p) | 1 ≤ j ≤ n, p ∈ Z} and

E = {((j, p), (k, q)) | At(j, k) > 0 where t = 1 + q − p}, respectively.

Here At(j, k) denotes the entry in the jth row and the kth column of the n × n
matrix At. In our case we set At = 0n×n for t ∈ Z\{0, 1, 2}. This graph has as
adjacency matrix a doubly infinite block Toeplitz matrix with A1 on its main
diagonal.
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According to [6] (and others) we call j the phase and p the level of (j, p) ∈ V.
For a path in G with vertices (jr , pr), r = 1, . . . , s + 1

s∑
r=1

(pr+1 − pr) =
s∑

r=1

(tr − 1) where Atr (jr, jr+1) > 0

is called the level displacement of the path. Such a path is called a phase cycle if
j1 = js+1. Let now S(1) = A0 + A1 + A2 be irreducible. Then for j, k ∈ 〈n〉 =
{1, . . . , n} with j �= k there exist s, j1, . . . , js+1 ∈ 〈n〉 and t1, . . . , ts+1 ∈ {0, 1, 2}
such that

j1 = j, js+1 = k and Atr (jr, jr+1) > 0 for r = 1, . . . , s.

Thus for (j, p) and (k, q) in V exists a path in G from (j, p) to (k, q) with level

displacement
s∑

r=1
(tr − 1).

Example 4.3. Let

A0 =
(

0 0
1 0

)
, A1 = 0n×n , A2 =

(
0 1
0 0

)
.

Then the level displacements of all phase cycles in G(A0]A1[A2) are zero.

The index of phase imprimitivity of G is defined as the g.c.d. (greatest com-
mon divisor) of the level displacements of all phase cycles in G; if the level dis-
placements of all phase cycles in G are zero, its index of phase imprimitivity is 0,
by definition. All these concepts are in a natural correspondence to those for the
standard case Q(λ) = λIn×n − A0; for example, the level displacement of a path
in G(A0]0n×n[0n×n) is (up to its sign) equal to the length of the corresponding
path in the adjacency graph of A0.

Lemma 4.4. Let A0 + A1 + A2 be irreducible, and d be the index of phase im-
primitivity of the graph G(A0]A1[A2). For j ∈ 〈n〉 let dj be the g.c.d. of the level
displacements of all cycles of G through j. Then dj = d.

The proof of this lemma (cf. [6, Proposition 14]) goes in exactly the same
way as in the standard case, see [16, Lemma IV-3.1].

Proposition 4.5. Let Q(·) satisfy the main assumption of Proposition 4.2, and let
d be the index of phase imprimitivity of the graph G(A0]A1[A2). Then for all r > 0
with �S(r) = r the following statements hold.

(I) d = 0 is equivalent to Tr ⊂ σ(Q(·)) (which is equivalent to σ(Q(·)) = C).
(II) Let d �= 0. Then for θ ∈ [0, 2π[ the complex number reiθ is an eigenvalue of

Q(·) if and only if θ ∈ {0, 2π
d , 2 · 2π

d , . . . , (d − 1)2π
d }.

Proof. Let �S(r) = r > 0 and let u > 0n such that Q(r)u = 0n. For x ∈ Cn, x �= 0n,
and ξ with |ξ| = 1 and Q(rξ)x = 0n it follows from Proposition 4.2 that |x| = τu
for some τ > 0.
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Therefore all components xj of x are nonzero, j = 1, . . . , n. It follows that
xj

xk
= ξt−1 uj

uk
if At(j, k) �= 0; (4.2)

indeed, from rξx = S(rξ)x it follows that

xj

uj
=

n∑
k=1

2∑
t=0

(
At(j, k)rt−1 uk

uj

)(
ξt−1 xk

uk

)
.

Now ru = S(r)u implies for j = 1, 2, . . . , n

1 =
n∑

k=1

2∑
t=0

At(j, k)rt−1 uk

uj
.

Therefore
xj

uj
is a convex combination of ξt−1 xk

uk
, k = 1, . . . n. Then

∣∣∣∣ξt−1 xk

uk

∣∣∣∣ =∣∣∣∣xk

uk

∣∣∣∣ = τ > 0 for k = 1, . . . , n imply
xj

uj
= ξt−1 xk

uk
if At(j, k) �= 0, and (4.2) is

proved.

Let ((jl, pl))s+1
l=1 be a phase cycle in the graph G(A0]A1[A2) with level dis-

placement d̃ =
s∑

l=1

(tl − 1) where Atl
(jl, jl+1) > 0 for l = 1, . . . s. Then, by (4.2),

ξd̃ =
xj1

xjs+1

s∏
l=1

ξtl−1 xjl+1

xjl

=
uj1

ujs+1

s∏
l=1

ujl+1

ujl

= 1,

where j1 = js+1.
If Tr ⊂ σ(Q(·)), the last equation implies that ξd̃ = 1 for all ξ ∈ T1, and we

obtain d̃ = 0. Therefore the level displacements of all phase cycles in G are zero,
i.e., d = 0.

If d > 0 the equation implies that ξd = 1, i.e., ξ = eiθ with θ ∈ {0, 2π
d , . . . ,

(d − 1)2π
d }.

Now let ξ ∈ T1. We set x1 = u1 and

xk = ξ−t+1 uk

uj
xj if At(j, k) �= 0

where 1 ≤ k, j ≤ n.
In the first case all xk for k = 1, . . . , n are well defined (i.e., they do not

depend on t); indeed the irreducibility of S(1) and d = 0 imply that t = t̃ if
At(j, k) > 0 and At̃(j, k) > 0. In the second case they are well defined if ξd = 1,
since S(1) is irreducible and d divides t − t̃ if At(j, k) > 0 and At̃(j, k) > 0.

Now
n∑

k=1

2∑
t=0

At(j, k)(rξ)t xk

xj
=

n∑
k=1

2∑
t=0

At(j, k)rtξ
uk

uj
= rξ for j = 1, . . . n,

i.e., rξx = S(rξ)x. Therefore rξ ∈ σ(Q(·)). �
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Proposition 4.6. Under the main assumptions of Proposition 4.2 the following
statements hold:
(I) Q(·) has a nonnegative root with positive spectral radius if and only if �S(r) =

r for some positive r.
(II) Let W be a nonnegative (right) root of Q(·) with r = �(W ) > 0. Then r =

�S(r), ker(rIn×n − W ) = ker(Q(r)) = span{u} for some u � 0n and W has
(algebraically) simple peripheral eigenvalues. If B (for B see equation (3.2)) is
a nonsingular M -matrix, then B−1A2 has also simple peripheral eigenvalues.

(III) Let W be a nonnegative root of Q(·). Then W is irreducible or it has zero
columns.

(IV) Let Q(·) have a nonnegative root. Then

�(Ŵ ) = min{r > 0 | �S(r) = r} =: r̂,

σ(Ŵ ) = σ(Q(·)) ∩ Dr̂,

where Ŵ denotes the minimal nonnegative root of Q(·).
Proof. (I) If W is a nonnegative root of Q(·) and r = �(W ) > 0, then there exists
an eigenvector u > 0n×n of W corresponding to r. This implies Q(r)u = 0n, what
is equivalent to ru = S(r)u, i.e., r is a distinguished eigenvalue of S(r). Now S(r)
is irreducible therefore �S(r) = r. If �S(r) = r > 0 the irreducibility of S(r) implies
that there exists a strictly positive u with Q(r)u = ru − S(r)u = 0n, and we can
apply Proposition 3.2.
(II) Clearly {0n} �= ker(rIn×n − W ) ⊂ ker(Q(r)) = ker(rIn×n − S(r)). Since
r = �(W ) and W is nonnegative, W has a nonnegative eigenvector u corresponding
to r. The last inclusion shows that r is a distinguished eigenvalue of S(r). The
matrix S(r) is irreducible, therefore r = �S(r), u � 0n and ker(rIn×n − W ) =
ker(rIn×n − S(r)) = span{u}. Now W has a strictly positive Perron vector from
a 1-dimensional eigenspace, and this implies that its peripheral eigenvalues are
simple, see [17, Ex.8(a), p. 43] , [18, Cor. 3.5] . If B is a nonsingular M -matrix, its
inverse is nonnegative, and

QT (λ) = (λIn×n − WT )λBT (λ−1 − (A2B
−1)T ) for all λ �= 0. (4.3)

We can apply similar arguments as above to prove that the peripheral eigenvalue
of (A2B

−1)T (and then of B−1A2 and A2B
−1) are simple.

(III) Assume that W is a nonnegative root of Q(·) which has no zero column and
is reducible. Then there exists a nonzero and irreducible n2 × n2 matrix W22 with
1 ≤ n2 < n such that W is cogredient to the block matrix[

W11 0
W21 W22

]
,

i.e., there exists an n × n permutation matrix P such that PWP T is this block
matrix. Let for j = 0, 1, 2

PAjP
T =

[
Aj 11 Aj 12

Aj 21 Aj 22

]
,
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where Aj 22 is an n2 × n2 matrix. We will show that Aj 12 = 0 for j = 0, 1, 2.
Then S(1)12 = A2 12 + A1 12 + A0 12 = 0, thus S(1) is reducible; we got a con-
tradiction. Note that W = S(W ) implies (A2W

2)12 + (A1W )12 + A0 12 = 0. In
this sum all summands are nonnegative matrices, thus A0 12 = 0, (A1W )12 = 0
and (A2W

2)12 = 0. Now 0 = (A1W )12 = A1 12W22 and W22 irreducible imply
A1 12 = 0. (A2W

2)12 = 0 implies (A2)12Wh+1
22 = 0 for h = 1, 2, . . . . By [16, Prob-

lem 8, p. 66] there exists a h such that Z1+h
22 is irreducible, therefore we obtain

finally A2 12 = 0.

(IV) The first equality follows from the first part of this proposition, the second
follows from Proposition 2.3. �

Example 4.7.

(a) If A0 = 0n×n, then necessarily Ŵ = 0n×n.
(b) Let

Q(λ) =
(

λ −λ2

−1 λ

)
.

Then S(·) is irreducible, and (
α β
1 0

)
is a root of Q(·) for all α and β. Clearly, its minimal nonnegative root has a
zero column, but is not the zero matrix.

Proposition 4.8. Under the main assumption of Proposition 4.2 the following state-
ments hold:

(I) Let �S(r) = r > 0. Then (detQ)′(r) = 0 is equivalent to �′S(r) = 1,
(detQ)′(r) > 0 is equivalent to �′S(r) < 1, and (det Q)′(r) < 0 is equiva-
lent to �′S(r) > 1.

(II) Let �S(r) = r > 0 and �′S(r) = 1. Then (detQ)′′(r) �= 0 is equivalent to
�′′S(r) �= 0.

Proof. Since S(·) is irreducible, the function �S is differentiable for all positive r
and adj(�S(r)−S(r)) � 0, see [16, Corollary 4.1, p. 16]. Therefore trace(adj(�S(r)−
S(r))) > 0, and both statements follow from Proposition 2.7 (see also [6] and [8,
p. 544]). �

Proposition 4.9. Let Q(·) satisfy the main assumption of Proposition 4.2, and let
�S(r) = r.

(I) If �′S(r) �= 1, then the eigenvalues of Q(·) on Tr are simple; i.e., their geo-
metric and algebraic multiplicities are 1.

(II) If �′S(r) = 1, then either �S(t) = t for all t ≥ 0 or �S(t) > t for all positive
t �= r; in the second case �′′S(r) > 0, and the eigenvalues of Q(·) on Tr have
geometric multiplicity 1 and algebraic multiplicity 2.
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Proof. In case (I) there are positive t near r such that �S(t) < t. Therefore, by
Theorem 3.4, we obtain that Q(·) has a minimal nonnegative root Ŵ , and

Q(λ) = (B̂ − λA2)(λIn×n − Ŵ ) for all λ ∈ C, (4.4)

where B̂ has a nonnegative inverse.
Let �′S(r) < 1. Then, by Proposition 2.3 (II), �(Ŵ ) = r and �(B̂−1A2) < 1/r.

By Proposition 4.6 (II), the peripheral eigenvalues of Ŵ are simple. This, equation
(4.4) and �(B̂−1A2) < 1/r prove the assertion.

Let �′S(r) > 1. Then �(Ŵ ) < r and �(B̂−1A2) = 1/r. A similar argument as
in the case above gives the assertion. The proof of case (I) is complete.

Let �′S(r) = 1 and not �S(t) = t for all t ≥ 0. Set u = log(r). For the convex
function ηS(·) from (2.1) we obtain ηS(u) = u and (ηS)′(u) = 1. Since ηS(·) is
convex and not ηS(v) = v for all real v, we obtain ηS(v) > v for all real v �= u,
that is equivalent to the first assertion in (II).

For 0 < τ < 1 we define Qτ (λ) := λIn×n − τS(λ). For Qτ (·) we are in the
situation of Theorem 3.4. Therefore

Qτ (λ) = (B̂τ − λτA2)(λIn×n − Ŵτ ) for all λ ∈ C and

B̂τ = In×n − τA1 − τA2Ŵτ , B̂τŴτ = τA0,

where Ŵτ denotes the smallest nonnegative root of Qτ (·). From Proposition 4.6 we
know that Q(·) has a (smallest) nonnegative root Ŵ . By applying the fixed point
iteration for Ŵτ with initial matrix 0n×n, it follows easily that Ŵτ1 ≤ Ŵτ2 ≤ Ŵ

when 0 < τ1 ≤ τ2 < 1. Therefore the limit of Ŵτ exists, when τ goes to 1. Using
equation (3.1), it follows that this limit is a nonnegative root of Q(·) which is less
than or equal to Ŵ , but then it coincides with Ŵ . From equation (3.3) we obtain
that B̂ is the limit of B̂τ , when τ goes to 1.

We will show that B̂ is a nonsingular M -matrix. First we show that B̂ is
nonsingular. σ(Q(·)) �= C, by Proposition 2.4. Therefore σ(B̂ − · A2) �= C. Now
σ(B̂τ − · τA2) ∩ Dr = ∅ for all τ ∈]0, 1[, therefore σ(B̂ − · A2) ∩ Dr = ∅. Thus
0 /∈ σ(B̂τ − · τA2) and B̂ is invertible. B̂τ has a nonnegative inverse, therefore the
inverse of B̂ is nonnegative and it is a nonsingular M -matrix, since it is a Z-matrix.

The log-log-convexity of �S(·) and the assumptions that �′S(r) = 1 and
�S(t) > t for r �= t > 0 imply that there exists a positive τ1 < 1 such that
for every τ satisfying τ1 < τ < 1 there are exactly two positive numbers rτ,1, rτ,2

with the property that �S(rτ,j) = rτ,j for j = 1, 2 and rτ,1 < r < rτ,2. It is not
hard to see that both rτ,j converge to r when τ goes to 1.

Let d denote the index of phase imprimitivity of G(A0]A1[A2), which is
nonzero by our assumptions, see Proposition 4.5. Since we have G(A0]A1[A2) =
G(τA0]τA1[τA2) by the proof of the second part of this proposition, the polynomi-
als ·In×n −Ŵτ and B̂τ −· τA2 have their eigenvalues for θ ∈ {0, 2π

d , 2 · 2π
d , . . . , (d−

1)2π
d } exactly at rτ,1e

iθ and rτ,2e
iθ respectively. When τ goes to 1, this implies

that the polynomials Q(·), ·In×n − Ŵ and B̂ − · A2 have their eigenvalues exactly
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at reiθ for θ ∈ {0, 2π
d , 2 · 2π

d , . . . , (d− 1)2π
d }. By Proposition 4.6 (II), they are sim-

ple for the last two polynomials. Therefore (det Q)(reiθ) = (detQ)′(reiθ) = 0 and
(detQ)′′(reiθ) = 2 × det(·In×n − W )′(reiθ) × det(B̂ − · A2)′(reiθ) �= 0, i.e., these
eigenvalues are of algebraic multiplicity 2 for Q(·). By Proposition 4.9 (I), they
are of geometric multiplicity 1. From Proposition 4.8 (II) we obtain �′′S(r) �= 0 and
the log-log-convexity of �S(·) implies �′′S(r) > 0. �

We have made all the needed preparations in order to prove the main result
of Section 4.

Theorem 4.10. Let Q(λ) = λIn×n − (λ2A2 + λA1 + A0) with nonnegative matrices
Aj , j = 0, 1, 2, such that S(·) is irreducible, and let d be the index of phase imprim-
itivity of the graph G(A0]A1[A2). Then, recalling the minimal nonnegative root Ŵ

of Q(·) and the matrix B̂ in (3.2), exactly one of the following eight cases holds.

(I) �S(r) > r for all r ≥ 0. Then Q(·) has no nonnegative root.

(II) �S(r) > r for all r > 0 and �S(0) = 0. Then either Q(·) has no nonnegative
root or B̂ is not a regular M -matrix.

(III) There exists exactly one r > 0 with �S(r) = r and �′S(r) < 1. Then Q(·) has a
nonnegative root, �(Ŵ ) = r, B̂ is a nonsingular M -matrix and �(B̂−1A2) =
0; Q(·) has n − d eigenvalues (counting multiplicities) in Dr, d eigenvalues
of algebraic multiplicity 1 on Tr at the dth roots of rd and n eigenvalues at
∞ (counting multiplicities).

(IV) There exists exactly one r > 0 with �S(r) = r and �′S(r) > 1. Then Q(·) has a
nonnegative root, �(Ŵ ) = 0, B̂ is a nonsingular M -matrix and �(B̂−1A2) =
1/r; Q(·) has 0 as eigenvalue of multiplicity n, d eigenvalues of algebraic
multiplicity 1 on Tr at the dth roots of rd and n − d eigenvalues (including
∞ and counting multiplicities) outside Dr.

(V) There exist exactly two numbers r2 > r1 > 0 with �S(rj) = rj for j = 1, 2.

Then Q(·) has a nonnegative root, �(Ŵ ) = r1, B̂ is a nonsingular M -matrix
and �(B̂−1A2) = 1/r2; Q(·) has n − d eigenvalues (counting multiplicities)
in Dr1 , d simple eigenvalues on Tr1 and on Tr2 at the dth roots of rd

1 and rd
2 ,

respectively, and n− d eigenvalues (including ∞ and counting multiplicities)
outside Dr2 .

(VI) There exists exactly one r > 0 with �S(r) = r and �′S(r) = 1. Then Q(·) has a
nonnegative root, �(Ŵ ) = r, B̂ is a nonsingular M -matrix, �(B̂−1A2) = 1/r
and �′′S(r) > 0; Q(·) has n − d eigenvalues (counting multiplicities) in Dr,
and d eigenvalues of geometric multiplicity 1 and algebraic multiplicity 2 on
Tr at the dth roots of rd and n − d eigenvalues (including ∞ and counting
multiplicities) outside Dr.
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(VII) �S(r) < r for all r > 0. Then Q(·) has a nonnegative root, �(Ŵ ) = 0, B̂ is a
nonsingular M -matrix and �(B̂−1A2) = 0; Q(·) has 0 and ∞ as eigenvalues
both of multiplicity n.

(VIII) �S(r) = r for all r ≥ 0. Then Q(·) has a nonnegative root and B̂ − λA2 is
not invertible for all λ ∈ C; σ(Q(·)) = C.

Proof. (I) From �S(r) > r for all r ≥ 0 and Proposition 4.6 (I) it follows that
Q(·) can have only nilpotent nonnegative roots. If we assume that such a root
W exists, then A0 ≤ W by equation (3.1). Therefore we obtain the contradiction
0 = �(W ) ≥ �(A0) = �S(0) > 0.

(II) If we assume that Q(·) has a nonnegative root then, by Proposition 4.6 (I),
it is nilpotent, therefore Ŵ is nilpotent. Assume that B̂ is a nonsingular M -
matrix. Then �(B̂−1A2) = 0, otherwise �S(r) = �ST (r) = r for r = 1/�(B̂−1A2).
Therefore Q(r) is invertible for all positive r; now �S(r) > r implies that its inverse
is not nonnegative, since it is a Z-matrix. From Q(r)−1 = (rIn×n − Ŵ )−1(In×n −
rB̂−1A2)−1B̂−1 it follows that Q(r)−1 is nonnegative for small positive r. This is
a contradiction.

(III) From Proposition 4.6 (I) it follows that Q(·) has a nonnegative root, �(Ŵ ) =
r, B̂ is a nonsingular M -matrix and �(B̂−1A2) < 1/r. Therefore B̂ − tA2 is in-
vertible for all t ∈ [0, r]. For t > r we have �S(t) < t, since r is the only positive
number with �S(t) = t and �S(·) is continuous. Then Q(t) and therefore B̂ − tA2

are invertible for t > r. Now B̂ − tA2 is invertible for all nonnegative t, this is
equivalent to �(B̂−1A2) = 0. The assertions on the eigenvalues of Q(·) follow from
Propositions 2.3, 4.5 and 4.9 (I).

(IV) We have �S(t) < t for all t ∈]0, r[ since r is the only positive t with �S(t) = t

and �S(·) is continuous. Therefore �(Ŵ ) = 0, by Theorem 3.4. B̂ is a nonsingular
M -matrix (see the proof of Proposition 4.9 (I)), and necessarily �(B̂−1A2) = 1/r.
The assertions on the eigenvalues of Q(·) follow from Propositions 2.3, 4.5 and
4.9 (I).

(V) We have �S(t) < t for t ∈]r1, r2[, by Proposition 2.4 (II). From Theorem 3.4
it follows that Ŵ and B̂ exist, further �(Ŵ ) ≤ r1 and �(B̂−1A2) ≤ 1/r2. Since r1

and r2 are eigenvalues of Q(·) we have equality in the last two inequalities. The
further assertions on the eigenvalues of Q(·) follow from Propositions 2.3, 4.5 and
4.9 (I).

(VI) The assertions follow immediately from the proof of Proposition 4.9 (II) and
from Propositions 4.5 and 2.3.

(VII) The assertions follow immediately from Theorem 3.4.

(VIII) For a proof see Proposition 4.1 and Proposition 2.4. �
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Example 4.11. We will show by examples that in case (II) both possibilities can
occur.
(a) Let S(λ) = λ2A2 + λIn×n, where A2 > 0n×n is irreducible. Then

Q(λ) = −λ2A2 = (0n×n − λA2)(λIn×n − 0n×n),

�S(r) = r + r2�(A2) > r for r > 0, and Q(·) has the minimal nonnegative
root 0n×n, but B̂ = 0n×n is not invertible.

(b) Consider Example 2.5. It is not difficult to see that for p > 4/27 we have
�S(r) > r for r > 0 . We will show that Q(·) has no nonnegative root. Assume
that W is a nonnegative root of Q(·). Then it is nonzero and nilpotent.
Therefore

W =
(

0 0
w 0

)
, or W =

(
0 w
0 0

)
with w > 0. In both cases, from

BW = A0 =
(

0 1
0 0

)
we obtain a contradiction.
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On Operator Representations of
Locally Definitizable Functions

Peter Jonas

Abstract. Let Ω be some domain in C symmetric with respect to the real
axis and such that Ω ∩ R �= ∅ and the intersections of Ω with the upper and
lower open half-planes are simply connected. We study the class of piecewise
meromorphic R-symmetric operator functions G in Ω \ R such that for any

subdomain Ω′ of Ω with Ω′ ⊂ Ω, G restricted to Ω′ can be written as a sum
of a definitizable and a (in Ω′) holomorphic operator function. As in the case
of a definitizable operator function, for such a function G we define intervals
∆ ⊂ R∩Ω of positive and negative type as well as some “local” inner products
associated with intervals ∆ ⊂ R ∩ Ω.

Representations of G with the help of linear operators and relations
are studied, and it is proved that there is a representing locally definitizable
selfadjoint relation A in a Krein space which locally exactly reflects the sign
properties of G: The ranks of positivity and negativity of the spectral sub-
spaces of A coincide with the numbers of positive and negative squares of the
“local” inner products corresponding to G.

Mathematics Subject Classification (2000). 47 B 50, 47 A 56, 47 A 60.

Keywords. definitizable operator functions, generalized Nevanlinna functions,
selfadjoint and unitary operators in Krein spaces, locally definitizable opera-
tors, spectral points of positive and negative type.

1. Introduction

Let (H, [·, ·]) be a separable Krein space and let L(H) denote the algebra of
bounded linear operators in H. Recall that a piecewise meromorphic L(H)-valued
function G in C \ R symmetric with respect to R (that is, G(z) = G(z)+ for
all points z of holomorphy of G; “ + ” denotes the Krein space adjoint) is called
definitizable if there exists an R-symmetric scalar rational function r such that the

This work was supported by the Hochschul- und Wissenschaftsprogramm des Bundes und der
Länder of Germany.



166 P. Jonas

product rG is the sum of a Nevanlinna function N and an L(H)-valued rational
function P with the poles of P being points of holomorphy of G:

r(z)G(z) = N(z) + P (z)

for all points z ∈ C \ R of holomorphy of rG. A rational operator function is
by definition a meromorphic operator function in C ([5]). The classes Nk(L(H)),
k = 0, 1, . . ., of generalized Nevanlinna operator functions, introduced and first
studied by M.G. Krein and H. Langer, are contained in the set of the definitizable
operator functions ([4], [5]).

By [5, Proposition 3.3] an R-symmetric piecewise meromorphic L(H)-valued
function G in C \ R is definitizable if and only if it has no more than a finite
number of nonreal poles, the order of growth of G near R is finite (see Section
2.1) and there is a finite (possibly empty) subset e of R such that every connected
component of R \ e is of definite type with respect to G (see Definition 2.5). We
can use this characterization of definitizability of operator functions to introduce
a local variant of this notion ([6, Definition 4.1], see Definition 2.9 below), that is,
we define, in a natural way, operator functions definitizable in some domain Ω. In
the same way as for definitizable operator functions open subsets of R of type π+

and π− can be defined, which gives a localization of the characteristic properties
of the generalized Nevanlinna functions (Section 2.3).

Let, in the following, Ω be a domain in C which is symmetric with respect
to R, such that Ω ∩ R �= ∅, and Ω ∩ C+ and Ω ∩ C− are simply connected. Here
C+ and C− denote the open upper and the open lower half planes, respectively.
An operator function G is definitizable in Ω if and only if for every domain Ω′

with the same properties as Ω, and with Ω
′ ⊂ Ω, the restriction of G to Ω′ can

be written as a sum of a definitizable operator function and an operator function
holomorphic in Ω′ (see Proposition 2.10).

The main objective of the present paper are representations of operator func-
tions definitizable in Ω with the help of selfadjoint operators or selfadjoint relations
definitizable in Ω (Section 3). We consider representations of the form studied in
[3] for generalized Nevanlinna functions and in [5] for definitizable functions. A
local variant of the notion of minimality of a representation is introduced (Defi-
nition 3.2). If a representation of an operator function G is locally minimal, then
the local “sign properties” of G (including multiplicities) are exactly reflected by
the local “sign properties” of the representing relation. Moreover, if A1 and A2 are
two locally minimal locally definitizable representing relations for G, results from
[5] on the “local unitary equivalence” of A1 and A2 for the case of a definitizable
G remain true in our more general situation.

In Section 3.2 we shall show that for every domain Ω′ with the same prop-
erties as Ω, and with Ω′ ⊂ Ω, there exists a locally minimal representation of
the restriction of G to Ω′ with the help of some selfadjoint relation A in a Krein
space which is definitizable over Ω′. This will be proved with the help of a variant
of T. Ya. Azizov’s theorem on the representation of operator functions (Theorem
3.7): there exists a minimal representing selfadjoint relation with spectrum outside
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of an arbitrarily chosen compact subset of the set of holomorphy of the operator
function.

By a linear fractional transformation of the independent variable and by
making use of the corresponding Cayley transformation all definitions and results
mentioned above can be carried over to similar definitions and equivalent results
for operator functions skew-symmetric with respect to the unit circle T. It is often
convenient to give the proofs in the T-skew-symmetric situation. Therefore, we
shall formulate all definitions and most of the results for both situations.

2. Locally definitizable operator functions

2.1. Preliminaries on R-symmetric and T-skew-symmetric operator functions

For every subset M of C we set M∗ := {λ̄ : λ ∈ M} and M̂ := {λ̄−1 : λ ∈ M}.
For a scalar function f defined on a set M ⊂ C with M = M∗ (M = M̂) we
set f∗(λ) := f(λ̄) (resp. f̂(λ) := f(λ̄−1)). If the values of f are bounded linear
operators in a Krein space H we set f∗(λ) := f(λ)+ (resp. f̂(λ) := f(λ̄−1)+).

Let, in this and the following sections, Ω be a domain in C with the properties
mentioned in the introduction. Let λ0 ∈ Ω ∩ C+,

ψ(λ) := −(λ − λ0)(λ − λ0)−1 φ(z) := (λ0z + λ0)(z + 1)−1.

Then φ ◦ ψ = id and ψ(R) = T. The domain ψ(Ω) is symmetric with respect to
T, ψ(Ω) ∩ T is not empty, 0,∞ ∈ ψ(Ω), and ψ(Ω) ∩ D and ψ(Ω) ∩ D̂ are simply
connected domains of C. Here D denotes the open unit disc.

Let G be an L(H)-valued meromorphic function in Ω \R, G = G∗, such that
no point of Ω∩R is an accumulation point of nonreal poles of G. Let µ be a point
of Ω∩R such that G can be continued analytically in µ from Ω∩C+ and (hence,
also) from Ω ∩ C− and these analytic continuations coincide. In the following we
will tacitly assume that G is defined also in these points µ, and by a “point of
holomorphy” of G we will understand either a point of holomorphy of G in Ω \R
or a point µ ∈ Ω ∩R with the property just mentioned.

If M is a closed subset of C and X is a Banach space, the linear space of
all locally holomorphic functions on M with values in X equipped with the usual
topology (see [7, Section 27.4]) will be denoted by H(M,X ). We set H(M) :=
H(M,C).

Assume that λ0 ∈ Ω ∩ C+ is a point of holomorphy of G. Let O+ be a
bounded C∞-domain (not necessarily simply connected) with O+ ⊂ Ω ∩ C+ and
λ0 ∈ O+ such that G is locally holomorphic on O+. Then by G = G∗, G is also
locally holomorphic on O−, O− := (O+)∗. For every g ∈ H(C \ (O+ ∪ O−)) we
define

SG.g := −2i (Imλ0)
∫
C

G(λ)g(λ)(λ − λ0)−1(λ − λ0)−1 dλ, (2.1)
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where C = ∂O+ ∪ ∂O− †. Evidently, for every function g locally holomorphic on

(C \ Ω) ∪ R ∪ {poles of G}
we may find some domain O+ as above and such that g ∈ H(C \ (O+ ∪ O−)).
Then the operator SG.g is defined, and it does not depend on the choice of O+.
SG is a continuous linear mapping of H((C \Ω)∪R∪ {poles of G}) into L(H). It
is easy to see that SG.g∗ = (SG.g)+.

It is not difficult to find some right inverse of the mapping G 
→ SG: Let
σ0 = σ∗

0 be a countable subset of Ω \ R which has no accumulation points in Ω,
λ0 �∈ σ0, and let S be a continuous linear mapping of H((C \Ω)∪R∪σ0) in L(H)
such that

S . g∗ = (S . g)+ for all g ∈ H((C \ Ω) ∪ R ∪ σ0)
(or, equivalently, S.g is selfadjoint for g = g∗ ∈ H((C \ Ω) ∪ R ∪ σ0)) and S is of
finite order at every point µ0 of σ0. That is, the restriction of S to the subspace
of all functions g ∈ H((C \ Ω) ∪ R ∪ σ0) which are zero in some neighborhood of
((C \ Ω) ∪R ∪ σ0) \ {µ0} has the form g 
−→

∑k
ν=0 Aνg(ν)(µ0) where Aν ∈ L(H),

ν = 0, · · · , k, for some k ∈ N. We denote the linear space of these mappings by
Φ(Ω,R∪σ0;L(H)). If G is as above then SG belongs to this space where σ0 is the
set of poles of G in Ω \ R. For S ∈ Φ(Ω,R ∪ σ0;L(H)) we define

GS(λ) := S . gλ where

gλ(w) := (4π)−1(Im λ0)−1(λ − Re λ0 + (λ − λ0)(λ − λ0)(w − λ)−1).

The function GS fulfils the general assumptions on the operator functions G con-
sidered in this section. It is not difficult to verify that

SGS = S.

If G is as at the beginning of this section, then

G(λ) − 1
2
(G(λ0) + G(λ0)+) = SG . gλ(= GSG(λ))

for all points λ of holomorphy of G in Ω \ R.
As in [5, Section 3] besides the operator-valued functional SG we consider a

form-valued functional SG(·, ·). Let O+, O−, C and g be as in the definition of SG,
and let u, v be H-valued functions locally holomorphic on C \ (O+ ∪O−), that is
u, v ∈ H(C \ (O+ ∪ O−),H). Then we set

SG(u, v).g := −2i (Imλ0)
∫
C
[G(λ)u(λ), v(λ)]g(λ)(λ − λ0)−1(λ − λ0)−1 dλ. (2.2)

This defines SG(·, ·).(·) for all (H-valued and scalar, respectively) functions locally
holomorphic on H((C \ Ω) ∪ R ∪ {poles of G}). If g = g∗, the sesquilinear form
(u, v) 
→ SG(u, v).g is hermitian.

Let F be a L(H)-valued meromorphic function in ψ(Ω\R) = ψ(Ω)\T which
is skew-symmetric with respect to the unit circle T: F̂ = −F . Assume that no

† In the definition of SG in [6], relation (3.8), a minus sign is missing.
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point of ψ(Ω)∩T is an accumulation point of non-unimodular poles of F and that
F is holomorphic at 0 and ∞. Then

G := iF ◦ ψ (2.3)

satisfies the assumptions mentioned at the beginning of this section. If O+ and
O− are as above then for every f ∈ H(C \ ψ(O+ ∪ O−)) we define

TF . f :=
∫

ψ(C)

F (z)f(z)(iz)−1dz, (2.4)

where ψ(C) = ∂ψ(O+) ∪ ∂ψ(O−). Similarly to the definition of SG, in this way
the operator TF .f is defined for every function f which is locally holomorphic on
(C \ ψ(Ω)) ∪ T ∪ {poles of F}.

Below we will make use of some right inverse of the mapping F 
→ TF : Let
τ0 = τ̂0 be a countable bounded subset of ψ(Ω) \ T which has no accumulation
points in Ω, and let T be a continuous linear mapping of H((C \ ψ(Ω)) ∪ T ∪ τ0)
in L(H) such that

T . f̂ = (T . f)+ for all f ∈ H((C \ ψ(Ω)) ∪ T ∪ τ0)

(or, equivalently, T.f is selfadjoint for all f = f̂ ∈ H((C \ ψ(Ω)) ∪ T ∪ τ0)) and
T is of finite order at every point of τ0. The linear space of these mappings is
denoted by Φ(ψ(Ω),T ∪ τ0;L(H)). If F is as above then TF belongs to this space
where τ0 is the set of all poles of F in ψ(Ω) \T. If T ∈ Φ(ψ(Ω),T∪ τ0;L(H)) and
ζ ∈ ψ(Ω) \ (T ∪ τ0) we define an operator function FT by

FT (ζ) := T . hζ where hζ(z) := (4π)−1(z + ζ)(z − ζ)−1.

Then FT is meromorphic in ψ(Ω) \ T, the poles of FT in ψ(Ω) \ T are contained
in τ0 and we have F̂T = −FT . Moreover,

TFT = T. (2.5)

If F is as above then

F (z) − 1
2
(F (0) − F (0)+) = TF .hz(= FTF (z)) (2.6)

for all points of holomorphy of F in ψ(Ω) \ T.
If, again, the operator function F is as above, f ∈ H(C \ ψ(O+ ∪ O−)) and

p, q ∈ H(C \ ψ(O+ ∪ O−),H), we define

TF (p, q).f :=
∫

ψ(C)

[F (z)p(z), q(z̄−1)]f(z)(iz)−1dz.

If (2.3) holds then for all functions f , p, q which are locally holomorphic on
(C \ ψ(Ω)) ∪T∪ {poles of F} (scalar and with values in H, respectively) we have

TF .f = SG.(f ◦ ψ), (2.7)

TF (u ◦ φ, v ◦ φ).(g ◦ φ) = SG(u, v).g. (2.8)
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Let ∆ be an open subset of Ω ∩ R, and let m ≥ 1. We shall say that the
order of growth of G near ∆ is ≤ m, if for every closed subset ∆′ of ∆ there exists
a constant M and an open neighborhood U of ∆′ in C such that

‖G(λ)‖ ≤ M(1 + |λ|)2m|Im λ|−m

for all λ ∈ U \ R. We do not exclude the case when Ω = C and ∆ = R.
Analogously, if Γ is an open subset of ψ(Ω)∩T we shall say that the order of

growth of F near Γ is ≤ m, if for every closed subset Γ′ of Γ there exists a constant
M and an r0 ∈ (0, 1) such that

‖F (reiΘ)‖ ≤ M |1 − |r||−m

for all eiΘ ∈ Γ′ and r ∈ [r0, 1) ∪ (1, r−1
0 ].

2.2. Extension of the functionals associated with G and F and its consequences

Assume that the order of growth of G near ∆ ⊂ Ω∩R is ≤ m. It is easy to verify
that this is equivalent to the fact that the order of growth of F near ψ(∆) is ≤ m.

Let Γ0 be the union of a finite number of pairwise disjoint open arcs of T,
Γ0 �= T, and let δ0 ∈ (0, 1) be such that for

Q0 := {reiΘ : eiΘ ∈ Γ0, r ∈ (δ0, 1) ∪ (1, δ−1
0 )} (2.9)

the function F is locally holomorphic on Q0 \ Γ0.
We denote by D(p)(C \ Q0,H), p nonnegative integer, the linear space of all

continuous H-valued functions f on C \ Q0 such that f is locally holomorphic on
C\(Q0∪Γ0) and the restriction f |T is a Cp function. For D(p)(C\Q0,C) we simply
write D(p)(C \ Q0). We introduce a locally convex topology on D(p)(C \ Q0,H):
Let ε0, 0 < ε0 < 1−δ0, be such that for 0 < ε < ε0 every component of Γ0 contains
a point of

Γε := {eiΘ ∈ Γ0 : dist (eiΘ,T \ Γ0) > ε} ⊂ Γ0,

and set
Qε := {reiΘ : eiΘ ∈ Γε, r ∈ (δ0 + ε, 1) ∪ (1, (δ0 + ε)−1)}.

Let (εn) ⊂ (0, ε0) be a decreasing null sequence and let D
(p)
n be the subspace of

D(p)(C \Q0,H) of all f ∈ D(p)(C \Q0,H) which can analytically be continued to
C \ (Qεn ∪ Γεn) such that f is continuous on C \ (Qεn ∪ Γεn). Evidently, we have
D(p)(C \ Q0,H) =

⋃∞
n=1 D

(p)
n . On the space D

(p)
n we consider the norm

‖f‖(p)
n := sup

{
‖f(z)‖ : z ∈ C \ (Qεn ∪ Γεn)

}
+ sup

{
‖ dν

dΘν f(eiΘ)‖ : eiΘ ∈ Γ0, 0 ≤ ν ≤ p
}

, f ∈ D(p)
n .

(D(p)
n , ‖f‖(p)

n ) is a Banach space. On the space D(p)(C \ Q0,H) we consider the
topology of the inductive limit of the spaces D

(p)
n , n = 1, 2, . . .. One verifies as

in [7, §27, 4.(2)] that this topology is separated. By well-known properties of the
Abel-Poisson integral, H(C \ Q0) is dense in D(p)(C \ Q0).

It was proved in [6, Theorem 3.1] that for Γ0 ⊂ ψ(∆) and under the above
growth assumption on F , TF is continuous on H(C \ Q0) with respect to the
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topology of D(m+1)(C \ Q0). Therefore TF can be extended by continuity to
D(m+1)(C \ Q0). By (2.7) SG is continuous on H(C \ φ(Q0)) with respect to the
topology in H(C\φ(Q0)) induced by the topology defined above and the mapping

H(C \ Q0) � f 
−→ f ◦ ψ ∈ H(C \ φ(Q0)).

We extend SG to all functions defined on C \ φ(Q0) and belonging to the space
D(m+1)(C \ Q0) ◦ ψ = {f ◦ ψ : f ∈ D(m+1)(C \ Q0)}:

SG.(f ◦ φ) := TF .f, f ∈ D(m+1)(C \ Q0).

In particular, the extended functionals TF and SG are defined on all functions
f ∈ D(m+1)(C \ Q0) and g ∈ D(m+1)(C \ Q0) ◦ ψ, respectively, such that f and
g are zero outside compact subsets of ψ(∆) and ∆, respectively. In these cases,
for brevity, we shall write f ∈ Cm+1

0 (ψ(∆)) and g ∈ Cm+1
0 (∆). If we regard

R as a real-analytic manifold in the usual way, then the restriction of ψ to R
is a real-analytic diffeomorphism of R onto T, and therefore the linear space
of the restrictions of the functions of Cm+1

0 (∆) to R coincides with the linear
space of the Cm+1-functions g on R with supp g ∈ ∆. If f ∈ Cm+1

0 (ψ(∆)) is a
real function, then it can be approximated in D(m+1)(C \ Q0) by a sequence of
functions fn ∈ H(C \Q0) with fn = f̂n, hence, TF .f is selfadjoint. Similarly, SG.g
is selfadjoint for real functions g ∈ Cm+1

0 (∆).
We will make use of the following proposition (cf. [4, Section 1.3]).

Proposition 2.1. Assume that the order of growth of G near to the open subset ∆
of Ω ∩ R is ≤ m, and let ∆0 be the union of a finite number of pairwise disjoint
connected open subsets of ∆ such that ∆0 ⊂ ∆. Then the following holds.

(i) G can be written as a sum

G = G0 + G(0),

where G0 and G(0) are L(H)-valued meromorphic functions in Ω\R, G0 = G∗
0

is locally holomorphic on C \ ∆, has growth of order ≤ m + 2 near R, and
G(0) = G∗

(0) is locally holomorphic on ∆0.
(ii) F can be written as a sum

F = F0 + F(0),

where F0 and F(0) are L(H)-valued meromorphic functions in ψ(Ω) \T such
that F0 = −F̂0 is locally holomorphic on C\ψ(∆), has growth of order ≤ m+2
near T, and F(0) = −F̂(0) is locally holomorphic on ψ(∆0).

Proof. It is sufficient to prove assertion (ii). For every point z of holomorphy of F
we have (see (2.6))

F (z) = TF .hz +
1
2
(F (0) − F (0)+).
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Let α ∈ Cm+1
0 (ψ(∆)) be real on T and equal to 1 on some neighborhood of ψ(∆0).

We set

F0(z) := TF .αhz +
1
2
(F (0) − F (0)+) (2.10)

Let τ0 denote the set of all poles of F in ψ(Ω)\T. The operator TF .αf is selfadjoint
for every f = f̂ ∈ H((C\ψ(Ω))∪T∪τ0). Then it is easy to see that the functional

αTF : f 
−→ TF .αf

belongs to Φ(ψ(Ω),T ∪ τ0;L(H)). Therefore, F̂0 = −F0. By the continuity prop-
erties of TF , F0 is complex differentiable outside of the support of α and, hence,
locally holomorphic on C \ ψ(∆). We define

F(0)(z) := TF .(1 − α)hz.

Then F = F0+F(0). Since 1−α is zero in some neighborhood of ψ(∆0) we conclude
that F(0) is complex differentiable in some neighborhood (in C) of any point of
ψ(∆0).

Let K be a compact subset of C \ {0}. Then by the definition of F0 and the
local Cm+1-continuity of TF there exist constants M and M ′ such that z ∈ K \T
implies

‖F0(z)‖ ≤ M sup
{∣∣∣∣ dk

dΘk
hz(eiΘ)

∣∣∣∣ : Θ ∈ [0, 2π], k = 0, . . . , m + 1
}

≤ M ′|1 − |z||m+2.

That is, the growth of F0 near T is of order ≤ m + 2. �

Lemma 2.2. Assume that G, G0, F and F0 are as in Proposition 2.1. Then

SG.g = SG0 .g for all g ∈ Cm+3
0 (∆0), (2.11)

TF .f = TF0 .f for all f ∈ Cm+3
0 (ψ(∆0)). (2.12)

Proof. If Γ0 := ψ(∆0) and Q0 is as in (2.9), then every f ∈ Cm+3
0 (Γ0) can be

approximated in D
(m+3)
n for some n by a sequence (fk) of functions belonging

to H(C \ Q0). Then, if F(0) is as in Proposition 2.1, by the definition of TF(0) ,
TF(0) .f = limk→∞ TF(0) .fk = 0, which implies the lemma. �

Local growth properties of G and F imply also local continuity properties of
the functionals SG(·, ·) and TF (·, ·) similar to those of SG and TF .

Proposition 2.3. Assume that the order of growth of F near to the open subset Γ
of ψ(Ω) ∩ T is ≤ m. Let Γ0 be the union of a finite number of pairwise disjoint
open subarcs of Γ such that Γ0 ⊂ Γ and let Q0 be as in (2.9). Then

H(C \ Q0,H)2 × H(C \ Q0) � (p, q, f) 
−→ TF (p, q).f

is continuous with respect to the topology of (D(m+3)(C\Q0,H))2×D(m+3)(C\Q0).
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Proof. Let O+
1 be a simply connected C∞-subdomain of D with the following

properties:

(i) 0 ∈ O+
1 , Q0 ∩ D ⊂ O+

1 , O+
1 ∩ T = Γ0.

(ii) F is holomorphic in O+
1 and in all points of O+

1 \T.
Then there exists an r0 ∈ (0, 1) such that for all r ∈ [r0, 1), F is holomorphic on
the closure of rO+

1 := {rz : z ∈ O+
1 }. We define Or := rO+

1 ∪ (rO+
1 )ˆ, r ∈ [r0, 1].

Let F0 and F(0) be as in Proposition 2.1, (ii), with ψ(∆) = Γ and ψ(∆0) = Γ0.
If p, q ∈ H(C \ Q0,H), f ∈ H(C \ Q0), then for sufficiently small 1 − r > 0 we
have

TF (p, q).f =
∫

∂Or

[F (z)p(z), q(z̄−1)]f(z)(iz)−1dz

=
∫

∂Or

[F0(z)p(z), q(z̄−1)]f(z)(iz)−1dz

+
∫

∂Or

[F(0)(z)p(z), q(z̄−1)]f(z)(iz)−1dz

=
∫

∂(rD∪r−1D̂)

[F0(z)p(z), q(z̄−1)]f(z)(iz)−1dz

+
∫

∂(O1\Γ̄0)

[F(0)(z)p(z), q(z̄−1)]f(z)(iz)−1dz.

(2.13)

F0 has growth of order ≤ m+2 near T. Then by [4, Proposition 1.2] the first term
on the right-hand side of (2.13) is continuous on (Cm+3(T,H))2×Cm+3(T). Since
the topologies of D(m+3)(C \Q0,H) and D(m+3)(C \Q0) are stronger than those
of (Cm+3(T,H)) and Cm+3(T), respectively, the first term on the right-hand side
of (2.13) is continuous with respect to the topology mentioned in the proposition.
As to the second term on the right-hand side of (2.13), there is a constant M such
that the absolute value of the second term can be estimated from above by

M sup{‖p(z)‖ : z ∈ C \ Q̄0} sup{‖q(z)‖ : z ∈ C \ Q̄0}
× sup{|f(z)| : z ∈ C \ Q̄0}.

This implies Proposition 2.3. �
If the assumptions of Proposition 2.3 are fulfilled, by (2.8) a similar continuity

statement holds for SG(·, ·) and the topologies induced by the mapping f 
−→ f ◦ψ.
For the extended functional SG(·, ·) we have

SG(p ◦ φ, q ◦ φ).(f ◦ φ) := TF (p, q).f,

p, q ∈ D(m+3)(C \ Q0,H), f ∈ D(m+3)(C \ Q0). (2.14)

In the same way as in Lemma 2.2 and making use of (2.14) we verify the following.

Lemma 2.4. If F , F0, G and G0 are as in Proposition 2.1, then

TF (p, q).f = TF0(p, q).f
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for all p, q ∈ Cm+3
0 (ψ(∆0),H), f ∈ Cm+3

0 (ψ(∆0)), and

SG(u, v).g = SG0(u, v).g

for all u, v ∈ Cm+3
0 (∆0,H), g ∈ Cm+3

0 (∆0).

2.3. Open sets of positive and negative type with respect to an operator function

Let G and F be as in Sections 2.1 and 2.2. The following definitions of open sets
of positive and negative type with respect to the operator functions G and F are
equivalent to those in [6, Definitions 3.7 and 3.9]. For these and further equivalent
descriptions of these sets see [6, Lemma 3.8 and Lemma 3.10].

Definition 2.5. An open subset ∆ ⊂ Ω∩R is said to be of positive type with respect
to G if for every x ∈ H and every sequence (λn) of points of holomorphy of G in
Ω ∩ C+ which converges in C to a point of ∆ we have

lim inf
n→∞ Im [G(λn)x, x] ≥ 0.

An open subset ∆ ⊂ Ω ∩ R is said to be of negative type with respect to G if ∆ is
of positive type with respect to −G. ∆ is said to be of definite type with respect to
G if ∆ is of positive type or of negative type with respect to G. A point λ ∈ Ω∩R
which is not contained in an open set of definite type with respect to G is called
a critical point of G in Ω, we write λ ∈ K(G, Ω).

Definition 2.5′. An open set Γ ⊂ ψ(Ω) ∩ T is said to be of positive type with
respect to F if for every x ∈ H and every convergent sequence (zn) ⊂ ψ(Ω) ∩D of
points of holomorphy of F with limn→∞ zn ∈ Γ we have

lim inf
n→∞ Re [F (zn)x, x] ≥ 0.

An open set Γ ⊂ ψ(Ω)∩T is said to be of negative type with respect to F if Γ is of
positive type with respect to −F . Γ is said to be of definite type with respect to F
if Γ is of positive type or of negative type with respect to F . A point z ∈ ψ(Ω)∩T
which is not contained in an open set of definite type with respect to F is called
a critical point of F in ψ(Ω), we write z ∈ K(F, ψ(Ω)).

Assume that Ω = C and let G, in addition, be piecewise holomorphic in C\R.
Then R is of positive type with respect to G if and only if G is a Nevanlinna
function, i.e., Im [G(λ)x, x] ≥ 0 for every λ ∈ C+ and every x ∈ H. This is a
consequence of the fact that a harmonic function does not attain its minimum in
the interior of its domain. If Ω = C and F is piecewise holomorphic in C\T, then
T is of positive type with respect to F if and only if F is a Carathéodory function,
i.e., Re [F (z)x, x] ≥ 0 for every z ∈ D and every x ∈ H.

Proposition 2.6. Let ∆ be an open subset of Ω∩R. Then the following statements
are equivalent.

(i) ∆ is of positive type with respect to G.
(i′) ψ(∆) is of positive type with respect to F .
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(ii) The order of growth of G near ∆ is ≤ m for some positive integer m, and
[(SG.g)x, x] ≥ 0 for every nonnegative function g ∈ C∞

0 (∆) and any x ∈ H.
(ii′) The order of growth of F near ψ(∆) is ≤ m for some integer m, and

[(TF .f)x, x] ≥ 0 for every nonnegative function f ∈ C∞
0 (ψ(∆)) and any

x ∈ H.
(iii) The order of growth of G near ∆ is ≤ m for some positive integer m, and

SG(·, ·).1 restricted to C∞
0 (∆,H) is positive semidefinite.

(iii′) The order of growth of F near ψ(∆) is ≤ m for some positive integer m, and
TF (·, ·).1 restricted to C∞

0 (ψ(∆),H) is positive semidefinite.
(iv) For every open set ∆0 which is the union of a finite number of pairwise

disjoint connected open subsets of ∆ such that ∆0 ⊂ ∆, G can be written as
a sum G = G0 + G(0), where G0 is an L(H)-valued Nevanlinna function and
G(0) is locally holomorphic on ∆0.

(iv′) For every open set Γ0 which is the union of a finite number of pairwise disjoint
connected open subsets of ψ(∆) such that Γ0 ⊂ ψ(∆), F can be written as a
sum F = F0 + F(0), where F0 is an L(H)-valued Carathéodory function and
F(0) is locally holomorphic on Γ0.

Proof. By relation (2.3) the statements (i) and (i′) are equivalent. Since (2.7) and
(2.8) remain true for the extended functionals SG, TF , SG(·, ·).1, TF (·, ·).1, (ii)
and (ii′) as well as (iii) and (iii′) are equivalent. On account of [6, Lemmas 3.10
and 3.12] (i′) and (ii′) are equivalent.

Assume that (i′) and (ii′) hold. We show that (iv′) holds. We construct a
decomposition of F as in the proof of Proposition 2.1 with ψ(∆0) = Γ0 and
assume, in addition, that the function α in (2.10) is nonnegative. It follows from
(2.6) and (2.5) that

TF0 .f = TF . αf for all f ∈ C∞(T).

This relation shows that, for every x ∈ H, [TF0 .(·)x, x] is a nonnegative functional
on C∞(T), i.e., F0 is a Carathéodory function. It is easy to see that (iv′) implies
(i′). (iv) and (iv′) are equivalent.

Assume that (iv′) holds. Let u, v ∈ C∞
0 (Γ0,H) and let f0 be a real function

in C∞
0 (Γ0) which is equal to one on the supports of u and v. Then, by Lemma 2.4,

TF (u, v).1 = TF (u, v).f2
0 = TF0(u, v).f2

0 = TF0(u, v).1.

Since F0 is a Carathéodory function the form TF0(·, ·).1 is positive semidefinite
(see [4, Lemma 1.7]). Therefore, TF (·, ·).1 is positive semidefinite on C∞

0 (Γ0,H).
This implies (iii′).

If (iii′) holds, then for every nonnegative f1 ∈ C∞
0 (ψ(∆)) and every x ∈ H

we have
0 ≤ TF (f1x, f1x).1 = [(TF .f2

1 )x, x].
Since every nonnegative function f ∈ C∞

0 (ψ(∆)) restricted to T can be ap-
proximated in Ck(T) for every k = 0, 1, . . . , by functions of the form f2

1 , f1 ∈
C∞

0 (ψ(∆)), we obtain (ii′), and Proposition 2.6 is proved. �
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2.4. Open sets of type π+ and π− with respect to an operator function

If L is a linear space equipped with a Hermitian sesquilinear form [·, ·], we denote
by κ+((L, [·, ·])) (κ−((L, [·, ·]))) the least upper bound (≤ ∞) of the dimensions of
[·, ·]-positive definite (resp. [·, ·]-negative definite) subspaces of L. These quantities
are called the rank of positivity and the rank of negativity of [·, ·] on L.

Let G and F be as in Sections 2.1 and 2.2 and let the order of growth of G
near to an open set ∆ ⊂ Ω ∩ R be ≤ m for some positive integer m. Then we
define

κ±(∆, G) := κ±((C∞
0 (∆,H), SG(·, ·).1)).

Analogously, for an open set Γ ⊂ ψ(Ω) ∩ T we put

κ±(Γ, F ) := κ±((C∞
0 (Γ,H), TF (·, ·).1)).

By Proposition 2.6, ∆ (Γ) is of positive type with respect to G (resp. F ) if and
only if κ−(∆, G) = 0 (resp. κ−(Γ, F ) = 0). Analogously for ∆ and Γ of negative
type.

Definition 2.7. An open set ∆ ⊂ Ω ∩ R (Γ ⊂ ψ(Ω) ∩ T) is said to be of type π+

with respect to G (resp. F ) if the order of growth of G (resp. F ) near to ∆ (resp.
Γ) is finite and for every open subset ∆0, ∆0 ⊂ ∆, (resp. Γ0, Γ0 ⊂ Γ) we have
κ−(∆0, G) < ∞ (resp. κ−(Γ0, F ) < ∞).

Analogously, with κ− replaced by κ+, sets of type π− with respect to G and
F are defined.

Assume that Ω = C. Then the set of all piecewise meromorphic L(H)-valued
functions G0 = G∗

0 in C \ R such that the total multiplicity of the poles of G0

in C+ is finite, the growth of G0 near R is of finite order and κ−(R, G0) < ∞
holds, coincides with the set of all generalized Nevanlinna functions, i.e., with the
union of all Krein-Langer classes Nk(L(H)), k = 0, 1, . . .. Similarly, the set of
all piecewise meromorphic L(H)-valued functions F0 = −F̂0 in C \ T such that
the total multiplicity of the poles of F0 in D is finite, the growth of F0 near T
is of finite order and κ−(T, F0) < ∞ coincides with the set of all generalized
Carathéodory functions, i.e., with the union of all Krein-Langer classes Ck(L(H)),
k = 0, 1, . . . (see [4]). This means that, roughly speaking, an open set ∆ is of type
π+ with respect to G if and only if in a neighborhood of ∆, G behaves similarly to
a generalized Nevanlinna function. Analogously for F . In the following proposition
this fact is more precisely expressed with the help of decompositions.

Proposition 2.8. Let ∆ be an open subset of Ω∩R. Then the following statements
are equivalent.

(i) ∆ is of type π+ with respect to G.
(i′) ψ(∆) is of type π+ with respect to F .
(ii) For every open set ∆0 which is the union of a finite number of pairwise

disjoint connected open subsets of ∆ such that ∆0 ⊂ ∆, G can be written as
a sum G = G0 + G(0), where G0 ∈ Nk(L(H)) for some k and G(0) is locally
holomorphic on ∆0.
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(ii′) For every open set Γ0 which is the union of a finite number of pairwise disjoint
connected open subsets of ψ(∆) such that Γ0 ⊂ ψ(∆), F can be written as
a sum F = F0 + F(0), where F0 ∈ Ck(L(H)) for some k and F(0) is locally
holomorphic on Γ0.

Proof. That (ii′) implies (i′) is proved as in the proof of Proposition 2.6, (iv′) =⇒
(iii′).

Assume that (i′) holds. Then we again construct a decomposition of F as
in the proof of Proposition 2.1 and assume, in addition, that α in (2.10) is the
square of a nonnegative function β ∈ C∞

0 (ψ(∆)). Then by (2.6) and (2.5) we
have TF0 . f = TF . β2f for all f ∈ C∞(T) and, by approximating functions from
C∞(T,H) by H-valued trigonometric polynomials,

TF0(u, v).1 = TF (βu, βv).1

for all u, v ∈ C∞(T,H). By condition (i′) the form TF (β·, β·).1 has a finite number
of negative squares and F0 is a generalized Carathéodory function, i.e., (ii′) is true.
The rest of the proof is an immediate consequence of the above considerations. �

2.5. Locally definitizable operator functions

In the following definitions we define classes of operator functions which contain
those considered in Proposition 2.8.

Definition 2.9. G is called definitizable in Ω if the following holds.
(α) For every finite union ∆0 of open connected subsets of Ω∩R with ∆0 ⊂ Ω∩R

there exists a positive integer m such that the order of growth of G near ∆0

is ≤ m.
(β) Every point λ ∈ Ω ∩ R has an open connected neighborhood Iλ in R such

that both components of Iλ \ {λ} are of definite type with respect to G.

Definition 2.9′. F is called definitizable in ψ(Ω) if the following holds.
(α′) For every finite union Γ0 of open arcs of ψ(Ω)∩T with Γ0 ⊂ ψ(Ω)∩T there

exists a positive integer m such that the order of growth of F near Γ0 is ≤ m.
(β′) Every point z ∈ ψ(Ω)∩T has an open connected neighborhood Iz in T such

that both components of Iz \ {z} are of definite type with respect to F .
Similarly to Proposition 2.6 we obtain the following proposition. For charac-

terizations of functions definitizable in C (which occur in the assertions (2) and
(2′) below) with the help of definitizing rational functions see [4], [5].

Proposition 2.10. The following statements are equivalent.
(1) G is definitizable in Ω.
(1′) F is definitizable in ψ(Ω).
(2) For every open set ∆ ⊂ Ω ∩ R which is the union of a finite number of

pairwise disjoint connected open subsets of Ω ∩ R such that ∆ ⊂ Ω ∩ R, G
can be written as a sum G = G0 + G(0), where G0 is an R-symmetric L(H)-
valued function definitizable in C, and G(0) is locally holomorphic on ∆.
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(2′) For every open set Γ ⊂ ψ(Ω) ∩ T which is the union of a finite number of
pairwise disjoint connected open subsets of ψ(Ω)∩T such that Γ ⊂ ψ(Ω)∩T,
F can be written as a sum F = F0 +F(0), where F0 is an T-symmetric L(H)-
valued function definitizable in C, and F(0) is locally holomorphic on Γ.

For a function G definitizable in Ω we can even find an essentially unique
decomposition of G similar to that in Proposition 2.10, (2), if we make some further
requirements. Exactly the same is true for F . We shall formulate and prove it only
for G.

Proposition 2.11. Let G be definitizable in Ω and let ∆ be as in Proposition 2.10,
(2), and assume, additionally, that the endpoints of the connected components of
∆ are finite and do not belong to K(G, Ω). Moreover, let Ω′ be a domain in C with
the same properties as Ω such that Ω′ ⊂ Ω. Then G can be written as a sum

G = G1 + G2 + G3, (2.15)

where
(a) G1 is an R-symmetric L(H)-valued function definitizable in C and locally

holomorphic in C \ ∆. If t0 is an endpoint of a connected component of ∆,
then t0 /∈ K(G1, Ω) and for every x ∈ H the angular limit

l̂imλ→t0 (λ − t0)[G1(λ)x, x]

is zero.
(b) G2 is a meromorphic R-symmetric L(H)-valued function in C with all poles

contained in Ω′ \ R.
(c) G3 is an R-symmetric L(H)-valued function which is locally holomorphic on

(Ω′ \ R) ∪ ∆.
For fixed ∆ and Ω′ as above, the terms of the decomposition (2.15) are uniquely
determined up to addition of bounded selfadjoint operators.

Proof. Let ∆0 be an open subset of Ω ∩ R with the same properties as ∆ in
Proposition 2.10 and assume that ∆ ⊂ ∆0. We consider a decomposition G =
G0 + G(0) as in Proposition 2.10, (2), but with ∆ replaced by ∆0. Then the
endpoints of the connected components of ∆ do not belong to K(G0,C). Let
λ0 ∈ Ω′∩C+ be a point of holomorphy of G0 and let A0 be a minimal representing
definitizable selfadjoint relation in some Krein space K for G0:

G0(λ) = S + Γ+{λ − Re λ0 + (λ − λ0)(λ − λ0)(A0 − λ)−1}Γ, λ ∈ ρ(A0).

Here S is a bounded selfadjoint operator in H and Γ ∈ L(H,K). The endpoints
of the components of ∆ are no critical points of A0 (see [5]). Then the spectral
function E(·, A0) of A0 is defined on ∆ and

G1(λ) = Γ+{λ−Re λ0 +(λ−λ0)(λ−λ0)(A0 −λ)−1}E(∆, A0)Γ, λ /∈ σ(A0)∩∆,

is a definitizable L(H)-valued function locally holomorphic in C \ ∆, and G − G1

is locally holomorphic on ∆.
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Let t0 be an endpoint of a component of ∆. Then t0 is no eigenvalue of
A0 ∩ (E(∆, A0)K)2 and, therefore,

l̂imλ→t0 (λ − t0)[Γ+(A0 − λ)−1E(∆, A0)Γx, x]

= l̂imλ→t0 (λ − t0)[(A0 − λ)−1E(∆, A0)Γx, Γx] = 0,

that is, G1 fulfils condition (a).
Let C+ be a smooth simple closed curve in Ω′ ∩ C+ oriented in such a way

that its interior domain is bounded. Assume that G is holomorphic on C+ and the
set of all poles of G in the interior of C+ coincides with the set of all poles of G in
(Ω′ \R) ∩C+. By C− we denote the curve (C+)∗ with the orientation opposite to
that induced by C+. Let C := C+ ∪ C−.

We define

G2(λ) := G(λ) − G1(λ) − (2πi)−1

∫
C

(G(µ) − G1(µ))(µ − λ)−1dµ,

G3(λ) := G(λ) − G1(λ) − G2(λ) = (2πi)−1

∫
C

(G(µ) − G1(µ))(µ − λ)−1dµ.

It is easy to see that the functions G2 and G3 satisfy the conditions (b) and (c)
of Proposition 2.11. The fact that G2 is uniquely determined up to a bounded
selfadjoint operator follows from Liouville’s Theorem. Evidently, the difference G̃1

of any two functions satisfying the conditions on G1 is holomorphic in the com-
plement of the set of the endpoints of the components of ∆. Since these endpoints
are no critical points of the functions, the points of nonholomorphy of G̃1 are poles
of first order. Then it follows from the last condition in (a) that G̃1 is a constant,
and Proposition 2.11 is proved. �

3. Operator and relation representations of locally definitizable
operator functions

3.1. Locally definitizable operator functions defined by locally
definitizable relations

Let again Ω be a domain in C with the properties mentioned in the introduction,
λ0 ∈ Ω ∩ C+, and let besides the Krein space H, K be a further Krein space.
We recall the definition of local definitizability for selfadjoint relations and uni-
tary operators in K from [6, Definition 4.4]. For equivalent descriptions of locally
definitizable relations see [6, Theorem 4.8].

Definition 3.1. The selfadjoint relation A with λ0 ∈ ρ(A) (the unitary operator U)
is called definitizable over Ω (resp. definitizable over ψ(Ω)) if σ(A)∩ (Ω \R) (resp.
σ(U)∩ (ψ(Ω) \T)) consists of isolated points which are poles of the resolvent and
the function

λ 
−→ λ − Re λ0 + (λ − λ0)(λ − λ0)(A − λ)−1 (resp. z 
−→ (U + z)(U − z)−1)

is definitizable in Ω (resp. definitizable in ψ(Ω)).
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If A is a selfadjoint relation in K with λ0 ∈ ρ(A) and U is the unitary operator
defined by

U := ψ(A) = −1 + (λ0 − λ̄0)(A − λ̄0)−1, (3.1)

then

− i(Imλ0)−1{λ − Re λ0 + (λ − λ0)(λ − λ̄0)(A − λ)−1}
= (U + ψ(λ))(U − ψ(λ))−1. (3.2)

Therefore, A is definitizable over Ω if and only if U is definitizable over ψ(Ω).
Now let A be definitizable over Ω and λ0 ∈ ρ(A) ∩ Ω ∩ C+. We denote the

local spectral function of A ([6]) which is defined on a collection of subsets of
Ω ∩ R by E(·, A). If ω is a subset of Ω \R such that ω ∩ σ(A) is closed and open
in σ(A), the same notation will be used to denote the Riesz-Dunford projection
corresponding to ω∩σ(A): E(ω, A). Let S be a bounded selfadjoint operator in H
and let Γ ∈ L(H,K). We consider the L(H)-valued function G defined by

G(λ) = S + Γ+{λ−Re λ0 + (λ− λ0)(λ − λ̄0)(A− λ)−1}Γ, λ ∈ ρ(A) ∩Ω. (3.3)

Then, by Definition 2.9, also G is definitizable in Ω. If an operator function G
can be written as in (3.3), A is called a representing relation for G. In this case,
evidently,

S =
1
2
(G(λ0) + G(λ0)+) =: Re+ G(λ0).

The representation (3.3) is called minimal if

K = closp {(1 + (λ − λ0)(A − λ)−1)Γy : λ ∈ ρ(A) ∩ Ω, y ∈ H}.

Similarly, if U is a unitary operator in K definitizable over ψ(Ω), S0 is a
bounded selfadjoint operator in H and Γ0 ∈ L(H,K), then the function F de-
fined by

F (z) = −iS0 + Γ+
0 (U + z)(U − z)−1Γ0 (3.4)

is definitizable in ψ(Ω). Observe that

−S0 = (2i)−1(F (0) − F (0)+) =: Im+ F (0).

If a relation of the form (3.4) holds, U is called a representing operator for F . The
representation (3.4) is called minimal if

K = closp {UmΓy : m = 0,±1,±2, . . . , y ∈ H}.

If
U = ψ(A), S0 = S, Γ0 = (Im λ0)

1
2 Γ, (3.5)

then, in view of (3.2), the functions G and F are connected by

−iG(λ) = F (ψ(λ)), λ ∈ Ω.
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In the following definition we introduce a local version of minimality.

Definition 3.2. Let A be a selfadjoint relation definitizable over Ω in a Krein space
K with λ0 ∈ ρ(A), Γ ∈ L(H,K) and S a bounded selfadjoint operator in H. Let
G be defined by (3.3) and let U and F be as in (3.1) and (3.4).

Then (3.3) is called an Ω-minimal representation of G if the following holds:
If Ω′ is a domain with the same properties as Ω and Ω′ ⊂ Ω, λ0 ∈ Ω′, if ∆ is a
finite union of connected open subsets of Ω ∩ R such that the endpoints of the
components of ∆ belong to Ω and possess open neighborhoods of definite type
with respect to A, and if we set

Ẽ := E(∆, A) + E(Ω′ \R, A), (3.6)

then

ẼK = closp {(1 + (λ − λ0)(A − λ)−1)ẼΓy : λ ∈ ρ(A) ∩ Ω′, y ∈ H}.
Similarly, (3.4) is called an ψ(Ω)-minimal representation of F if for every projection
Ẽ as above (note that Ẽ coincides with E(ψ(∆), U) + E(ψ(Ω′) \ T, U)) we have

ẼK = closp {UmẼΓy : m = 0,±1,±2, . . . , y ∈ H}.
Evidently, if (3.3) is minimal, it is also Ω-minimal. If (3.3) is Ω-minimal, then

it is Ω0-minimal for every domain Ω0 with the same properties as Ω and Ω0 ⊂ Ω.
The following lemma is an easy consequence of Definition 3.2.

Lemma 3.3. Let G and F be as in Definition 3.2. Then the following statements
are equivalent.

(i) The representation (3.3) is Ω-minimal.
(ii) The representation (3.4) is ψ(Ω)-minimal.
(iii) For every Ω′ and ∆ as in Definition 3.2, with Ẽ as in (3.6) and Ã := A|ẼK,

the function

λ 
−→ (ẼΓ)+{λ − Re λ0 + (λ − λ0)(λ − λ0)(Ã − λ)−1}(ẼΓ) (3.7)

is minimally represented by (3.7) with Ã as representing relation.
(iv) For every Ω′ and ∆ as in Definition 3.2, (3.6) and Ũ := U |ẼK, the function

z 
−→ (ẼΓ0)+(Ũ + z)(Ũ − z)−1(ẼΓ0) (3.8)

is minimally represented by (3.8) with Ũ as representing operator.

Proof. Evidently, (i) is equivalent to (iii) and (ii) is equivalent to (iv). In order
to show that (i) implies (ii) let λ ∈ ρ(A) ∩ Ω′ ∩ C+ and connect the point λ by
a smooth curve in λ ∈ ρ(A) ∩ Ω′ ∩ C+ with the point λ0. Making use of Taylor
expansions of the resolvent of A at a finite number of points of this curve we see
that every element of the form (A − λ)−1ẼΓy, y ∈ H, can be approximated by
linear combinations of elements of the form (A− λ0)−jẼΓyj, yj ∈ H, j = 0, 1, . . ..
Since by (3.1)

(A − λ0)−j = (λ0 − λ0)−j(1 + U−1)j , j = 0, 1, . . . ,
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(A−λ)−1ẼΓy can be approximated by linear combinations of elements of the form

U−kẼΓuk, uk ∈ H, k = 0, 1, . . . .

Analogously for λ ∈ ρ(A) ∩ Ω′ ∩C−. Therefore, (i) implies (ii).
On the other hand, every element of the form

U−mẼΓu = (−1 + (λ0 − λ0)(A − λ0)−1)mẼΓu, m ∈ N, u ∈ H,

can be approximated by linear combinations of elements of the form

(A − λj)−1ẼΓyj or ẼΓyj , λj ∈ ρ(A) ∩ Ω′ ∩ C+, yj ∈ H.

Analogously for m replaced by −m. This shows that (i) is equivalent to (ii). �
In the following proposition the local “sign multiplicities” of a function and

a representing relation are compared.

Proposition 3.4. If A, U , G and F are as above in this section, then the following
holds.
(1) Let ∆0 be the union of a finite number of pairwise disjoint connected open

subsets of Ω ∩ R such that ∆0 ⊂ Ω ∩ R and E(∆0, A) and E(ψ(∆0), U) are
defined. Then
κ±(∆0, G) = κ±(ψ(∆0), F )

≤ κ±((E(∆0, A)K, [·, ·])) = κ±((E(ψ(∆0), U)K, [·, ·])). (3.9)

If, in addition, the representations (3.3) and (3.4) are Ω-minimal and ψ(Ω)-
minimal, respectively, we have equality in (3.9).

(2) Let µ ∈ Ω \ R be a pole of G of multiplicity l, or equivalently, let ψ(µ) ∈
ψ(Ω) \ T be a pole of F of multiplicity l. Then

l ≤ dim E({µ}, A)K = dim E({ψ(µ)}, U)K, (3.10)

where E({µ}, A) and E({ψ(µ)}, U) denote the Riesz-Dunford projections cor-
responding to A and {µ}, and to U and ψ(µ), respectively. Under the condi-
tion mentioned in (1) we have equality in (3.10).

Proof. 1. By (2.14) it is sufficient to prove (3.9) for F and U . If F0 and F(0) are
the functions defined by

F0(z) = Γ+
0 (U + z)(U − z)−1E(ψ(∆0), U)Γ0,

F(0)(z) = −iS0 + Γ+
0 (U + z)(U − z)−1(1 − E(ψ(∆0), U))Γ0,

which are definitizable over ψ(Ω), then we have F = F0 + F(0). By Lemma 2.4 the
forms TF (·, ·) and TF0(·, ·) coincide on ψ(∆0). Therefore,

κ±(ψ(∆0), F ) = κ±(ψ(∆0), F0). (3.11)

Since F0 is a definitizable function [5, Theorem 1.12,(iii)] can be applied. We find

κ±(ψ(∆0), F0) = κ±((E(ψ(∆0), U)K, [·, ·])), (3.12)

and equality holds if the representation (3.4) is Ω-minimal (see Lemma 3.3, (ii) ⇔
(iv)). The relations (3.11) and (3.12) imply assertion (1).
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2. To prove (2) it is again sufficient to verify (2) for F and U . If E1 :=
E({ψ(µ)} ∪ {ψ(µ)

−1}, U) and

F1(z) = Γ+
0 (U + z)(U − z)−1E1Γ0, (3.13)

F(1)(z) = −iS0 + Γ+
0 (U + z)(U − z)−1(1 − E1)Γ0,

then F = F1 +F(1), F1 is a definitizable function and ψ(µ) is a pole of multiplicity
l of F1. Then [5, Theorem 1.12,(iv)] implies

l ≤ dim E({ψ(µ)}, U)K.

If the representation (3.4) is Ω-minimal, then (3.13) is a minimal representation
of F1 and, by the result mentioned above we have equality. �

In the rest of Section 3.1 we consider two Ω-minimal representing relations
A1 and A2 of the same operator function G. By Proposition 3.4 the local “sign
properties inside Ω” of A1 and A2 coincide. In Theorem 3.6 below we will show that
the restrictions of A1 and A2 to spectral subspaces which correspond to certain
subsets of Ω ∩ R are even unitarily equivalent. We need the following lemma.

Lemma 3.5. Let (Kj , [·, ·]), j = 1, 2, be Krein spaces and Uj, j = 1, 2, unitary op-
erators in Kj definitizable over ψ(Ω), Γ0,j ∈ L(H,Kj) and S0,j bounded selfadjoint
operators in H, j = 1, 2.

We denote by Ξ the linear space of all functions χ defined on the union of
ψ(Ω) ∩ T and a neighborhood U (depending on χ) of (C \ ψ(Ω)) ∪ σ(U1) ∪ σ(U2)
which are sums χ = χT + χ(T) of a function χT ∈ C∞

0 (ψ(Ω) ∩ T) and a function
χ(T) locally holomorphic on (C \ ψ(Ω)) ∪ σ(U1) ∪ σ(U2) ∪T which is zero outside
of some compact subset of ψ(Ω) \ T.

Assume that the difference of the functions

Fj(z) := −iS0,j + Γ+
0,j(U1 + z)(Uj − z)−1Γ0,j,

j = 1, 2, z ∈ ρ(U1) ∩ ρ(U2) ∩ (ψ(Ω) \ T),
(3.14)

can be analytically continued to the whole domain ψ(Ω).
Then the linear relation

V : =
{(∑n

k=1 χk(U1)Γ0,1xk∑n
k=1 χk(U2)Γ0,2xk

)
: χk ∈ Ξ, xk ∈ H, k = 1, 2, . . . , n

}
⊂ K1 ×K2

(3.15)

is isometric, i.e.,
(
u1
u2

)
,
(u′

1
u′
2

)
∈ V implies

[u1, u
′
1]1 = [u2, u

′
2]2. (3.16)

Moreover, V intertwines U1 and U2, i.e.,
(

u1
u2

)
∈ V implies

(
U1u1
U2u2

)
∈ V .

Proof. If we denote by R0,∞ the set of all functions z 
−→
∑

k ckzk, k integer,
where the sums are finite, then, by [5, Section 1.3], for g ∈ R0,∞ we have

TF1 .g = 4πΓ+
0,1g(U1)Γ0,1, TF2 .g = 4πΓ+

0,2g(U2)Γ0,2.
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By continuity properties of TF1 , TF2 and of the functional calculi of U1 and U2

these relations remain true for g replaced by an arbitrary χ ∈ Ξ.
By the definition of V and since Ξ is an algebra contained in the domains of

the functional calculi for U1 and U2, the left-hand side of (3.16) is a finite sum of
the form ∑

i,j

((TF1 .χi,j)xi, yj), χi,j ∈ Ξ, xi, yj ∈ H. (3.17)

Then the right-hand side of (3.16) coincides with∑
i,j

((TF2 .χi,j)xi, yj). (3.18)

Since the difference of F1 and F2 can be analytically continued to ψ(Ω), the ex-
pressions (3.17) and (3.18) coincide, which shows that V is isometric. That V
intertwines U1 and U2 follows from the definition of V and the fact that for χ ∈ Ξ
also the function z 
−→ zχ(z) belongs to Ξ. Lemma 3.5 is proved. �

Theorem 3.6. Let (Kj , [·, ·]j), j = 1, 2, be Krein spaces and Aj, j = 1, 2, selfadjoint
relations in Kj definitizable over Ω, let λ0 ∈ (Ω ∩ C+) ∩ ρ(A1) ∩ ρ(A2), Γj ∈
L(H,Kj) and Sj bounded selfadjoint operators in H, j = 1, 2. Assume that the
difference of the functions Gj defined by

Gj(λ) :=Sj + Γ+
j {λ − Reλ0 + (λ − λ0)(λ − λ0)(Aj − λ)−1}Γj,

j = 1, 2, λ ∈ ρ(A1) ∩ ρ(A2) ∩ (Ω \ R),
(3.19)

can be analytically continued to the whole domain Ω.
If Uj := ψ(Aj), Fj := −iGj ◦ φ, S0,j := Sj, Γ0,j := (Im λ0)

1
2 Γj, j = 1, 2,

then the above assumptions are equivalent to the assumptions of Lemma 3.5.
Assume further that the representations (3.19) of G1 and G2 are Ω-minimal

or, equivalently, that the representations (3.14) of F1 and F2 are ψ(Ω)-minimal
Then the following holds.

(i) An open set ∆ ⊂ Ω∩R (Γ ⊂ ψ(Ω)∩T) is of positive type with respect to A1

(resp. U1), that is, the spectral function E(·, A1) (resp. E(·, U1)) is defined
on all connected subsets of ∆ (resp. Γ) with endpoints in ∆ (resp. Γ) and its
values are nonnegative projections in K1, if and only if it is of positive type
with respect to A2 (resp. U2). Analogously for sets of negative type, that is,
nonnegativity of the spectral projections replaced by nonpositivity.

(ii) Let ∆′ be an open connected subset of Ω ∩ R with ∆′ ⊂ Ω ∩ R such that
the endpoints of ∆′ are contained in intervals of positive or negative type.
Then there exists a densely defined closed isometric operator V ′ from E′

1K1

into E′
2K2, where E′

j := E(∆′, Aj) = E(ψ(∆′), Uj), j = 1, 2, with dense range
which intertwines the resolvents of A′

j := Aj∩(E′
jKj)2 as well as the operators

U ′
j := Uj |E′

jK, i = 1, 2, i.e., for λ /∈ ∆′ we have V ′(A′
1−λ)−1 = (A′

2−λ)−1V ′,
V ′U ′

1 = U ′
2V

′. In particular, we have

κ±((E′
1K1, [·, ·]1)) = κ±((E′

2K2, [·, ·]2)).
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(iii) If, in addition to the assumptions of (ii), κ+((E′
1K1, [·, ·]1)) < ∞, then A′

1 and
A′

2 (U ′
1 and U ′

2) are isometrically equivalent, that is, there exists an operator
V ′ as in (ii) which is even an isometric isomorphism of (E′

1K1, [·, ·]1) onto
(E′

2K2, [·, ·]2).
(iv) If µ ∈ Ω \ R is a pole of G1 and G2 or, equivalently, ψ(µ) ∈ ψ(Ω) \ T

is a pole of F1 and F2, then there exists an injective densely defined closed
operator Vµ from K1,µ := E({µ}, A1)K1 = E({ψ(µ)}, U1)K1 into K2,µ :=
E({µ}, A2)K2 = E({ψ(µ)}, U2)K2 with dense range such that A1D(Vµ) ⊂
D(Vµ), U1D(Vµ) ⊂ D(Vµ) and VµA1x = A2Vµx, VµU1x = U2Vµx for all
x ∈ D(Vµ).

Proof. It is sufficient to prove Theorem 3.6 for U1 and U2. Assertion (i) is an
immediate consequence of Proposition 3.4, (1).

Let ∆′ be as in assertion (ii). By the minimality assumptions the linear set

sp {h(Uj)Γ0,jx : h ∈ C∞
0 (ψ(∆′)), x ∈ H}

is dense in E(ψ(∆′), Uj)Kj , j = 1, 2. If V is the linear relation introduced in
Lemma 3.5, the relation

V ′
0 := V ∩ (E(ψ(∆′), U1)K1 × E(ψ(∆′), U2)K2)

is densely defined in E(ψ(∆′), U1)K1 and has dense range in E(ψ(∆′), U2)K2.
Since V ′

0 is isometric (see Lemma 3.5) it is even a closable operator. Let V ′ be the
closure of V ′

0 . Then V ′ is also isometric. The intertwining properties of V imply
the intertwining properties of V ′ mentioned in (ii). Assertion (iii) is a consequence
of the fact that an isometric operator from a Pontryagin space into a Pontryagin
space with dense domain and dense range is an isometric isomorphism.

If µ is as in assertion (iv), then by the minimality assumptions the relation

Vµ,µ̄;0 := V ∩ (E({ψ(µ), ψ(µ̄)}, U1)K1 × E({ψ(µ), ψ(µ̄)}, U2)K2)

is isometric, densely defined in E({ψ(µ), ψ(µ̄)}, U1)K1 and has dense range in
E({ψ(µ), ψ(µ̄)}, U2)K2. Therefore, Vµ,µ̄;0 is a closable operator. Let Vµ,µ̄ be its
closure. From the definition of V it follows that

D(Vµ,µ̄;0) = D(Vµ,µ̄;0) ∩ E({ψ(µ)}, U1)K1 + D(Vµ,µ̄;0) ∩ E({ψ(µ̄)}, U1)K1, (3.20)

and the intersections on the right-hand side of (3.20) are dense in E({ψ(µ)}, U1)K1

and E({ψ(µ̄)}, U1)K1, respectively. Analogously for the range of Vµ,µ̄;0 with U1, K1

replaced by U2, K2. Moreover, Vµ,µ̄;0 maps the first intersection on the right-hand
side of (3.20) into E({ψ(µ)}, U2)K2 and the second into E({ψ(µ̄)}, U2)K2. Then
the closure Vµ,µ̄ has analogous properties, and assertion (iv) is true with Vµ being
the restriction of Vµ,µ̄ to E({ψ(µ)}, U1)K1. Theorem 3.6 is proved. �
3.2. Existence of a locally definitizable representing relation

with a local minimality property

In this section we shall construct representing relations for given locally definitiz-
able operator functions. In the following theorem, which is a variant of a result of
T.Ya. Azizov ([1]), we consider operator functions holomorphic in Ω and ψ(Ω). We
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show that for a given neighborhood of C \ Ω or C \ ψ(Ω) there exist representing
operators or relations the spectrum of which is contained in that neighborhood.
The extended spectrum of a relation T in a Krein space K will be denoted by
σ̃(T ), i.e., σ̃(T ) = σ(T ) if T ∈ L(K) and σ̃(T ) = σ(T ) ∪ {∞} if T �∈ L(K). We set
ρ̃(T ) = C \ σ̃(T ).

Theorem 3.7. Let V be an open neighborhood of C \ Ω and let λ0 ∈ C+ ∩ (Ω \ V).
Let G be an L(H)-valued function holomorphic in Ω such that G = G∗.

Then there exist a Krein space K, a selfadjoint relation A in K and Γ ∈
L(H,K) such that

σ̃(A) ⊂ V
and

G(λ) = Re+ G(λ0) + Γ+{λ − Re λ0 + (λ − λ0)(λ − λ̄0)(A − λ)−1}Γ,

λ ∈ Ω\V, or, equivalently, with ψ(λ) := −(λ−λ0)(λ−λ0)−1, F (ψ(λ)) := −iG(λ),
U := ψ(A), Γ0 := (Im λ0)

1
2 Γ,

σ(U) ⊂ ψ(V) (3.21)
and

F (z) = i Im+ F (0) + Γ+
0 (U + z)(U − z)−1Γ0, z ∈ ψ(Ω) \ ψ(V). (3.22)

Moreover, K can be chosen minimal, that is

K = closp {(1 + (λ − λ0)(A − λ)−1)Γx : λ ∈ Ω \ V , x ∈ H}
= closp {UmΓ0x : m = 0,±1,±2, . . . , x ∈ H}.

(3.23)

Proof. It is sufficient to prove the assertions for F and U . We may and will assume
that the set ψ(V) is bounded and T-symmetric. We set

d := inf{|z − w| : z ∈ C \ ψ(Ω), w ∈ C \ ψ(V)}.
Then with the help of a T-symmetric covering of the bounded set C \ ψ(Ω) by a
finite number of open disc neighborhoods of points of C \ ψ(Ω) with radius ≤ 1

2d

it is not difficult to find an open neighborhood W of C \ ψ(Ω) with the following
properties: (a) W ⊂ ψ(V), (b) C \W is a piecewise analytic T-symmetric domain
of C, (c) D \ W is simply connected, (d) W ∩ T consists of a finite number of
pairwise disjoint closed arcs of T. Observe that to find W with the property (c)
the fact that D ∩ ψ(Ω) is simply connected has to be used. Then with the help of
a conformal mapping of D\W onto D and its T-symmetric continuation it is easy
to see that there exist bounded simply connected domains Oi, i = 1, . . . , n, with
analytic boundaries and the following properties: (a′) Oi = Ôi, i = 1, . . . , n. (b′)
The closures Oi, i = 1, . . . , n, are pairwise disjoint. (c′) C\ψ(Ω) ⊂ O :=

⋃n
i=1 Oi.

(d′) O ⊂ ψ(V). Then F is an L(H)-valued function which is locally holomorphic
on C \ O such that F = −F̂ .

For u, v ∈ H(O,H) we define the positive definite inner product

(u, v)H2 :=
∫

∂O

(u(z), v(z))|dz|,
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and we denote by H2(O,H) the Hilbert space obtained by completion of H(O,H)

with respect to ‖ · ‖H2 , where ‖u‖H2 := (u, u)
1
2
H2 , u ∈ H(O,H). If we identify the

space H(O,H) with the product H(O1,H)×· · ·×H(On,H) and if Θi, i = 1, . . . , n,
is a conformal mapping of Oi on the unit disc D, then the linear mapping

Θ : (H(D,H))n � (f1, . . . , fn)T 
−→ (f1 ◦ Θ1, . . . , fn ◦ Θn)T ∈ H(O,H)

is bijective. It is easy to see that Θ can be extended by continuity to an iso-
morphism Θ̃ of the product (H2(H))n of the usual H2-spaces H2(H) of H-valued
functions and H2(O,H). Making use of the isomorphism Θ̃ and well-known results
on H2-spaces (see, e.g., [8, Section V, §1]) we see that H2(O,H) can be regarded as
a Hilbert subspace of the linear space of all locally holomorphic H-valued functions
in O such that for every compact subset K of O we have

sup{‖u(λ)‖ : λ ∈ K, u ∈ H2(O,H), ‖u‖H2 ≤ 1} < ∞. (3.24)

Let O0,i, i = 1, . . . , n, be smooth domains such that O0,i ⊂ Oi and F is
still locally holomorphic on C \ O0, O0 :=

⋃n
i=1 O0,i. Then we define, for u, v ∈

H2(O,H),

[u, v]0 := −
∫

∂O0

[F (z)u(z), v(z̄−1)](iz)−1dz.

By (3.24) [·, ·]0 is a continuous Hermitian sesquilinear form on H2(O,H). Let W
be the Gram operator of [·, ·]0 in H2(O,H) and let P0 be the orthogonal projection
in H2(O,H) on the orthogonal complement (in H2(O,H)) of ker W . Let K be the
completion of P0H

2(O,H) with respect to the restriction of the quadratic norm
‖|W | 12 ·‖H2 to P0H

2(O,H). Evidently, the form [·, ·]0 can be extended by continuity
to a form [·, ·]K in K and (K, [·, ·]K) is a Krein space.

Let U ′ and V ′ be the operators of multiplication by z and z−1, respectively,
in the Hilbert space H2(O,H). These operators are bounded and we have

[U ′u1, u2]0 = [u1, V
′u2]0, u1, u2 ∈ H2(O,H).

Therefore, U ′ ker W ⊂ ker W , V ′ ker W ⊂ ker W , and, if we define bounded
operators U0, V0 in P0H

2(O,H) by

U0 := P0U
′|P0H

2(O,H), V0 := P0V
′|P0H

2(O,H)

we find U0V0 = V0U0 = 1 and

[U0u1, u2]0 = [u1, V0u2]0, u1, u2 ∈ P0H
2(O,H).

Then, by a generalization of Krein’s Lemma (see [2, Lemma 1.1]), U0 and V0 can
be extended by continuity to bounded operators U and V , respectively, in K such
that UV = V U = 1 and

[Ux1, x2]K = [x1, V x2]K, x1, x2 ∈ K.

The operator U is unitary in the Krein space K.
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Assume that z /∈ O. This implies z, z̄−1 ∈ ρ(U ′) and z−1, z̄ ∈ ρ(V ′). As the
resolvents of U ′ and V ′ map ker W into itself, we find z, z̄−1 ∈ ρ(U0), z−1, z̄ ∈
ρ(V0), and

(U0 − z)−1 = P0(U ′ − z)−1|P0H
2(O,H). (3.25)

Moreover, by [2, Corollary 1.2],

z, z̄−1 ∈ ρ(U).

In order to show that a relation of the form (3.22) holds we define an operator
Γ0 ∈ L(H,K) by

Γ0 : H � y 
−→ (2
√

π)−1P01y.

Here 1y denotes the function identically equal to y on a neighborhood of O. Let
z �∈ O and hz(ζ) := (4π)−1(ζ + z)(ζ − z)−1. Then making use of (2.6) and (3.25)
we find, for x, y ∈ H,

[(F (z) − iIm+ F (0))x, y] = −
∫

∂O0

[F (ζ)hz(ζ)x, y](iζ)−1dζ

= [hz1x, 1y]0 = (4π)−1[(U ′ + z)(U ′ − z)−11x, 1y]0

= [P0(U ′ + z)(U ′ − z)−1(2
√

π)−1P01x, (2
√

π)−1P01y]0

= [(U0 + z)(U0 − z)−1(2
√

π)−1P01x, (2
√

π)−1P01y]K

= [Γ+
0 (U + z)(U − z)−1Γ0x, y].

This proves (3.22).
In order to prove (3.23) it is sufficient to verify that the set of all functions

of the form z 
→ zmx, m = 0,±1, . . ., x ∈ H, is total in H(O,H). This is a
consequence of Cauchy’s integral formula and Runge’s Theorem. �

Now with the help of Proposition 2.11, Lemma 3.3 and Theorem 3.7 it is not
difficult to prove the following theorem.

Theorem 3.8. Let G be an L(H)-valued operator function definitizable in Ω, let λ0

be a point of holomorphy of G in Ω ∩ C+, and let Ω′ be a domain in C with the
same properties as Ω such that Ω′ ⊂ Ω and λ0 ∈ Ω′.

Then there exists a Krein space K, a selfadjoint relation A in K definitizable
in Ω′ and Γ ∈ L(H,K) such that the set of all points of holomorphy of G in Ω′

coincides with ρ̃(A) ∩ Ω′,

G(λ) =Re+ G(λ0) + Γ+{λ − Re λ0 + (λ − λ0)(λ − λ0)(A − λ)−1}Γ,

λ ∈ ρ(A) ∩ Ω′,
(3.26)

and this representation is Ω′-minimal.
If F (ψ(λ)) = −i G(λ) for λ ∈ Ω, U := ψ(A), Γ0 := (Im λ0)

1
2 Γ, then the set

of all points of holomorphy of F in ψ(Ω′) coincides with ρ(U) ∩ ψ(Ω′),

F (z) = i Im+ F (0) + Γ+
0 (U + z)(U − z)−1Γ0, z ∈ ρ(U) ∩ ψ(Ω′), (3.27)

and this representation is ψ(Ω′)-minimal.



On Operator Representations of Locally Definitizable Functions 189

Proof. Let Ω′′ be a domain in C with the same properties as Ω and Ω′ and Ω′ ⊂ Ω′′,
Ω′′ ⊂ Ω and let ∆ be the union of a finite number of pairwise disjoint connected
open subsets of Ω∩R such that Ω′′ ∩ R ⊂ ∆ and ∆ ⊂ Ω∩R. In addition, assume
that the endpoints of the connected components of ∆ are finite and do not belong
to K(G, Ω) (see Definition 2.5).

Let G = G1 + G2 + G3 be a decomposition of G as in Proposition 2.11 with
the set denoted by Ω′ in Proposition 2.11 replaced by the set Ω′′ defined in this
proof. Then G1 + G2 is a definitizable function which is locally holomorphic in
(R\∆)∪ ((C \R)\Ω′′). Let A1,2 be a minimal representing selfadjoint relation in
a Krein space K1,2 for G1 + G2 (see [5]). Then the set of all points of holomorphy
of G1 + G2 coincides with ρ̃(A1,2) and

G1(λ) + G2(λ) = Re+ (G1(λ0) + G2(λ0))+

+ Γ+
1,2{λ − Re λ0 + (λ − λ0)(λ − λ0)(A1,2 − λ)−1}Γ1,2, λ ∈ ρ(A1,2).

(3.28)

The function G3 is locally holomorphic on Ω′′. Let A3 be a minimal representing
selfadjoint relation in a Krein space K3 for G3 with σ̃(A3) ⊂ C \ Ω′, which exists
by Theorem 3.7:

G3(λ) =Re+ G3(λ0) + Γ+
3 {λ − Re λ0 + (λ − λ0)(λ − λ0)(A3 − λ)−1}Γ3,

λ ∈ Ω′ \ {∞}.
(3.29)

Let K := K1,2 ×K3, let A be the diagonal relation defined by

A =
{(

(k1,2 k3)T

(k′
1,2 k′

3)T

)
:
(

k1,2

k′
1,2

)
∈ A1,2,

(
k3

k′
3

)
∈ A3

}
(3.30)

and let Γ :=
(
Γ1,2
Γ3

)
∈ L(H,K) w.r.t. K := K1,2×K3. Then ρ̃(A)∩Ω′ = ρ̃(A1,2)∩Ω′

and this set coincides with the set of all points of holomorphy in Ω′ of G1 + G2

and, hence, of G. We have

G(λ) = Re+ G(λ0) + Γ+{λ − Re λ0 + (λ − λ0)(λ − λ0)(A − λ)−1}Γ,

λ ∈ ρ(A) ∩ Ω′.
(3.31)

It remains to prove that (3.31) is Ω′-minimal. Let Ω0 be a domain of C with the
same properties as Ω′ such that Ω0 ⊂ Ω′ and λ0 ∈ Ω0, and let ∆0 be a finite union
of connected open subsets of Ω′ ∩R such that the endpoints of the components of
∆0 belong to Ω′ and possess open neighborhoods of positive or of negative type
with respect to A (see Theorem 3.6, (i)). If Ẽ1,2 := E(∆0, A1,2)+E(Ω0 \R, A1,2),
Ã1,2 := A1,2|Ẽ1,2K1,2, then by the minimality of the representation (3.28) the
function

λ 
−→ (Ẽ1,2Γ1,2)+{λ − Re λ0 + (λ − λ0)(λ − λ0)(Ã1,2 − λ)−1}(Ẽ1,2Γ1,2) (3.32)
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is also minimally represented, that is

Ẽ1,2K1,2

= closp {(1 + (λ − λ0)(Ã1,2 − λ)−1)Ẽ1,2Γ1,2y : λ ∈ ρ(A1,2) ∩ Ω0, y ∈ H}.
(3.33)

But in view of σ(A3) ⊂ C \ Ω′ we have, for Ẽ := E(∆0, A) + E(Ω0 \R, A),

Ẽ =
(

Ẽ1,2 0
0 0

)
, ẼΓ =

(
Ẽ1,2Γ1,2

0

)
, w.r.t. K := K1,2 ×K3.

Therefore, (3.33) is equivalent to

ẼK = closp {(1 + (λ − λ0)(A − λ)−1)ẼΓy : λ ∈ ρ(A) ∩ Ω0, y ∈ H},
and the representation (3.26) is Ω′-minimal. Theorem 3.8 is proved. �
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Abstract. We construct and investigate a space which is related to a symmet-
ric linear relation S of finite negativity on an almost Pontryagin space. This
space is the indefinite generalization of the completion of dom S with respect
to (S., .) for a strictly positive S on a Hilbert space.

Mathematics Subject Classification (2000). Primary 47B25; Secondary 47B50.

Keywords. Pontryagin space, indefinite scalar product, Friedrichs Extension.

1. Introduction

It is well known that for a symmetric, semibounded and densely defined operator
S on a Hilbert space (H, (., .)) there exists a distinguished selfadjoint extension,
the Friedrichs extension SF of S. Besides other maximal properties (see, e.g.,
[9],[5]) the Friedrichs extension is distinguished among all semibounded selfadjoint
extensions A of S by the fact that dom(|A| 12 ) is minimal.

The domain dom(|SF |
1
2 ) coincides with the closure HS of domS with respect

to the inner product hS
m(., .) = (S., .) − m(., .) where m ∈ R is sufficiently small.

In fact, the usual construction of SF is done with the help of the space HS (see
Section 3).

Later on Friedrichs extensions were generalized for the case of nondensely
defined operators or even for the case of symmetric linear relations ([5]). For the
concept of linear relations, see for example [1].

The main subject of this note is to generalize the construction of the space
HS to the almost Pontryagin space setting and to study the properties of these
spaces.

An almost Pontryagin space (L, [., .],O) can be seen as a in general degener-
ated closed subspace of a Pontryagin space (P, [, .]), and O is the subspace topol-
ogy induced by the Pontryagin space topology of (P, [, .]) on L. For an axiomatic
treatment of such spaces see [7].

The linear relation S will be assumed to be closed and symmetric on an
almost Pontryagin space (L, [., .],O) such that S is contained in its adjoint with
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finite codimension. Moreover, we assume that the form hS [., .], which is [S., .] for
operators S and which is defined accordingly if S is a proper relation, has finitely
many negative squares on dom S. Such relations S will be called to be of finite
negativity and the resulting space will be denoted by LS . We will also provide LS

with a Hilbert space topology OS such that (LS ,OS) is continuously embedded
in (L,O).

In order to construct LS it is not necessary to impose special spectral as-
sumptions on S. In particular, it can happen that S has no points of regular type.

Among other results we will see that S − εI is of finite negativity for some
ε > 0 if and only if (LS , hS[., .],OS) is an almost Pontryagin space. This and other
results about symmetries of finite negativity will be of great importance in one of
our forthcoming papers about symmetric de Branges spaces ([8]).

In the short Section 2 we will introduce notations used throughout this note
in the Hilbert space case as well as in the general almost Pontryagin space setting.
In Section 3 we will recall well-known results in the Hilbert space situation and
for convenience we will also provide short proofs. In the final section we introduce
the proper analogue of the space HS in the almost Pontryagin space case so that
we can generalize most of the results from Section 3 to the indefinite case.

2. Symmetric relations on almost Pontryagin spaces

We are going to consider a closed symmetric relation S on an almost Pontryagin
space (L, [., .],O), i.e., a closed linear subspace of L2 = L × L with the property
that

[f1, g2] − [g1, f2] = 0, (f1; g1), (f2; g2) ∈ S.

Remark 2.1. We know from Proposition 3.2 in [7] that any almost Pontryagin
space (L, [., .],O) can be viewed as a closed subspace of codimension ∆(L, [., .])
of a Pontryagin space (P, [., .]) with degree κ−(L, [., .]) + ∆(L, [., .]) of negativity.
Then a linear relation S on (L, [., .],O) is symmetric (closed) if and only if it is
symmetric (closed) as a linear relation on (P, [., .]).

If, in addition, J is a fundamental symmetry on (P, [., .]), then S is symmetric
(closed) on (L, [., .],O) if and only if the linear relation JS is a symmetric (closed)
relation on the Hilbert space (P, [J., .]). This fact is as easily verifiable by the
following connection between the adjoint relation S[∗] of S in (P, [., .]) and the
adjoint relation (JS)∗ of JS in the Hilbert space (P, [J., .]):

(JS)∗ = JS[∗].

Definition 2.2. Let S be a symmetric relation on an almost Pontryagin space
(L, [., .],O). We define a scalar product hS [., .] on

domS = {x ∈ L : (x; y) ∈ S for some y ∈ L}.
For x, u ∈ domS let y, v ∈ L be such that (x; y), (u; v) ∈ S and set

hS [x, u] = [y, u].
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This scalar product is well defined and Hermitian. In fact, if ỹ ∈ L with
(x; ỹ) ∈ S, then the fact that S is symmetric yields

hS [x, u] = [y, u] = [x, v] = [ỹ, u],

and
hS [x, u] = [y, u] = [x, v] = [v, x] = hS [u, x].

Note also that hS [x, u] = [Sx, u], if S is an operator.

Remark 2.3. If (P, [., .]) is a Pontryagin space containing (L, [., .],O) as a closed
subspace (see Remark 2.1) and J is a fundamental symmetry on it, then it is
straight forward to check that

hS [., .] = hJS [J., .]. (2.1)

The following little lemma will be of use later on. Hereby an orthogonal
projection P in an almost Pontryagin space (L, [., .],O) is an everywhere defined
linear operator on L which satisfies P 2 = P and [Px, y] = [x, Py] for x, y ∈ L.

Lemma 2.4. Let S be a symmetric relation on an almost Pontryagin space
(L, [., .],O). If P is an orthogonal projection in (L, [., .],O) such that dom(S) ⊆
P (L), then hS [., .] = hPS [., .].

Proof. For (x1; y1), (x2; y2) ∈ S we have

hS [x1, x2] = [y1, x2] = [y1, Px2] = [Py1, x2] = hPS [x1, x2]. �

3. Semibounded linear relations on Hilbert spaces

In this section we recall some results about semibounded relations on Hilbert
spaces which are going to be important for us later on. A symmetric relation S on
a Hilbert space is called semibounded if there exists a real number m such that

m(x, x) ≤ hS(x, x), for all x ∈ domS. (3.1)

The maximum of all m ∈ R such that (3.1) holds true is denoted by m(S) and is
called the lower bound of S.

In order to avoid complicated formulas in the sequel we define the scalar
product (m ∈ R)

hS
m(., .) = hS(., .) − m(., .).

For m < m(S) the inner product hS
m(., .) is a positive definite inner product.

Note further that with S also its closure in H2 is semibounded with the same
lower bound, i.e., m(S) = m(S).

Definition 3.1. Let S be a semibounded relation on a Hilbert space (H, (., .)), and
let m < m(S). By HS we denote the completion of dom S with respect to hS

m(., .).
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The following remarks are more or less explicitly contained in [5].

Remark 3.2. For m2 ≤ m1 < m(S) and x ∈ domS we have

hS
m1

(x, x) = hS(x, x) − m1(x, x) ≤ hS(x, x) − m2(x, x) = hS
m2

(x, x),

and
m(S)−m1

m(S)−m2
hS

m2
(x,x)=

m(S)−m1

m(S)−m2
(hS(x,x)−m(S)(x,x))+(m(S)−m1)(x,x).

As hS(x, x) − m(S)(x, x) ≥ 0 and m(S) −m1 ≤ m(S)− m2 this expression is less
or equal to

(hS(x, x) − m(S)(x, x)) + (m(S) − m1)(x, x) = hS
m1

(x, x).

Therefore, the topology induced by hS
m(., .) on domS and, hence, the Hilbert space

HS does not depend on the choice of m < m(s).
By Lemma 2.4 with hS

m(., ) also HS remains unaltered if we switch from S
to PS where P is an orthogonal projection onto a subspace of H which contains
domS, i.e., HS = HPS .

Since ((a; b); (x; y)) 
→ hS
m(a, x) is continuous with resect to the graph norm,

we have HS = HS .

Remark 3.3. For m < m(S) and x ∈ domS we have

(m(S) − m)(x, x) ≤ hS(x, x) − m(S)(x, x) + (m(S) − m)(x, x) = hS
m(x, x).

Thus by continuity one can extend (., .) to HS . Having done this we can define
hS

l (., .) on HS for all l ∈ R by

hS
l (., .) = hS

m(., .) + (m − l)(., .).

Clearly, hS
l (., .) is the unique extension by continuity of the originally on domS

defined scalar product hS
l (., .).

Remark 3.4. From Remark 3.3 we conclude that the embedding

ι : (domS, hS
m(., .)) → (H, (., .))

is bounded and can therefore be continued to a bounded mapping

ι : (HS , hS
m(., .)) → (H, (., .)).

The latter operator is in fact an embedding. For if ι(x) = 0, then let xn ∈ domS
converge to x within HS . By continuity ι(xn) = xn → 0 within H. For (a; b) ∈ S
we have

hS
m(a, x) = lim

n→∞hS
m(a, xn) = lim

n→∞(hS(a, xn) − m(a, xn)) =

lim
n→∞((b, xn) − m(a, xn)) = 0,

and, hence, x is orthogonal to domS within HS which yields x = 0.
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As a consequence of the injectivity of ι we can consider HS as a linear subspace
of H where x ∈ H belongs to HS if there exists a sequence ((xn; yn)) in S such that

lim
n→∞(x − xn, x − xn) = 0, lim

k,l→∞
(xk − xl, yk − yl) = 0. (3.2)

Finally, it is elementary to see that for x ∈ HS and (a; b) ∈ S we have

hS
m(a, x) = (b − ma, x).

We will use this fact without giving explicit references.

The space HS is used to define the Friedrichs extension of S as defined in
[5]. The following way to introduce the Friedrichs extension is slightly different
from the conventional access and is closely connected to the constructions given
in [10],[11] and [12]. See also [2].

Theorem 3.5. Let S be a symmetric and semibounded linear relation on the Hilbert
space (H, (., .)). Let m < m(S) and consider the Hilbert space (HS , hS

m(., .)) and
the embedding

ι : (HS , hS
m(., .)) → (H, (., .)).

Then the linear relation SF = (ιι∗)−1 + mI is a selfadjoint and semibounded ex-
tension of S with m(SF ) = m(S). Moreover, it does not depend on the particularly
chosen m < m(S). In fact,

SF = {(x; y) ∈ S∗ : x ∈ HS}. (3.3)

Proof. Clearly, ιι∗ is a selfadjoint and bounded linear operator on H. Using stan-
dard arguments about linear relations we see that (ιι∗)−1 is a selfadjoint linear
relation. Since for y ∈ dom(ιι∗)−1 = ran ιι∗ with ιι∗x = y we have

h(ιι∗)−1
(y, y) = (x, y) = hS

m(ι∗x, ι∗x) ≥ 0, (3.4)

this relation is semibounded with a non-negative lower bound. With (ιι∗)−1 also
SF is selfadjoint and semibounded. If (a; b) ∈ S − mI and u ∈ domS, then
(a; b + ma) ∈ S and ι(u) = u because we identify HS with a subspace of H.
Therefore

hS
m(a, u) = (b + ma, u) − m(a, u) = (b, u) = (b, ι(u)) = hS

m(ι∗b, u),

and we obtain from the density of domS in HS that a = ι∗b = ιι∗b. This proves
S ⊆ SF , and by the selfadjointness of SF we see that SF is contained in the
right-hand side of (3.3). Conversely, if (x; y) ∈ S∗ −mI and x ∈ HS , let (xn) be a
sequence in dom S which converges to x within HS and, hence, also within H. We
calculate for (u; v) ∈ S

hS
m(u, ι∗(y)) = (ι(u), y) = (u, y) = (v, x) − m(u, x) =

lim
n→∞((v, xn) − m(u, xn)) = lim

n→∞hS
m(u, xn) = hS

m(u, x),

and obtain ιι∗(y) = x. Thus we verified (3.3) which, in turn, together with Remark
3.2 implies the independence of SF from m < m(S).
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Finally, from m((ιι∗)−1) ≥ 0 we get m(SF ) ≥ m and from the independence
of SF from m < m(S) the relation m(SF ) ≥ m(S). The converse inequality is an
immediate consequence of S ⊆ SF . �

Definition 3.6. The selfadjoint linear relation SF is called the Friedrichs extension
of S.

Remark 3.7. It is easy to see that HS+rI = HS and (S +rI)F = SF +rI for r ∈ R.
With the notation from the proof of Theorem 3.5 we have

SF (0) = (ιι∗)−1(0) = ker ιι∗ = (domS)⊥.

Remark 3.8. First note that since S has a selfadjoint extension any closed, sym-
metric and semibounded relation has equal defect indices, i.e., the Hilbert space
dimension of ker(S∗ − zI) is the same for all z ∈ r(S) where r(S) (⊇ C \R) is the
set of all points of regular type for S.

For m < m(S) = m(SF ) and (x; y) ∈ SF we have

‖x‖‖y − mx‖ ≥ (y − mx, x) ≥ (m(S) − m)(x, x).

We conclude m ∈ ρ(SF ) and

‖(SF − mI)−1‖ ≤ 1
m(S) − m

. (3.5)

Therefore C \ [m(S),∞) ⊆ ρ(SF ) and, hence, C \ [m(S),∞) ⊆ r(S).
The fact that (−∞, m(S)) ⊆ ρ(SF ) can also be seen from the proof of The-

orem 3.5. In fact, if we provide HS with hS
m(., .), m < m(S), then we constructed

SF such that (SF − mI)−1 is the bounded operator ιι∗.

We are going to consider arbitrary selfadjoint and semibounded extensions H
of S in H and for m < m(H) the relation between the Hilbert spaces (HH , hH

m(., .))
and (HS , hS

m(., .)). This well-known result is strongly connected with the second
representation theorem from Kato, [9]. See also Chapter 10 of [3].

Theorem 3.9. Let S be semibounded on the Hilbert space (H, (., .)) and H be a
selfadjoint and semibounded extension of S. Moreover, let H = Hs ⊕ H∞ be the
decomposition of H into the purely relational part H∞ = {0} × H(0) and the
operator part Hs, which is a selfadjoint operator on H(0)⊥.

Then the space HH as a subspace of H coincides with dom |Hs|
1
2 , and for

m < m(H) the Hilbert space inner product hH
m(., .) can be calculated as

hH
m(x, y) = ((Hs − mI)

1
2 x, (Hs − mI)

1
2 y), x, y ∈ HH . (3.6)

The space HH contains HS as a closed subspace, and on this closed subspace the
products hH

m(., .) and hS
m(., .) coincide. If HH is provided with hH

m(., .), then

HH � HS = HH ∩ ker(S∗ − mI). (3.7)

We have HH = HS if and only if H = SF .
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Proof. The assumption S ⊆ H immediately yields hH
m(., .) = hS

m(., .) on domS.
Thus the completion HS of domS with respect to hS

m(., .) is a closed subspace
of HH .

Since H is semibounded and m < m(H), the selfadjoint operator Hs − mI
is strictly positive on H(0)⊥. Therefore, we can consider the square root of it. For
x, y ∈ domHs = domH we have (x; Hsx), (y; Hsy) ∈ Hs, and hence

hH
m(x, y) = (Hsx, y) − m(x, y) = ((Hs − mI)x, y) = ((Hs − m)

1
2 x, (Hs − m)

1
2 y).

Using the boundedness of (Hs − mI)−1 we see that the norm induced by hH
m(., .)

is equivalent to the graph norm of (Hs − mI)
1
2 on domHs. By the functional

calculus for selfadjoint operators dom(Hs − mI)
1
2 = dom |Hs|

1
2 , and domHs is

dense in dom(Hs −mI)
1
2 with respect to the the graph norm of (Hs −mI)

1
2 . Thus

HH = dom |Hs|
1
2 , and relation (3.6) extends to all x, y ∈ HH .

If H = SF , we obtain from (3.3) that domSF ⊆ HS . As we already identified
HS as a subspace of HH we get HH = HS . Conversely, if we assume HH = HS ,
then by definition domH ⊆ HH and hence

H ⊆ {(x; y) ∈ S∗ : x ∈ HH} = {(x; y) ∈ S∗ : x ∈ HS} = SF .

As both relations are selfadjoint we obtain SF = H . To verify (3.7) note that for
x ∈ HH and (a; b) ∈ S

hH
m(a, x) = ((Hs − m)

1
2 a, (Hs − m)

1
2 x) = ((Hs − m)a, x) = (b − ma, x).

The final equality follows from Hsa − b ∈ H(0) and the fact that

HH = dom |Hs|
1
2⊥H(0).

Thus x ∈ HH � HS if and only if x ∈ ran(S − mI)⊥ = ker(S∗ − mI). �
Remark 3.10. If we choose H = SF in (3.7), then we see that HS is disjoint to
ker(S∗ − mI) for all m < m(S).

Remark 3.11. If S is closed with finite defect indices, then any selfadjoint extension
H of S in H is a finite-dimensional perturbation of SF . Hence every canonical self-
adjoint extension is semibounded. Hereby canonical means that H is a selfadjoint
extension within H.

Moreover, by Theorem 3.9 any space HH contains HS and is contained in
HS+̇ ker(S∗ −mI). We are going to show that any linear space G with HS ⊆ G ⊆
HS+̇ ker(S∗ − mI) equals a space HH for some H .

From now on we assume that S is a closed, symmetric and semibounded
linear relation with finite defect indices.

Remark 3.12. As already mentioned the space HS+̇ ker(S∗ − mI) is of particular
interest for m < m(S). If z ∈ ρ(SF ), we have

HS+̇ ker(S∗ − zI) = HS + domS∗. (3.8)

As (−∞, m(S)) ⊆ ρ(SF ) we conclude that HS+̇ ker(S∗ −mI) does not depend on
m < m(S).
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To verify (3.8) recall that for z, w ∈ ρ(SF ) the operator

I + (z − w)(SF − z)−1,

maps ker(S∗ − wI) bijectively onto ker(S∗ − zI). Since domSF ⊆ HS (Theorem
3.9), we see that the space on the left-hand side of the equality sign in (3.8) is
independent from z ∈ ρ(SF ). The relation (3.8) is now an immediate consequence
of the von Neumann formula (see, e.g., Theorem 6.1 in [6]).

Definition 3.13. By HS we denote the space in (3.8).

Proposition 3.14. Assume that S is a closed, symmetric and semibounded linear
relation with finite defect indices. Let G be a subspace of HS which contains HS.
Then there exists a canonical selfadjoint extension H of S such that HH = G.

Proof. We provide G with a Hilbert space inner product hG
m(., .) which extends

hS
m(., .), m < m(S), such that

G = HS ⊕hG
m(.,.) (ker(S∗ − mI) ∩ G). (3.9)

As dim ker(S∗−mI) < ∞ the Hilbert space (G, hG
m(., .)) is continuously embedded

in H, and we denote by ιG the corresponding inclusion map.
Similar as for ι in the proof of Theorem 3.5 we see that (ιGι∗G)−1 is a semi-

bounded selfadjoint linear relation with a non-negative lower bound. Then also
H := (ιGι∗G)−1 + mI is a semibounded selfadjoint linear relation.

If (a; b) ∈ S − mI and u = u1 + u2 ∈ domS+̇(ker(S∗ − mI) ∩ G), then
(a; b + ma) ∈ S and ιG(u) = u as we identify G with a linear subspace of H. As
ker(S∗ − mI) = ran(S − mI)⊥

hG
m(a, u) = hS

m(a, u1) = (b + ma, u1) − m(a, u1)

= (b, u1) = (b, u) = (b, ιG(u)) = hG
m(ι∗Gb, u),

and we obtain from the density of domS+̇(ker(S∗−mI)∩G) in G that a = ιGι∗Gb.
Thus we verified S ⊆ H .

Since ιG is injective, its adjoint has a dense range in G. This range clearly
coincides with domH . Moreover,

hH
m(a, x) = (b − ma, x) = (b − ma, ιGι∗G(y − mx))

= hG
m(ι∗G(b − ma), ι∗G(y − mx)) = hG

m(a, x),

for (a; b), (x; y) ∈ H , and hence HH = G. �

As an immediate consequence of the previous results we obtain

Corollary 3.15. With the same assumptions as in Proposition 3.14 the space HS

contains HH for all canonical selfadjoint extensions H of S, and for some canonical
selfadjoint extensions H of S we have HS = HH .

Let G be such that HS ⊆ G ⊆ HS , and let G be provided with a Hilbert
space scalar product hG

m(., .) which coincides with hS
m(., .) on HS such that (3.9)
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holds. We denote by P the orthogonal projection of G onto HS . Now we set

T = S ∩ (G × G).

Proposition 3.16. Under the above assumptions the linear relation T considered
in (G, hG

m(., .)) is closed, symmetric and semibounded with a lower bound larger
than m.

If (n, n) denotes the defect index of S, then T is of defect index (r, r) with
r ≤ n. If H satisfies the minimality condition

H = cls(dom S ∪ ranS), (3.10)

then r = n.

Proof. The closedness is an immediate consequence of the boundedness of the
inclusion map ιG. For (a; b), (x; y) ∈ T we have Pa = a, Px = x. Using ker(S∗ −
mI)⊥(.,.) ran(S − mI), the fact that T is symmetric follows from

hG
m(a, y) = hS

m(a, Py) = (b − ma, Py) = (b − ma, y) = (b, y − mx) = hG
m(b, x).

For later use we point out that more generally we have for (a; b) ∈ S, y ∈ G

hG
m(a, y) = hS

m(a, Py) = (b − ma, Py) = (b − ma, y). (3.11)

As

hG
m(a, b) = (b − ma, b) = (b − ma, b − ma) + m(b − ma, a)

= (b − ma, b − ma) + mhG
m(a, a),

T is semibounded with a lower bound larger or equal to m. For ε > 0, m+ε < m(S)
we obtain from (3.5)

(b − ma, b − ma) = (b − (m + ε)a, b − (m + ε)a) + 2ε(b − (m + ε)a, a) + ε2(a, a)

= ‖b − (m + ε)a‖2 + 2εhG
m(a, a) − ε2(a, a)

≥ (m(S) − (m + ε) − ε2)‖a‖2 + 2εhG
m(a, a).

For sufficiently small ε we get

hG
m(a, b) ≥ (m + 2ε)hG

m(a, a),

and therefore m(T ) > m.
As domS ⊆ HS ⊆ G we have for z ∈ r(T ),

ran(T − zI) = ran(S − zI) ∩ G

= {x ∈ G : (ιG(x), y) = 0, y ∈ ker(S∗ − z̄I)}
= (ι∗G ker(S∗ − z̄I))⊥hG

m(.,.) .

Therefore, T has defect index (r, r) where r ≤ n.
If r < n, then ι∗G(y) = 0 for some y ∈ ker(S∗− z̄I), y �= 0. From y ∈ ker ι∗G =

(ran ιG)⊥ ⊆ S∗(0) we conclude y ∈ ker(S∗). Hence, condition (3.10) cannot be
satisfied. �
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As a consequence of the previous proof note that

ι∗G(ker(S∗ − mI)) = ker(T ∗ − mI),

where this correspondence between the defect spaces is bijective if (3.10) holds
true. On ran(S − mI) = ker(S∗ − mI)⊥ we have (x ∈ G)

hG
m(ι∗G(b − ma), x) = (b − ma, x) = hG

m(a, x).

Hence, ι∗G(b − ma) = a.
In the following, hT hG

m(., .) is the scalar product and GT is the space con-
structed from G, hG

m(., .), T in the same as hS(., .) and HS were constructed from
H, (., .), S.

As already noted we have for (a; b), (x; y) ∈ T

hT hG
m(a, x) = hG

m(a, y) = hG
m(a, Py) = (b − ma, Py)

= (b − ma, y − mx) + m(b − ma, x)

= (b − ma, y − mx) + m(hG(a, x) − m(a, x))

= (b − ma, y − mx) + mhG
m(a, x),

and hence hT
mhG

m(a, x) = (b − ma, y − mx).

Proposition 3.17. With the above assumptions and notations ι∗G maps (G∩ran(S−
mI), (., .)) unitarily onto (GT , hT

mhG
m(., .)), where GT coincides with dom(S∩ (G×

G)) and hT
mhG

m(., .) induces a norm on GT , which is equivalent to the graph norm
induced by S ∩ (G × G).

If we denote by R the symmetry T ∩ (GT × GT ) on (GT , hT
mhG

m(., .)), then

((ι∗G)−1 × (ι∗G)−1)(R) = S ∩ ((G ∩ ran(S − mI)) × (G ∩ ran(S − mI))).

Proof. For the proof we first mention that the fact that ran(S − mI) has finite
codimension in H ensures

G ∩ ran(S − mI) = G ∩ ran(S − mI).

As

hT
mhG

m(ι∗G(b − ma), ι∗G(y − mx)) = hT
mhG

m(a, x) = (b − ma, y − mx), (3.12)

we see that ι∗G|ran(S−mI) = (S−mI)−1 maps ran(T −mI) unitarily onto domT . By
continuity ι∗G|ran(S−mI) = (S−mI)−1 then maps (G∩ ran(S−mI), (., .)) unitarily
onto (GT , hT

mhG
m(., .)). Thus

GT = (S − mI)−1(G ∩ ran(S − mI)) = dom(S ∩ (G × G)).

The continuity of (S − mI)−1 together with (3.12) shows that hT
mhG

m(., .) induces
a norm on GT , which is equivalent to the graph norm induced by S ∩ (G × G).

For x, y ∈ G∩ran(S−mI) we have (x; y) ∈ S if and only if x = (H−m)−1(y−
mx), where H is the selfadjoint extension (ιGι∗G)−1 + mI of S (see Proposition
3.14). As ιG(G)⊥ = ker ι∗G = H(0) this is equivalent to (H − m)−2(y − mx) =
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(H −m)−1x or because of (H −m)−1y −m(H −m)−1x = x ∈ ran(S −m) in turn
equivalent to

(ι∗Gx; ι∗Gy) = ((H − m)−1x; (H − m)−1y) ∈ S ∩ (GT × GT ) = R. �

Thus we showed that for a closed and semibounded symmetry S with finite
defect index (n, n) one can partially reconstruct H and S from HS and T by
focusing on G ∩ ran(S − mI).

4. Symmetric relations of finite negativity

Definition 4.1. Let (L, [., .],O) be an almost Pontryagin space, and let S be a
closed symmetric relation on L such that S has finite codimension in

S[∗] = {(a; b) ∈ L × L : [a, y] = [b, x] for all (x; y) ∈ S}.
Then S is called to be of finite negativity κS in (L, [., .],O) if the inner product
hS [., .] has κS negative squares on domS. If κS = 0, we shall call S non-negative.

By well-known results in the theory of inner product spaces (see, e.g., [4])
hS [., .] has finitely many negative squares if and only if there exists a linear sub-
space of domS of finite codimension such that hS[., .] restricted to this subspace
is positive semidefinite. Moreover, hS [., .] has κS negative squares on dom S if and
only if there exists a κS-dimensional subspace N of domS such that (N,−hS[., .])
is a Hilbert space, and there is no higher-dimensional subspace of domS with this
property. In this case we can decompose domS as

domS = M+̇N,

where M is the orthogonal complement of N with respect to hS [., .], and hS [., .] is
non-negative on M.

Remark 4.2. It is easy to see that S is of finite negativity κS in (L, [., .],O), if and
only if it is of finite negativity κS as a relation on a Pontryagin space (P, [., .])
containing (L, [., .],O) as a closed subspace with finite codimension (see Remark
2.1).

If J is a fundamental symmetry of (P, [., .]), then we see from (2.1) that S is
of finite negativity κS in (L, [., .],O) if and only if JS is of finite negativity κS in
the Hilbert space (P, [J., .]).

Thus certain questions related to symmetries with finite negativity can be
considered in a Hilbert space setting. There symmetries have the following impor-
tant property.

Lemma 4.3. Every symmetric relation of finite negativity on a Hilbert space is
semibounded. Moreover, ran(S − mI) is closed and of finite codimension for all
m < 0.
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Proof. Let S be a symmetry in a Hilbert space (H, (., .)) of finite negativity κS .
Now we consider G = H ⊕ H with the symmetric relation T = S ⊕ S−1 on it. As
T ∗ = S∗ ⊕ S−1∗ it is straightforward to check that T is of finite negativity 2κS

and that T has finite and equal defect indices.
Let A be a canonical selfadjoint extension of T in G. Since domT ⊆ domA

with finite codimension, also A is of finite negativity. Using the functional calculus
for selfadjoint relations we derive from this fact that σ(A) ∩ (−∞, 0) consists of
finitely many eigenvalues of finite multiplicity. The proof for this assertion is very
similar to the proof of Proposition 2.3 in [7] and is therefore omitted.

So we see that A and with A also its restriction S is semibounded. From
the mentioned spectral properties for A we also see that ran(A − mI) is closed
and of finite codimension for m < 0. The mapping (x; y) 
→ y − mx from A
onto ran(A − mI) is continuous and has a finite-dimensional kernel. Hence the
closed subspace T of A is mapped onto a closed subspace of ran(A−mI) of finite
codimension. The structure of T shows that ran(S − mI) is closed and of finite
codimension. �

Due to the previous lemma we can define a space associated to a symmetry
of finite negativity.

Definition 4.4. Let (L, [., .],O) be an almost Pontryagin space, and let S be a
symmetric relation of finite negativity on (L, [., .],O). Moreover, let (P, [., .]) be a
Pontryagin space which contains (L, [., .],O) as a closed subspace of finite codi-
mension, and let J be a fundamental symmetry on this Pontryagin space. Then
we define the space LS by

LS = PJS ,

where PJS is the space corresponding to the symmetry JS on the Hilbert space
(P, [J., .]) defined as in Definition 3.1.

We provide LS with the inner product hJS [J., .] and denote it by hS [., .]
(see Remark 3.3). Moreover, let OS denote the Hilbert space topology induced by
hJS

m [J., .], m < m(JS) on LS .

Remark 4.5. By Remark 3.4 PJS is continuously embedded in P. Denoting the
inclusion mapping by ι its continuity yields

ι(PJS) = ι(dom JS) = ι(domS) ⊆ domS ⊆ L.

Hereby the latter closure is taken with respect to the topology O (which coincides
with the topology induced by [J., .], see [7]) and the others are taken with respect
to OS .

Thus LS is a linear subspace of L. Moreover, it is independent from the
fundamental symmetry J and even from the space P. For by (3.2) a vector x ∈ L
belongs to LS if and only if there exists a sequence ((xn; yn)) in S such that xn → x
with respect to O and

lim
k,l→∞

[xk − xl, yk − yl] = 0.



Symmetric Relations of Finite Negativity 203

This characterization also shows that LS = LS−mI whenever S − mI is of finite
negativity.

By the closed graph theorem and by the fact that ι is continuous the topology
OS is also independent from J and from P.

Finally, the OS-continuous scalar product hS [., .] (on LS) restricted to the
the OS-dense linear subspace domS coincides with hS [., .] as it was defined in
Definition 2.2. Hence hS [., .] on LS is the unique continuation of hS[., .] on domS
by continuity. Therefore, also hS [., .] is independent from J and from P.

Remark 4.6. With the same assumptions as in Definition 4.4 let M be a closed
subspace of (L, [., .],O) such that S ⊆ M × M. Then (M, [., .],O ∩ M) is also an
almost Pontryagin space (see [7]). By similar arguments as in the previous remark
it is easy to verify that the triple (LS , hS [., .],OS) coincides with (MS , hS [., .], (O∩
M)S). The latter is defined as above but just with the use of (M, [., .],O ∩ M)
instead of (L, [., .],O).

Proposition 4.7. The triple (LS , hS[., .],OS) is an almost Pontryagin space if and
only if there exists an ε > 0 such that S − εI is of finite negativity.

Proof. Let (P, [., .]) be a Pontryagin space which contains (L, [., .],O) as a closed
subspace, and let J be a fundamental symmetry on this Pontryagin space. By
definition (LS , hS [., .],OS) = (PJS , hJS [J., .],OJS), where OJS denotes the Hilbert
space topology induced by hJS

m [J., .], m < m(JS), on PJS .
By Remark 4.2 the symmetric relation S − εI is of finite negativity on

(L, [., .],O) if and only if JS − εJ is of finite negativity on the Hilbert space
(P, [J., .]). Since the fundamental symmetry operator J is a finite-dimensional
perturbation of I, the scalar product hJS−εJ [J., .] is a finite-dimensional pertur-
bation of hJS−εI [J., .] on domS. Hence JS − εJ is of finite negativity if and only
if JS − εI has this property.

We just showed that in order to prove the present proposition we may
assume that (L, [., .]) is a Hilbert space. Under this additional assumption let
(LS , hS [., .],OS) be an almost Pontryagin space. By the definition of almost Pon-
tryagin spaces (see [7]) there exists a closed subspace MS of finite codimension
of (LS , hS[., .],OS) such that (MS , hS[., .]) is a Hilbert space. Hence, if we choose
m < m(S), then there exist c, d > 0 such that for all x ∈ MS

chS [x, x] ≤ hS
m[x, x] ≤ dhS [x, x]. (4.1)

The space MS ∩ domS has finite codimension in domS, and for x ∈ MS ∩ domS
we have

dhS−m(S)−m
d I [x, x] ≥ hS

m[x, x] − (m(S) − m)[x, x] = hS [x, x] − m(S)[x, x] ≥ 0.

If we set

ε =
m(S) − m

d
,

then ε > 0 and hS−εI [., .] has finitely many negative squares, i.e., S− εI is of finite
negativity.
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Conversely, if S− εI is of finite negativity, then we can find a linear subspace
M of domS of finite codimension such that

0 ≤ hS−εI [x, x] = hS[x, x] − ε[x, x],

for all x ∈ M. Since hS [., .] and [., .] are continuous with respect to OS on LS , we
see that hS [x, x] ≥ ε[x, x] for all x belonging to the closure MS of M with respect
to OS . Thus hS [., .] induces a topology on MS with respect to which [., .], and
hence also hS

m[., .], m ∈ R, is continuous. If m < 0 and m < m(S), we see that
(4.1) holds for x ∈ MS and for some c, d > 0. This means that OS is also induced
by hS [., .] on MS , and as this closed subspace has finite codimension in LS the
triple (LS , hS [., .],OS) is an almost Pontryagin space. �
Remark 4.8. As the sum of Hermitian scalar products with finitely many negative
squares also has this property we see that if S − εI, ε > 0 is of finite negativity,
then S − ηI is of finite negativity for all η ≤ ε.

Remark 4.9. If the condition from the previous proposition is satisfied, then ranS
is closed and of finite codimension. In fact, this assertion is equivalent to the fact
that ranJS is closed and of finite codimension in the Hilbert space (P, [J., .]). We
saw in the previous proof that JS− εI is of finite negativity. Therefore, by Lemma
4.3, ranJS is closed and of finite codimension.

As ranS⊥[.,.] kerS we in particular obtain dim kerS < ∞.

The following lemma has an interesting consequence.

Lemma 4.10. Let (L, [., .],O) be an almost Pontryagin space, and let S be a sym-
metric relation of finite negativity. Moreover, assume that

domS = domT + N,

where T is a closed restriction of S such that the adjoint of T contains T with
finite codimension. Moreover, assume dimN < ∞. Then

LS = LT + N.

Proof. Let P and J be as in Definition 4.4. As JT ⊆ JS it follows from Def-
inition 3.1 that PJT (= LT ) is a closed subspace of PJS(= LS). Since N is
finite-dimensional, LT + N is also a closed subspace of LS . On the other hand
domS = domT + N(⊆ LT + N) is dense in LS . �

In the following we will consider two scalar products [., .]1 and [., .] on L. Then
[., .]1 is said to be finite-dimensional perturbation of [., .], if for some linear subsapce
M of L of finite codimension one has [x, y]1 − [x, y] = 0 for all x ∈ M, y ∈ L.

Corollary 4.11. Let (L, [., .],O) be an almost Pontryagin space, and let [., .]1 be
another scalar product on L which is continuous with respect to O and which is a
finite-dimensional perturbation of [., .]. Moreover, let S be a symmetric relation of
finite negativity on (L, [., .],O) such that S is also symmetric with respect to [., .]1.

Under these assumptions (L, [., .]1,O) is an almost Pontryagin space. The
symmetry S is of finite negativity on (L, [., .]1,O). Moreover, the space LS and
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the topology OS remain the same if they are defined with (L, [., .]1,O) instead of
(L, [., .],O). Finally, (LS , hS [., .],OS) is an almost Pontryagin space if and only if
(LS , hS [., .]1,OS) is an almost Pontryagin space.

Proof. By our assumptions there exists a closed subspace M of L of finite codi-
mension such that

[x, y]1 − [x, y] = 0, x ∈ M, y ∈ L.

By the definition of almost Pontryagin spaces there exists a closed subspace N
of L of finite codimension such that [., .] restricted to N is a Hilbert space inner
product which induces O∩N on N. Hence, M∩N is a closed subspace of L of finite
codimension such that [., .]1 restricted to M ∩ N is a Hilbert space inner product
which induces O∩ (M∩N) on M ∩N. This in turn means that (L, [., .]1,O) is an
almost Pontryagin space.

By what was mentioned after Definition 4.1 the finite negativity of S on
(L, [., .],O) is equivalent to the fact that hS [., .] is positive semidefinite on a linear
subspace Q of finite codimension of domS. With Q also Q ∩ M is a subspace of
finite codimension of domS, and hS [., .] coincides with hS [., .]1 on Q ∩ M. Hence
S is of finite negativity on (L, [., .]1,O).

Clearly, the almost Pontryagin spaces (M, [., .],O∩M) and (M, [., .]1,O∩M)
coincide. If we set T = S ∩ (M × M), then we obtain from Remark 4.6 that the
space LT remains unchanged if we used (L, [., .]1,O) instead of (L, [., .],O) for its
construction. Since domT is of finite codimension in domS, we can apply Lemma
4.10 and see that also LS remains unchanged. Using the fact that the inclusion
mapping from LS into L is injective and continuous the closed graph theorem
implies that the topology OS is also independent from the scalar product, which
was used for its construction , i.e., [., .] or [., .]1.

By what was proved above S − εI is of finite negativity on (L, [., .],O) if and
only if it has this property on (L, [., .]1,O). Thus the final assertion is an immediate
consequence of Proposition 4.7. �

Definition 4.12. Let (L, [., .],O) be an almost Pontryagin space, and let S be a
closed symmetric linear relation of finite negativity on (L, [., .],O). Moreover, let
(P, [., .]) be a Pontryagin space which contains (L, [., .],O) as a closed subspace
of finite codimension, and let J be a fundamental symmetry on this Pontryagin
space. Then we define the space LS as

LS = PJS ∩ L,

where PJS is the space corresponding to the symmetry JS on the Hilbert space
(P, [J., .]) defined as in Definition 3.13.

Remark 4.13. As J(JS)(∗) = S[∗] we obtain from (3.8) and Remark 4.5

LS = LS + (domS[∗] ∩ L).

By S[∗] we mean here the adjoint relation within (P, [., .]).
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We can describe dom S[∗] ∩ L as the set of all a ∈ L such that for (x; y) ∈ S

x 
→ [y, a],

is a well-defined and O continuous linear functional on domS. Hence LS neither
depends on J nor on P.

If S − mI is also of finite negativity, then we immediately see that LS =
LS−mI .

Since we always assume that codimS[∗] S < ∞, LS contains LS as a subspace
of finite codimension. It therefore carries a unique Hilbert space topology such that
(LS ,OS) is a closed subspace of it. We are going to denote this topology by OS .

In analogy to Corollary 4.11 we have

Proposition 4.14. Let (L, [., .],O), [., .]1 and S be as in Corollary 4.11. Moreover,
assume that for all a ∈ L the mapping

x 
→ [y, a] − [y, a]1, for (x; y) ∈ S,

is a well-defined and O continuous linear functional on domS. Then the space LS

is the same whether it is defined via (L, [., .]1,O) or via (L, [., .],O).

Proof. This result immediately follows from the corresponding invariance property
for LS (Corollary 4.11) and from the characterization of domS[∗] ∩ L given in
Remark 4.13. �

The rest of the paper is devoted to indefinite generalizations of the results in
the part of Section 3 which comes after Corollary 3.15. These results will be an
essential tool in our forthcoming paper [8].

From now on we will study the case that (LS , hS[., .],OS) is an almost Pon-
tryagin space. We introduce a linear relation T on any subspace G ⊆ LS which
contains LS :

T = S ∩ (G × G).
By OG we denote the Hilbert space topology OS ∩ G.

Definition 4.15. An admissible scalar product hG[., .] on G is a Hermitian contin-
uation of hS [., .] such that (LS , hS [., .],OS) is an almost Pontryagin subspace of
(G, hG[., .],OG) and such that

hG[b, x] = [b, y],

for all b ∈ G, (x; y) ∈ S.

Such an admissible product always exists. To see this note that LS = PJS ⊆
G ⊆ LS ⊆ PJS . If (., .) = [J., .], m < m(JS), and hG

m(., .) is defined as in
Proposition 3.16 with S replaced by JS, then we set

hG[., .] = hG
m(., .) + m(., .).

This Hermitian product is a continuation of hJS(., .) = hS [., .] and for b ∈ G,
(x; y) ∈ S we obtain from (3.11) that

hG[b, x] = hG
m(b, x) + m(b, x) = (b, Jy − mx) + m(b, x) = (b, Jy) = [b, y].
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Proposition 4.16. Assume that (LS , hS [., .],OS) is an almost Pontryagin space and
let hG[., .] be an admissible Hermitian inner product on G such that (LS ,hS [.,.],OS)
is an almost Pontryagin subspace of (G, hG[., .],OG).

Then T considered in (G, hG[., .],OG) is closed, symmetric, of finite codimen-
sion in T hG[∗] and it is of finite negativity κT , where κT coincides with the degree
of negativity κ−(ran(T ), [., .]) of (ran(T ), [., .]).

Finally, for sufficiently small ε > 0 also T − εI is of finite negativity.

Proof. For (a; b), (x; y) ∈ T we see from

hG[b, x] = [b, y] = hG[a, y], (4.2)

that T is symmetric. Moreover, this relation proves that hT hG[., .] has as many
negative squares as [., .] on ran(T ).

We see from Proposition 3.16 that R = (JS) ∩ (G × G) is a symmetry with
finite defect indices, or equivalently it is contained in its adjoint (with respect to
hG

m(., .)) with finite codimension. Let M be a OG-closed subspace of G on which
J = I and such that hG[., .] is a Hilbert space inner product on M. With R also
R ∩ (M × M) has finite defect index. Clearly,

R ∩ (M × M) = S ∩ (M × M) = T ∩ (M × M).

It is straightforward to show that also the adjoint of R∩ (M×M) within M with
respect to hG[., .] contains R∩ (M×M) with finite codimension. The same is true
for the adjoint of R ∩ (M × M) within G. Hence also the symmetric extension T

of R∩ (M×M) is contained in T hG[∗] with finite codimension. Thus according to
Definition 4.1 the symmetry T is of finite negativity in (G, hG[., .],OG).

By Proposition 4.7 S − εI is of finite negativity for sufficiently small ε > 0.
For (a; b), (x; y) ∈ T we have

hG[b − εa, x] = [b, y] − hS [εa, x] = [b − εa, y] =

[b − εa, y − εx] + εhS−εI [a, x].
So we identify hT−εI(hG[., .]) as the sum of two Hermitian scalar products with
finitely many negative squares. Therefore, it also has finitely many negative squares
and T − εI is of finite negativity. �

By Proposition 4.7 (GT , hT hG[., .], (OG)T )) is an almost Pontryagin space.

Proposition 4.17. The space GT coincides with the domain of the relation

X = S ∩ (G × G),

where the closure is taken in L with respect to O.
The topology (OG)T coincides with the topology induced by the graph norm

of the closed operator

{(x; y + X(0)) : (x; y) ∈ X} ⊆ G × (G/X(0)),

where G is provided with O∩G and G/X(0) with the factor topology (O∩G)/X(0).
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Proof. From Remark 4.5 we know that GT is the set of all x ∈ G such that there
exists a sequence ((xn; yn)) in T which satisfies

xn → x w.r.t. OG and [yn − ym, yn − ym] = hG[yn − ym, xn − xm] → 0. (4.3)

The convergence of xn with respect to OG implies

[yn − ym, y] = hG[xn − xm, y] → 0,

for all y ∈ G. Therefore (4.3) is equivalent to xn → x with respect to OG and the

fact that (yn+G
[o]

) is a Cauchy sequence within the Pontryagin space (G/G
[o]

, [., .])
with respect to its Pontryagin space topology.

Using Remark 4.5 once more we see that x ∈ GT if and only if there exists a
sequence ((xn; yn)) in T such that xn → x with respect to O,

[yn − ym, xn − xm] → 0,

and (yn + G
[o]

) is a Cauchy sequence within the Pontryagin space (G/G
[o]

, [., .]).
By the Cauchy-Schwartz inequality here the second condition is a consequence of
the remaining two.

Hence, GT is the domain of the linear relation Q ⊆ G × G/G
[o]

where Q is
the closure of T + ({0} × G

[o]
)/({0} × G

[o]
). As G

[o]
is finite-dimensional

Q = T + ({0} × G
[o]

)/({0} × G
[o]

).

On the other hand as ranS is closed and of finite codimension (see Remark 4.9)
we obtain

ranT = ranS ∩ G.

Since the mapping (x; y) 
→ y from S onto ranS has a finite-dimensional kernel
(see Remark 4.9),

ranT = ranT ,

and we see that
T + ({0} × (S(0) ∩ G)) = S ∩ (G × G),

and hence
GT = dom(Q) = dom(T ) = dom(S ∩ (G × G)).

The assertion about the topology follows from the closed graph theorem since
all involved topologies are Hilbert space topologies. �

Corollary 4.18. In addition to the assumptions in Proposition 4.16 suppose that S
is an invertible operator. Then S−1|ran S∩G sets up an isomorphism from the almost
Pontryagin space (ranS ∩ G, [., .],O ∩ ranS ∩ G) onto (GT , hT hG[., .], (OG)T ).

If we denote by R the symmetry T ∩ (GT × GT ) on (GT , hT hG[., .], (OG)T ),
then

{(Sx; Sy) : (x; y) ∈ R} = S ∩ ((ranS ∩ G) × (ranS ∩ G)).
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Proof. Using the notation from Proposition 4.17 and its proof with S also X is an
invertible operator. By the proof of Proposition 4.17

domX = GT , ranX = ranS ∩ G.

Since ranX is closed, the closed graph theorem implies that X−1 is even contin-
uous. Hence, by Proposition 4.17 the topology (OG)T is just the initial topology
induced by X .

Because of (4.2) we have

[b, y] = hT hG[X−1b, X−1y],

for y ∈ ranS ∩ G. By continuity we can extend this relation to ranS ∩ G.
For x, y ∈ ranS ∩ G we conclude from (x; y) ∈ S that S−1y = x = SS−1x

and y = SS−1y ∈ G. Hence (S−1x; S−1y), (S−1y, y) ∈ X (see Proposition 4.17),
and further

(S−1x; S−1y) ∈ S ∩ (dom(X) × dom(X)) = T ∩ (dom(X) × dom(X)) = R.

Conversely, if (S−1x; S−1y) ∈ R, then S−1x ∈ GT ⊆ domS and x = SS−1x =
S−1y, or (x; y) ∈ S. �
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2001

[3] M.Sh. Birman, M.Z. Solomjak, Spectral theory of selfadjoint operators in Hilbert
space, Mathematics and its Applications (Soviet Series), D. Reidel Publishing Co.,
Dordrecht 1987

[4] J. Bognar, Indefinite inner product spaces, Springer Verlag, Berlin 1974

[5] E.A. Coddington, H. de Snoo, Positive selfadjoint extensions of positive symmetric
subspaces, Mathematische Zeitschrift 159 (1978), 203–214

[6] A. Dijksma, H. de Snoo, Self-adjoint extensions of symmetric subspaces, Pacific J.
Math. 54 (1974), 71–100
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An Operator-theoretic Approach to a
Multiple Point Nevanlinna-Pick Problem for
Generalized Carathéodory Functions

Lutz Klotz and Andreas Lasarow

Abstract. We study a Nevanlinna-Pick type interpolation problem for matrix-
valued generalized Carathéodory functions, where the values of the function
and the values of its derivatives up to a certain order are prescribed at finitely
many points of the open unit disk. Under the assumption that the generalized
Schwarz-Pick-Potapov block matrix, which is associated to the given data, is
non-singular we establish a correspondence between the set of solutions of the
problem and the set of minimal unitary extensions of a certain isometry in a
Pontryagin space, which is one-to-one modulo unitary equivalence.
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1. Introduction

Starting with Carathéodory’s paper [7] interpolation problems for classes of ana-
lytic functions have been studied widely. There is an extensive literature on several
types of such problems (see, e.g., the survey article [17] and the books [11], [14],
[3], [10]). The present paper is another contribution to this topic and deals with
an interpolation problem for matrix-valued generalized Carathéodory functions on
the open unit disk D := {z ∈ C : |z| < 1} of the complex plane C, i.e., matrix-
valued meromorphic functions on D, for which the corresponding Carathéodory
kernel can have a finite number κ of negative squares.

The problem we are going to study is a multiple point interpolation problem,
i.e., a problem, where along with the values of the function the values of its deriva-

The work of the second author of the present paper was supported by the German Academy
of Natural Scientists Leopoldina by means of the Federal Ministry of Education and Research
under grant number BMBF-LPD 9901/8-88.
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tives up to a certain order are prescribed at some points, see problem (MNP) of
Section 2 for the exact formulation. The definite case κ = 0 of such a type of
interpolation problems was studied, e.g., in [13] and [8]. Woracek [28] discussed a
problem for generalized Nevanlinna functions analogous to ours and we acknowl-
edge the strong influence of Woracek’s paper to our investigations. Woracek’s (and
our) method is operator-theoretic. Perhaps, the first paper, where operator theory
was applied to interpolation problems, was [26]. The operator approach concerning
an indefinite metric was developed in [20]. In fact, the considerations below bank
on a synthesis of [26], [20], and Potapov’s approach to interpolation problems (see,
e.g., [12], [17], and [18]).

The first task in applying operator theory to interpolation problems is to con-
struct from the interpolation data W an inner product space HW . This construc-
tion will be carried out in Section 4. It requires the introduction of a generalization
of the Schwarz-Pick-Potapov block matrix. Section 3 contains some considerations,
which are to motivate our choice of the generalized Schwarz-Pick-Potapov block
matrix PW . We obtain our main result under the additional assumption that PW

is non-singular. In this case the corresponding space HW is a Pontryagin space
and we shall use several facts on Pontryagin spaces. We refer to [15] for a nice
introduction to the subject and to [4] or [2] for more comprehensive treatises on
more general indefinite inner product spaces.

In Section 4 we also define an isometric operator V in HW corresponding
to PW . As is pointed out in Section 5, the solutions of problem (MNP) can be
described by unitary extensions of V . Our main result establishes a one-to-one
correspondence (modulo unitary equivalence) between the set of minimal unitary
extensions of V in a Pontryagin space Πκ and the set of all solutions of prob-
lem (MNP) with κ negative squares, see Theorem 5.4.

The concluding Section 6 deals with a realization of the abstract space HW

as a space of rational functions. This construction was motivated by the work
of Bultheel, González-Vera, Hendriksen, and Nj̊astad [6] (see also [22]), where
the connection between orthogonal rational functions and definite interpolation
problems for scalar Carathéodory functions was investigated. We shall show that
the operator V becomes an operator of multiplication in this concrete model.

Let us mention some further notations and conventions we will use. The sym-
bols N and N0 signify the sets of positive and non-negative integers, respectively.
We write 0 for the zero element of any linear space. The domain of definition,
range, null space, and resolvent set of a linear operator X are denoted by D(X),
R(X), N (X), and ρ(X), respectively. Throughout the paper, the symbol q stands
for a positive integer. By Cq we denote the Hilbert space of column vectors with
q complex entries, by

(
·, ·
)

and Iq its canonical inner product and the identity
operator, respectively, and by Cq×q the algebra of complex q × q-matrices. For all
other inner products and identity operators we use the same notations

〈
·, ·
〉

and I,
respectively. (We hope that this will not lead to confusion.) Similarly, the symbol
X∗ stands for any adjoint operator of a linear operator X , where the underlying
inner products should be clear from the context.
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2. Formulation of the problem

Let us recall some facts on Cq×q-valued generalized Carathéodory functions. They
and even stronger and more general results can be found in [19], see [20] (if q = 1)
and [21] for additional information.

Let κ ∈ N0 and let Λ be a non-empty set. A Cq×q-valued kernel K on Λ×Λ
is said to have κ negative squares (on Λ) if it has the following two properties:
(1) K(λ, µ) = K(µ, λ)∗, λ, µ ∈ Λ;
(2) for any choice of r ∈ N, λ1, λ2, . . . , λr ∈ Λ, and x1, x2, . . . , xr ∈ Cq, the

complex r × r-matrix((
K(λj , λk)xj , xk

))
j,k=1,...,r

has at most κ negative eigenvalues and for at least one such choice it has
exactly κ negative eigenvalues.

A Cq×q-valued meromorphic function F on D is called a generalized Carathéodory
function with κ negative squares if the kernel

KF (u, v) :=
1

1 − uv

(
F (u) + F (v)∗

)
, u, v ∈ �(F ),

has κ negative squares. Here �(F ) denotes the domain of holomorphy of F . The
class of all Cq×q-valued generalized Carathéodory functions F with κ negative
squares such that 0 belongs to �(F ) will be denoted by Cq×q

κ .
The following theorem summarizes basic results on the representation of ge-

neralized Carathéodory functions, cf. [19, §2]. We mention that assertion (ii) of
Theorem 2.1 (b) is stated without proof in [19], but a proof of a similar fact for
generalized Nevanlinna functions was given in [9, proof of Theorem 1.1].

Theorem 2.1. (a) Let Vκ′ be an isometric operator in a Pontryagin space Πκ′

such that R(Vκ′ ) = Πκ′ , let Γ be a linear operator from Cq into Πκ′ , and let
H be an Hermitian q × q-matrix. Then the function F :

F (z) := i H + Γ∗(Vκ′ + zI)(Vκ′ − zI)−1Γ, z ∈ ρ(Vκ′) ∩ D, (2.1)

belongs to the class Cq×q
κ′′ for some κ′′ ≤ κ′. If Vκ′ is unitary and if Vκ′ and

Γ are minimal, i.e., the linear span of{
Vκ′ − zI)−1Γx : z ∈ ρ(Vκ′), x ∈ Cq

}
is dense in Πκ′ , then κ′′ = κ′.

(b) Let F ∈ Cq×q
κ . Then there exist a Pontryagin space Πκ, a unitary operator U

in Πκ, and a linear operator Γ from Cq into Πκ such that
(i) U and Γ are minimal;
(ii) �(F ) = ρ(U) ∩ D;
(iii) F (z) = i�m F (0) + Γ∗(U + zI)(U − zI)−1Γ, z ∈ �(F ).
The operator U is unique to within unitary equivalence.

For functions of the class Cq×q
κ we wish to study the following multiple point

interpolation problem.
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(MNP) Let κ ∈ N0, n ∈ N, let z1 := 0, z2, . . . , zn be n distinct points of D, and
let lj ∈ N, j = 1, 2, . . . , n. For the set DW of ordered pairs

DW :=
{
(zj , s) : s = 0, 1, . . . , lj − 1, j = 1, 2, . . . , n

}
and a function W : DW → Cq×q, describe the set Cq×q

κ (W ) of all func-
tions F belonging to Cq×q

κ such that

1
s!

F (s)(zj) = W
(
(zj , s)

)
=: Wjs, (zj , s) ∈ DW . (2.2)

Some remarks are in order.

Remark 2.2. Problem (MNP) is a generalization of the trigonometric moment
problem or of the Carathéodory coefficient problem (see [7] and [1]) as well as of
the classical Nevanlinna-Pick problem (see [24] and [23]).

Remark 2.3. Relation (2.2) shows that the domain of definition and the values
of the matrix-valued function W can be interpreted as interpolation data. Accor-
dingly, we shall speak of the interpolation data W .

Remark 2.4. Applying a suitable linear fractional transformation of D, one can
see that the assumptions 0 ∈ �(F ) and (0, 0) ∈ DW can be considered as certain
normalization conditions and do not detract the generality of Cq×q

κ and prob-
lem (MNP), respectively.

Remark 2.5. In what follows, the sets

∆ :=
{
(j, s) : s = 0, 1, . . . , lj − 1, j = 1, 2, . . . , n

}
and ∆×∆ will appear as index sets of vectors and matrices, respectively. In these
cases we shall always assume that ∆ is ordered lexicographically, i.e., (j, s) precedes
(k, t) if and only if either j < k or j = k and s < t.

3. A generalized Schwarz-Pick-Potapov block matrix

If l1 = l2 = · · · = ln = 1 in problem (MNP), the Schwarz-Pick-Potapov block
matrix (

1
1 − zjzk

(
Wj0 + W ∗

k0

))
j,k=1,...,n

plays a crucial role (see, e.g., [17]). It arises the question by what matrix it should
be replaced in the more general setting. To motivate our choice, assume for a
moment that F ∈ Cq×q

κ . From (iii) of Theorem 2.1 (b) we get

F (z) = i�m F (0) + Γ∗Γ + 2zΓ∗U∗R(z), z ∈ �(F ), (3.1)

where R(z) := (I − zU∗)−1Γ. By induction it follows

F (r)(z) = 2Γ∗U∗(rR(r−1)(z) + zR(r)(z)
)
, z ∈ �(F ), r ∈ N,



Multiple Point Nevanlinna-Pick Problem 215

which shows that a large part of information on the derivatives of F is contained
in the derivatives of R. On the other hand, it is not hard to see that

(1 − uv)KF (u, v) = F (u) + F (v)∗ = 2(1 − uv)R(v)∗R(u), u, v ∈ �(F ),

which yields

2
∂s+t

∂us∂vt
R(v)∗R(u) =

∂s+t

∂us∂vt

1
1 − uv

(
F (u) + F (v)∗

)
, s, t ∈ N0. (3.2)

These facts suggest that the matrix PW :=
(
P(j,s),(k,t)

)
(j,s),(k,t)∈∆

with entries

P(j,s),(k,t) :=
1

s!t!
∂s+t

∂us∂vt

1
1 − uv

(
F (u) + F (v)∗

)∣∣∣∣
u=zj
v=zk

, (j, s), (k, t) ∈ ∆, (3.3)

could serve as a substitute for the Schwarz-Pick-Potapov block matrix. Indeed, in
the definite case such kind of block matrices was used in [8]. In order to simplify
the notation slightly we set

P(j,s),(k,t) =: P
(jk)
st , (j, s), (k, t) ∈ ∆.

Thus, taking into account the lexicographic ordering of ∆, we see that PW can be
written as

PW =
(
Pjk

)
j,k=1,...,n

, (3.4)

where Pjk :=
(
P

(jk)
st

)
s=0,1,...,lj−1
t=0,1,...,lk−1

is a complex ljq × lkq-matrix, (j, s), (k, t) ∈ ∆.

What we still need is an explicit expression of the entries of PW by the interpola-
tion data W .

Lemma 3.1. If P(j,s),(k,t) = P
(jk)
st is defined by (3.3), then

P
(jk)
st =

s∑
h=0

min{t,h}∑
r=0

(h + t − r)!
(t − r)!r!(h − r)!

zt−r
j zk

h−r

(1 − zjzk)h+t−r+1
Wj,s−h

+
t∑

h=0

min{s,h}∑
r=0

(h + s − r)!
(s − r)!r!(h − r)!

zh−r
j zk

s−r

(1 − zjzk)h+s−r+1
W ∗

k,t−h.

(3.5)

Proof. The result follows by an all in all fourfold application of Leibniz’ product
rule to the right-hand side of (3.3) and by (2.2). �

The considerations above urge the following definition.

Definition 3.2. For the interpolation data W of problem (MNP), the matrix

PW :=
(
P

(jk)
st

)
(j,s),(k,t)∈∆

,

whose entries P
(jk)
st are defined by (3.5), is called the generalized Schwarz-Pick-

Potapov block matrix associated to (MNP).

Note that PW is an Hermitian matrix. From Lemma 3.1 one can derive some
useful recurrence formulae concerning the entries of PW .
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Lemma 3.3. The entries P
(jk)
st , (j, s), (k, t) ∈ ∆, of the generalized Schwarz-Pick-

Potapov block matrix associated to (MNP), satisfy the following identities:

(i) (1 − zjzk)P (jk)
00 = Wj0 + W ∗

k0, j, k = 1, . . . , n;
(ii) (1 − zjzk)P (jk)

s0 = zkP
(jk)
s−1,0 + Wjs, s = 1, . . . , lj − 1, and

(1 − zjzk)P (jk)
0t = zjP

(jk)
0,t−1 + W ∗

kt, t = 1, . . . , lk − 1;

(iii) (1 − zjzk)P (jk)
st = P

(jk)
s−1,t−1 + zjP

(jk)
s,t−1 + zkP

(jk)
s−1,t, s ≥ 1, t ≥ 1.

Proof. Relation (i) immediately follows by setting s = t = 0 in (3.5). For t = 0,
(3.5) implies that

(1 − zjzk)P (jk)
s0 =

s∑
h=0

zk
h

(1 − zjzk)h
Wj,s−h +

zk
s

(1 − zjzk)s
W ∗

k0. (3.6)

On the other hand, if we set t = 0, substitute s−1 for s and replace the summation
index h of the first outer sum on the right-hand side of (3.5) by h−1, we compute

zkP
(jk)
s−1,0 =

s∑
h=1

zk
h

(1 − zjzk)h
Wj,s−h +

zk
s

(1 − zjzk)s
W ∗

k0.

A comparison with (3.6) yields the first identity of (ii). The second one follows
similarly. To prove (iii), it is enough to show that the coefficients of Wj,s−h as well
as the coefficients of W ∗

k,t−h on both sides coincide. This can be done by some
boring manipulations with indices in the style of the proof of (ii) and by invoking
some well-known identities for binomial coefficients. Let us sketch the way in the
case of the coefficients of Wj,s−h. According to (3.5) the coefficient of Wj,s−h on
the left-hand side of (iii) is equal to

min{t,h}∑
r=0

(h+t−r)!
(t−r)!r!(h−r)!

zt−r
j zk

h−r

(1−zjzk)h+t−r
=

min{t,h}∑
r=0

(
h+t−r

t−r

)(
h
r

) zt−r
j zk

h−r

(1−zjzk)h+t−r
.

Replacing s by s− 1, t by t− 1, and also the summation index h by h− 1 in (3.5),
we see that the coefficient of Wj,s−h in the term of P

(jk)
s−1,t−1 equals

min{t−1,h−1}∑
r=0

(h+t−r−2)!
(t−r−1)!r!(h−r−1)!

zt−r−1
j zk

h−r−1

(1−zjzk)h+t−r−1
=
min{t,h}∑

r=1

(
h+t−r−1

t−r

)(
h−1
r−1

) zt−r
j zk

h−r

(1−zjzk)h+t−r
.

Similarly, one can obtain the coefficient
min{t−1,h}∑

r=0

(h+t−r−1)!
(t−r−1)!r!(h−r)!

zt−r
j zk

h−r

(1−zjzk)h+t−r
=
min{t−1,h}∑

r=0

(
h+t−r−1

t−r−1

)(
h
r

) zt−r
j zk

h−r

(1−zjzk)h+t−r

of Wj,s−h in the expression of zjP
(jk)
s,t−1 and the coefficient

min{t,h−1}∑
r=0

(h+t−r−1)!
(t−r)!r!(h−r−1)!

zt−r
j zk

h−r

(1−zjzk)h+t−r
=
min{t,h−1}∑

r=0

(
h+t−r−1

t−r

)(
h−1

r

) zt−r
j zk

h−r

(1−zjzk)h+t−r
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of Wj,s−h in the expression of zkP
(jk)
s−1,t. Thus, we have to verify the identity

s∑
h=0

min{t,h}∑
r=0

(
h+t−r

t−r

)(
h
r

) zt−r
j zk

h−r

(1−zjzk)h+t−r
Wj,s−h

=
s∑

h=1

min{t,h}∑
r=1

(
h+t−r−1

t−r

)(
h−1
r−1

) zt−r
j zk

h−r

(1−zjzk)h+t−r
Wj,s−h

+
s∑

h=0

min{t−1,h}∑
r=0

(
h+t−r−1

t−r−1

)(
h
r

) zt−r
j zk

h−r

(1−zjzk)h+t−r
Wj,s−h

+
s∑

h=1

min{t,h−1}∑
r=0

(
h+t−r−1

t−r

)(
h−1

r

) zt−r
j zk

h−r

(1−zjzk)h+t−r
Wj,s−h.

(3.7)

Since for h = 0 we get zt
j

(1−zjzk)t Wjs on both sides of (3.7), it is enough to show
min{t,h}∑

r=0

(
h+t−r

t−r

)(
h
r

) zt−r
j zk

h−r

(1−zjzk)h+t−r

=
min{t,h}∑

r=1

(
h+t−r−1

t−r

)(
h−1
r−1

) zt−r
j zk

h−r

(1−zjzk)h+t−r
(3.8)

+
min{t−1,h}∑

r=0

(
h+t−r−1

t−r−1

)(
h
r

) zt−r
j zk

h−r

(1−zjzk)h+t−r
+
min{t,h−1}∑

r=0

(
h+t−r−1

t−r

)(
h−1

r

) zt−r
j zk

h−r

(1−zjzk)h+t−r
.

The identity(
h+t−r−1

t−r

)(
h−1
r−1

)
+
(
h+t−r−1

t−r−1

)(
h
r

)
+
(
h+t−r−1

t−r

)(
h−1

r

)
=
(
h+t−r

t−r

)(
h
r

)
implies that if in all sums of (3.8) the summation index r would only run from 1
to min{t−1, h−1}, one would have equality. Consequently, it remains to compare
the rest of summands on both sides of (3.8), which occur if r = 0, r = min{t, h},
r = min{t, h − 1}, or r = min{t − 1, h}. One can do this by direct calculation
considering the three cases t ≥ h + 1, t = h, and t ≤ h − 1. �

Before continuing our main direction of investigations we would like to em-
phasize the importance of the preceding lemma. We shall show that the Funda-
mental Identity of problem (MNP) is a simple consequence of the relations given in
Lemma 3.3. We mention that the basic role of Fundamental Identities in Potapov’s
approach to interpolation problems (see, e.g., [12], [17], [5], and [16]) was pointed
out by Sakhnovich (cf. [25]). For j, k = 1, . . . , n, let Sjk be the zero matrix belong-
ing to C ljq×lkq if j �= k, Sjj be the complex ljq × ljq-matrix

Sjj :=

⎛⎜⎜⎜⎜⎜⎝
zjIq 0 · · · · · · 0

Iq zjIq
. . .

...

0
. . .

. . .
. . .

......
. . . . . . . . . 0

0 · · · 0 Iq zjIq

⎞⎟⎟⎟⎟⎟⎠ ,
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and Uj and Wj be the complex ljq × q-matrix

Uj :=

⎛⎜⎜⎜⎝
Iq

0
...
0

⎞⎟⎟⎟⎠ and Wj :=

⎛⎜⎜⎜⎝
Wj0

Wj1

...
Wj,lj−1

⎞⎟⎟⎟⎠ ,

respectively. It is not hard to see that the identities of Lemma 3.3 can be written
in the matrix form

Pjk − SjjPjkS∗
kk = UjW

∗
k + WjU

∗
k , j, k = 1, . . . , n,

which yields the Fundamental Identity

PW − SPW S∗ = UW∗ + WU∗,

where

S :=
(
Sjk

)
j,k=1,...,n

, U :=

⎛⎜⎜⎜⎝
U1

U2

...
Un

⎞⎟⎟⎟⎠ , and W :=

⎛⎜⎜⎜⎝
W1

W2

...
Wn

⎞⎟⎟⎟⎠ .

4. An isometric operator corresponding to PW

In a standard way, the matrix PW gives rise to an inner product space HW . The
(finite-dimensional) space HW is the linear space of all formal sums

x :=
∑

(j,s)∈∆

xjsejs,

where xjs ∈ Cq and where ejs is a symbol, (j, s) ∈ ∆. It is equipped with the inner
product 〈

x, y
〉

:=
1
2

∑
(j,s),(k,t)∈∆

(
P

(jk)
st xjs, ykt

)
, (4.1)

where y :=
∑

(k,t)∈∆

yktekt, ykt ∈ Cq, (k, t) ∈ ∆. In particular,

〈
xjsejs, yktekt

〉
=

1
2

(
P

(jk)
st xjs, ykt

)
, xjs, ykt ∈ Cq, (j, s), (k, t) ∈ ∆. (4.2)

To the end of the paper we shall assume that the following condition (A) is satisfied.
(A) The matrix PW is non-singular.
Condition (A) is equivalent to the fact that the space HW is a Pontryagin space.
Denote by κW the dimension of its maximal negative subspaces. Recall that κW is
equal to the number of negative squares of the kernel KW : ∆ × ∆ → Cq×q given
by

KW

(
(j, s), (k, t)

)
:= P

(jk)
st , (j, s), (k, t) ∈ ∆.

Moreover, note that in the case q = 1 the number κW is equal to the number of
negative eigenvalues of PW .
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Let T be the linear operator of HW such that

T

( n∑
j=1

xj0ej0

)
=

n∑
j=1

zjxj0ej0, xj0 ∈ Cq, j = 1, . . . , n, (4.3)

and
T
(
xjsejs

)
= zjxjsejs + xjsej,s−1, xjs ∈ Cq, (j, s) ∈ ∆, s > 0. (4.4)

Note that to partition (3.4) of PW there corresponds a matrix representation
T =

(
Tjk

)
j,k=1,...,n

, where Tjk = Sjk if j �= k and Tjj is the transpose of Sjj ,
j, k = 1, . . . , n.

Let V be the restriction of T to the linear space

D(V ) :=
{

x ∈ HW :
n∑

j=1

xj0 = 0
}

. (4.5)

From Lemma 3.3 one can derive some important properties of V .

Proposition 4.1. The operator V is an isometry in HW and does not have any
eigenvalues.

Proof. We shall prove that V has the isometric property on a generating system

of D(V ). If x, y ∈ D(V ) are of the form x =
n∑

j=1

xj0ej0 and

y =
n∑

k=1

yk0ek0, (4.6)

then we get〈
V x, V y

〉
=

1
2

n∑
j,k=1

zjzk

(
P

(jk)
00 xj0, yk0

)
=

1
2

n∑
j,k=1

((
P

(jk)
00 xj0, yk0

)
−
((

Wj0 + W ∗
k0

)
xj0, yk0

))
=
〈
x, y
〉

applying (4.3), (4.1), Lemma 3.3 (i), and (4.5). If x = xjsejs, xjs ∈ Cq, (j, s) ∈ ∆,
s > 0 and if y ∈ D(V ) is of the form (4.6), it follows〈

V x, V y
〉

=
1
2

n∑
k=1

(
zjzk

(
P

(jk)
s0 xjs, yk0

)
+ zk

(
P

(jk)
s−1,0xjs, yk0

))

=
1
2

n∑
j,k=1

((
P

(jk)
s0 xjs, yk0

)
−
(
Wjsxjs, yk0

))
=
〈
x, y
〉

from (4.3), (4.4), (4.1), the first identity of Lemma 3.3 (ii), and (4.5). If x = xjsejs

and if y = yktekt, xjs, ykt ∈ Cq, (j, s), (k, t) ∈ ∆, s > 0, t > 0, then (4.4), (4.1),
Lemma 3.3 (iii), and (4.2) yield〈

V x, V y
〉

=
1
2

((
zjzkP

(jk)
st + zjP

(jk)
s,t−1 + zkP

(jk)
s−1,t + P

(jk)
s−1,t−1

)
xjs, ykt

)
=

1
2

(
P

(jk)
st xjs, ykt

)
=
〈
x, y
〉
.
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Finally, since the eigenvectors of T are the vectors xj0ej0, xj0 ∈ Cq, j = 1, . . . , n,
which do not belong to D(V ), the operator V cannot have any eigenvalues. �

Some further properties of V , which are useful in the proof of our main result,
are contained in the following lemma.

Lemma 4.2. (i) If s = 0, . . . , l1 − 1 and x ∈ Cq, then xe10 ∈ R
(
V s
)

and

V −s(xe10) = xe1s. (4.7)

(ii) If (j, s) ∈ ∆, j �= 1, and x ∈ Cq, then xe10 ∈ R
(
(V − zjI)s+1

)
and

(V − zjI)−(s+1)(xe10) =
(−1)s+1

zs+1
j

xe10 +
s∑

h=0

(−1)s−h

zs+1−h
j

xejh. (4.8)

Proof. (i) Use (4.4) and recall that z1 = 0 to obtain

V s(xe1s) = xe10, x ∈ Cq, s = 0, . . . , l1 − 1,

which implies xe10 ∈ R
(
V s
)

and (4.7).
(ii) Let j = 2, . . . , n and let x ∈ Cq. We shall prove (ii) by induction on s. Since
1
zj

xej0 − 1
zj

xe10 ∈ D(V ), from (4.3) it follows

(V − zjI)
(

1
zj

xej0 −
1
zj

xe10

)
= xe10,

which proves (ii) if s = 0. Now assume that (ii) is true if s is replaced by s − 1.
It is not hard to see that the element on the right-hand side of (4.8) belongs to
D(V ). Then (4.3) and (4.4) yield that

(V − zjI)

(
(−1)s+1

zs+1
j

xe10 +
s∑

h=0

(−1)s−h

zs+1−h
j

xejh

)

= V

(
(−1)s+1

zs+1
j

xe10 +
(−1)s

zs+1
j

xej0 +
s∑

h=1

(−1)s−h

zs+1−h
j

xejh

)

+
(−1)s

zs
j

xe10 − zj

s∑
h=0

(−1)s−h

zs+1−h
j

xejh

= zj
(−1)s

zs+1
j

xej0 + zj

s∑
h=1

(−1)s−h

zs+1−h
j

xejh +
s∑

h=1

(−1)s−h

zs+1−h
j

xej,h−1

+
(−1)s

zs
j

xe10 − zj

s∑
h=0

(−1)s−h

zs+1−h
j

xejh

=
(−1)s

zs
j

xe10 +
s−1∑
h=0

(−1)s−h−1

zs−h
j

xejh,

which equals (V − zjI)−s(xe10) by the induction assumption. Thus, we get finally
relation (4.8). �
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5. The main result

In view of Theorem 2.1, we define a linear operator ΓW : Cq → HW by

ΓW x := xe10, x ∈ Cq. (5.1)

Proposition 5.1. Let κ′ ∈ N0, κ′ ≥ κW , and let Vκ′ be an isometric extension of V
in a Pontryagin space Πκ′ ⊇ HW such that R(Vκ′) = Πκ′ and {z1 = 0, z2, . . . , zn}
is a subset of ρ(Vκ′). Then the function F defined by (2.1), where H := �m W10

and Γ := ΓW , belongs to Cq×q
κ′′ (W ) for some κ′′ ≤ κ′.

Proof. Theorem 2.1 (a) yields F ∈ Cq×q
κ′′ for some κ′′ ≤ κ′. It remains to show that

(2.2) is satisfied. Since F (z) = i�m W10 + Γ∗
W ΓW + 2zΓ∗

W (Vκ′ − zI)−1ΓW , from
(5.1), (4.2), and Lemma 3.3 (i) it follows(
F (z)x, y

)
= i
(
�m W10x, y

)
+
〈
xe10, ye10

〉
+ 2z

〈
(Vκ′ − zI)−1xe10, ye10

〉
=
(
W10x, y

)
+ 2z

〈
(Vκ′−zI)−1xe10, ye10

〉
, z ∈ ρ(Vκ′) ∩ D, x, y ∈ Cq.

This immediately gives F (0) = W10. If j = 2, . . . , n, we get(
F (zj)x, y

)
=
(
W10x, y

)
+ 2zj

〈
(Vκ′−zjI)−1xe10, ye10

〉
=
(
W10x, y

)
+ 2zj

〈
(V −zjI)−1xe10, ye10

〉
=
(
W10x, y

)
+ 2zj

〈
− 1

zj
xe10+

1
zj

xej0, ye10

〉
=
(
Wj0x, y

)
, x, y ∈ Cq,

first applying Lemma 4.2 (ii) with s = 0 and then (4.1) and Lemma 3.3 (i). Thus,
(2.2) is verified for s = 0. If s ≥ 1, then by induction it can be shown that

F (s)(z) = 2s!Γ∗
W

(
z(Vκ′−zI)−(s+1) + (Vκ′−zI)−s

)
ΓW , z ∈ ρ(Vκ′) ∩ D.

Hence, we obtain(
F (s)(0)x, y

)
=2s!

〈
V −s

κ′ xe10, ye10

〉
=2s!

〈
V −sxe10, ye10

〉
= s!
(
W1sx, y

)
, x, y ∈ Cq,

according to (5.1), Lemma 4.2 (i), (4.2), and the first part of Lemma 3.3 (ii). If
j = 2, . . . , n, then (5.1), Lemma 4.2 (ii), and the first assertion of Lemma 3.3 (ii)
imply that(

F (s)(zj)x, y
)

= 2s!
〈(

zj(Vκ′−zjI)−(s+1) + (Vκ′−zjI)−s
)
xe10, ye10

〉
= 2s!

(
zj

〈
(V −zjI)−(s+1)xe10, ye10

〉
+
〈
(V −zjI)−sxe10, ye10

〉)
= s!
(
Wjsx, y

)
, x, y ∈ Cq. �

A unitary operator U in a Pontryagin space Πκ′ ⊇ HW is called minimal if
the operators U and ΓW are minimal.
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Proposition 5.2. If F ∈ Cq×q
κ (W ), then there exist a minimal unitary extension

UW of V in a Pontryagin space Π̃κ ⊇ HW such that

F (z) = i�m W10 + Γ∗
W (UW + zI)(UW − zI)−1ΓW , z ∈ �(F ). (5.2)

Proof. Since F belongs to Cq×q
κ , there exists a representation of F according to

Theorem 2.1 (b). Obviously, �m F (0) = H , and since F (0) = W10, one has

H = �m W10.

Assertion (ii) of Theorem 2.1 (b) implies that

{z1 = 0, z2, . . . , zn} ⊆ ρ(U).

Consider the subspace Πκ′ of Πκ spanned by the elements{
1
s!

R(s)(zj)x : s = 0, . . . , lj − 1, j = 1, . . . , n, x ∈ Cq

}
,

where R(z) := (I −zU∗)−1Γ, z ∈ �(F ), compare (3.1). From (3.2), (3.3), and (4.2)
it follows that there is a unitary operator V ′ : Πκ′ → HW such that

V ′
( 1

s!
R(s)(zj)x

)
= xejs, (j, s) ∈ ∆, x ∈ Cq. (5.3)

Particularly, κ′ coincides with κW and Πκ′ = ΠκW is a Pontryagin space. Let Π⊥
κW

be its orthogonal complement. Define the Pontryagin space Π̃κ := HW ⊕Π⊥
κW

and
a unitary operator Ṽ : Πκ → Π̃κ in such a way that Ṽ coincides with V ′ on ΠκW

and Ṽ is the identity on Π⊥
κW

. Further, let UW := Ṽ UṼ −1 and Γ′ := Ṽ Γ. Since

Γ′x = Ṽ (Γx) = Ṽ
(
R(z1)x

)
= xe10, x ∈ Cq,

it follows Γ′ = ΓW . Hence, equality (5.2) is an easy consequence of (iii) in Theo-
rem 2.1 (b). To prove that UW is an extension of V, according to (5.3), (4.3), (4.4),
and the definition of V it is enough to verify the following two assertions:

(a) If xj ∈ Cq, j = 1, . . . , n, are such that
n∑

j=1

xj = 0, then

U

( n∑
j=1

R(zj)xj

)
=

n∑
j=1

zjR(zj)xj .

(b) If (j, s) ∈ ∆, s > 0, then

U
( 1

s!
R(s)(zj)

)
= zj

1
s!

R(s)(zj) +
1

(s − 1)!
R(s−1)(zj).
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Assertion (a) follows from
n∑

j=1

R(zj)xj = U

( n∑
j=1

(U − zjI)−1Γxj

)

= U

( n∑
j=1

(U − zjI)−1Γxj

)
−

n∑
j=1

(U − zjI)(U − zjI)−1Γxj

=
n∑

j=1

zj(U − zjI)−1Γxj = U∗
( n∑

j=1

zjR(zj)xj

)
.

Assertion (b) is seen to be true because of
1
s!

R(s)(zj) = (U∗)s(I − zjU
∗)−(s+1)Γ

= (U∗)s
(
zjU

∗(I − zjU
∗)−(s+1) + (I − zjU

∗)−s
)
Γ

= U∗
(
(U∗)szj(I−zjU

∗)−(s+1) + (U∗)s−1(I−zjU
∗)−s

)
Γ

= U∗
(
zj

1
s!

R(s)(zj) +
1

(s − 1)!
R(s−1)(zj)

)
.

�

Proposition 5.2 has the following consequence.

Corollary 5.3. If κ < κW , then the set Cq×q
κ (W ) is empty.

Our main result is a description of Cq×q
κ (W ) if κ ≥ κW . It can be derived

from Propositions 5.1 and 5.2.

Theorem 5.4. Let κ ≥ κW . The map UW → F defined by (5.2) establishes a
correspondence between the set of all minimal unitary extensions UW of V in a
Pontryagin space Πκ ⊇ HW and the set Cq×q

κ (W ). If unitarily equivalent extensions
are identified, this correspondence is one-to-one.

Proof. Let UW be a minimal unitary extension of V in a Pontryagin space Πκ

such that Πκ ⊇ HW . Since UW is unitary, z1 = 0 ∈ ρ(UW ). Let j = 2, . . . , n and
assume that u ∈ N

(
UW − 1

zj
I
)
. Then for x ∈ Cq,〈

u, xej0

〉
−
〈
u, xe10

〉
=
〈
UW u, UW (xej0 − xe10)

〉
=
〈
UW u, V (xej0 − xe10)

〉
=

1
zj

zj

〈
u, xej0

〉
and, therefore, u is orthogonal to xe10. Since for any z ∈ ρ(UW ) also the relation
(U∗

W − zI)−1u ∈ N
(
UW − 1

zj
I
)

is satisfied, we get

0 =
〈
(U∗

W − zI)−1u, xe10

〉
=
〈
u, (UW − zI)−1xe10

〉
=
〈
u, (UW − zI)−1ΓW x

〉
, x ∈ Cq,
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which yields u = 0 by the minimality of UW . It follows that 1
zj

∈ ρ(UW ) and,
hence, zj ∈ ρ(UW ). An application of Proposition 5.1 gives that the function F

defined by (5.2) belongs to Cq×q
κ′ (W ) for some κ′ ≤ κ and the second part of

Theorem 2.1 (a) implies that κ′ = κ. From Proposition 5.2 one can obtain that
the map UW → F defined by (5.2) is surjective and from the uniqueness assertion
of Theorem 2.1 (b) it follows that it is a one-to-one correspondence if unitarily
equivalent extensions of V are identified. �

6. HW as a space of rational functions

Now we give a concrete model of the abstract linear space HW by identifying ejs,
(j, s)∈∆, with a certain rational function. In fact, we consider HW as the space

HW =
{

x :=
1

qW
p : p ∈ P(q)

m

}
, (6.1)

where m + 1 stands for the cardinality of the set ∆, i.e.,

m :=
n∑

j=1

lj − 1,

P
(q)
m denotes the linear space of all Cq-valued polynomials, whose degree does not

exceed m, and qW is the C-valued polynomial

qW (u) :=
n∏

j=1

(1 − zju)lj , u ∈ T. (6.2)

Here T denotes the unit circle. Preferably, we shall consider rational functions de-
fined on T, but occasionally we shall extend their domains of definition by analytic
continuation without introducing new notations for them.

Let fjs : T → C be defined by

fjs(u) :=
us

(1 − zju)s+1
, u ∈ T, (j, s) ∈ ∆,

and let ε1, . . . , εq be the canonical orthonormal basis of Cq. It is not hard to see
that the set {

fjsεr : (j, s) ∈ ∆, r = 1, . . . , q
}

forms a basis of the (m + 1)q-dimensional space HW .
For z ∈ D, we define the elementary Blaschke factor bz by

bz(u) :=
z

|z|
z − u

1 − zu
, u ∈ T.
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Here and in the following we use the convention 0
|0| := −1, so that b0(u) = u.

Furthermore, denote by BW the Blaschke product

BW (u) :=
n∏

j=1

(
bzj(u)

)lj
, u ∈ T.

An important tool for studying spaces of rational functions is the notion of the
adjoint rational function, cf. [6, Section 2.2]. If q = 1, we define the adjoint rational
function x[W ] of x ∈ HW by

x[W ](u) := BW (u) x
( 1

u

)
, u ∈ T.

If q > 1, we write x ∈ HW as a sum x =
q∑

r=1
xrεr and set

x[W ] :=
q∑

r=1

x[W ]
r εr.

The notion of the adjoint rational function is a generalization of and closely related
to the notion of the reciprocal polynomial, cf. [27, Equation (1.12.4)]. We recall
that if p ∈ P

(1)
m , then the reciprocal polynomial p̃[m] is defined by

p̃[m](u) := um p
( 1

u

)
, u ∈ T.

If q > 1 and if p ∈ P
(q)
m , then write p =

q∑
r=1

prεr and set

p̃[m] :=
q∑

r=1

p̃[m]
r εr.

The following properties of the mapping p → p̃[m] are well known and can be easily
derived from the definition, cf. [27, Section 1.12].

(I)
(̃
p̃[m]
)[m]

= p if p ∈ P
(q)
m ;

(II) p̃[m](0) = 0 if and only if p ∈ P
(q)
m−1;

(III) p̃[m] ∈ P
(q)
m−1 if and only if p(0) = 0.

A simple calculation shows that if x = 1
qW

p ∈ HW , then

x[W ] = η
1

qW
p̃[m], (6.3)

where the polynomial qW is given as in (6.2) and where

η :=
n∏

j=2

(
− zj

|zj |

)lj

∈ T.

Note that, because of (6.3), the properties (I), (II), and (III) lead to similar pro-
perties of the mapping x → x[W ].
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If HW is realized as the space of rational functions in accordance with (6.1)
and if we choose

ejs := f
[W ]
js , (j, s) ∈ ∆,

then the operator V , which was defined in Section 4, becomes an operator of
multiplication. The formulation of the following proposition as well as (II) and
(III) are correct even in the case m = 0 if one interprets the symbol P

(q)
−1 as the

space whose only element is the Cq-valued zero polynomial.

Proposition 6.1. If HW is given as in (6.1), then

D(V ) =
{
x ∈ HW : x[W ](0) = 0

}
=
{
x=

1
qW

p ∈ HW : p̃[m](0) = 0
}

=
{
x=

1
qW

p ∈ HW : p ∈ P
(q)
m−1

}
,

(6.4)

(V x)(u) = u x(u), u ∈ T, x ∈ D(V ), (6.5)

R(V ) =
{
x ∈ HW : x(0) = 0

}
=
{
x=

1
qW

p ∈ HW : p(0) = 0
}

=
{
x=

1
qW

p ∈ HW : p̃[m] ∈ P
(q)
m−1

}
.

(6.6)

Proof. To avoid trivialities we assume m > 0. If

x =
∑

(j,s)∈∆

xjsejs, xjs ∈ Cq, (j, s) ∈ ∆,

then

x[W ](0) =
∑

(j,s)∈∆

xjsfjs(0) =
( n∑

j=1

xj0

)
,

where for a x ∈ Cq the notion x means (x∗)�. Thus, the first equality of (6.4)
follows from the definition of D(V ), see (4.5). The second equality of (6.4) follows
from (6.3) and the third one from (II). To prove (6.5) note first that

fjs

( 1
u

)
=

u

(u − zj)s+1
, u ∈ T, (j, s) ∈ ∆,

and if
n∑

j=1

xj0 = 0, xj0 ∈ Cq, j = 1, . . . , n,

then
n∑

j=1

zju

u − zj
xj0 = u

n∑
j=1

( zj

u − zj
xj0 −

u

u − zj
xj0 +

u

u − zj
xj0

)
= u

(
−

n∑
j=1

xj0 +
n∑

j=1

u

u − zj
xj0

)
= u

n∑
j=1

u

u − zj
xj0, u ∈ T.
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Hence, for

x =
∑

(j,s)∈∆

xjsejs

⎛⎝=
∑

(j,s)∈∆

f
[W ]
js xjs

⎞⎠ ∈ D(V ),

we get

(V x)(u) =
n∑

j=1

zjf
[W ]
j0 (u)xj0 +

∑
(j,s)∈∆

s>0

(
zjf

[W ]
js (u) + f

[W ]
j,s−1(u)

)
xjs

= BW (u)
( n∑

j=1

zju

u − zj
xj0 +

∑
(j,s)∈∆

s>0

( zju

(u − zj)s+1
+

u

(u − zj)s

)
xjs

)

= BW (u)
(

u
n∑

j=1

u

u − zj
xj0 + u

∑
(j,s)∈∆

s>0

u

(u − zj)s+1
xjs

)

= u
∑

(j,s)∈∆

f
[W ]
js (u)xjs = u x(u), u ∈ T.

From (6.4) and (6.5) one can immediately obtain the first equality of (6.6). The
second equality of (6.6) is trivial and the third one is a consequence of (III). �

Remark 6.2. Since HW is finite-dimensional, it is a reproducing kernel space. Using
some properties of the mapping x → x[W ], one can obtain several results on the
reproducing kernel, cf. [6, Section 2.2] for the case κ = 0 and q = 1 (see also [22,
Proposition 3.1]). We omit the details since the object of the present paper was
the operator approach to interpolation problems.
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[21] M.G. Krĕın and H. Langer, Some propositions on analytic matrix functions related to
the theory of operators in the space Πκ. Acta Sci. Math. (Szeged) 43 (1981), 181–205.



Multiple Point Nevanlinna-Pick Problem 229

[22] H. Langer and A. Lasarow, Solution of a multiple Nevanlinna-Pick problem via or-
thogonal rational functions. J. Math. Anal. Appl. 293 (2004), 605–632.

[23] R. Nevanlinna, Über beschränkte analytische Funktionen. Ann. Acad. Sci. Fenn. A
32 7 (1929), 1–75.
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Bounded Normal Operators
in Pontryagin Spaces

Heinz Langer and Franciszek Hugon Szafraniec

Abstract. We establish some spectral properties of normal operators in a Pon-
tryagin space Πκ. If κ = 1 a classification of the normal operators is given
according to the structure of the eigenspaces of N and N+ which contain a
non-positive eigenelement.

1. Introduction

Whereas the spectral properties of self-adjoint and unitary operators in Pontryagin
spaces Πκ are well understood, see, e.g., [4], [1], [7], [10], not so much is known
about normal operators. Recall that a bounded operator N in Πκ is normal if
NN+ = N+N , where N+ denotes the adjoint operator of N . The starting point
of our considerations is a result of M.A. Naimark, see [12], which implies that
for a normal operator N in Πκ there exists a κ-dimensional non-positive common
invariant subspace for N and its adjoint N+. The aim is to say something about
the properties of the spectrum, the eigenspaces and the spectral function of N and
N+. In [5], the irreducible normal operators in a finite-dimensional space Π1 were
described, which led to spaces of dimension ≤ 4. In the present note, for a space
Π1 of arbitrary dimension, we give a classification of all bounded normal operators
with respect to their critical spectral point(s); here the interesting case is when λ0

is the unique eigenvalue of N with a neutral eigenelement and λ∗
0 is an eigenvalue

of N+ with the same eigenelement 1.
Whereas for a normal operator N in a Hilbert space we have

(N − λ0)x0 = 0 ⇐⇒ (N∗ − λ∗
0)x0 = 0,

an eigenelement x0 of N at λ0 need not be an eigenelement of N+, see Remark
5.7, or it can be an eigenelement of N+ at an eigenvalue �= λ∗

0. The latter is shown
by the following simple example in a two-dimensional space: choose Π1 = C2 with

1 The ∗ stands for the complex conjugate of a number and for the adjoint of a Hilbert space
operator.
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indefinite inner product generated by the Gram matrix G =
(

0 1
1 0

)
and let N be

the operator given by N =
(

0 i
0 1

)
. Then N+ =

(
1 − i
0 0

)
and N+N = NN+ = 0,

hence N is normal. The eigenvalues and eigenvectors of N and N+ can be seen
from the following table:

N N+

λ = 0
( 1

0

) ( 1
−i

)
λ = 1

( 1
−i

) ( 1
0

)
In the next section we introduce some notation and recall the classification of

the self-adjoint operators in a space Π1 from, e.g., [6]. In Section 3 we give matrix
representations of the operators N and N+ corresponding to the common invari-
ant κ-dimensional non-positive subspace of N and N+ (for self-adjoint operators
corresponding results can be found in [8]) and show the existence of a spectral
function. In the last two sections we restrict our considerations to spaces Π1: in
Section 4 some properties of the eigenvalues with a non-positive eigenelement are
proved, in Section 5 the above-mentioned classification is given.

Some results of Section 3 are close to results in [2] and [3], where special
classes of normal operators in Krein spaces are considered.

2. Preliminaries

We start with some notation. The linear span of elements x1, x2, . . . , xn ∈ Πκ is
denoted by lin{x1, x2, . . . , xn} and, if x1, x2, . . . , xn are linearly independent, it

is identified with the space Cn according to ξ1x1 + · · · + ξnxn ∼

⎛⎝ ξ1
...

ξn

⎞⎠. If the

space Πκ is decomposed as

Πκ = lin{x1, . . . , xκ} � H0 (2.1)

with some Hilbert space H0 then the element x = ξ1x1 + · · · + ξκxκ + u ∈ Πκ

with ξ1, . . . , ξκ ∈ C, u ∈ H0 is identified with

⎛⎜⎜⎝
ξ1

...
ξκ
u

⎞⎟⎟⎠ ∈ Cκ ⊕H0, and the Gram

operator G relates the inner product [ · , · ] of Πκ to the inner product of Cκ ⊕H0:
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[ξ1x1 + · · · + ξκxκ + u, ξ′1x1 + · · · + ξ′κxκ + u′] =

⎛⎜⎜⎜⎝G

⎛⎜⎜⎝
ξ1

...
ξκ
u

⎞⎟⎟⎠ ,

⎛⎜⎜⎜⎝
ξ′1
...

ξ′κ
u′

⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠

Cκ⊕H0

.

If lin{x1, x2, . . . , xn} and H0 are orthogonal in Πκ then the sum on the right-hand
side of (2.1) is written as lin{x1, x2, . . . , xn} ⊕H0.

Recall that a dual pair of subspaces of a Pontryagin space Πκ (or, more gener-
ally, of a Krein space) is a pair {L+,L−}, such that L+ is a non-negative subspace,
L− is a non-positive subspace, and L+[⊥]L−. A maximal dual pair of subspaces is
a dual pair {Lmax

+ ,Lmax
− } for which Lmax

+ is a maximal non-negative and Lmax
− is a

maximal non-positive subspace. According to a theorem of R.S. Phillips, for each
dual pair of subspaces {L+,L−} there exists a maximal dual pair {Lmax

+ ,Lmax
− }

such that L+ ⊂ Lmax
+ and L− ⊂ Lmax− .

We recall the notion of the spectral function with critical points of a self-
adjoint operator A in the space Πκ, see [10]. We suppose without loss of generality
that A has real spectrum. By σ0(A) we denote the set of all eigenvalues of A
with a non-positive eigenelement. The semiring of all bounded intervals of the real
axis R1 with endpoints not in σ0(A) and their complements in R1 is denoted by
RA. Then there exists a mapping ∆ 
→ E(∆) from RA into the set of orthogonal
projections in Πκ with the following properties (∆, ∆′ ∈ RA):

(i) E(∅) = 0, E(∆) = I if σ(A) ⊂ ∆.

(ii) E(∆ ∩ ∆′) = E(∆)E(∆′).

(iii) E(∆ ∪ ∆′) = E(∆) + E(∆′) if ∆ ∪ ∆′ ∈ RA, ∆ ∩ ∆′ = ∅.

(iv) if ∆ ∩ σ0(A) = ∅ then E(∆)Πκ is a positive subspace.

(v) E(∆)A = AE(∆).

(vi) σ(A|E(∆)Πκ) ⊂ ∆.

If λ0 ∈ σ0(A) we set

Sλ0 :=
⋂

∆∈R(A), λ0∈∆

E(∆)Πκ.

Then Sλ0 coincides with the algebraic eigenspace Lλ0(A) of A at λ0, see [10]. The
next lemma is an immediate consequence of [10, Proposition 5.6].

Lemma 2.1. If λ0 ∈ σ0(A) then the following statements are equivalent:
(a) Lλ0(A) is non-degenerated.
(b) There exists a positive number k such that ‖E(∆)‖ ≤ k for all ∆ ∈ RA from

a neighborhood of λ0.

It is easy to see that the spectral function E of A can be extended to intervals
∆ with one or both endpoints in σ0(A) but such that the algebraic eigenspaces
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at these endpoints are non-degenerated. A point λ0 ∈ σ0(A), for which E(∆)Πκ

contains positive as well as negative elements for all ∆ ∈ RA, λ0 ∈ ∆, is called a
critical point of A. The critical point λ0 of A is called a regular critical point if for
it the equivalent statements of Lemma 2.1 hold, otherwise it is a singular critical
point of A.

Next we recall some results for a self-adjoint operator A in a Pontryagin space
Π1 with negative index one, cf. [6]. According to the theorem of Pontryagin, A has
(at least one) non-positive eigenvector x0 : (A − λ0)x0 = 0, [x0, x0] ≤ 0. Then
exactly one of the following cases appears; here A0 always stands for a self-adjoint
operator in a Hilbert space (H0, ( · , · )).

a) λ0 �= λ∗
0. Then [x0, x0] = 0, there exists an element y0 with [y0, y0] = 0,

[x0, y0] = 1 and (A − λ∗
0)y0 = 0, and with respect to the decomposition

Π1 = lin{x0, y0} ⊕H0 we have

G =

( 0 1 0
1 0 0
0 0 I

)
, A =

(
λ0 0 0
0 λ∗

0 0
0 0 A0

)
,

b) λ0 = λ∗
0 and [x0, x0] < 0. Then Π1 = lin{x0} ⊕H0 and

G =
( 1 0

0 I

)
, A =

(
λ0 0
0 A0

)
.

c1) λ0 = λ∗
0, [x0, x0] = 0 and x0 /∈ ran(A − λ0). We choose an y0 ∈ Π1 such that

[y0, y0] = 0 and [x0, y0] = 1 and represent Π1 as Π1 = lin{x0, y0}⊕H0. Then

G =

( 0 1 0
1 0 0
0 0 I

)
, A =

(
λ0 α ( · , a)
0 λ0 0
0 a A0

)
,

with α ∈ R and a ∈ H0, such that either a ∈ ran(A0 − λ0) \ ran(A0 − λ0), or
a ∈ ran(A0 − λ0), say a = (A0 − λ0)â, and α = ((A0 − λ0)â, â).

c2) λ0 = λ∗
0, [x0, x0] = 0, x0 = (A − λ0)x1 with some x1 ∈ Π1, and lin{x0, x1} is

non-degenerated, hence [x1, x1] > 0. Choosing, if necessary, another Jordan
chain x′

0 = αx0, x′
1 = βx0 + αx1, α and β can be determined such that

[x′
0, x

′
1] = δ with δ = ±1 and [x′

1, x
′
1] = 0. Therefore without loss of generality

we can suppose that [x0, x1] = δ, δ = ±1, and [x1, x1] = 0. If Π1 is represented
as Π1 = lin{x0, x1} ⊕H0, then

G =

( 0 δ 0
δ 0 0
0 0 I

)
, A =

(
λ0 1 0
0 λ0 0
0 0 A0

)
.

c′2) λ0 = λ∗
0, [x0, x0] = 0, x0 = (A − λ0)x1 with some x1 /∈ ran(A − λ0), and

lin{x0, x1} is degenerated. Then [x1, x1] > 0, and without loss of generality
we can suppose that [x1, x1] = 1. If we choose an element y0 ∈ Π1 such that
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[y0, y0] = 0, [x0, y0] = 1, and Π1 is represented as Π1 = lin{x0, x1, y0} ⊕H0,
then

G =

⎛⎜⎝ 0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 I

⎞⎟⎠ , A =

⎛⎜⎝ λ0 1 α ( · , a)
0 λ0 1 0
0 0 λ0 0
0 0 a A0

⎞⎟⎠
with α ∈ R and a ∈ H0, such that a �= ran(A0 − λ0).

c3) λ0 = λ∗
0, [x0, x0] = 0 and A has a Jordan chain x0, x1, x2 of length three at

λ0: x0 = (A − λ0)x1, x1 = (A − λ0)x2. Then this chain can be chosen such
that [x0, x0] = [x0, x1] = 0, [x0, x2] = [x1, x1] = 1, [x1, x2] = [x2, x2] = 0. If
Π1 is represented as Π1 = lin{x0, x1, x2} ⊕H0 we have

G =

⎛⎜⎝ 0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 I

⎞⎟⎠ , A =

⎛⎜⎝ λ0 1 0 0
0 λ0 1 0
0 0 λ0 0
0 0 0 A0

⎞⎟⎠ .

In all cases, all the real spectral points �= λ0 of A are of positive type (see [10]).
Moreover, in the cases a), b), c2) and c3) the operator A is the orthogonal sum of
a Hilbert space self-adjoint operator and an at most three-dimensional operator,
whereas in the cases c1) and c′2) such a decomposition is impossible. That is,
exactly in the latter two cases λ0 is a singular critical point of A.

We also need the following lemma about normal operators in a Hilbert space.

Lemma 2.2. Let N0 be a normal operator in the Hilbert space H0 and let a, b be
nonzero elements of H0 satisfying the relations

‖a‖ ≤ ‖b‖, N0a = N∗
0 b. (2.2)

Then b = limn→∞ N0b̂n with some sequence
(
b̂n

)
⊂ H0 implies a = limn→∞ N∗

0 b̂n,
and b = N0b̂ with some b̂ ∈ H0 implies a = N∗

0 b̂. Consequently,

b ∈ ranN0 =⇒ a ∈ ranN∗
0 , (2.3)

and
b ∈ ranN0 =⇒ a ∈ ranN∗

0 . (2.4)

Proof. If b ∈ ranN0, say b = limn→∞ N0b̂n, then

‖N∗
0

(
b̂n − b̂m

)
‖ = ‖N0

(
b̂n − b̂m

)
‖ → 0, n, m → ∞,

hence the sequence
(
N∗

0 b̂n

)
converges in norm to some element g ∈ H. It follows

that
N0a = N∗

0 b = lim N∗
0 N0b̂n = limN0N

∗
0 b̂n = N0g,

hence N0(a−g) = 0. If P0 denotes the orthogonal projection onto ranN0 = ranN∗
0

then P0a = g. On the other hand,

‖a‖ ≤ ‖b‖ = lim ‖N0b̂n‖ = lim ‖N∗
0 b̂n‖ = ‖g‖,

and P0a = a follows.
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For the proof of (2.4) the sequence (̂bn) can be chosen as constant: b̂n = b̂
for n = 1, 2, . . . . �

Corollary 2.3. With the notations of Lemma 2.2, if the relations

‖a‖ = ‖b‖, N0a = N∗
0 b.

hold, then

(i) b ∈ ranN0 ⇐⇒ a ∈ ranN∗
0 , and b = limN0b̂n for some sequence

(
b̂n

)
⊂ H is

equivalent to a = lim N∗
0 b̂n;

(i) b ∈ ranN0 ⇐⇒ a ∈ ranN∗
0 , and b = N0b̂ is equivalent to a = N∗

0 b̂.

3. Normal operators in Πκ

1. According to a theorem of M.A. Naimark, any commutative family A of bounded
self-adjoint operators in a space Πκ has a common κ-dimensional invariant non-
positive subspace, see [12]. More generally, any dual pair of subspaces, which is
invariant under a commutative family A of bounded self-adjoint operators in a
space Πκ, can be extended to a maximal dual pair which is also invariant under
the operators of A, see [9, Folgerung 4.1]. If we apply this result to the real and
imaginary part A and B of a given normal operator N :

A :=
N + N+

2
, B :=

N − N+

2 i
, (3.1)

it follows that in a space Πκ a normal operator N and its adjoint N+ have a
common non-positive κ-dimensional invariant subspace, and, more generally, any
dual pair of subspaces, invariant under the normal operator N and its adjoint N+,
can be extended to a maximal dual pair which is also invariant under N and N+.
In particular, any non-positive subspace which is invariant under N and N+ can
be extended to a κ-dimensional non-positive subspace invariant under N and N+.
By σ0(N) we denote the set of eigenvalues of N with a non-positive eigenelement.
According to the above, σ0(N) �= ∅.

Let L be a κ-dimensional invariant non-positive subspace for N and N+,
and denote by N its isotropic part: N := L ∩ L[⊥]. We choose a complementary
subspace L′ of N in L and a complementary subspace H0 of N in L[⊥], that is,

L = L′ [�]N , L[⊥] = N [�]H0.

Evidently, L′ is a negative subspace and H0 is a Hilbert space. Then the space Πκ

can be decomposed as follows:

Πκ = L′ [�] (N � M) [�]H0, (3.2)

where M is a neutral subspace of Πκ which is skewly linked with N ; the latter
means that no element of M is orthogonal to all of N and no element of N is
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orthogonal to all of M. If in M a basis e1, e2, . . . , ek and in N a basis f1, f2, . . . , fk

are chosen such that

[ei, fj ] = δij , i, j = 1, 2, . . . , k,

then the Gram operator for the inner product [ · , · ] and the decomposition (3.2)
of Πκ becomes

G =

⎛⎜⎝ I 0 0 0
0 0 I 0
0 I 0 0
0 0 0 I

⎞⎟⎠ .

The following theorem is an easy consequence of the fact that the subspace
L′ [�]N is invariant under N and N+ and of the normality of N .

Theorem 3.1. With respect to the decomposition (3.2) of the space Πκ the operators
N and N+ admit the matrix representations

N =

⎛⎜⎝ N11 0 N13 0
N21 N22 N23 N24

0 0 N33 0
0 0 N43 N0

⎞⎟⎠ , N+ =

⎛⎜⎜⎝
N+

11 0 N+
21 0

N+
13 N+

33 N+
23 N+

43

0 0 N+
22 0

0 0 N+
24 N∗

0

⎞⎟⎟⎠ , (3.3)

where the entries satisfy the following relations:

N0N
∗
0 = N∗

0 N0, N11N
+
11 = N+

11N11, N22N
+
33 = N+

33N22,

N11N
+
21 + N13N

+
22 = N+

11N13 + N+
21N33, N22N

+
43 + N24N

∗
0 = N+

33N24 + N+
43N0,

N21N
+
21 + N22N

+
23 + N23N

+
22 + N24N

+
24 = N+

13N13 + N+
33N33 + N+

23N33 + N+
43N43.

Here we write + for the adjoint operators with respect to the inner product
[ · , · ] in L′ and also in and between the other subspaces on the right-hand side of
(3.2), only for N0 we write ∗ that it becomes apparent that this is a Hilbert space
adjoint. Observe that in (3.3) N0 is a normal operator in the Hilbert space H0, all
the other operators in the matrices on the right-hand sides are finite-dimensional.
Evidently,

σ(N) = σ(N0) ∪ σ(N11) ∪ σ(N22) ∪ σ(N33), σ0(N) = σ(N11) ∪ σ(N22) ∪ σ(N33).

2. Some invariant subspaces of N are automatically invariant under N+.
This holds for example for a one-dimensional geometric eigenspace of N , since
Nx0 = λ0x0 implies N+Nx0 = NN+x0 = λ0N

+x0 and, because the eigenspace is
one-dimensional, N+x0 must be a multiple of x0. The following theorem is another
result in this direction.

Theorem 3.2. If the normal operator N in Πκ has a κ-dimensional invariant neg-
ative subspace L then L is also invariant under N+, and N is the orthogonal sum
of a normal operator in the Hilbert space (L[⊥], [ · , · ]) and a normal operator in
the finite-dimensional Hilbert space (L,−[ · , · ]).
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Proof. Since dimL = κ, L[⊥] is a Hilbert space; we denote it again by H0. Choos-
ing a proper orthonormal basis in L we can suppose that with respect to the
decomposition Πκ = L ⊕ H0 the operator N and the Gram operator G have the
matrix representations

N =

⎛⎜⎜⎜⎜⎝
λ1 α12 · · · α1κ ( · , a1)
0 λ2 · · · α2κ ( · , a2)
...

...
. . .

...
...

0 0 · · · λκ ( · , aκ)
0 0 · · · 0 N0

⎞⎟⎟⎟⎟⎠ , G =

⎛⎜⎜⎜⎜⎝
−1 0 · · · 0 0
0 −1 · · · 0 0
...

...
. . .

...
...

0 0 · · · −1 0
0 0 · · · 0 I

⎞⎟⎟⎟⎟⎠ .

It follows easily that

N+ =

⎛⎜⎜⎜⎜⎝
λ∗

1 0 · · · 0 0
α∗

12 λ∗
2 · · · 0 0

...
...

. . .
...

...
α∗

1κ α∗
2κ · · · λ∗

κ

−a1 −a2 · · · −aκ N∗
0

⎞⎟⎟⎟⎟⎠ .

Comparing in the relation
NN+ = N+N (3.4)

the entries with index κ, κ we obtain

|λκ|2 − ‖aκ‖2 =
κ−1∑

1

|αjκ|2 + |λκ|2,

which yields
aκ = 0, α1κ = · · · = ακ−1,κ = 0.

Considering in the same way the entries with last index κ−1 etc, it follows that all
the αjk and all the elements aj are zero. �

Since in the sequel we are mainly interested in the case κ = 1 we also formu-
late the following special case.

Corollary 3.3. If the normal operator N in Π1 has an eigenvalue λ0 with a negative
eigenelement x0:

Nx0 = λ0x0, [x0, x0] < 0,

then also N+x0 = λ∗
0x0, and with respect to the decomposition Π1 = lin{x0} ⊕H0

we have
G =

( −1 0
0 I

)
and

N =
(

λ0 0
0 N0

)
, N+ =

(
λ∗

0 0
0 N∗

0

)
(3.5)

with a normal operator N0 in the Hilbert space H0.
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We mention that also a neutral eigenelement of N in Π1 at λ0 is an eigenele-
ment of N+ but not necessarily at λ∗

0, see the first step in the proof of Theorem 4.1
or Corollary 3.5 below. However, a positive eigenelement of N is not necessarily
an eigenelement of N+, see Remark 5.7 below.

For a space Πκ with general κ ≥ 1 we have the following result.2

Theorem 3.4. If L is a neutral subspace of Πκ which is invariant under N then
there exists a neutral subspace L̃ ⊃ L which is invariant under N and N+.

Proof. Consider the subspace

L̃ := lin{L, N+L, (N+)2L, . . . }.
For x, y ∈ L, j, 
 ∈ N0 and x′ := N jx, y′ := N jy ∈ L we have[

(N+)j+�x, (N+)jy
]

=
[
N j(N+)�x, N jy

]
=
[
(N+)�x′, y′] =

[
x′, N �y′] = 0,

hence L̃ is neutral. Clearly, dim L̃ ≤ κ and L̃ is invariant under N and N+. �

With the subspace L̃ from Theorem 3.4, the dual pair {L̃, L̃} is invariant
under N and N+. According to [9, Folgerung 4.1], it can be extended to a maximal
dual pair which is also invariant under N and N+, and we have proved the following
corollary.

Corollary 3.5. If L is a neutral subspace of Πκ which is invariant under N , then
there exists a maximal dual pair {Lmax

+ ,Lmax
− } which is invariant under N and

N+ and such that L ⊂
(
Lmax

+ ∩ Lmax
−
)
.

3. The non-real spectrum of a self-adjoint operator A in Πκ consists of at
most κ pairs of eigenvalues which lie symmetrically with respect to the real axis,
the algebraic eigenspaces corresponding to such a pair are skewly linked and hence
the sum of these eigenspaces is a non-degenerate subspace of Πκ. We denote for a
self-adjoint operator A by L(A) the linear span of all the algebraic eigenspaces of
A corresponding to the non-real eigenvalues of A. With the self-adjoint operators
A and B in (3.1), we set

L(N) := lin {L(A),L(B)} .

The subspace L(N) can also be obtained as follows: With L(A) we represent the
space Πκ as

Πκ = L(A) [�] Π′
κ′ .

Then also the operator B decomposes accordingly: B = B0 [�] B′ with a self-
adjoint operator B′ in Π′

κ′ , and L(N) = L(A) [�]L(B′), which, as the orthogonal
sum of non-degenerated subspaces is a non-degenerated subspace.

We decompose the space Πκ as

Πκ = L(N) [�] Π1
κ1

. (3.6)

2Theorem 3.4 and Corollary 3.5 were added in August 2004, after L. Rodman pointed out to one
of the authors the results from [11].
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If the index of negativity of L(N) is denoted by κ0, then dimL(N) = 2κ0 and
κ1 = κ − κ0, the decomposition (3.6) reduces the operators N and N+:

N = N0 [�] N1, N+ = (N0)+ [�] N+
1 ,

and the real and imaginary parts A1 and B1 of N1 do not have non-real spectrum.
We shall call the normal operator N in Πκ reduced if its real and imaginary parts
A and B do not have non-real spectrum. The above consideration shows that any
normal operator in Πκ is the direct sum of a reduced normal operator and a normal
operator in a 2κ1-dimensional space with index of negativity κ1.

We mention that the decomposition (3.2) can be chosen such that L(N) ⊂
N � M.

Now let N be a reduced normal operator in Πκ. By A and B we denote its
real and imaginary part, see (3.1), by EA and EB the spectral functions of A and
B, respectively, and RN is the semi-ring generated by all finite closed rectangles
∆ in the complex plane with sides parallel to the coordinate axes and such that
their boundaries do not intersect σ0(N). If ∆ is such a rectangle,

∆ = {z : z = x + i y, α ≤ x ≤ β, γ ≤ y ≤ δ},
we define

E(∆) : = EA ([α, β]) EB ([γ, δ]) . (3.7)

Evidently, since the spectral functions EA and EB commute, E(∆) is a self-adjoint
projection in Πκ.

Theorem 3.6. If N is a reduced normal operator in a Pontryagin space Πκ then
the mapping E from the semiring RN into the set of self-adjoint projections in Πκ

defined by (3.7) has the following properties (∆, ∆′ ∈ RN ):

(i) E(∅) = 0, E(∆) = I if σ(N) ⊂ ∆.
(ii) E(∆ ∩ ∆′) = E(∆)E(∆′).
(iii) E(∆ ∪ ∆′) = E(∆) + E(∆′) if ∆ ∪ ∆′ ∈ RN , ∆ ∩ ∆′ = ∅.
(iv) if ∆ ∩ σ0(N) = ∅ then E(∆)Πκ is a positive subspace.
(v) E(∆)N = NE(∆).
(vi) σ(N |E(∆)Πκ) ⊂ ∆.

Denote by S the σ-algebra generated by RN . It is not hard to show that
the homomorphism ∆ 
→ E(∆) in Theorem 3.6 can be extended to all elements
∆ of S such that the boundary of ∆ does not contain points of σ0(N). As for a
self-adjoint operator in Πκ, a point λ0 ∈ σ0(N) is called a critical point of N if
for each ∆ ∈ RN with λ0 ∈ ∆ the range E(∆)Πκ contains positive as well as
negative elements. The critical point λ0 of N is called a regular critical point if the
norms of all the projections E(∆) are uniformly bounded for all ∆ ∈ RN in some
neighborhood of λ0, otherwise λ0 is called a singular critical point of N . These
definitions imply immediately that λ0 is a critical point (a singular critical point,
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respectively) of N if and only if λ∗
0 is a critical point (a singular critical point,

respectively) of N+. They yield also the following proposition.

Proposition 3.7. Let N = A + iB be a reduced normal operator in a Pontryagin
space Πκ. Then λ0 = µ0 + i ν0, µ0, ν0 ∈ R, is a critical point of N if and only if
µ0 is a critical point of A and ν0 is a critical point of B; λ0 is a singular critical
point on N if and only if µ0 is a singular critical point of A or ν0 is a singular
critical point of B.

We mention that as in the self-adjoint case the algebraic eigenspace Lλ0(N)
of N at λ0 can still be characterized by the spectral function of N :

Lλ0 (N) =
⋂

∆∈R(N),λ0∈∆

E(∆)Πκ. (3.8)

Moreover, also the analogue of Lemma 2.1 remains valid, that is the critical point
λ0 of N is a regular regular critical point if and only if Lλ0(N) is non-degenerated.

Evidently, with the normal operator N also the normal operator N+ is re-
duced. If we denote the spectral function of N+ by E+, then we have

E+(∆) = E(∆∗),

where ∆∗ := {z∗|z ∈ ∆}, and the representation of Lλ0(N) by (3.8) implies that

Lλ0(N) = Lλ∗
0
(N+).

4. Normal operators in Π1: first reduction

In the following we consider only the case κ = 1.

Theorem 4.1. If the normal operator N in Π1 has an eigenvalue λ0 with a neutral
eigenelement x0:

Nx0 = λ0x0, [x0, x0] = 0, (4.1)

then the following alternative holds:
either

(i) N+x0 = λ∗
0x0

or
(ii) there exist µ0 ∈ C and y0 ∈ Π1 such that

N+y0 = µ0y0, [y0, y0] = 0, [x0, y0] = 1.

With respect to the decomposition Π1 = lin{x0, y0} ⊕H0 the Gram operator
is

G =

( 0 1 0
1 0 0
0 0 I

)
,

and N and N+ admit the matrix representations
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N =

(
λ0 0 0
0 µ∗

0 0
0 0 N0

)
, N+ =

(
µ0 0 0
0 λ∗

0 0
0 0 N∗

0

)
(4.2)

with a normal operator N0 in the Hilbert space H0.

Proof. Since [x0, x0] = 0, [N+x0, x0] = [x0, Nx0] = λ∗
0[x0, x0] = 0, and

[N+x0, N
+x0] = [Nx0, Nx0] = |λ0|2[x0, x0] = 0,

the subspace lin{x0, N
+x0} is neutral. The assumption κ = 1 implies that this

linear span is one-dimensional, hence

N+x0 = γx0 (4.3)

for some γ ∈ C. If γ = λ∗
0 we arrive at case (i).

If γ �= λ∗
0 we proceed as follows. For the self-adjoint operators A and B in

(3.1) we obtain from (4.1) and (4.3)

Ax0 = αx0, Bx0 = βx0 (4.4)

with α = 1
2 (λ0 + γ) and β = 1

2 i(λ0 − γ). Notice that either α or β is not real since
γ �= λ∗

0. If, for example, Im α �= 0, then also α∗ is an eigenvalue of A: Ay0 = α∗y0

for some y0 with [y0, y0] = 0 and [x0, y0] = 1. Since A commutes with B and the
eigenspace of A corresponding to α∗ is one-dimensional, it follows that By0 = δy0

for some δ ∈ C. Consequently, Ny0 = (α∗ + i δ)y0 and N+y0 = µ0y0 with µ0 =
α∗ − i δ, which implies the first statement of (ii). Moreover, N+x0 = (α − i β)x0,
and since Nx0 = λ0x0 by assumption, we conclude that lin{x0, y0} is invariant for
both N and N+. Now the second part of (ii) follows easily. �

Under the assumptions of Corollary 3.3 and Theorem 4.1, (ii), the operator N
has been described completely in (3.5) and (4.2). It remains to study the situation
of Theorem 4.1, (i). Considering N − λ0 instead of N , without loss of generality
we can suppose that λ0 = 0, that is, zero is an eigenvalue of N and N+ with a
common neutral eigenelement e0:

Ne0 = 0, N+e0 = 0, [e0, e0] = 0. (4.5)

Moreover, we can assume that e0 is (up to constant multiples) the only non-
positive eigenelement of N at zero, since otherwise there would exist also a negative
eigenelement for N at zero, and we would be in the situation of Corollary 3.3.

We shall study this case (4.5) in the following section. In the rest of the
present section we establish some more general properties of a normal operator
in Π1.

Theorem 4.2. Let N be a bounded normal operator in Π1. If there are elements
e0, e1 ∈ Π1 such that Ne0 = 0, Ne1 = e0 and N+e0 = 0, then [e0, e0] = 0 and
N+e1 = αe0 for some α ∈ C.

Proof. Indeed, [e0, e0] = [Ne1, e0] = [e1, N
+e0] = 0. Furthermore, we have

[N+e1, e0] = [e1, Ne0] = 0, [N+e1, N
+e1] = [Ne1, Ne1] = [e0, e0] = 0.
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Thus the subspace lin{e0, N
+e1} is neutral. Since Π1 has one negative square, it

has to be of dimension 1, so N+e1 = αe0 for some α ∈ C. �

Examples show that α = 0 is possible (see Section 5), which means that the
Jordan chain e0, e1 of N belongs to kerN+.

Theorem 4.3. A normal operator N in a Pontryagin space Π1 cannot have a Jordan
chain of length > 3. If N has a Jordan chain of length 3 at zero, say Ne0 = 0,
Ne1 = e0, Ne2 = e1, then the number α in Theorem 4.2 is �= 0 and

[e0, e0] = [e0, e1] = 0.

Moreover, this Jordan chain can be chosen such that also

[e1, e2] = [e2, e2] = 0, [e1, e1] = 1, [e0, e2] =: γ �= 0. (4.6)

Proof. Evidently, in the situation of (ii) of Theorem 4.1 the operator N cannot
have a Jordan chain of length greater than one. Therefore we can suppose that
the eigenvalue with the considered Jordan chain is λ0 = 0, and that (4.5) holds.
If the elements e0, e1, e2 belong to a chain of N of length ≥ 3 then [e0, e1] =
[e0, Ne2] = [N+e0, e2] = 0. If the chain could be continued with an element e3

such that Ne3 = e2 we would find, using Theorem 4.2,

[e1, e1] = [e1, N
2e3] = [(N+)2e1, e3] = [N+αe0, e3] = 0.

Consequently, lin{e0, e1} is a 2-dimensional neutral subspace, a contradiction.
Now suppose that we have a chain e0, e1, e2 of length three. Since [e0,e0]=

[e0,e1]=0, [e1,e1] must be positive and we can suppose that [e1,e1]=1. The fol-
lowing relation implies that the number α in Lemma 4.2 and also [e0, e2] are �= 0:

1 = [e1, e1] = [e1, Ne2] = [N+e1, e2] = α[e0, e2].

If not all the relations in (4.6) are satisfied then we determine η and ζ such that
the new chain

ê0 = e0, ê1 = e1 + ηe0, ê2 = e2 + ηe1 + ζe0

has all the desired properties. �

5. The case of a common neutral eigenelement of N and N+

1. In this subsection we consider the case that (4.5) holds and that there are no
associated elements to the eigenelement e0. The inner product [ · , · ] on H0, since
it is a Hilbert inner product, is denoted by ( · , · ).

Theorem 5.1. Suppose that e0 �= 0 satisfies (4.5), that it (with its nonzero scalar
multiples) is the unique element with these properties and that e0 /∈ ranN . Then
also e0 /∈ ranN+. If we choose an arbitrary element f0 ∈ Π1 such that [e0, f0] = 1,
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[f0, f0] = 0 and decompose the space Π1 as Π1 = lin{e0, f0} ⊕ H0 with a Hilbert
space H0, then the corresponding Gram operator is

G =

( 0 1 0
1 0 0
0 0 I

)
, (5.1)

and

N =

(
0 β ( · , a)
0 0 0
0 b N0

)
, N+ =

( 0 β∗ ( · , b)
0 0 0
0 a N∗

0

)
. (5.2)

Here β ∈ C, N0 is a normal operator in the Hilbert space H0, and a, b are nonzero
elements of H0 such that

‖a‖ = ‖b‖, N0a = N∗
0 b, (5.3)

and the following holds:
either

1. b /∈ ranN0 and a ∈ ranN∗
0 ,

which is equivalent to
(1′) a /∈ ranN∗

0 and b ∈ ranN0,
or
(2) b ∈ ranN0, say b = N0b̂, and β = (N∗

0 b̂, b̂),
which is equivalent to

(2′) a ∈ ranN∗
0 , a = N∗

0 b̂, and β = (N∗
0 b̂, b̂).

Proof. With the element f0 chosen as in the theorem the form of G (5.1) is clear.
Since e0 ∈ kerN , the matrix representation of N is of the form

N =

( 0 β ( · , a)
0 γ ( · , c)
0 b N0

)
.

Further, N+ = G−1N∗G = GN∗G and hence

N+ =

(
γ∗ β∗ ( · , b)
0 0 0
c a N∗

0

)
.

Since e0 ∈ kerN+ we find γ = 0, c = 0, and (5.2) is proved. Now NN+ = N+N is
equivalent to the normality of N0 in H0 and the relations (2.2) to hold. The fact
that e0 �= ranN means that there do not exist ξ, η ∈ C, x ∈ H0, such that

N

(
ξ
η
x

)
=

(
0 β ( · , a)
0 0 0
0 b N0

)(
ξ
η
x

)
=

( 1
0
0

)
,

or that
β η + (x, a) = 1,

η b + N0x = 0.
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This takes place if and only if either b /∈ ranN0, a ∈ ranN∗
0 , or, if b = N0b̂ with

some b̂ ∈ H0, for x = −ηb̂ + a′ with a′ ∈ kerN0 the equation

β η + (−ηb̂ + a′, b) = 1

does not have a solution. Since (a′, b) = 0 the latter is equivalent to

β − (̂b, b) = β − (̂b, N0b̂) = 0.

It remains to apply Lemma 2.2. �

Remark 5.2. Under the conditions of Theorem 5.1 the operators A, B from (3.1)
have the following matrix representations:

A =

⎛⎝ 0 Reβ ( · , a+b
2 )

0 0 0
0 a+b

2 A0

⎞⎠ , B =

⎛⎝ 0 Im β ( · , a−b
2 i )

0 0 0
0 a−b

2 i B0

⎞⎠ .

For at least one of these operators A, B, zero is an eigenvalue with a neutral
eigenelement which does not belong to the range of A or B, respectively, that is,
at least one of these operators is in the case c1) of Section 2. Moreover, neither A
nor B can have a degenerated chain of length 2 at zero.

Indeed, in the case (1) of Theorem 5.1 we have

a ∈ ranN∗
0 \ ranN∗

0 , b ∈ ranN0 \ ranN0. (5.4)

According to Lemma 2.2 and Corollary 2.3 there exists a sequence
(
b̂n

)
such that

b = limN0b̂n, a = limN∗
0 b̂n, (5.5)

and hence
a ± b = lim (N∗

0 ± N0)̂bn,

such that
a + b ∈ ranA0, a − b ∈ ranB0.

If we would have a + b ∈ ranA0 and a − b ∈ ranB0, say a + b = 2A0u, a − b =
−2 iB0v then we would also have A0u = lim2A0b̂n, B0v = lim(−2)B0b̂n, and
hence A0B0(u − v) = 0.

We decompose the space H0 as H0 = R0 ⊕A0 ⊕ B0 ⊕N0 where

R0 := ranA0∩ranB0, N0 := kerA0∩kerB0, kerA0 := A0⊕N0, kerB0 := B0⊕N0.

With respect to this decomposition we can choose

u = w + u0, v = w + v0, with w ∈ R0, u0 ∈ B0, v0 ∈ A0,

which implies for w̃ := w + u0 + v0:

A0w̃ = A0u, B0w̃ = B0v,

and hence a ∈ ranN∗
0 , b ∈ ranN0, which is not the case because of (5.4).

Similarly, in the case (2) of Theorem 5.1 it follows, e.g., that
a + b

2
= A0b̂, Reβ = (A0b̂, b̂),
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hence at least one of the operators A or B is in the situation of c1). If, e.g., for A
there would exist an element e1 ∈ Π1 such that [e1, e0] = 0 and Ae1 = e0 then e1

could be chosen of the form e1 =
(

0
0
y

)
with y ∈ kerA0. Since on the other hand

a + b ∈ ranA0 the relation

Ae1 =

⎛⎝ 0 Reβ ( · , a+b
2 )

0 0 0
0 a+b

2 A0

⎞⎠( 0
0
y

)
=

( 1
0
0

)

cannot hold. However, one of the operators A or B can have a non-degenerated
chain of length 2 at zero. This can easily seen to hold for the operator

N =

(
0 β ( · , a)
0 0 0
0 a A0

)

with a self-adjoint operator A0 in H0, a ∈ H0 with a ∈ ranA0 \ ranA0 and β �= β∗.

2. In the following theorem we consider the case that to e0 there corresponds
a non-degenerated Jordan chain of length two.

Theorem 5.3. Suppose that e0 �= 0 satisfies (4.5), that it (with its nonzero scalar
multiples) is the unique element with these properties, that there exists an asso-
ciated element e1 such that Ne1 = e0 and δ := [e0, e1] �= 0. Then e1 /∈ ranN ,
and without loss of generality we can assume that |δ| = 1 and [e1, e1] = 0. The
space Π1 can be decomposed as Π1 = lin{e0, e1}⊕H0 with a Hilbert space H0, the
corresponding Gram operator is

G =

( 0 δ∗ 0
δ 0 0
0 0 I

)
,

and

N =

( 0 1 0
0 0 0
0 0 N0

)
, N+ =

(
0 δ∗2 0
0 0 0
0 0 N∗

0

)
(5.6)

with a normal operator N0 in the Hilbert space H0. In particular, the elements
e0, δ2e1 form a Jordan chain of N+ at zero.

Proof. If e1 would belong to ranN : e1 = Ne2, then from Theorem 4.3 it would
follow that [e0, e1] = 0, which is impossible according to the assumption. The
reduction to the case |δ| = 1 and [e1, e1] = 0 is by changing the Jordan chain as
in the reasoning in c2) of Section 2.

Since Ne0 = 0, Ne1 = e0, it follows that

N =

( 0 1 ( · a)
0 0 ( · , b)
0 0 N0

)
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with elements a, b ∈ H0. Therefore

N+ = GN∗G =

(
0 δ∗2 0
0 0 0

bδ∗ aδ∗ N0

)
,

and N+e0 = 0, N+e1 = αe0 (see Theorem 4.2) imply a = b = 0. �

Remark 5.4. Under the assumptions of Theorem 5.3 the operators A and B of
(3.1) have the matrix representation

A =

⎛⎝ 0 1+δ∗2

2 0
0 0 0
0 0 A0

⎞⎠ , B =

⎛⎝ 0 1−δ∗2

2 0
0 0 0
0 0 B0

⎞⎠ .

Thus, A and B have non-degenerated algebraic eigenspaces at zero with Jordan
chains of length at most 2, and at least one of the operators A, B has a non-
degenerated chain of length 2 at zero, that is, it is in the situation c2) of Section 2.

3. It remains to consider the case that for the element e0 in (4.5) there exists
an associated element e1: Ne1 = e0, such that [e0, e1] = 0. Then, since the subspace
lin{e0, e1} can have only one non-negative square, [e1, e1] > 0, and without loss of
generality we suppose that [e1, e1] = 1.

We choose an element f0 such that

[e0, f0] = 1, [e1, f0] = 0, [f0, f0] = 0, (5.7)

and decompose the space Π1 as

Π1 = lin{e0, e1, f0} ⊕H0 (5.8)

with a Hilbert space H0. The corresponding Gram operator is

G =

⎛⎜⎝ 0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 I

⎞⎟⎠ . (5.9)

The fact that e0, e1 form a Jordan chain of N and αe0, e1 form a Jordan chain of
N+ at zero and the relation NN+ = N+N easily lead to the following represen-
tations of the operators N and N+:

N =

⎛⎜⎝ 0 1 β ( · , a)
0 0 α∗ 0
0 0 0 0
0 0 b N0

⎞⎟⎠ , N+ =

⎛⎜⎝ 0 α β∗ ( · , b)
0 0 1 0
0 0 0 0
0 0 a N∗

0

⎞⎟⎠ ; (5.10)

here β ∈ C, a, b ∈ Π1, N0 is a normal operator in H0, and the following relations
hold:

1 + ‖a‖2 = |α|2 + ‖b‖2, N0a = N∗
0 b. (5.11)

Observe that for α �= 0 both operators N and N+ have a Jordan chain of
length two at zero, formed by e0 and e1 for N , and αe0 and e1 for N+. If α = 0
the operator N has still the chain e0, e1, but e0, e1 ∈ kerN+.
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In order describe the algebraic eigenspaces L0(N) of N and L0(N+) of N+

at zero we consider the equations

N

⎛⎜⎝ ξ1

ξ2

ξ3
x

⎞⎟⎠ =

⎛⎝ µ
ν
0
0

⎞⎠ , N+

( η1
η2
η3
y

)
=

⎛⎝ µ
ν
0
0

⎞⎠ ,

for arbitrary µ, ν ∈ C. They are equivalent to the systems of equations

ξ2 + β ξ3 + (x, a) = µ,
α∗ ξ3 = ν,
ξ3 b + N0x = 0,

α η2 + β∗ η3 + (y, b) = µ,
η3 = ν,

η3 a + N∗
0 y = 0.

(5.12)

In the following, for an element x ∈ H0 we denote x :=

⎛⎝ 0
0
0
x

⎞⎠ and set

K0 := {x : x ∈ kerN0} = ker(N0P ),

where P denotes the projection onto the last component H0 in the decomposition
(5.8).

Theorem 5.5. Suppose that e0 �= 0 satisfies (4.5), that it (with its nonzero scalar
multiples) is the unique element with these properties, that there exists an asso-
ciated element e1 such that Ne1 = e0 and [e0, e1] = 0, and that the algebraic
eigenspace L0(N) of N at zero is a degenerated subspace; the latter is equivalent
to the fact that

a /∈ ranN∗
0 , b /∈ ranN0. (5.13)

holds in the representation (5.10). Then

L0(N+) = L0(N) = lin{e0, e1,K0},
and

L0(N) = lin{e1} � kerN,

L0(N+) =

⎧⎨⎩ lin{e1} � kerN+ if α �= 0,
kerN if α = 0, (b, kerN0) = {0},

lin{b} � kerN if α = 0, (b, kerN0) �= {0}.

For the proof we mention that the space L0(N) = L0(N+) is non-degenerated
if and only if the systems in (5.12) for arbitrary µ, ν do not have nontrivial solutions
with ξ3 �= 0 or η3 �= 0. It can easily be seen that this is equivalent to the state-
ment concerning (5.13). The other claims of the theorem follow by straightforward
computations.

Theorem 5.6. Suppose that e0 �= 0 satisfies (4.5), that it (with its nonzero scalar
multiples) is the unique element with these properties, that there exists an as-
sociated element e1 such that Ne1 = e0 and [e0, e1] = 0, and that the alge-
braic eigenspace L0(N) of N at zero is non-degenerated. Then exactly one of the
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following cases prevails:
(I) a ∈ ranN∗

0 and b /∈ ranN0 : Then, if a = N∗
0 â,

L0(N+) = L0(N) = lin{e0, e1, f0 − â,K0}.
The subspace lin{e0, e1, f0− â, N(f0− â)} in invariant under N and N+, the
elements

α∗e0, (β − (â, a)) e0 + α∗e1 + b− N0â, f0 − â (5.14)

form a Jordan chain of N at zero, the elements

αe0, (β∗ − (â, b)) e0 + e1, f0 − â (5.15)

form a Jordan chain of N+ at zero; these chains are of length three if α �= 0
and of length two if α = 0.

(II) a /∈ ranN∗
0 and b ∈ ranN0 : In this case |α| ≥ 1. If b = N0b̂, then

L0(N+) = L0(N) = lin{e0, e1, f0 − b̂,K0}.
The subspace lin{e0, e1, f0 − b̂, N+(f0 − b̂)} in invariant under N and N+,
the elements

α∗e0,
(
β − (̂b, a)

)
e0 + α∗e1, f0 − b̂

form a Jordan chain of N at zero, the elements

αe0,
(
β∗ − (̂b, b)

)
e0 + e1 + a − N∗

0b̂, f0 − b̂

form a Jordan chain of N+ at zero, both chains are of length three.
(III) a ∈ ranN∗

0 and b ∈ ranN0 : Then, if a = N∗
0 â, b = N0b̂,

L0(N+) = L0(N) = lin{e0, e1, f0 − â,K} = lin{e0, e1, f0 − b̂,K0}.
The Jordan chains of N and N+ at zero are given by (5.14) and (5.15),
respectively. They are of length three if α �= 0 and of length two if α = 0.

The proof follows by straightforward computations, using the equations (5.12)
and observing that

kerN0 = kerN∗
0 ,

and that under the assumptions of (I) b−N0â ∈ kerN0 and under the assumptions
of (II) a − N∗

0 b̂ ∈ kerN0.

Remark 5.7. Suppose that (as, e.g., in case (II)) the operator N has a chain
e0, e1, e2 of length three at the eigenvalue λ0 = 0:

Ne0 = 0, Ne1 = e0, Ne2 = e1. (5.16)

Then L0 := lin{e0, e1, e2} is non-degenerated and (trivially) invariant under N ,
but it need not be invariant under N+ since N+e2 does not necessarily belong
to L0. However, the subspace L1 := lin{e0, e1, e2, N+e2} is non-degenerated and
invariant under N and N+, and

σ(N |L1) = σ(N+|L1) = {0}.
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In addition to the chain (5.16), N has at zero the eigenelement N+e2 − αe1. The
operator N+ has at zero the Jordan chain αe0, e1 + a, α∗e2, and the eigenvector
a. This shows, that the geometric eigenspaces of N and N+ need not coincide.

Remark 5.8. The operators A and B from (3.1) have the following matrix repre-
sentations:

A =

⎛⎜⎜⎝
0 1+α

2 Reβ
(
· , a+b

2

)
0 0 α∗+1

2 0
0 0 0 0
0 0 a+b

2 A0

⎞⎟⎟⎠, B =

⎛⎜⎜⎝
0 1−α

2 i Im β
(
· , b−a

2 i

)
0 0 α∗−1

2 0
0 0 0 0
0 0 b−a

2 i B0

⎞⎟⎟⎠ (5.17)

In the situation of Theorem 5.5 at least one of the operators A or B has a degener-
ated Jordan chain of length two at zero which cannot be continued. In the situation
of Theorem 5.6 the Jordan chains of A and B at zero are non-degenerated; they
can easily be found from the matrix-representations (5.17).

Remark 5.9. The above representations imply that a normal operator in Π1 has at
most two eigenvalues with a non-positive eigenelement. Moreover, in the situations
of Corollary 3.3, Theorem 4.1 (ii), Theorem 5.3, and Theorem 5.6, the operator
N (and also its adjoint N+) can be decomposed as orthogonal sum of a normal
operator N0 (or its adjoint N∗

0 ) in a Hilbert space H0 and an operator in an at
most four-dimensional space with one negative square, whereas in the situations
of Theorem 5.1 and Theorem 5.5 such a decomposition is impossible. In the latter
case, the corresponding unique eigenvalue λ0 of N with a non-positive eigenelement
is a singular critical point of N and λ∗

0 is a singular critical point of N+.
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Abstract. In this paper a concrete realization for a scalar generalized Nevan-
linna function q ∈ Nκ is given using the realizations of the factors in the basic
factorization of q. Some cases are discussed in more detail and the representing
operators are given as block operator matrices.
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Keywords. Scalar generalized Nevanlinna function, Realization, Block opera-
tor matrix.

1. Introduction

It is well known that a generalized Nevanlinna function q ∈ Nκ (for the definition
of Nκ see Section 2 below) possesses a realization in a Pontryagin space

(
K, [ · , · ]

)
,

and hence can be written as

q(z) = q(z0)∗ + (z − z∗0)
[(

I + (z − z0)(A − z)−1
)
v, v
]

z ∈ �(A)

where A is a self-adjoint relation in K, and with v ∈ K and z0 ∈ �(A). Recently
(see [DLLuSh2] and also [DeH]), such realizations were constructed based on the
basic factorization of q, that is,

q(z) = r#(z) q0(z) r(z),

where q0 ∈ N0 is a usual Nevanlinna function, the rational function r collects the
generalized poles and zeros of q that are not of positive type, and r#(z) := r(z∗)∗.
In these papers the realizations were constructed with the help of a matrix function
which was defined using the basic factorization of q and using reproducing kernel
space methods. In the present paper, however, we construct a realization in the
space K = K0+C2κ, where K0 is a Hilbert space in which a minimal realization of q0

The authors gratefully acknowledge the support of the “Fond zur Förderung der wissenschaft-
lichen Forschung” (FWF, Austria), grant number P15540-N05.
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acts, which can be chosen arbitrarily. The self-adjoint relation A in the realization
of q is constructed using the realization of q0 and Jordan blocks connected with
the generalized poles not of positive type of q.

In Section 2 preliminaries are put together, in the first two subsections we
recall the definitions of realizations and boundary mappings together with its ba-
sic properties, as far as we need it. In Subsection 2.3 the canonical realization,
which is a particular realization in a reproducing kernel Pontryagin space, is dis-
cussed briefly. For a usual Nevanlinna function the connection between its integral
representation and the realization is detailed in Subsection 2.4. Furthermore, in
Subsection 2.5 we recall the basic factorization of a scalar generalized Nevanlinna
function.

Section 3 is devoted to the main result, Theorem 3.1, where the realization
is given. The proof is carried out by constructing an isomorphism to the model
given in [DLLuSh2]. At the end of Section 3 we describe how to obtain a minimal
realization. In the case that the representing relation A is in fact an operator,
block operator representations can be given, which are discussed in Subsections 4.1
and 4.2. An example where A is not an operator is given in Subsection 4.3.

2. Preliminaries

By definition a scalar function q : D ⊆ C → C belongs to the generalized Nevan-
linna class Nκ if it is meromorphic in C \ R, symmetric with respect to the real
line, i.e., q(z∗) = q(z)∗, and if the so-called Nevanlinna kernel

Kq(z, w) :=
q(z) − q(w∗)

z − w∗ z, w ∈ D

has κ negative squares. This means that for arbitrary numbers N ∈ N, and points
z1, . . . , zN ∈D ∩ C+ the matrices(

Kq(zi, zj)
)N

i,j=1

have at most κ negative eigenvalues, and κ is minimal with this property. Here D
is the domain of holomorphy of q, C+ is the upper half plane, and by ∗ we denote
the complex conjugate of a complex number as well as the adjoint of an operator
or a relation.

2.1. Realizations of Nκ-functions

Generalized Nevanlinna functions can also be characterized by their realizations. It
is well known (see, e.g., [KL]) that a function q belongs to the class Nκ if and only
if it admits a minimal realization in some Pontryagin space with negative index κ.
A realization (A, ϕ) for a function q is given by a self-adjoint linear relation A in
a Pontryagin space

(
K, [ · , · ]

)
and a corresponding defect function ϕ(z), that is, a

function ϕ : �(A) → K with the property

ϕ(w) =
(
I + (w − z)(A − w)−1

)
ϕ(z),
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such that for z, w ∈ �(A), z �= w∗, the following identity holds

q(z) − q(w∗)
z − w∗ = [ϕ(z), ϕ(w)].

In particular, this implies the following representation for the function q:

q(z) = q(z0)∗ + (z − z∗0)
[(

I + (z − z0)(A − z)−1
)
v, v
]

z ∈ �(A),

where z0 ∈ �(A) \ R is some fixed point and v := ϕ(z0). The realization is called
minimal if the defect elements form a total set in K, i.e.,

K = span
{(

I + (z − z0)(A − z)−1
)
v
∣∣ z ∈ �(A)

}
.

In this case D = �(A) and the realization is unique up to unitary equivalence. Two
realizations (A, ϕ) and (Ã, ϕ̃) of a function q in spaces K and K̃, respectively, are
said to be unitarily equivalent if there exists a unitary operator Φ : K → K̃ such
that

{f ; g} ∈ A ⇐⇒ {Φ(f); Φ(g)} ∈ Ã

and Φ(ϕ(z)) = ϕ̃(z).
Sometimes also the triple (A, S, ϕ) is called realization, where S is the sym-

metric restriction of A given by

S :=
{
{f ; g} ∈ A

∣∣ [ g − z∗0f, ϕ(z0)] = 0
}
,

which is independent of the particular choice of the point z0 ∈ �(A). With this
notation one has ϕ(z) ∈ ker(S∗−z). Note that for unitarily equivalent realizations
(A, S, ϕ) and (Ã, S̃, ϕ̃) it follows that

{f ; g} ∈ S ⇐⇒ {Φ(f); Φ(g)} ∈ S̃.

2.2. Boundary mappings

In this subsection we recall the notion of boundary mappings as it is contained,
e.g., in [De] and [DeM]. Let S be a symmetric relation with equal defect indices
in a Pontryagin space K and S∗ its adjoint. The triple (H, B0, B1) is called a
boundary triple for S∗ if H is a Hilbert space with inner product ( · , · ) and B0,
B1 are linear bounded mappings from S∗ into H such that B0 × B1 is surjective
onto H×H and that the following (abstract Lagrange or Green) identity holds:

[g, f ′] − [f, g′] =
(
B1{f ; g}, B0{f ′; g′}

)
−
(
B0{f ; g}, B1{f ′; g′}

)
for {f ; g}, {f ′; g′} ∈ S∗. The Bi are called boundary mappings.

It is easy to show that S = kerB0∩kerB1 and that A := kerB0 and kerB1 are
self-adjoint relations. In the following we assume that �(A) �= ∅. This assumption
will always be satisfied in the next sections. Define the defect subspaces by

Ñz := {{f ; g} ∈ S∗ | g = zf} ⊆ K ×K,

Nz := {f ∈ K | {f ; zf} ∈ S∗} = ker(S∗ − z).
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Since S∗ = A+̇Ñz for z ∈ �(A), the mapping B0|Ñz
is bijective from Ñz onto H,

and we can set

γ̃(z) :=
(
B0|Ñz

)−1 : H → Ñz ,

γ(z) := P1γ̃(z) : H → Nz ⊆ K,

where P1 denotes the projection onto the the first component in K×K. The map
γ(z) satisfies the following relation,

γ(w) = (I + (w − z)(A − w)−1)γ(z) (2.1)

for z, w ∈ �(A). The Titchmarsh–Weyl function M is defined by

M(z) := B1γ̃(z) (2.2)

for z ∈ �(A), which is an operator function in H.
If S is a densely defined operator, then S∗ is also an operator and one can

set Bif := Bi{f ; S∗f} for f ∈ D(S∗) and i = 0, 1.
The following proposition shows the connection between boundary mappings

of symmetric relations with defect (1, 1) and realizations of scalar Nκ-functions.
Note that in the case of defect (1, 1) the space H can be chosen to be C; the
Titchmarsh–Weyl function is then a scalar function.

Proposition 2.1. Let S be a symmetric relation in a Pontryagin space with defect
(1, 1) and (C, B0, B1) a boundary triple for S∗. Set ϕ(z) := γ(z)1 and A := kerB0.
Then (A, S, ϕ) is a realization of the Titchmarsh–Weyl function corresponding to
(C, B0, B1).

Conversely, let (A, S, ϕ) be a realization of an Nκ-function q. Decompose an
element {f ; g} ∈ S∗ according to S∗ = A+̇Ñz0 (for some z0 ∈ �(A)) as follows

{f ; g} = {f0; g0} + c{ϕ(z0); z0ϕ(z0)}

with {f0; g0} ∈ A and c ∈ C, and define

B0{f ; g} := c,

B1{f ; g} := cq(z0) + [g0 − z∗0f0, ϕ(z0)].

Then (C, B0, B1) is a boundary triple for S with the properties

B0{ϕ(z); zϕ(z)} = 1, B1{ϕ(z); zϕ(z)} = q(z), (2.3)

and A = kerB0. Hence the Titchmarsh–Weyl function corresponding to (C, B0, B1)
is equal to q.

Proof. The first part follows immediately from (2.1). It is a straightforward calcu-
lation that B0, B1 in the second part are boundary mappings. The relation

{ϕ(z); zϕ(z)} = (z−z0){(A−z)−1ϕ(z0); (I+z(A−z)−1)ϕ(z0)}+{ϕ(z0); z0ϕ(z0)},
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where the first term on the right-hand side is in A, implies B0{ϕ(z); zϕ(z)} = 1
and

B1{ϕ(z); zϕ(z)}
= q(z0) + (z − z0)

[
(I + z(A − z)−1)ϕ(z0) − z∗0(A − z)−1ϕ(z0), ϕ(z0)

]
= q(z0) + (z − z0)

[
ϕ(z0), (I + (z∗ − z0)(A − z∗)−1)ϕ(z0)

]
= q(z0) + (z − z0)[ϕ(z0), ϕ(z∗)] = q(z),

which finishes the proof. �

We say that the boundary mappings B0, B1 are compatible with a realization
(A, S, ϕ) of an Nκ-function q if (2.3) holds.

If for some z0 ∈ �(A) von Neumann’s decomposition holds, i.e.,

{f ; g} = {f00; g00} + c1{ϕ(z0); zϕ(z0)} + c2{ϕ(z∗0); z∗ϕ(z∗0)}

for {f ; g} ∈ S∗ with {f00; g00} ∈ S, c1, c2 ∈ C, then in the second part of the
proposition one could equivalently define

B0{f ; g} := c1 + c2, B1{f ; g} := c1q(z0) + c2q(z∗0).

It can be shown that for the self-adjoint operator of a minimal realization of an
Nκ-function such a z0 always exists.

Remark 2.2. If (A, S, ϕ) and (Ã, S̃, ϕ̃) are unitarily equivalent realizations of a
function q ∈ Nκ, where the unitary operator Φ gives the equivalence, and B0, B1

and B̃0, B̃1, respectively, are boundary mappings as in Proposition 2.1, then

Bi{f ; g} = B̃i{Φ(f); Φ(g)} for i = 0, 1.

2.3. The canonical realization

In the proof of the main theorem we will make use of reproducing kernel spaces even
for some matrix-valued generalized Nevanlinna functions and also of a particular
realization in such spaces.

Let Q : D → Cn×n be a matrix-valued generalized Nevanlinna function,
Q ∈ Nn×n

κ , that is, it is meromorphic in C \R, symmetric with respect to the real
line, i.e., Q(z∗) = Q(z)∗, and the kernel

KQ(z, w) :=
Q(z) − Q(w∗)

z − w∗ z, w ∈ D (2.4)

has κ negative squares. This means that for N ∈ N, points z1, . . . , zN ∈D ∩ C+,
and vectors x1, . . . ,xN ∈ Cn the matrices(

(KQ(zi, zj)xi, xj)
)N
i,j=1

have at most κ negative eigenvalues, and κ is minimal with this property.
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By L(Q) denote the reproducing kernel Pontryagin space associated with the
function Q: this is the closed linear span of the kernel functions KQ( · , z)c for
z ∈ D and c ∈ Cn with respect to the norm that corresponds to the inner product〈

KQ( · , z)c, KQ( · , w)d
〉

:=
(
KQ(w, z)c, d

)
Cn ,

which has κ negative squares. The elements of this space are functions, which are
holomorphic on the domain of holomorphy of Q.

Now we restrict ourselves again to the case of scalar generalized Nevanlinna
functions. The following theorem describes the so-called canonical realization. For
a detailed discussion see [DLLuSh2] and the references given there.

Proposition 2.3. Let the function q ∈ Nκ be given. Define the self-adjoint linear
relation Aq by

Aq :=
{
{f ; g} ∈ L(q)2

∣∣ ∃ c ∈ C : g(ζ) − ζf(ζ) ≡ c
}
,

and the symmetry Sq by

Sq :=
{
{f ; g} ∈ L(q)2

∣∣ g(ζ) − ζf(ζ) ≡ 0
}
,

and set ϕq(z) := Kq( · , z∗). Then the triple (Aq, Sq, ϕq) forms a minimal realiza-
tion for q.

Moreover, the adjoint of Sq is given by

S∗
q :=

{
{f ; g} ∈ L(q)2

∣∣ ∃ c, d ∈ C : g(ζ) − ζf(ζ) ≡ c − d q(ζ)
}

(2.5)

and boundary mappings that are compatible with the realization are given by

B0{f ; g} := d, B1{f ; g} := c, (2.6)

where c and d are as in (2.5).

Note that whenever we refer to the canonical realization, we use the function
q as subscript.

2.4. Realizations of N0-functions

In this section we recall realizations for N0-functions which are connected with
their integral representation

q(z) = a + bz +
∫ ∞

−∞

( 1
t − z

− t

1 + t2

)
dσ(t),

where a ∈ R, b ≥ 0 and σ is a measure with
∫∞
−∞ dσ(t)/(1 + t2) < ∞. We list the

space K, the relations A, S and S∗, and the defect function ϕ such that (A, S, ϕ)
is a realization of the function q above. Moreover, it is not difficult to determine
boundary mappings that are compatible with the realization, cf. [DeM].
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We have to consider two cases.

1. b = 0: K = L2
σ

A =
{
{f ; g}

∣∣ g(t) = tf(t)
}

S =
{
{f ; g} ∈ A

∣∣ ∫∞−∞ f(t)dσ(t) = 0
}

S∗ =
{
{f ; g}

∣∣ ∃ c ∈ C : g(t) = tf(t) − c
}

ϕ(z) = ϕ(z, t) =
1

t − z

B0{f ; g} = c (where c is such that g(t) = tf(t) − c)

B1{f ; g} = ac +
∫ ∞

−∞

(
f(t) − c

t

1 + t2

)
dσ(t)

2. b > 0: K = L2
σ ⊕ C,

[(
f
ξ

)
,
(

g
η

)]
K = [f, g]L2

σ
+ bξη∗

A =
{
{
(
f
ξ

)
;
(

g
η

)
}
∣∣ g(t) = tf(t), ξ = 0

}
S =

{
{
(
f
ξ

)
;
(

g
η

)
} ∈ A

∣∣ bη +
∫∞
−∞ f(t)dσ(t) = 0

}
S∗ =

{
{
(
f
ξ

)
;
(

g
η

)
}
∣∣ g(t) = tf(t) − ξ

}
ϕ(z) = ϕ(z, t) =

( 1
t−z

1

)
B0{
(
f
ξ

)
;
(
g
η

)
} = ξ

B1{
(
f
ξ

)
;
(
g
η

)
} = aξ + bη +

∫ ∞

−∞

(
f(t) − ξ

t

1 + t2

)
dσ(t)

If the measure σ is infinite and b = 0 (which is equivalent to the fact that
S is densely defined), then S∗ is an operator and the boundary mappings depend
only on the first component.

If the measure σ is finite and b = 0, then the function q has also a represen-
tation as a u-resolvent, i.e.,

q(z) = s + [(A − z)−1u, u]

with s ∈ R, some self-adjoint operator A in a Hilbert space K and an element
u ∈ K. A corresponding realization (A, S, ϕ) and boundary mappings are given by

S =
{
{f ; g} ∈ A

∣∣ [f, u] = 0
}

S∗ =
{
{f ; g}

∣∣ f ∈ D(A), ∃ c ∈ C : g = Af − cu
}

ϕ(z) = (A − z)−1u

B0{f ; g} = c (where c is such that g = Af − cu)

B1{f ; g} = sc + [f, u]

Here for instance one can take K = L2
σ, A the multiplication operator by the

independent variable, and u = 1.
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2.5. Basic factorization

A point α ∈ C ∪ {∞} is called a generalized pole of the function q ∈ Nκ if it is an
eigenvalue of the relation A in some minimal realization of q. Of particular interest
are those generalized poles that are not of positive type, that is the corresponding
eigenvector of the self-adjoint relation is not a positive element in K. Its degree of
non-positivity να is the dimension of a maximal non-positive invariant subspace
of the root space of A at α. A point β ∈ C ∪ {∞} is called a generalized zero of q
(not of positive type with degree of non-positivity κβ) if it is a generalized pole of
q̂(z) := − 1

q(z) (not of positive type with degree of non-positivity κβ). Note that if
q ∈ Nκ then also q̂ ∈ Nκ.

In [DLLuSh1] and also [DeHS1] it was shown that every function q ∈ Nκ

admits a basic factorization: let the points αi, i = 1, 2, . . . , 
, (βj , j = 1, 2, . . . , k,
respectively) be the generalized poles (zeros, respectively) of q in C+ ∪R that are
not of positive type, denote by νi (κj , respectively) the degree of non-positivity of
αi (βj , respectively), and define

r(z) :=
(z − β1)κ1 . . . (z − βk)κk

(z − α∗
1)ν1 . . . (z − α∗

� )ν�
. (2.7)

Then there exists a function q0 ∈ N0 such that

q(z) = r#(z)q0(z)r(z), (2.8)

where r#(z) := r(z∗)∗. Note that if

τ := κ1 + · · · + κk − (ν1 + · · · + ν�) (2.9)

is positive (negative, respectively), then ∞ is a generalized pole (zero, respectively)
of q which is not of positive type and with degree of non-positivity |τ |. Since ∞
cannot be a generalized zero and a generalized pole at the same time, we have

κ = max {κ1 + · · · + κk, ν1 + · · · + ν�}.

3. The realization

Let q ∈ Nκ be given by its basic factorization (2.8):

q(z) = r#(z) q0(z) r(z).

Write the rational function r as partial fractional decomposition

r(z) =

∏k
j=1(z − βj)κj∏�
i=1(z − α∗

i )νi

=
�∑

i=0

ri(z) (3.1)

with the functions

r0(z)=
ν0∑

j=0

σ0jz
j and ri(z)=

νi∑
j=1

−σij

(z − α∗
i )j

for i = 1, . . . , 
.



Scalar Generalized Nevanlinna Functions: Realizations 261

Here we assume that σ0ν0 �= 0 if ν0 > 0. Note that κ =
�∑

i=0

νi and ν0 denotes the

degree of non-positivity of ∞ if ∞ is a generalized pole and ν0 = 0 otherwise.
Let (A0, S0, ϕ0) be a minimal realization of the Nevanlinna function q0 in a

Hilbert space (K0, [ · , · ]0). By Proposition 2.1 one can find corresponding boundary
mappings BS0,0 and BS0,1 that are compatible with (A0, S0, ϕ0), i.e.,

BS0,0{ϕ0(z); zϕ0(z)} = 1,

BS0,1{ϕ0(z); zϕ0(z)} = q0(z).

Using the above “ingredients” we will define a space K, relations A and S, and
a function ϕ(z) such that (A,S, ϕ) is a realization of q. To this end let us first
introduce some notations.

Let K := K0[+](Cκ+̇Cκ) be the Pontryagin space with the inner product
[ · , · ] given by the Gram operator

G :=

⎛⎝IK0 0 0
0 0 ICκ

0 ICκ 0

⎞⎠ .

Here +̇ denotes a direct sum and [+] a direct sum that is even orthogonal with
respect to the indefinite inner product [ · , · ]. In the following a vector h ∈ Cκ

will be decomposed according to (3.1) as h =
(
h0 h1 . . . h�

)�, where hi =
(hi1, . . . , hiνi)� ∈ Cνi for i = 0, 1, . . . , 
. Moreover, set e := (1, 0, . . . , 0)�, a vector
of suitable size, σi := (σi1, . . . , σiνi)�, and

e0(z) = e†
0(z) :=

⎛⎜⎜⎜⎝
1
z
...

zν0−1

⎞⎟⎟⎟⎠ ,

ei(z) :=

⎛⎜⎜⎜⎜⎝
1

z−αi

1
(z−αi)2

...
1

(z−αi)νi

⎞⎟⎟⎟⎟⎠ and e†
i (z) :=

⎛⎜⎜⎜⎜⎝
1

z−α∗
i

1
(z−α∗

i )2

...
1

(z−α∗
i )νi

⎞⎟⎟⎟⎟⎠ for i = 1, . . . , 
.

(3.2)

Furthermore, denote by J(α) for α ∈ C a lower Jordan block of suitable size,

J(α) :=

⎛⎜⎜⎜⎜⎝
α

1
. . .
. . . . . .

1 α

⎞⎟⎟⎟⎟⎠ ,
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and by Gi the matrix

Gi :=

⎛⎜⎜⎜⎝
σi1 σi2 . . . σiνi

σi2 · · · 0
...

...
...

...
σiνi 0 . . . 0

⎞⎟⎟⎟⎠
−1

,

which is related to ri(z).

Theorem 3.1. Let q ∈ Nκ be given and let the notations be as above. Define the
relation S∗ in K as follows: ⎧⎨⎩

⎛⎝f0

h
k

⎞⎠ ;

⎛⎝F0

H
K

⎞⎠⎫⎬⎭ ∈ S∗

if and only if there exist constants c1, c2, c3, c4 ∈ C such that

{f0; F0} ∈ S∗
0 with BS0,0{f0; F0} = c3 and BS0,1{f0; F0} = c1, (3.3)

h0 = J(0)H0 + c1e, (3.4)

H i = J(αi)hi + c1e for i = 1, . . . , 
, (3.5)

k0 = J(0)∗K0 + c4σ0, (3.6)

Ki = J(αi)∗ki + c4σi for i = 1, . . . , 
, (3.7)

ν0∑
j=1

σ∗
0jH0j =

�∑
i=1

νi∑
j=1

σ∗
ijhij + c2 − c1σ

∗
00 (3.8)

and

K01 =
�∑

i=1

ki1 + c3 − c4σ00, (3.9)

where K01 = 0 if ν0 = 0. Define the relations A and S as the restrictions of S∗ to
elements for which c4 = 0 and c2 = c4 = 0, respectively. Furthermore, denote by
ϕ(z) the function

ϕ(z) :=

⎛⎜⎜⎝
r(z)ϕ0(z)(

r(z)q0(z)ei(z)
)�
i=0(

G−1
i e†

i (z)
)�
i=0

⎞⎟⎟⎠ .

Then the triple
(
A,S, ϕ

)
is a realization for q. Boundary mappings that are com-

patible with this realization are given by

B0x̃ = c4, B1x̃ = c2

for an element x̃ = {(f0 h k)�; (F0 H K)�} ∈ S∗, where c2 and c4 are as in
(3.3)–(3.9).
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In particular, for ν0 = 0, i.e., ∞ is not a generalized pole not of positive type
of q, relations (3.4) and (3.6) are void and (3.8) and (3.9) become

�∑
i=1

νi∑
j=1

σ∗
ijhij + c2 − c1σ

∗
00 = 0 and

�∑
i=1

ki1 + c3 − c4σ00 = 0.

Note that the above notation is justified since from the proof we will see that
the relation S∗ is indeed the adjoint of S.

Remark 3.2. This realization need not be minimal. For more details see the end
of this section.

Remark 3.3. Note that the self-adjoint relation A is independent of the numbers
σij , and hence it does only depend on the generalized poles αj but not on the
generalized zeros βj .

In order to prove the theorem we will show that
(
A,S, ϕ

)
is unitarily equiv-

alent to a triple
(
Ã, S̃, ϕ̃

)
in a Pontryagin space K̃ which was introduced in

[DLLuSh2] and shown to be a realization for q. For the convenience of the reader
we recall these notations here. The unitary operator that yields the equivalence is
then defined in (3.14) below.

Let the matrix functions M ∈ N 2×2
κ and Q ∈ N 3×3

κ be defined as

M(z) :=
(

0 r#(z)
r(z) 0

)
, Q(z) :=

⎛⎝q0(z) 0 0
0 0 r#(z)
0 r(z) 0

⎞⎠ .

Then the corresponding reproducing kernel Pontryagin space L(Q) decomposes as
L(Q) = L(q0) ⊕ L(M). The self-adjoint relation Ã is defined as

Ã :=
{
{f̃ ; g̃} ∈ (L(Q))2 | ∃ c ∈ C3 : g̃(ζ) − ζf̃(ζ) ≡ (I + Q(ζ)B)c

}
,

where I is the 3 × 3 identity matrix and

B :=

⎛⎝ 0 0 −1
0 0 0
−1 0 0

⎞⎠ .

By ϕ̃( · , z) denote the functions

ϕ̃(ζ, z) :=
Q(ζ) −Q(z)

ζ − z
v(z),

where

v(z) :=

⎛⎝ r(z)
1

r(z)q0(z)

⎞⎠ .

In [DLLuSh2] it was proved that (Ã, ϕ̃) is a – not necessarily minimal – realization
for q.
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In the following lemma we identify the symmetry S̃ and its adjoint S̃∗ such
that ϕ̃( · , z)∈L(Q) is a corresponding defect function, i.e., ϕ̃( · , z)∈ ker(S̃∗ − z)
for all z ∈ �(Ã). Define

S̃ :=
{
{f̃ ; g̃} ∈ Ã | v#(ζ)(g̃(ζ) − ζf̃(ζ)) ≡ 0

}
.

Lemma 3.4. The triple (Ã, S̃, ϕ̃) is a realization of the function q in the space
L(Q). Moreover, the symmetry S̃ can be written as

S̃ =

{
{f̃ ; g̃} ∈ (L(Q))2

∣∣∣∣ ∃ c1, c3 ∈ C : g̃(ζ)−ζf̃ (ζ) ≡

⎛⎝c1

0
c3

⎞⎠−Q(ζ)

⎛⎝c3

0
c1

⎞⎠} (3.10)

and its adjoint is given by

S̃∗ =

{
{f̃ ; g̃}

∣∣∣∣ ∃ c1, . . . , c4 ∈ C : g̃(ζ) − ζf̃(ζ) ≡

⎛⎝c1

c2

c3

⎞⎠−Q(ζ)

⎛⎝c3

c4

c1

⎞⎠}. (3.11)

Boundary mappings that are compatible with this realization are given by

BS̃,0{f̃ ; g̃} = c4, BS̃,1{f̃ ; g̃} = c2

for elements as in (3.11).

Proof. We first show (3.10). By definition the pair {f̃ ; g̃} ∈ (L(Q))2 belongs to S̃

if and only if there exists a vector c =
(
c1 c2 c3

)� such that g̃(ζ) − ζf̃(ζ) ≡
c + Q(ζ)Bc with 0 = v#(ζ)

(
g̃(ζ) − ζf̃(ζ)

)
. The latter expression equals

v#(ζ)
(
g̃(ζ) − ζf̃(ζ)

)
=
(
r#(ζ) 1 r#(ζ)q0(ζ)

)⎛⎝ c1 − c3q0(ζ)
c2 − c1r

#(ζ)
c3

⎞⎠ = c2,

which shows (3.10). Note that hence S̃ is the restriction of S∗
Q (the symmetry

SQ corresponds to the canonical model for the matrix function Q, cf. [DLLuSh2,
Theorem 2.1 (iii)]),

S∗
Q :=

{
{f̃ ; g̃} ∈ (L(Q))2 | ∃ c, d ∈ C : g̃(ζ) − ζf̃(ζ) ≡ c −Q(ζ)d)

}
, (3.12)

to elements {f̃ ; g̃} for which c� =
(
c1 0 c3

)� and d = −Bc. In the following
we use the boundary mappings for SQ, which are given by BSQ,0{f̃ ; g̃} = d and
BSQ,1{f̃ ; g̃} = c, see, e.g., [DLLuSh2, Theorem 2.4]. Let {f̃ ; g̃} ∈ S∗

Q as in (3.12)
and {f̃ ′; g̃′} ∈ S̃ with BSQ,0{f̃ ′; g̃′} = d′ and BSQ,1{f̃ ′; g̃′} = c′. Then

〈g̃, f̃ ′〉L(Q) − 〈f̃ , g̃′〉L(Q) = (c, d′)C3 − (d, c′)C3 = (c3 − d1)c′1
∗ + (c1 − d3)c′3

∗
.

For fixed {f̃ ; g̃} the latter expression vanishes for all {f̃ ′; g̃′} ∈ S̃ if and only if
d1 = c3 and d3 = c1, which shows (3.11).
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It is easy to see that BS̃,0, BS̃,1 are possible boundary mappings for S̃. Since

zϕ̃(ζ, z) − ζϕ̃(ζ, z) =

⎛⎝ r(z)q0(z)
r#(z)q0(z)r(z)

r(z)

⎞⎠−Q(ζ)

⎛⎝ r(z)
1

r(z)q0(z)

⎞⎠
it follows that {ϕ̃( · , z); zϕ̃( · , z)} ∈ S̃∗, i.e., ϕ̃( · , z) ∈ ker(S̃∗ − z), and that

BS̃,0{ϕ̃( · , z); zϕ̃( · , z)} = 1, BS̃,1{ϕ̃( · , z); zϕ̃( · , z)} = r#(z)q0(z)r(z) = q(z),

which shows that BS̃,0, BS̃,1 are compatible with the realization (Ã, S̃, ϕ̃). �

We now define a mapping Φ : L(Q) → K0[+](Cκ+̇Cκ) that will give the
unitary equivalence of (Ã, S̃, ϕ̃) and (A,S, ϕ). Note that since it was assumed that
the given realization of q0 is minimal, it is unitarily equivalent to the canonical
realization in the reproducing kernel space L(q0). Let this unitary equivalence be
given by the mapping Φ0 : L(q0) → K0.

According to [DLLuSh2, Theorem 3.4] an element in L(Q) is of the form

f̃ =
(
f̃0 ,

ν0∑
j=1

h̃0jζ
j−1+

�∑
i=1

νi∑
j=1

h̃ij

(ζ − αi)j
,

ν0∑
j=1

k̃0jζ
j−1+

�∑
i=1

νi∑
j=1

k̃ij

(ζ − α∗
i )j

)
(3.13)

with f̃0 ∈ L(q0) and h̃ij , k̃ij ∈ C for i = 0, 1, . . . , 
 and j = 1, . . . , νi. Then define

Φ(f̃) :=

⎛⎜⎜⎝
Φ0(f̃0)

(G∗
i h̃i)�

i=0

(k̃i)�
i=0

⎞⎟⎟⎠ , (3.14)

here we again used the notation h̃i :=
(
h̃i1 . . . h̃iνi

)� and accordingly for the
vector k̃i. Obviously Φ is bijective and since the inner product in L(Q) is given by〈⎛⎜⎝f̃0

h̃

k̃

⎞⎟⎠ ,

⎛⎜⎝F̃0

H̃

K̃

⎞⎟⎠〉
L(Q)

= 〈f̃0, F̃0〉L(q0) +
�∑

i=0

[
(Gik̃i, H̃i)Cνi + (G∗

i h̃i, K̃i)Cνi

]
,

it follows that Φ is unitary. In the following lemma the isomorphism is applied to
kernel elements. Recall that the kernel of a matrix function was defined in (2.4).

Lemma 3.5. With the notation in (3.2) the following relations hold,

Φ

⎛⎝ 0

KM( · , z∗)
(

0
1

)⎞⎠ =

⎛⎝ 0(
ei(z)

)�
i=0

0

⎞⎠
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and

Φ

⎛⎝ 0

KM( · , z∗)
(

1
0

)⎞⎠ =

⎛⎝ 0
0(

G−1
i e†

i (z)
)�
i=0

⎞⎠ .

Proof. For i = 1, . . . , 
 we have

ri(ζ) − ri(z)
ζ − z

=
νi∑

j=1

σij
(ζ − α∗

i )
j − (z − α∗

i )
j

(ζ − z)(ζ − α∗
i )j(z − α∗

i )j

=
νi∑

j=1

σij

j−1∑
k=0

(z − α∗
i )

k(ζ − α∗
i )

j−k−1

(z − α∗
i )j(ζ − α∗

i )j

=
νi∑

k=1

1
(ζ − α∗

i )k

νi−k+1∑
j=1

σi,k+j−1

(z − α∗
i )j

=
νi∑

k=1

1
(ζ − α∗

i )k

(
G−1

i e†
i (z)
)

k

and likewise

r0(ζ) − r0(z)
ζ − z

=
ν0∑

k=1

ζk−1
ν0−k+1∑

j=1

σ0,k+j−1z
j−1

=
ν0∑

k=1

ζk−1
(
G−1

0 e†
0(z)
)

k
.

Hence we find

Φ

⎛⎝ 0

KM( · , z∗)
(

1
0

)⎞⎠ =

⎛⎝ 0
0(

G−1
i e†

i (z)
)�
i=0

⎞⎠
and similarly

Φ

⎛⎝ 0

KM( · , z∗)
(

0
1

)⎞⎠ =

⎛⎝ 0(
G∗

i G
−∗
i ei(z)

)�
i=0

0

⎞⎠
=

⎛⎝ 0(
ei(z)

)�
i=0

0

⎞⎠ .

�

Proof of Theorem 3.1. Let again the element f̃ ∈ L(Q) be given in the form (3.13)
with f̃0 ∈ L(q0) and h̃ij , k̃ij ∈ C, and similarly an element F̃ ∈ L(Q) with
F̃0 ∈ L(q0) and H̃ij , K̃ij ∈ C for i = 0, 1, . . . , 
 and j = 1, . . . , νi. Moreover,
we write Φ(f̃) =:

(
f0, (hi)�

i=0, (ki)�
i=0

)� and Φ(F̃ ) =:
(
F0, (H i)�

i=0, (Ki)�
i=0

)�.
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Inserting f̃ and F̃ in the description of S̃∗ in (3.11) yields that {f̃ ; F̃} ∈ S̃∗ if and
only if there exist complex numbers c1, c2, c3 and c4 such that

F̃0(ζ) − ζf̃0(ζ) = c1 − c3q0(ζ), (3.15)

ν0∑
j=1

H̃0jζ
j−1 +

�∑
i=1

νi∑
j=1

H̃ij

(ζ − αi)j

− ζ

ν0∑
j=1

h̃0jζ
j−1 − ζ

�∑
i=1

νi∑
j=1

h̃ij

(ζ − αi)j
= c2 − c1r

#(ζ), (3.16)

ν0∑
j=1

K̃0jζ
j−1 +

�∑
i=1

νi∑
j=1

K̃ij

(ζ − α∗
i )j

− ζ

ν0∑
j=1

k̃0jζ
j−1 − ζ

�∑
i=1

νi∑
j=1

k̃ij

(ζ − α∗
i )j

= c3 − c4r(ζ). (3.17)

According to (2.5), (2.6) and Remark 2.2 equation (3.15) can be written as (3.3).
Comparing coefficients in the partial fractional decomposition (3.16) yields

H̃i =

⎛⎜⎜⎜⎜⎝
αi 1

. . . . . .
. . . 1

αi

⎞⎟⎟⎟⎟⎠ h̃i + c1

⎛⎜⎜⎜⎝
σ∗

i,1

σ∗
i,2
...

σ∗
i,νi

⎞⎟⎟⎟⎠ for i = 1, . . . , 
,

h̃0 =

⎛⎜⎜⎜⎜⎝
0 1

. . . . . .
. . . 1

0

⎞⎟⎟⎟⎟⎠ H̃0 + c1

⎛⎜⎜⎜⎝
σ∗

0,1

σ∗
0,2
...

σ∗
0,νi

⎞⎟⎟⎟⎠ and H̃01 −
�∑

i=1

h̃i1 = c2 − c1σ
∗
00.

Observing that for i = 0, 1, . . . , 
,⎛⎜⎜⎜⎜⎝
α 1

. . . . . .
. . . 1

α

⎞⎟⎟⎟⎟⎠G−∗
i = G−∗

i

⎛⎜⎜⎜⎜⎝
α

1
. . .
. . . . . .

1 α

⎞⎟⎟⎟⎟⎠ for any α ∈ C

and

G∗
i

⎛⎜⎜⎜⎝
σ∗

i1

σ∗
i2
...

σ∗
iνi

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
1
0
...
0

⎞⎟⎟⎟⎠



268 M. Langer and A. Luger

and using the relations between h̃i, H̃i and hi, H i, we obtain (3.4), (3.5) and
(3.8). In the same way one finds that (3.17) can be written as (3.6), (3.7) and
(3.9). Hence we have found that {f̃ ; F̃} ∈ S̃∗ if and only if {Φ(f̃); Φ(F̃ )} ∈ S∗.

Since Bi{Φ(f̃); Φ(F̃ )} = BS̃,i{f̃ ; F̃} for i = 0, 1 (cf. Lemma 3.4), B0, B1 are
possible boundary mappings and

{f̃ ; F̃} ∈ Ã ⇐⇒ {Φ(f̃); Φ(F̃ )} ∈ A,

{f̃ ; F̃} ∈ S̃ ⇐⇒ {Φ(f̃); Φ(F̃ )} ∈ S.

The defect function ϕ̃( · , z) for S̃∗ is given by

ϕ̃(ζ, z) =
Q(ζ) −Q(z)

ζ − z
v(z) =

⎛⎜⎜⎜⎝
r(z) q0(ζ)−q0(z)

ζ−z

r(z)q0(z) r#(ζ)−r#(z)
ζ−z

r(ζ)−r(z)
ζ−z

⎞⎟⎟⎟⎠ ,

and hence

Φ(ϕ̃( · , z)) =

⎛⎜⎜⎝
r(z)ϕ0(z)(

r(z)q0(z)ei(z)
)�
i=0(

G−1
i e†

i (z)
)�
i=0

⎞⎟⎟⎠
because of Lemma 3.5, and the relation ϕ0(z) = Φ0

(
Kq0( · , z∗)

)
. It follows from

Lemma 3.4 that (A,S, ϕ) is a realization of the function q and that B0, B1 are
boundary mappings that are compatible with this realization. �

The compression of the resolvent of A to the Hilbert space K0 is given in the
next proposition.

Proposition 3.6. For z ∈ �(A) the following relation holds,

PK0(A− z)−1|K0 = (A0 − z)−1,

where PK0 denotes the orthogonal projection onto the subspace K0.

Proof. We calculate the element F0 from

⎛⎝F0

h
k

⎞⎠ = (A− z)−1

⎛⎝f0

0
0

⎞⎠, that is,

⎧⎨⎩
⎛⎝F0

h
k

⎞⎠ ;

⎛⎝f0 + zF0

zh
zk

⎞⎠⎫⎬⎭ ∈ A.

From Theorem 3.1 it follows in particular that

{F0; f0 + zF0} ∈ S∗
0 , BS0,0({F0; f0 + zF0}) = c3 (3.18)
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and

zki =

⎛⎜⎜⎜⎜⎝
α∗

i 1
. . . . . .

. . . 1
α∗

i

⎞⎟⎟⎟⎟⎠ki for i = 1, . . . , 
.

Since z �= α∗
i , this implies ki = 0, and if ν0 > 0, we also find k0 = 0. In both cases

relation (3.9) gives c3 = 0. But then (3.18) implies {F0; f0 + zF0} ∈ A0 and hence
F0 = (A0 − z)−1f0. �

Minimality. In [DLLuSh2] it is discussed that the realization given there and hence
also that given in Theorem 3.1 need not be minimal. This happens exactly if a
zero (pole) of r is a generalized pole (zero) of q0. But in this case there exists a
finite-dimensional positive subspace Kred ⊆ K such that(

A|K[⊥]
red

, ϕ
)

forms a minimal realization of q in K[⊥]
red. Here K[⊥]

red denotes the orthogonal com-
plement of Kred in K with respect to [ · , · ]. Note that in [DLLuSh2] it was shown
that K[⊥]

red is an invariant subspace for the resolvent of A and hence the restriction
should be understood in this sense; moreover, ϕ(z) ∈ K[⊥]

red for z ∈ �(A).
In order to describe the space Kred we need some more notations. Put α0 :=

∞, β0 := ∞. In the sets I+, J+ we collect those indices i (j, respectively) such
that the generalized pole αi (zero βj , respectively) of q is also a generalized zero
(pole) of q0:

I+ :=
{
0 ≤ i ≤ 
 | αi ∈ σp

(
Aq̂0

)}
, J+ :=

{
0 ≤ j ≤ k | βj ∈ σp (Aq0 )

}
,

where again q̂0(z) = −1/q0(z). Note that the αi and βj are real numbers or ∞.
Moreover, define the elements ŷαi and yβj in K0 such that

for i ∈ I+ \ {0} : {ŷαi ; αiŷαi} ∈ kerBS0,1 with BS0,0{ŷαi ; αiŷαi} = −1,

if 0 ∈ I+ : {0; ŷα0} ∈ kerBS0,1 with BS0,0{0; ŷα0} = 1,

for j ∈ J+ \ {0} : {yβj ; βjyβj} ∈ kerBS0,0 with BS0,1{yβj ; βjyβj} = 1,

if 0 ∈ J+ : {0; yβ0} ∈ kerBS0,0 with BS0,1{0; yβ0} = −1.

Note that yβj and ŷαi are eigenvectors of the self-adjoint relations A0 = kerBS0,0

and kerBS0,1, respectively, where ker BS0,1 is unitarily equivalent to Aq̂0 . Since the
eigenspaces of kerBS0,1 and kerBS0,0 are one-dimensional, the elements ŷαi and
yβj are uniquely determined by the above characterization. Define the following
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elements in K:

ŷαi
=

⎛⎝ ŷαi

0(
δike
)�
k=0

⎞⎠ for i ∈ I+,

yβj
=

⎛⎜⎜⎝
yβj(

ek(βj)
)�
k=0

0

⎞⎟⎟⎠ for j ∈ J+ \ {0},

yβ0
=

⎛⎜⎝ yβj

(−e)�
k=1

0

⎞⎟⎠ if 0 ∈ J+.

We can now give an explicit description of the space Kred.

Proposition 3.7. With the notations as above and as in the beginning of this sec-
tion the Hilbert space Kred (such that (A|K[⊥]

red
, ϕ) is a minimal realization of q) is

given by

Kred = span{ŷαi
, yβj

| i ∈ I+, j ∈ J+}.

Proof. In [DLLuSh2] a space K̃red was constructed such that (Ã|K̃[⊥]
red

, ϕ̃) is a min-

imal realization of q in K̃[⊥]
red. Here K̃red is spanned by the vectors⎛⎝ x̂αi

0
q̂0x̂αi

⎞⎠ , i ∈ I+, and

⎛⎝ xβj

−r#xβj

0

⎞⎠ , j ∈ J+,

where

x̂αi(ζ) :=

⎧⎪⎨⎪⎩
q0(ζ)
ζ − αi

for i ∈ I+ \ {0},

q0(ζ) for i = 0 ∈ I+

and

xβj (ζ) :=

⎧⎪⎨⎪⎩
1

ζ − βj
for j ∈ J+ \ {0},

1 for j = 0 ∈ J+

.

It remains to show that

ŷαi
= −Φ

(
(x̂αi 0 q̂0x̂αi)

�) and yβj
= −Φ

(
(xβj − r#xβj 0)�

)
. (3.19)

Indeed it follows from the facts that the element xβj is an eigenvector of Aq0 and
BS0,m{yβj ; βjyβj} = −BS̃0,m{xβj ; βjxβj} for m = 0, 1 that Φ0(−xβj ) = yβj since
the eigenspaces are one-dimensional and the boundary mappings yield the correct
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scaling. For j > 0 Lemma 3.5 implies that

Φ

⎛⎜⎝ 0
r#(ζ)
ζ−βj

0

⎞⎟⎠ = Φ

⎛⎜⎝ 0
r#(ζ)−r#(βj)

ζ−βj

0

⎞⎟⎠ =

⎛⎝ 0(
ek(βj)

)�
k=0

0

⎞⎠ . (3.20)

If 0 ∈ J+, then ∞ is a zero of r and hence r0 = 0. It follows from the definition of
Φ that

Φ

⎛⎝ 0
r#

0

⎞⎠ =

⎛⎝ 0(
−G∗

kσ∗
k

)�
k=1

0

⎞⎠ =

⎛⎝ 0
(−e)�

k=1

0

⎞⎠ . (3.21)

The relations Φ0(−xβj ) = yβj and (3.20), (3.21) show the validity of the second
equality in (3.19). The first equality in (3.19) is similar but even easier to show. �

Remark 3.8. In [DLLuSh2] it was shown that those generalized poles and zeros
of the function q that contribute to the space Kred can also be characterized
analytically. For 1 < i, j ≤ 
 the following is true:

j ∈ J+ ⇐⇒ ∃µ ∈ N : lim
z→̂βj

q(z)
(z − βj)2µ−1

< 0,

and

i ∈ I+ ⇐⇒ ∃ ν ∈ N : lim
z→̂αi

(z − αi)2ν−1q(z) > 0,

where →̂ denotes a non-tangential limit.

4. Block operator matrix representations of A
In this section we consider some cases, where the realization (A, ϕ) and in par-
ticular the description of the relation A simplify. In the first two subsections we
consider the case that A is an operator, which is the case if neither q0 nor r have
a generalized pole at infinity. There are two cases to consider, whether S0 (the
corresponding symmetric operator to q0) is densely defined or not. Finally, we give
an example where A is a relation.

4.1. The case that S0 is not densely defined

We consider the case that S0 is not densely defined and A0 is an operator, that is,
the function q0 possesses a minimal u-resolvent representation

q0(z) = s0 +
[
(A0 − z)−1u0, u0

]
0

(4.1)

with s0 ∈ R and u0 ∈ K0. Moreover, we assume that r(z) has no pole at infinity,
i.e., ν0 = 0.
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Theorem 4.1. Assume that q0 has the representation (4.1) and that ν0 = 0. Then
the operator A in the realization of q has the following block operator matrix rep-
resentation

A =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

A0 ( · , e)u0 · · · ( · , e)u0

[ · , u0]0e J(α1) −s0( · , e)e · · · −s0( · , e)e
...

. . .
...

...
[ · , u0]0e J(α�) −s0( · , e)e · · · −s0( · , e)e

J(α1)∗

. . .
J(α�)∗

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (4.2)

where empty blocks are zero. Moreover, the function q has the u-resolvent repre-
sentation

q(z) = s0σ
2
00 +

[
(A − z)−1u, u

]
,

where

u := (σ00u0 − s0σ00e · · · − s0σ00e − σ1 · · · − σ�)�. (4.3)

Proof. According to Section 2.4 we have

S∗
0 =
{
{f0; F0} ∈ D(A0) ×H0 | ∃ c ∈ C : F0 = A0f0 − cu0

}
, (4.4)

and
BS0,0{f0; F0} = c, BS0,1{f0; F0} = s0c + [f0, u0]0,

where c is the constant appearing in (4.4), are boundary mappings which are
compatible with the realization of q0. Now let⎧⎨⎩

⎛⎝f0

h
k

⎞⎠ ;

⎛⎝F0

H
K

⎞⎠⎫⎬⎭ ∈ A.

Relations (3.3) and (3.9) yield (note that c4 = 0)

F0 = A0f0 − BS0,0{f0; F0}u0 = A0f0 − c3u0 = A0f0 +
�∑

i=1

ki1u0

= A0f0 +
�∑

i=1

(ki, e)u0,

and (3.5) gives

Hi = J(αi)hi + c1e = J(αi)hi + s0c3 + [f0, u0]0

= J(αi)hi − s0

�∑
i=1

(ki, e) + [f0, u0]0.
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Relation (3.7) reduces to Ki = J(αi)∗ki and (3.8) gives no constraint since c2 is
arbitrary, which proves (4.2). Since ϕ(z) is in the domain of A, the function q(z)
admits again a u-resolvent representation with u = (A − z)ϕ(z). The constant
s0σ

2
00 is obtained by taking the limit z → ∞. So it remains to prove (4.3). Let

u = (A− z)ϕ(z) = (F0 H K)�. Then

F0 = r(z)(A0 − z)ϕ0(z) +
�∑

i=1

(
G−1

i e†
i (z), e

)
u0

= r(z)u0 +
�∑

i=1

νi∑
j=1

σij

(z − α∗
i )j

u0 = σ00u0,

H i = r(z)
[
ϕ0(z), u0

]
0
e + r(z)q0(z)J(αi)ei(z) − s0

�∑
k=1

(
G−1

k e†
k(z), e

)
e

= r(z)
(
q0(z) − s0

)
e + r(z)q0(z)e − s0

�∑
k=1

νk∑
j=1

σkj

(z − α∗)j
e

= −s0r(z)e − s0

(
−r(z) + σ00

)
e = −s0σ00e,

Ki = J(αi)∗G−1
i e†

i (z) = G−1
i J(α∗

i )e
†
i (z) = −G−1

i e = −σi,

which finishes the proof. �
To make the representation even more explicit, one can choose A0 to be the

multiplication operator by the independent variable in the space L2
σ and u0 = 1,

where σ is the measure in the integral representation of q0.

4.2. The case that S0 is densely defined

Now we consider the case that S0 is a densely defined operator, that is, q0 has the
integral representation

q0(z) = a +
∫

R

( 1
t − z

− t

1 + t2

)
dσ(t), (4.5)

where a ∈ R and σ is a measure with∫
R

1
1 + t2

dσ(t) < ∞ but
∫

R

dσ(t) = ∞.

As explained in Section 2.4 the operator A0 can be chosen to be the multiplication
operator by the independent variable in L2

σ with maximal domain, S∗
0 is given by

D(S∗
0 ) = {f ∈ L2

σ | ∃ cf : tf(t) − cf ∈ L2
σ}

(S∗
0f)(t) = tf(t) − cf

and
BS0,0f := cf , BS0,1f := cf +

∫
R

(
f(t) − cf

t

1 + t2

)
dσ(t)

are boundary mappings that are compatible with the realization.
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Theorem 4.2. Suppose that q0 has the integral representation (4.5) with an infinite
measure σ. Moreover, assume that ν0 = 0. Then the operator A has the following
block operator matrix representation

A =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

t· ( · , e)1 · · · ( · , e)1

(BS0,1 · )e J(α1)
...

. . .
(BS0,1 · )e J(α�)

J(α1)∗
. . .

J(α�)∗

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4.6)

with domain

D(A) =
{
(f0 h k)� ∈ K

∣∣∣ tf0(t) +
�∑

i=1

(ki, e) ∈ L2
σ

}
.

Remark 4.3. Note that the components of vectors in the domain of A are coupled
by an extra condition.

Proof. Let {(f0 h k)�; (F0 H K)�} ∈ A. Since S∗
0 is an operator, f0 de-

termines F0, c1 and c3 by (3.3), which in particular implies F0(t) = tf(t) − c3.
Relation (3.7) reduces to Ki = J(αi)∗ki, (3.8) is void, and (3.9) reduces to∑�

i=1(ki, e) + c3 = 0, which is a constraint for elements in the domain of A. �

4.3. An example

In this subsection we consider the example

qµ(z) = − π

2 sinπµ
(−z)µ

for µ > −1, µ /∈ Z. This function appears as a Titchmarsh–Weyl coefficient in
connection with the Bessel operator on the half line, see [DSh]. We choose the
branch such that for z ∈ C+ it holds (−z)µ = ρµeiµ(φ−π) where z = ρeiφ. Write
µ = µ0 + 2κ with −1 < µ0 < 1 and κ ∈ Z. Then the basic factorization of qµ is
given by qµ(z) = r#(z)qµ0(z)r(z) with r(z) = zκ. It is easy to see that qµ0 is an
N0-function, which has the following integral representation:

qµ0(z) = − π

4 sin πµ0
2

+
1
2

∫ ∞

0

( 1
t − z

− t

1 + t2

)
tµ0dt,

which for µ0 < 0 reduces to

qµ0(z) =
1
2

∫ ∞

0

1
t − z

tµ0dt.
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Since the measure σ is infinite, the operator S∗
0 is given by S∗

0f = tf(t)−cf , where
cf is such that this expression is in L2

σ. Corresponding boundary mappings (cf.
Section 2.4) are given by

BS0,0f = cf (where cf is as above),

BS0,1f = − π

4 sin πµ0
2

cf +
1
2

∫ ∞

0

(
f(t) − cf

t

1 + t2

)
tµ0dt.

In the case µ0 < 0 we just have BS0,1f = 1
2

∫∞
0 f(t)tµ0dt.

With the notation of Section 3 we have 
 = 0, ν0 = κ, σ00 = · · · =
σ0,κ−1 = 0, and σ0κ = 1. Therefore there exists a realization of qµ in the space
K = K0[+](Cκ+̇Cκ), where K0 = L2

σ with dσ = 1
2 tµ0dt. The self-adjoint relation

A in this realization is described in the following theorem.

Theorem 4.4. Let the notation be as above and A be the relation in the represen-
tation of the function qµ. The pair {(f0 h0 k0)�; (F0 H0 K0)�} is in A, where
f0, F0 ∈ K0, h0, k0, H0, K0 ∈ Cκ, if and only if

⎛⎜⎜⎜⎝
F0

H0

K0

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
S∗

0 0 0

0 J(0)∗ 0

(BS0,0·)e 0 J(0)

⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝

f0

h0

k0

⎞⎟⎟⎟⎠+ γ

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0...
0
1
0...
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

with k0κ = 0, h01 = BS0,1f0, and γ is an arbitrary complex number. The defect
function ϕ is given by

ϕ(z) =
( zκ

t − z
; qµ0(z)zκ, . . . , qµ0(z)z2κ−1; zκ−1, . . . , z, 1

)�
.

Proof. Since S∗
0 is an operator, the constants c1 and c3 in Theorem 3.1 are de-

termined by f0. Equations (3.4) and (3.8) yield H0 = J(0)∗h0 + c2(0 . . . 0 1)�

with c2 = γ ∈ C arbitrary and h01 = BS0,1f0. Equations (3.6) and (3.9) give
K0 = J(0)k0+(BS0,0f0)e and k0κ = 0. The calculation of ϕ is straightforward. �
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Polar Decompositions of Normal Operators
in Indefinite Inner Product Spaces

Christian Mehl, André C.M. Ran and Leiba Rodman

Abstract. Polar decompositions of normal matrices in indefinite inner prod-
uct spaces are studied. The main result of this paper provides sufficient con-
ditions for a normal operator in a Krein space to admit a polar decomposi-
tion. As an application of this result, we show that any normal matrix in a
finite-dimensional indefinite inner product space admits a polar decomposition
which answers affirmatively an open question formulated in [2]. Furthermore,
necessary and sufficient conditions are given for a matrix to admit a polar
decomposition and for a normal matrix to admit a polar decomposition with
commuting factors.

Mathematics Subject Classification (2000). 47B50, 46C20, 15A23.

Keywords. Krein spaces, polar decompositions, normal operators, indefinite
inner products.

1. Introduction

Let H be a (complex) Hilbert space, and let H be a (bounded) selfadjoint oper-
ator on H, which is boundedly invertible. The operator H defines a Krein space
structure on H, via the indefinite inner product

[x, y] = 〈Hx, y〉, x, y ∈ H,

where 〈·, ·〉 is the Hilbert inner product in H. All operators in the paper are
assumed to be linear and bounded. We denote by L(H) the Banach algebra of
bounded linear operators on H. The adjoint of an operator X ∈ L(H) with re-
spect to 〈·, ·〉 will be denoted by X∗.

A large part of this work was performed while the first author was visiting the Vrije Universiteit
Amsterdam and while he was supported by the Research Training Network HPRN-CT-2000-
00116 of the European Union, “Classical Analysis, Operator Theory, Geometry of Banach Spaces,
their interplay and their applications”.
Research of the third author was supported in part by NSF grant DMS-9988579 and by a Faculty
Research Assignment grant from the College of William and Mary.
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An operator X ∈ L(H) is said to be an H-isometry if [Xx, Xy] = [x, y] for
all x, y ∈ H, and is called H-selfadjoint if [Xx, y] = [x, Xy] for all x, y ∈ H. An
operator X ∈ L(H) is called H-normal if

XX [∗] = X [∗]X,

where X [∗] is the adjoint of X with respect to the indefinite inner product [·, ·].
Given a (linear bounded) operator X on H, a decomposition of the form

X = UA,

where U is an invertible H-isometry (in other words, U is H-unitary) and A is H-
selfadjoint, is called an H-polar decomposition of X . An analogous decomposition
of the form X = AU will be called a right H-polar decomposition for X .

In the context of positive definite inner products, polar decompositions (which
are usually taken with the additional requirement that A be positive semidefinite
and the relaxation that U need be a partial isometry only instead of an invertible
one) are a basic tool of operator theory. In context of indefinite inner products,
they have been studied extensively in recent years (see, e.g., [4, 2, 3, 16, 13]), in
particular, in connection with matrix computations [7, 8].

Remark 1. An operator X ∈ L(H) admits an H-polar decomposition if and only
if it admits a right H-polar decomposition. This follows easily from the fact that
X = UA = (UAU−1)U .

Our main result, Theorem 4, is stated and proved in the next section. In par-
ticular, it follows from Theorem 4 that for a finite-dimensional H every H-normal
operator admits an H-polar decomposition, thereby settling in the affirmative an
open question formulated in [2]. In Sections 3 and 4 we apply the main result to
other properties that H-normal operators may have in connection with H-polar
decompositions, assuming that H is finite-dimensional. In particular, we provide
necessary and sufficient conditions for a matrix to admit a polar decomposition
and for a normal matrix to admit a polar decomposition with commuting factors.

2. The main result

In this section, we will provide sufficient conditions for an H-normal operator to
admit an H-polar decomposition. The proof of the main result will be based on
the following decomposition that is of interest in itself.

Lemma 2. Let X ∈ L(H), and let QKerX be the orthogonal (in the Hilbert space
sense) projection onto KerX. Assume that the operator

QKerXHQKerX |KerX : KerX −→ KerX (1)

has closed range. Then there exists an invertible operator P ∈ L(H), a Hilbert
space orthogonal decomposition

H = H0 ⊕H1 ⊕H2 ⊕ H̃0 (2)



Polar Decompositions, Normal Operators, Indefinite Inner Products 279

and a Hilbert space isomorphism H14 : H0 → H̃0, such that

Ker (P−1XP ) = H0 ⊕H1, (3)

and with respect to decomposition (2), P−1XP , P ∗HP , and P−1X [∗]P have the
following block operator matrix forms:

P−1XP =

⎡⎢⎢⎣
0 0 X13 X14

0 0 X23 X24

0 0 X33 X34

0 0 X43 X44

⎤⎥⎥⎦, P ∗HP =

⎡⎢⎢⎣
0 0 0 H14

0 H22 0 0
0 0 H33 0

H∗
14 0 0 0

⎤⎥⎥⎦, (4)

and

P−1X [∗]P =

⎡⎢⎢⎣
H−∗

14 X∗
44H

∗
14 H−∗

14 X∗
24H22 H−∗

14 X∗
34H33 H−∗

14 X∗
14H14

0 0 0 0
H−1

33 X∗
43H

∗
14 H−1

33 X∗
23H22 H−1

33 X∗
33H33 H−1

33 X∗
13H14

0 0 0 0

⎤⎥⎥⎦, (5)

where H−∗
14 := (H∗

14)−1. Moreover, if X is H-normal, then X23 = 0, X43 = 0, and
X33 is H33-normal.

Proof. Let H = G0⊕G1 where G0 = KerX and G1 = (KerX)⊥. Then with respect
to this decomposition, X and H have the forms

X =
[

0 X̂12

0 X̂22

]
, H =

[
Ĥ11 Ĥ12

Ĥ∗
12 Ĥ22

]
.

By the hypothesis, Ĥ11 has closed range, so we may further orthogonally decom-
pose G0 = H0 ⊕H1 such that with respect to the decomposition H0 ⊕H1 ⊕G1 the
operators X and H have the forms

X =

⎡⎣ 0 0 X̂13

0 0 X̂23

0 0 X̂33

⎤⎦, H =

⎡⎣ 0 0 H13

0 H22 H23

H∗
13 H∗

23 Ĥ33

⎤⎦,

where H22 : H1 → H1 is invertible. Then setting

P1 :=

⎡⎣ I 0 0
0 I −H−1

22 H23

0 0 I

⎤⎦
implies

P−1
1 XP1 =

⎡⎣ 0 0 X̂13

0 0 X̂23 + H−1
22 H23X̂33

0 0 X̂33

⎤⎦, P ∗
1 HP1 =

⎡⎣ 0 0 H13

0 H22 0
H∗

13 0 H̃33

⎤⎦.

Since H is invertible, we obtain that H13 is right invertible. Let H2 = KerH13,
H̃0 = (KerH13)

⊥, and decompose G1 = H2 ⊕ H̃0. Then there exist invertible
operators S : H0 → H0 and T : G1 → G1 such that S∗H13T =

[
0 H14

]
, where



280 C. Mehl, A.C.M. Ran and L. Rodman

H14 : H0 → H̃0 is a Hilbert space isomorphism. Then setting P2 = P1·(S⊕IH1⊕T ),
we get

P−1
2 XP2 =

⎡⎢⎢⎣
0 0 X̃13 X̃14

0 0 X̃23 X̃24

0 0 X̃33 X̃34

0 0 X̃43 X̃44

⎤⎥⎥⎦, P ∗
2 HP2 =

⎡⎢⎢⎣
0 0 0 H14

0 H22 0 0
0 0 H33 H34

H∗
14 0 H∗

34 H44

⎤⎥⎥⎦.

Finally, setting

P := P1P2

⎡⎢⎢⎣
I 0 −(H∗

14)−1H∗
34 − 1

2 (H∗
14)−1H44

0 I 0 0
0 0 I 0
0 0 0 I

⎤⎥⎥⎦ ,

we obtain that P−1XP and P ∗HP have the form as in (4). A straightforward
computation shows that P−1X [∗]P has the form (5). Furthermore,

P−1X [∗]XP =

⎡⎢⎢⎣
0 0 ∗ ∗
0 0 0 0
0 0 ∗ ∗
0 0 0 0

⎤⎥⎥⎦.

Now, let X be H-normal, i.e., P−1XX [∗]P = P−1X [∗]XP . This implies that the
first two operator columns of P−1XX [∗]P are zero, i.e.,⎡⎢⎢⎣

X13

X23

X33

X43

⎤⎥⎥⎦ [ H−1
33 X∗

43H
∗
14 H−1

33 X∗
23H22

]
= 0. (6)

Observe that the first operator matrix in (6) has zero kernel, because of (3). This
implies X43 = 0 and X23 = 0. Then comparing the blocks in the (3, 3)-positions of
P−1XX [∗]P and P−1X [∗]XP , we obtain X33H

−1
33 X∗

33H33 = H−1
33 X∗

33H33X33, i.e.,
X33 is H33-normal. �

Next, we state a lemma that is of a general nature. We say that a point
λ ∈ σ(X), X ∈ L(H), is an eigenvalue of finite type if λ is an isolated point of the
spectrum σ(X) and the spectral projection (2πi)−1

∫
|ξ|=ε(ξI−X)−1dξ, where ε > 0

is sufficiently small, has finite rank. It is easy to see (by using the decomposition
of H as a direct sum of two X-invariant subspaces so that X − λI is invertible on
one of them, and X − λI is nilpotent on the other) that if λ is an eigenvalue of
finite type of X , and if M is an X-invariant subspace such that λ ∈ σ(X |M), then
λ is an eigenvalue of finite type of the restriction X |M.

Lemma 3. Let X ∈ L(H) be such that 0 is an eigenvalue of finite type of X. Then
we have that dim Ker X = dimKer X [∗].
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Proof. By the assumption the spectral subspace H0 of X corresponding to the
zero eigenvalue is finite-dimensional. Write H = H0⊕H⊥

0 , and with respect to this
decomposition write

X =
[

X11 X12

0 X22

]
.

Then σ(X11) = {0} and X22 is invertible. Now dimKer X [∗] = dim Ker X∗. We
have

Ker X∗ =
{[

x1

x2

] ∣∣∣∣ x1 ∈ Ker X∗
11, x2 = −(X∗

22)
−1X∗

12x1

}
.

Also dim Ker X∗
11 = dimKer X11 as H0 is finite-dimensional. So

dim Ker X∗ = dimKer X∗
11 = dimKer X11 = dimKer X,

as required. �
We are now ready to state our main result.

Theorem 4. Assume that X ∈ L(H) satisfies the following properties:
(a) X is H-normal;
(b) either X is invertible, or 0 is an eigenvalue of X of finite type;
(c) σ(X) does not surround zero, i.e., there exists a continuous path in the com-

plex plane that connects a sufficiently small neighborhood of zero with infinity
and lies entirely in the resolvent set C \ σ(X).

Assume in addition that one of the following conditions hold:
(i) Ker X = Ker X [∗];
(ii) H with the indefinite inner product generated by H is a Pontryagin space, i.e.,

at least one of the two spectral subspaces of H corresponding to the positive
part of σ(H) and to the negative part of σ(H) is finite-dimensional.

Then X admits an H-polar decomposition.

Proof. The proof starts with a general construction that is independent of whether
we assume the additional conditions (i) or (ii) or not.

By Lemma 2 we may assume that

X =

⎡⎢⎢⎣
0 0 X13 X14

0 0 0 X24

0 0 X33 X34

0 0 0 X44

⎤⎥⎥⎦, H =

⎡⎢⎢⎣
0 0 0 H14

0 H22 0 0
0 0 H33 0

H∗
14 0 0 0

⎤⎥⎥⎦, (7)

with respect to an orthogonal decomposition

H = H0 ⊕H1 ⊕H2 ⊕ H̃0,

where KerX = H0⊕H1, where X33 is H33-normal, and where H14 : H0 → H̃0 is a
Hilbert space isomorphism. (Note that by the hypotheses of the theorem, clearly
the operator (1) has closed range.) In the following, we will identify H0 and H̃0

via the isomorphism H14, i.e., we assume without loss of generality that H0 = H̃0

and H14 = IH0 .
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We use induction on the dimension of the spectral subspace of X correspond-
ing to the eigenvalue 0. The base of induction, i.e., the case when X is invertible,
was proved in [13] (note that the finite-dimensional proof given in [13] carries over
to the infinite-dimensional case using the property (c) of X).

We have

σ(X33) ∪ {0} = σ(X̃),

where

X̃ :=

⎡⎣ 0 0 X13

0 0 0
0 0 X33

⎤⎦ .

Moreover, the unbounded component of C \ σ(X̃) contains the unbounded com-
ponent of C \ σ(X) (this is a general property of the spectrum of a restriction of
an operator to its invariant subspace). Thus, the property (c) holds true for X33.

To see that X33 satisfies property (b), we have to show that either X33 is
invertible, or 0 is an eigenvalue of finite type of X33. Assume then that X33 is
not invertible. Since 0 is an eigenvalue of finite type of X , it is also an eigenvalue
of finite type for X restricted to its invariant subspace H0 ⊕ H1 ⊕ H2. In order
to show that 0 is an eigenvalue of finite type of X33 all we need to show is that
dim Ker Xn

33 is uniformly bounded. We have that dimKer X̃n ≤ dim Ker Xn, and
so dimKer X̃n is uniformly bounded. Now

X̃n =

⎡⎣ 0 0 X13X
n−1
33

0 0 0
0 0 Xn

33

⎤⎦ ,

and so

Ker X̃n = H0 ⊕H1 ⊕ Ker Xn−1
33 ,

where the latter equality follows from

Ker
[

X13

X33

]
= {0} (8)

by construction of the form (7). Hence we have that dimKer Xn−1
33 is uniformly

bounded, and so 0 is an eigenvalue of finite type of X33 whenever X33 is not
invertible.

If (ii) is satisfied, i.e., if H with the indefinite inner product generated by H
is a Pontryagin space, then also H2 with the indefinite inner product generated
by H33 is a Pontryagin space. On the other hand, if (i) is satisfied, i.e., Ker X =
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Ker X [∗], then we obtain X24 = 0 and X44 = 0, and

X [∗]X =

⎡⎢⎢⎣
0 0 X∗

34H33X33 X∗
34H33X34

0 0 0 0
0 0 X

[∗]
33 X33 X

[∗]
33 X34

0 0 0 0

⎤⎥⎥⎦ ,

XX [∗] =

⎡⎢⎢⎣
0 0 X13X

[∗]
33 X13H

−1
33 X∗

13

0 0 0 0
0 0 X33X

[∗]
33 X33H

−1
33 X∗

13

0 0 0 0

⎤⎥⎥⎦ .

Assume that x ∈ Ker X33. Then

XX [∗] [ 0 0 x 0
]T = X [∗]X

[
0 0 x 0

]T = 0

which implies [
X13

X33

]
X

[∗]
33 x = 0.

Because of (8), we obtain X
[∗]
33 x = 0 and Ker X33 ⊆ Ker X

[∗]
33 . The other inclusion

follows analogously. So, Ker X = Ker X [∗] implies that Ker X33 = Ker X
[∗]
33 .

Hence, X33 satisfies all assumptions of the theorem. By the induction hypoth-
esis, X33 admits an H33-polar decomposition and by Remark 1 also a right H-polar
decomposition X33 = A33U33, where U33 is an invertible H33-isometry, and A33 is
H33-selfadjoint. In the following, we construct an H-polar decomposition for X .
This will be done in five steps.

1. First, we show that there exists α real such that the operator L − αM is
invertible, where

L = H33A33 and M = (U−1
33 )∗X∗

13X13U
−1
33

are selfadjoint operators. For this purpose, observe that H−1
33 LU33 = X33 is Fred-

holm, and therefore so is L. Denote by QKerL the orthogonal projection onto the
finite-dimensional subspace KerL. We claim that

Ker (QKerLM |KerL) = {0}. (9)

To this end note that KerX13 ∩ KerX33 = {0} by (8), and hence

KerM ∩ KerL = {0}. (10)

Let x be such that Lx = 0, QKerLMx = 0. Then

〈Mx, x〉 = 〈Mx, QKerLx〉 = 〈QKer LMx, x〉 = 0,

thus Mx = 0 (because M is positive semidefinite), and x = 0 in view of (10).
This proves the claim (9). Now, with respect to the orthogonal decomposition
H2 = KerL ⊕ (KerL)⊥, we have

L − αM =
[

−αM1 −αM2

−αM∗
2 L1 − αM3

]
, α ∈ R,
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where L1 and M1 (because of (9) and the Fredholmness of L) are invertible. Using
Schur complements we obtain that L − αM is invertible if and only if α �= 0 and
the operator

L1 + α(−M3 + M∗
2 M−1

1 M2)

is invertible. Clearly, such α’s exist.

2. We construct an H-selfadjoint polar factor for X . For this, let α �= 0,
α ∈ R, be such that L − αM is invertible. Then set

A13 := X13U
−1
33 , A14 := α−1Iq, A34 := H−1

33 A∗
13 = H−1

33

(
U−1

33

)∗
X∗

13,

and

A :=

⎡⎢⎢⎣
0 0 A13 A14

0 0 0 0
0 0 A33 A34

0 0 0 0

⎤⎥⎥⎦.

Then a straightforward computation shows that A is H-selfadjoint.

3. Next, we show A2 = X [∗]X . Indeed, we obtain from the identities

A13A33 = X13U
−1
33 A33 = X13H

−1
33 H33U

−1
33 A33 = X13H

−1
33 U∗

33H33A33

= X13H
−1
33 U∗

33A
∗
33H33 = X13H

−1
33 X∗

33H33,

A13A34 = X13U
−1
33 H−1

33 (U∗
33)

−1X∗
13 = X13H

−1
33 X∗

13,

A2
33 = A33H

−1
33 A∗

33H33 = X33U
−1
33 H−1

33 (U∗
33)

−1X∗
33H33 = X33H

−1
33 X∗

33H33,

A33A34 = X33U
−1
33 H−1

33 (U∗
33)

−1X∗
13 = X33H

−1
33 X∗

13,

that

A2 =

⎡⎢⎢⎣
0 0 A13A33 A13A34

0 0 0 0
0 0 A2

33 A33A34

0 0 0 0

⎤⎥⎥⎦

=

⎡⎢⎢⎣
0 0 X13H

−1
33 X∗

33H33 X13H
−1
33 X∗

13

0 0 0 0
0 0 X33H

−1
33 X∗

33H33 X33H
−1
33 X∗

13

0 0 0 0

⎤⎥⎥⎦
= XX [∗] = X [∗]X.

4. Finally, we show Ker X = Ker A. From the construction, it is clear that
Ker X ⊆ Ker A. For the other implication, let v =

[
a b c d

]T ∈ Ker A.
Then

0 = A13c + A14d = X13U
−1
33 c + α−1d =⇒ d = −αX13U

−1
33 c.
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Moreover,

0 = A33c + A34d = A33c − αH−1
33

(
U−1

33

)∗
X∗

13X13U
−1
33 c.

The choice of α implies c = 0 and thus, we also obtain d = 0. Hence, v ∈ Ker X .
Thus, we constructed an H-selfadjoint operator A that satisfies A2 = X [∗]X

and Ker X = Ker A. Since X is Fredholm of index zero, it is easy to see that
X [∗]X and therefore also A are Fredholm operators of index zero. Define the
operator U0 on the range of A by U0x = Xy, where y is such that x = Ay. It
is a standard exercise to check that U0 is a well-defined H-isometry on the range
of A, and the range of U0 coincides with the range of X . Moreover, since A and X
have generalized inverses and Ker A = KerX , it follows that U0 is bounded and
‖U0x‖ ≥ ε‖x‖, x ∈ RangeA, where the positive constant ε is independent of x.

5. Extension of U0 to an invertible H-isometry. This is where the assumptions
(i) or (ii) come in that have not been used so far. First we consider the case where
H is a Pontryagin space. By Lemma 3 we have dim Ker X = dimKer X [∗], so

codim RangeA = dim(RangeA)[⊥] = dimKer A[∗] = dimKer A = dimKer X

= dimKer X [∗] = dim(RangeX)[⊥] = codim RangeX.

Then we can use [16, Theorem 2.5] to show that in case H is a Pontryagin space
with respect to the indefinite scalar product generated by H , U0 can be extended
to an invertible H-isometry. This proves the theorem in case (ii) holds true.

Next, we consider the case that Ker X = Ker X [∗]. Then we have the equal-
ities

(RangeA)[⊥] = Ker A[∗] = Ker A = Ker X = Ker X [∗] = (RangeX)[⊥], (11)

and so we have that RangeA = RangeX . In particular we have

H0 ⊕H1 = Ker X = (RangeA)[⊥] = H−1(Range A)⊥

which implies (RangeA)⊥ = H̃0 ⊕H1 and RangeA = H0 ⊕H2. Because of (11),
the isotropic part of RangeA (which is the finite-dimensional space H0) is the
same as the isotropic part of RangeX . Choose a 〈·, ·〉-orthonormal set of vectors
{e1, . . . , en} that form a basis for H0. Moreover, the 〈·, ·〉-orthogonal complement
of H0 in RangeA (which is H2) is an H-nondegenerate subspace. Choose a basis
{f1, . . . , fn} of H̃0 that is skewly linked to {e1, . . . , en}, that is, [ei, fj ] = δij

and [fi, fj] = 0. (For details on construction of skewly linked bases see, e.g.,
[10, 16, 3]; although it is assumed there that the indefinite inner product space
is a Pontryagin space, the construction goes through without change for finite-
dimensional subspaces of Krein spaces.) Then RangeA ⊕ H̃0 = RangeX ⊕ H̃0 is
H-nondegenerate.

We start by showing that U0 maps H0 into itself. Indeed, for x0 ∈ H0 we
have that U0x0 is H-orthogonal to the whole of RangeX , and hence is in H0. So,
if we write U0 with respect to the decomposition H0 ⊕H2 of RangeA = RangeX
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as a two by two block operator matrix, we have

U0 =
[

U11 U12

0 U22

]
,

Clearly, since U0 is one-to-one and maps onto RangeX , it follows that U0 and
therefore also U11 and U22 are invertible maps.

With respect to the decomposition H0⊕H2⊕H̃0 we have for H the following
form (where we choose the basis in H0 and in H̃0 as above)

H =

⎡⎣ 0 0 I
0 H33 0
I 0 0

⎤⎦ .

We shall define Ũ0 : RangeA ⊕ H̃0 → RangeX ⊕ H̃0 as the following 3 × 3
block operator matrix

Ũ0 =

⎡⎣ U11 U12 U13

0 U22 U23

0 0 U33

⎤⎦ ,

where U33 := (U∗
11)

−1, and U23 := −U22H
−1
22 U∗

12(U
∗
11)

−1, and finally U13 :=
− 1

2U12H
−1
22 U∗

12(U
∗
11)

−1. Computing Ũ∗
0 HŨ0 on H0 ⊕ H1 ⊕ H̃0 we have that it

equals to⎡⎣ 0 0 I
0 H33 U∗

12(U∗
11)−1 + U∗

22H33U23

I U∗
23H33U22 + U−1

11 U12 U∗
13(U

∗
11)

−1 + U−1
11 U13 + U∗

23H33U23

⎤⎦ . (12)

We see from the definition of U23 that the (2, 3)-entry of the operator matrix (12)
is zero. Next,

U∗
23H33U23 = U−1

11 U12H
−1
33 U∗

12(U
∗
11)

−1.

Thus, from the definition of U13 we see that also the (3, 3)-entry of (12) is zero.
Hence Ũ0 is indeed an H-isometry. The fact that Ũ0 is one-to-one and maps onto
RangeX ⊕ H̃0 follows easily from the invertibility of U11, U22, and U33.

Now using [1, Theorem VI.4.4] we see that Ũ0 can be extended to an H-
unitary operator on the whole space H. This concludes the proof of Theorem 4. �

3. Applications of the main result

For the remainder of the paper, we assume that H is finite-dimensional, and iden-
tify L(H) with Cn×n, the algebra of n × n complex matrices. Then Theorem 4
has some important corollaries. First of all, it answers affirmatively the question
posed in [2] whether each H-normal matrix allows an H-polar decomposition.

Corollary 5. Let X ∈ Cn×n be H-normal. Then X admits an H-polar decomposi-
tion.



Polar Decompositions, Normal Operators, Indefinite Inner Products 287

Corollary 5 was known to be correct for invertible H-normal matrices and for
some special cases of singular H-normal matrices (see [2, 12, 11, 13]). The result for
the general case is new. The next corollary gives a criterion for the existence of H-
polar decompositions in terms of well-known canonical forms of pairs (A, H), where
A is H-selfadjoint, under transformations of the form (A, H) 
→ (P−1AP, P ∗HP ),
where P is invertible, see, for example, [6].

Corollary 6. Let X ∈ Cn×n. Then X admits an H-polar decomposition if and only
if (X [∗]X, H) and (XX [∗], H) have the same canonical form.

Proof. If X = UA is a polar decomposition, then

XX [∗] = UAA[∗]U [∗] = UA2U−1 and X [∗]X = A[∗]U [∗]UA = A2,

i.e., (XX [∗], H) and (X [∗]X, H) have the same canonical forms, because U is H-
unitary. On the other hand, if (XX [∗], H) and (X [∗]X, H) have the same canonical
forms, then there exists an H-unitary matrix U such that UXX [∗]U−1 = X [∗]X .
Then X̃ = UX is H-normal, since

X̃ [∗]X̃ = X [∗]X = UXX [∗]U−1 = X̃X̃ [∗].

By Corollary 5 X̃ admits an H-polar decomposition X̃ = V A, where V is H-
unitary and A is H-selfadjoint. Then X = (U−1V )A is an H-polar decomposition
for X . �

Thus, up to multiplication by an H-unitary matrix from the left, H-normal
matrices are the only matrices that admit H-polar decompositions. Corollary 6
has been conjectured in [12, 11], where also a proof has been given for the case
that X is invertible or that the eigenvalue zero of X [∗]X has equal algebraic and
geometric multiplicities.

Theorem 4 also answers a question on sums of squares of H-selfadjoint ma-
trices that has been posed in [14]. In general, the set {A2 : A is H-selfadjoint}
(where H is fixed) is not convex, in contrast to the convexity of the cone of positive
semidefinite matrices with respect to the Euclidean inner product, as the following
example shows: Let

H =
[

0 1
1 0

]
, A1 =

[
0 2

−2 0

]
, A2 =

[
1 1
0 1

]
, A2

1+A2
2 =
[

−3 2
0 −3

]
.

Then A2
1 + A2

2 is not a square of any H-selfadjoint matrix, since A2
1 + A2

2 has
only one Jordan block associated with the eigenvalue −3. This contradicts the
conditions for the existence of an H-selfadjoint square root, see Theorem 3.1 in
[15]. Instead, we have the following result.

Corollary 7. If A1 and A2 are two commuting H-selfadjoint matrices, then there
exists an H-selfadjoint matrix A such that A2

1 + A2
2 = A2.

Proof. Let X = A1 + iA2. Then X is H-normal, because X and X [∗] = A1 − iA2

commute. By Corollary 5, X admits an H-polar decomposition X = UA, where
U is H-unitary and A is H-selfadjoint. This implies A2

1 + A2
2 = X [∗]X = A2. �
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4. Polar decompositions with commuting factors

Again, we assume that H is finite-dimensional, and identify L(H) with Cn×n,
the algebra of n × n complex matrices. It is well known that a normal matrix X
(normal with respect to the standard inner product) allows a polar decomposition
X = UA with commuting factors, see [5], for example. The question arises whether
this is still true for indefinite inner products. In [13], it has been shown by a Lie
group theoretical argument that nonsingular H-normal matrices allow an H-polar
decomposition with commuting factors. (For a different proof of this fact, see [12].)
On the other hand, there exist singular H-normal matrices that do not allow such
H-polar decompositions. The following example is borrowed from [13].

Example 8. Let

X =
[

0 0
0 i

]
, H =

[
0 1
1 0

]
.

Then X is H-normal. In fact, X [∗]X = XX [∗] = 0. It is straightforward to check
that all H-polar decompositions X = UA of X are described by the formulas

U =
[

0 ix
ix−1 y

]
, A =

[
0 x
0 0

]
,

where x �= 0 and y are arbitrary real numbers. Clearly, U and A do not commute
for any values of the parameters x and y.

In the following, we will give necessary and sufficient conditions for the exis-
tence of H-polar decompositions with commuting factors. The proof will be based
on the following result on particular square roots of H-unitary matrices.

Theorem 9. Let V ∈ Cn×n be H-unitary and let M ∈ Cn×n be such that MV =
V M . Then there exists an H-unitary matrix U ∈ Cn×n such that U2 = V and
MU = UM .

Proof. First, assume that there are no eigenvalues of V on the negative real line
(including zero). Let Γ be a simple (i.e., without self-intersections) closed rectifiable
contour in the complex plane such that Γ is symmetric with respect to the real
axis, the eigenvalues of V are inside Γ, and the negative real axis (−∞, 0] is outside
Γ. Let f : C \ (−∞, 0] → C be the branch of the square root that assigns to
z ∈ C \ (−∞, 0] the solution c of c2 = z that has positive real part. Then f is
analytic on Γ and analytic in the interior of Γ and hence, the matrix f(V ) given
by the functional calculus

f(V ) =
1

2πi

∫
Γ

f(z)(zI − V )−1dz (13)

is well defined. From the fact that V is H-unitary, we obtain the formula

H(zI−V )−1 =
(
(zI−V )H−1

)−1

=
(
H−1(zI−(V ∗)−1)

)−1

= (zI−(V ∗)−1)−1H.

This implies Hf(V ) = f((V ∗)−1)H . Since f(z−1) = f(z)−1, we obtain that
f(V −1) = f(V )−1, see [9, Corollary 6.2.10].



Polar Decompositions, Normal Operators, Indefinite Inner Products 289

We then obtain from f(z) = f(z), the symmetry of Γ with respect to the real
axis, and the general fact that f(MT ) = f(M)T , that

f
(
(V ∗)−1

)
=
(
f(V )∗

)−1

.

This implies that U := f(V ) is H-unitary. Clearly, U2 = V and UM = MU . For
the case that there are negative eigenvalues of V , there exists 0 ≤ θ < 2π such
that the ray reiθ (r > 0) does not contain an eigenvalue of V . Then Ṽ = ei(π−θ)V

is still H-unitary, satisfies MṼ = Ṽ M , and does not have negative eigenvalues.
Hence, there exists an H-unitary matrix Ũ such that Ũ2 = Ṽ and MŨ = ŨM .
Then U = ei(θ−π)/2Ũ is an H-unitary square root of V satisfying MU = UM . �

The following result provides necessary and sufficient conditions for the ex-
istence of polar decompositions with commuting factors.

Theorem 10. Let X ∈ Cn×n. Then the following statements are equivalent.
i) X admits an H-polar decomposition with commuting factors.
ii) X is H-normal and Ker (X) = Ker (X [∗]).
iii) There exists an H-unitary matrix V such that X = V X [∗].

Proof. i) ⇒ ii): If X allows an H-polar decomposition X = UA with commuting
factors, then X [∗] = (UA)[∗] = AU−1 = U−1A. But then X is H-normal, because

XX [∗] = UAAU−1 = AU−1UA = X [∗]X.

In addition, we have Ker (X) = Ker (A) = Ker (X [∗]).
ii) ⇒ iii): This is a special case of Witt’s Theorem and coincides with [4,

Lemma 4.1].
iii) ⇒ i): Let V be an H-unitary matrix such that X = V X [∗]. Note that X

and V commute:

XV = V X [∗]V = V (V X [∗])[∗]V = V XV [∗]V = V X.

Then Theorem 9 implies that V has an H-unitary square root U that commutes
with X . Now consider X = UA, where A := U−1X . Clearly, U and A commute.
Furthermore, A is H-selfadjoint, because

(U−1X)[∗] = X [∗]U = V −1XU = V −1UX = U−2UX = U−1X.

Thus X = UA is an H-polar decomposition for X with commuting factors. �
Note that if X = UA is an H-polar decomposition of X , i.e., U is H-unitary

and A is H-selfadjoint, then

UA = AU ⇐⇒ UX = XU =⇒ XA = AX.

If A is invertible, then XA = AX =⇒ UA = AU , but in general XA = AX �=⇒
UA = AU as the next two examples show. Thus, the equality XA = AX gives a
commutativity property of H-polar decomposition which is strictly weaker than
commuting factors. Example 8 shows that not every H-normal matrix admits an
H-polar decomposition with this weaker commutativity property.
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We conclude the paper with two examples; the second example is borrowed
from [14].

Example 11. Let

X =

⎡⎢⎢⎢⎢⎣
0 0 0 1 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 0
0 0 0 0 0

⎤⎥⎥⎥⎥⎦ , H =

⎡⎢⎢⎢⎢⎣
0 0 0 0 1
0 0 0 1 0
0 0 1 0 0
0 1 0 0 0
1 0 0 0 0

⎤⎥⎥⎥⎥⎦ .

Then X is H-normal, but Ker (X) �= Ker (X [∗]). Thus, X cannot have a polar de-
composition with commuting factors by Theorem 10. On the other hand, consider
the matrices

U =

⎡⎢⎢⎢⎢⎣
1 0 1 0 − 1

2
0 1 0 0 0
0 0 1 0 −1
0 0 0 1 0
0 0 0 0 1

⎤⎥⎥⎥⎥⎦ , A =

⎡⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 0
0 0 0 0 0

⎤⎥⎥⎥⎥⎦ .

Then U is H-unitary, A is H-selfadjoint and X = UA. Moreover, A and X com-
mute, but A and U do not.

Example 12. Let

X =

⎡⎢⎢⎢⎢⎣
0 0 1 0 0
0 0 0 r z
0 0 0 1 0
0 0 0 0 0
0 0 0 0 0

⎤⎥⎥⎥⎥⎦ , r > 0, z = ±1, H =

⎡⎢⎢⎢⎢⎣
0 0 0 1 0
0 0 0 0 1
0 0 1 0 0
1 0 0 0 0
0 1 0 0 0

⎤⎥⎥⎥⎥⎦ .

A possible H-polar decomposition X = UA, where U is H-unitary and A is H-
selfadjoint, is the following:

U =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 − r
2z

r2

4z − r4

32 0

0 1 r
2 − 3r3

16z − r2

8

0 0 1 − r2

2z − r
2

0 0 0 1 0

0 0 0 r
2z 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, A =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 0 1 0 r
2

0 0 0 r
2 z

0 0 0 1 0

0 0 0 0 0

0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (14)

Note that A and X commute; but A and U do not commute. A MAPLE computa-
tion even shows that there does not exist an H-unitary Ũ such that X = ŨA = AŨ
for the special choice of A in (14) as an H-selfadjoint polar factor of X .
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However, note that Ker X = Ker X [∗], i.e., by Theorem 10 there exists an
H-polar decomposition X = Û Â with commuting factors. Indeed, let

Û =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 − rz
2

r2z
8 − 9r4z2

128 − r3z
8

0 1 r
2 0 − r2

8

0 0 1 − 3r2z
8 − r

2

0 0 0 1 0

0 0 0 rz
2 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Â =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 1 r2z
8

r
2

0 0 0 r
2 z

0 0 0 1 0

0 0 0 0 0

0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (15)

Then Û is H-unitary, Â is H-selfadjoint, and X = Û Â = ÂÛ . It is interesting
to note that a straightforward but tedious MAPLE computation reveals that the
polar factor A is unique up to a sign, i.e., all H-polar decompositions for X with
commuting factors necessarily have the H-selfadjoint polar factor A (or −A) as
in (15).
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Bounds for Contractive Semigroups and
Second-Order Systems

Krešimir Veselić

Abstract. We derive a uniform bound for the difference of two contractive
semigroups, if the difference of their generators is form-bounded by the Her-
mitian parts of the generators themselves. We construct a semigroup dynamics
for second-order systems with fairly general operator coefficients and apply
our bound to the perturbation of the damping term. The result is illustrated
on a dissipative wave equation. As a consequence the exponential decay of
some second-order systems is proved.

1. Introduction

The aim of this paper is to derive a new perturbation bound for strongly continuous
contractive semigroups in a Hilbert space and to apply it to damped systems
of second order. Let eAt, eBt be strongly continuous contractive semigroups in
a Hilbert space X . Their generators are maximal dissipative in the sense that
&(Aψ, ψ) ≤ 0 and that A is maximal with this property and similarly with B.
(That is, −A, −B are maximal accretive as defined in [3]. In this paper we will
follow the notations and the terminology of the Kato’s monograph.)

We consider a rather restricted kind of perturbation, it reads formally

|(x, (B − A)y)|2 ≤ ε2&(−Bx, x)&(−Ay, y), ε > 0. (1)

As a result we obtain a uniform estimate for the semigroups:

‖eBt − eAt‖ ≤ ε

2
.

Note that here we have not the classical situation: ‘unperturbed object plus a small
perturbation’ in which the perturbed object often has first to be constructed and
then the distance between the two is measured (see, e.g., [3] Ch. XI, Th. 2.1). We
impose no condition whatsoever on the size of the positive constant ε but we know
that both A and B are dissipative, and both operators appear in a symmetric way.
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Moreover, no requirements are made about the size of the subspace D(A)∩D(B),
it could even be trivial. To this end, (1) is rewritten in a ‘weak form’ as

|(B∗x, y) − (x, Ay)|2 ≤ ε2&(−B∗x, x)&(−Ay, y).

This kind of perturbation will appear to be the proper setting for treating
semigroups, generated by second-order systems

Mẍ + Cẋ + Kx = 0. (2)

Here M , C, K can be finite symmetric matrices, with the mass matrix M posi-
tive semidefinite, the stiffness matrix K positive definite and the damping matrix
C accretive1 (our result seems to be new even in the matrix case). Or, M , C,
K may be differential operators with similar properties. As a next result, a con-
tractive semigroup, naturally attached to (2), will be constructed, where M , C,
K are understood as sesquilinear forms satisfying some mild natural regularity
conditions. This construction seems to cover damped systems, more general than
those treated in previous literature (cf., e.g., [1], [2], [4]), for instance, M is allowed
to have a nontrivial null-space and C need not be symmetric. We then use our
abstract semigroup bound to derive a bound for second-order systems in which
the damping term C is subject to a perturbation of the same type as (1).2 As a
consequence, the exponential decay of some damped systems will be proved. In
particular, under the additional assumption that C be sectorial, a second-order
system is exponentially stable, if and only if the system with the ‘pure symmetric
damping’ Ĉ = (C∗ + C)/2 is such. In these applications an important property of
the condition (1) will be used: it is invariant under the inversion of both operators.

The article is organised as follows. In Section 2 we prove the main result in
a ‘local’ and a ‘global’ version. We also include an analogous bound for discrete
semigroups, although we have no application for it as yet.

In Section 3 we apply this theory to abstract damped systems of the form
(2), including the construction of the semigroup itself. In Section 4 we apply our
theory to the damped wave equation in one dimension.

2. An abstract perturbation bound

Let A be the generator of a strongly continuous semigroup in a Hilbert space X .
By T (A) we denote the set of all differentiable semigroup trajectories

S =
{
x = eAtx0, t ≥ 0

}
, for some x0 ∈ D(A).

Theorem 1. Let A, B be the generators of strongly continuous semigroups in a
Hilbert space X (then A∗, B∗ are also such). Suppose that there exist trajectories
S ∈ T (A), T ∈ T (B∗) and an ε > 0 such that for any y ∈ S, x ∈ T

|(B∗x, y) − (x, Ay)|2 ≤ ε2&(−B∗x, x)&(−Ay, y). (3)

1For simplicity we use the term ‘damping matrix’ for C although it is not necessarily symmetric
and thus may include a gyroscopic component.
2A related perturbation result for finite matrices was proved in [5].
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Then for all such x, y

|
(
x, (eBt − eAt)y)

)
| ≤ ε

2
‖x‖‖y‖. (4)

(Note that in (3) it is tacitly assumed that the factors on the right-hand side are
non-negative.)

Proof. For y ∈ S, x ∈ T we have

d

ds

(
eB∗sx, eA(t−s)y

)
=
(
eB∗sB∗x, eA(t−s)y

)
−
(
eB∗sx, eA(t−s)Ay

)
,

which is continuous in s, so by integrating from 0 to t we obtain the weak Duhamel
formula

(eB∗tx, y) − (x, eAty) =
∫ t

0

[
(B∗eB∗sx, eA(t−s)y) − (eB∗sx, AeA(t−s)y)

]
ds.

By using (3) and the Cauchy-Schwarz inequality it follows

|
(
x, (eBt − eAty)

)
|2

≤
(∫ t

0

|(B∗eB∗sx, eA(t−s)y) − (eB∗sx, AeA(t−s)y)|ds

)2

≤ ε2

(∫ t

0

√
&(−B∗eB∗sx, eB∗sx)&(−AeA(t−s)y, eA(t−s)y)ds

)2

≤ ε2

∫ t

0

&(−B∗eB∗sx, eB∗sx)ds

∫ t

0

&(−AeAsy, eAsy)ds.

By partial integration we compute

I(A, y, t) =
∫ t

0

&(−AeAsy, eAsy)ds = −‖eAsy‖2
∣∣∣t
0
− I(A, y, t),

I(A, y, t) =
1
2
(
(y, y) − ‖eAty‖2

)
. (5)

Obviously

0 ≤ I(A, y, t) ≤ 1
2
(y, y)

and I(A, y, t) increases with t. Thus, there exist limits

I(A, y, t) ↗ I(A, y,∞) =
1
2

(y, y) − P (A, y)) , t → ∞

‖eAty‖2 ↘ P (A, y), t → ∞
with

0 ≤ I(A, y,∞) ≤ 1
2
(y, y).
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(and similarly for B∗). Altogether

|
(
x, (eBt − eAty)

)
|2 ≤ ε2

4
((x, x) − P (B∗, x)) ((y, y) − P (A, y)) (6)

≤ ε2

4
(x, x)(y, y). �

Remark 1. As a matter of fact, in the proof above neither of the operators need
be densely defined. In this case the assertion of the theorem is valid only in the
weak form

|(eB∗tx, y) − (x, eAty)| ≤ ε

2
‖x‖‖y‖.

Corollary 1. Suppose that (3) holds for all y from some S ∈ T (A) and all x ∈ D,
where D is a dense subspace, invariant under eB∗t, t ≥ 0. Then

‖
(
eBt − eAt

)
y‖ ≤ ε

2
‖y‖. (7)

By setting ε = 0 in (7) we obtain the known uniqueness of the solution of a
first-order differential equation:

eBty = eAty, t ≥ 0.

If there is a dense subspace D ∈ D(A), which is invariant under eAt, and on
which A is dissipative we set

P (A, y) = (P (A)y, y), P (A) = s- lim
t→∞ eA∗teAt. (8)

The strong limit P (A) above exists by the dissipativity and obviously 0 ≤ P (A) ≤
I in the sense of forms (and similarly for B∗).

Corollary 2. If (3) holds for all x ∈ D, y ∈ E, where D, E are dense subspaces,
invariant under eB∗t, eAt, respectively, then

|
(
x, (eBt − eAt)y

)
|2 ≤ ε2

4
((x, x) − (P (B∗)x, x))) ((y, y) − (P (A)y, y)) . (9)

In particular,

‖eBt − eAt‖ ≤ ε

2
. (10)

Remark 2. The corollary above certainly holds, if (3) is fulfilled for all x ∈ D(B∗)
and all y ∈ D(A) (it is enough to require the validity of (3) on respective cores)
and this will be the situation in our applications. In any of these cases both B∗

and A (and then also B and A∗) are, in fact, maximal dissipative.

The condition (3) has a remarkable property of being inversion invariant,
i.e., B∗ and A may be replaced by their inverses.
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Proposition 1. Suppose that both B∗ and A (and then also B and A∗) are (not
necessarily boundedly) invertible. Then (3), valid for all x ∈ D(B∗) and all y ∈
D(A) is equivalent to

|(B−∗ξ, η)− (ξ, A−1η)|2 ≤ ε2&(−B−∗ξ, ξ)&(−A−1η, η), ξ ∈ D(B−∗), η ∈ D(A−1).
(11)

(here B−∗ is an abbreviation for (B−1)∗ = (B∗)−1).

Proof. Just set B∗x = ξ, Ay = η. �

Note that in all our results above no further restriction to the constant ε
was imposed. This is partly due to the fact that the perturbation is measured by
both the “perturbed” and the “unperturbed” operator in a completely symmetric
way. This kind of perturbation bound will prove particularly appropriate for our
applications below. If ε is further restricted important new conclusions can be
drawn.

A semigroup is called exponentially stable3 or exponentially decaying, if

‖eAt‖ ≤ ce−βt, t ≥ 0 (12)

for some c, β > 0.

Corollary 3. If in Corollary 2 we have ε < 2 then the exponential decay of one of
the semigroups implies the same for the other.

Proof. Just recall that the exponential stability follows, if ‖eAt‖ < 1 for some
t > 0. �

Remark 3. In all that was said thus far there is an obvious symmetry: in (3) we
may replace A, B∗ by B, A∗, thus obtaining the dual estimate

|(Bx, y) − (x, A∗y)|2 ≤ ε2&(−Bx, x)&(−A∗y, y). (13)

with completely analogous results. Obviously, (3) and (13) are equivalent, if
D(A) = D(A∗) and D(B) = D(B∗).

Discrete semigroups. Every step of the perturbation theory, developed above can
be correspondingly extended to discrete semigroups. An operator T is called a
contraction, if ‖T ‖ ≤ 1. For any such operator T the strong limit

Q(T ) = s- lim
n→∞T ∗nT n

obviously exists and satisfies
0 ≤ Q(T ) ≤ 1.

The following theorem sums up the most important facts.

3Some authors call this property the uniform exponential stability.
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Theorem 2. Let A, B be contractions and

|((B − A)x, y)|2 ≤ ε2((1 − B∗B)x, x)((1 − AA∗)y, y) (14)

for all x, y and some ε ≥ 0 (note that in (14) the right-hand side is always non-
negative). Then

|((Bn − An)x, y)|2 ≤ ε2((1 − Q(B))x, x)((1 − Q(A∗))y, y) (15)

and, in particular,

‖Bn − An‖ ≤ ε
√
‖1 − Q(A∗)‖‖1 − Q(B)‖ ≤ ε. (16)

Proof. For any x, y we have

|((Bn − An)x, y)|2 = |(
n−1∑
k=0

Ak(B − A)Bn−k−1x, y)|2

≤
(

n−1∑
k=0

|((B − A)Bn−k−1x, A∗ky)|
)2

≤ ε2

(
n−1∑
k=0

√
(Ak(1 − AA∗)A∗ky, y)(B∗n−k−1(1 − B∗B)Bn−k−1x, x)

)2

≤ ε2
n−1∑
k=0

(Ak(1 − AA∗)A∗ky, y)
n−1∑
k=0

(B∗k(1 − B∗B)Bky, y)

= ε2((1 − AnA∗n)y, y)((1 − B∗nBn)x, x)

and (15) follows. Here we have used the identity
n−1∑
n=0

Ak(1 − AB)Bk = 1 − AnBn. (17)

�

It may be interesting to note that (17) appears to be a discrete analog of∫ t

0

eAτ (A + B)eBτdτ = −
(
1 − eAteBt

)
(18)

on which (5) was based.
Any contraction A is exponentially stable, if and only if ‖An‖ < 1 for some

n. This leads to a result, analogous to Corollary 3.

Corollary 4. Let A and B be contractions satisfying (15) with ε < 1. Then the
exponential stability of one of them implies the same for the other.

One might wonder that the bound (10) is uniform in t although the involved
semigroups need not be exponentially decaying. As a simple example consider dis-
sipative operators A, B in a finite-dimensional space. Then each of these operators
is known to be an orthogonal sum of a skew-Hermitian part and an exponentially
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stable part. By (3) (which is now equivalent to (1)) the skew-Hermitian parts of
A and B coincide and the difference eBt − eAt decays exponentially. The situation
with discrete semigroups is similar.

In the infinite-dimensional case the uniformity of the bound (10) is a more
serious fact as will be illustrated on applications from Mathematical Physics below.

3. Application to damped systems

An abstract damped linear system is governed by a formal second-order differential
equation in a vector space Y0

µ(ÿ, v) + θ(ẏ, v) + κ(y, v) = 0, (19)

where µ, θ, κ are sesquilinear forms with the following properties:

• κ symmetric, strictly positive,
• µ symmetric, positive, κ-closable,
• θ κ-bounded, accretive.

A possible way to turn (19) into an operator equation is to take (u, v) = κ(u, v)
as the scalar product and to complete accordingly Y0 to a Hilbert space Y. By the
known representation theorems ([3]) we have

µ(u, v) = (Mu, v), θ(u, v) = (Cu, v), (20)

where M is (possibly unbounded) selfadjoint and positive and C is bounded ac-
cretive. We now replace (19) by

Mÿ + Cẏ + y = 0, (21)

where the time derivatives ẏ, ÿ are taken in Y.4

To the equation (21) one naturally associates the phase space system, ob-
tained by the formal substitution

x1 = y, x2 = M1/2ẏ (22)

which leads to the first-order equation

d

dt

(
x1

x2

)
= A

(
x1

x2

)
with

A =
(

0 M−1/2

−M−1/2 −M−1/2CM−1/2

)
. (23)

4Our choice of the underlying scalar product in Y0 is fairly natural but not the only relevant
one. One could show that very different, even topologically non-equivalent, choices of the scalar
product still lead to the essentially same semigroup dynamics, see [4].
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which then should generate a contractive semigroup which realises the dynamics.
Our conditions are far too general for this A to make sense as it stays (note that
M may have a nontrivial null-space). However, the formal inverse

A+ =
(

−C −M1/2

M1/2 0

)
(24)

is more regular, although not necessarily bounded. Considered in the ‘total energy’
Hilbert space X̂ = Y ⊕ Y, A+ has the following properties

A+ is maximal dissipative, (25)

D(A+) = D((A+)∗) = D(M1/2) ⊕D(M1/2), (26)

N (A+) = N ((A+)∗). (27)

All this follows from the fact that A+ is a sum of the skew-selfadjoint operator(
0 −M1/2

M1/2 0

)
and a bounded dissipative operator

−
(

C 0
0 0

)
.

Thus, N (A+) reduces both A+ and its adjoint, the same is the case with the space
X , defined as

X = N (A+)⊥. (28)

More precisely, A+ is a direct sum of the null operator and a maximal dissipative
invertible operator A−1 in the Hilbert space X , defined on

X ∩ D(A+)

which is dense in X . Obviously, the operator A is again maximal dissipative and
this is by definition the generator of our semigroup. The space X may be called
the physical phase space for the system (21).5

Denoting by Q the orthogonal projection onto the space X in X̂ we have, in
fact,

(λ −A)−1Q = A+(λA+ − 1)−1 =
1
λ
− 1

λ2

(
1
λ
−A+

)−1

, &λ > 0. (29)

Another useful identity is valid for the case of M bounded

(λ −A)−1Q =

(
1
λ − K(λ)−1

λ K(λ)−1M−1/2

−M−1/2K(λ)−1 λM−1/2K(λ)−1M−1/2

)
, (30)

whenever K(λ) = µ2M +µC+1 is positive definite. Both are immediately verified.

5A different but related construction was used in [4] where both M and C are symmetric, but
possibly unbounded.
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Proposition 2. The null-space N (A+) satisfies the inclusion

N (A+) ⊇ (N (C) ∩N (M)) ⊕N (M). (31)

If, in addition, C is sectorial then we have the equality

N (A+) = (N (C) ∩N (M)) ⊕N (M). (32)

Proof. 6 Now, N (A+) is given by the equations

−Cx1 − M1/2x2 = 0, M1/2x1 = 0, x1,2 ∈ D(M1/2).

From this the inclusion (31) follows. Let now C be sectorial. The above equations
imply (Cx1, x1) = −(M1/2x2, x1) = 0. By the assumed sectoriality it follows
Cx1 = 0, so (32) follows. �

The fact that the semigroup dynamics exists only on a closed subspace X
of X̂ is quite natural, even in the finite-dimensional space: one cannot prescribe
velocity initial data on the parts of the space where the mass is vanishing. If M
is injective – no matter how singular M−1 may be – our dynamics exists on the
whole space X̂ .

It can be shown ([4]) that this semigroup provides an appropriate solution
to the second-order system (21) via the formulae (22), at least in the special case
of M, C bounded symmetric. In our, more general situation we can show that A
yields the “true” dynamics by way of approximation. We approximate the operator
M by a sequence Mn of bounded, positive operators such that

M1/2
n x → M1/2x, x ∈ D(M1/2). (33)

If, in addition, all Mn are positive definite the operator (23)

An =

(
0 M

−1/2
n

−M
−1/2
n −M

−1/2
n CM

−1/2
n

)
(34)

is bounded dissipative in X̂ and its semigroup trivially reproduces the solution of
the so modified second-order system

Mnÿ + Cẏ + y = 0, (35)

An example of such sequence is

Mn = fn(M), fn(λ) =

⎧⎨⎩
1
n , 0 ≤ λ ≤ 1

n
λ, 1

n ≤ λ ≤ n
n, n ≤ λ

Note that here, in addition, the operators Mn are both bounded and boundedly
invertible, being positive definite.

6In the case of C symmetric and M bounded this formula was proved in [4].
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Proposition 3. For any x =
(

x1

x2

)
∈ X and any approximation sequence (33)

we have
eAnx → eAx, n → ∞. (36)

uniformly on any compact interval in t. Choose, in addition, Mn as positive definite
and set (

yn(t)
un(t)

)
= eAnt

(
x1

x2

)
,

(
y(t)
u(t)

)
= eAt

(
x1

x2

)
.

Then yn(t) solves (35) with un(t) = M
1/2
n ẏn(t) and

yn(t) → y(t), M1/2
n ẏn(t) → M1/2ẏ(t), n → ∞.

Proof. By (33) we have A−1
n → A+ in the strong resolvent sense (see [3], Ch. VIII,

Th, 1.5), i.e.,
(λ −A−1

n )−1 → (λ −A+)−1, �λ �= 0.

Hence by (29),

(λ −An)−1 =
1
λ
− 1

λ2

(
1
λ
−A−1

n

)−1

→ 1
λ
− 1

λ2

(
1
λ
−A+

)−1

= (λ −A)−1Q.

all in the strong sense. Now the Trotter-Kato convergence theory ([3]) can be
applied to give

eAηtx → eAtx, η → 0 (37)
for all x ∈ X . (The original Trotter-Kato theorem requires the injectivity of the
strong limit in (34), but the same proof is easily seen to accommodate our slightly
more general setting.) The remaining assertions are now straightforward. �

We now apply our abstract theory from Section 2 to a second-order system
with variable damping.

Theorem 3. Let

A+ =
(

−C −M1/2

M1/2 0

)
, Â+ =

(
−Ĉ −M1/2

M1/2 0

)
where M is bounded, positive selfadjoint and C, Ĉ are bounded accretive operators
satisfying ∣∣ ((Ĉ − C)x, y

) ∣∣2 ≤ ε2&(Cy, y)&(Ĉx, x) (38)

for all x, y ∈ Y and some ε > 0. Then A+ and Â+ have the same null-space and
the respective contractive semigroup generators A and Â in X from (28) satisfy
the assumptions of Corollary 2, in particular,

‖eÂt − eAt‖ ≤ ε

2
. (39)
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Proof. Obviously (38) is equivalent to∣∣∣ ((Â+ −A+)x, y
) ∣∣∣2 ≤ ε2&(−A+y, y)&(−Â+x, x) (40)

for all x, y ∈ D(A+) = D(Â+). From this it follows that A+ and Â+ have
the same null-space. Furthermore, by (26) the domains of the four operators
A+, Â+, (A+)∗, (Â+)∗ coincide and (40) is equivalent to both (3) and (13) for
for A = A+ and B = Â+ and then also for A = A−1 and B = Â−1 (note
that in our situation we have &(−A+y, y) = &(−(A+)∗y, y) and &(−Â+x, x) =
&(−(Â+)∗x, x)). Now apply Proposition 1 and Corollary 2. �

Note the important role of the ‘inverse-invariance property’ in Proposition 1
in the proof above because we have no explicit formulae for the generators A and
Â and there is no control on their domains of definition.

We now prove some stability results for second-order systems.

Theorem 4. Let the system (21) be exponentially stable7 with a symmetric C = C(1)

and let
0 ≤ C(1) ≤ D ≤ αC(1), α ≥ 1.

Then the exponential stability holds with C = D and vice versa.

Proof. Set

Ck = C(1) +
k

n
(D − C(1)), k = 0, . . . , n.

Then C0 = C(1), Cn = D and

0 ≤ Ck+1 − Ck ≤ α − 1
n

C(1)

and

|((Ck+1 − Ck)x, y)|2 ≤ ((Ck+1 − Ck)x, x)((Ck+1 − Ck)y, y)

≤
(

α − 1
n

)2

(C(1)x, x)(C(1)y, y) ≤
(

α − 1
n

)2

(Ck+1x, x)(Cky, y).

Now choose n > (α− 1)/2 and use Theorem 3 and Corollary 3. Use induction: the
exponential stability carries over from Ck to Ck+1 and vice versa. �

In particular, the exponential stability with C implies the same with αC for
any positive α. A similar technique can be applied to gyroscopic systems:

Theorem 5. Suppose that in (21) the operator C is sectorial. Then the exponen-
tial stability of this system is equivalent to the exponential stability of the ‘purely
damped’ system

Mÿ + Ĉẏ + y = 0, with Ĉ =
C∗ + C

2
. (41)

7By the exponential stability of a second-order system we mean the exponential stability of the
generated semigroup.
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Proof. By sectoriality there exists N > 0 such that

|�(Cy, y)| ≤ N&(Cy, y) for all x, y. (42)

We have
&(Cx, x) = (Ĉx, x), −i�(Cx, x) = −i((Ĉ − C)x, x).

The operators Ĉ and −i(Ĉ − C) are symmetric, so the inequality (42) may be
polarised to read

((Ĉ − C)x, y)|2 ≤ N2&(Cy, y)&(Cx, x) = N2&(Cy, y)&(Ĉx, x).

Assume first N < 2. Then apply Theorem 3 and Corollary 3 to obtain the expo-
nential stability with C. Now drop the condition N < 2 and proceed by induction.
Introduce the sequence

Ck = Ĉ +
k

n
(C − Ĉ), k = 0, . . . , n.

Then obviously

|((Ck+1 − Ck)x, y)|2 =
1
n2

|((Ĉ − C)x, y)|2 ≤

N2

n2
&(Cy, y)&(Ĉx, x) =

N2

n2
&(Cky, y)&(Ck+1x, x).

Now choose n < 2/N and apply the above consideration to the consecutive pairs
Ck, Ck+1. We may begin at the bottom with C0 = Ĉ or at the top with Cn =C. �

The foregoing theorem can be nicely combined with the spectral shift tech-
niques from [6] to obtain further results on exponential stability.

Suppose first that in (21) both M and C are bounded and symmetric (the
boundedness of both operators is immediately seen to be a necessary condition for
the exponential stability). The key relation in the following will be

L(µ)Â+
µ L(µ)−1 = (A− µ)−1

Q. (43)

with µ < 0 and

L(µ) =
(

K(µ)−1/2 0
µM1/2K(µ)−1/2 1

)
, K(µ) = µ2M + µC + 1, (44)

Â+
µ =

(
K(µ)−1/2(C + 2µM)K(µ)−1/2 −K(µ)−1/2M1/2

M1/2K(µ)−1/2 0

)
, (45)

where µ is chosen in such a way that K(µ) remains positive definite.8 In this way
both L(µ) and L(µ)−1 are everywhere defined and bounded. The relation (43) is
immediately verified (use (30)) and it is an immediate generalisation of the one
obtained in [6], (16).

8By the assumed boundedness of both M and C there are negative µ’s with K(µ) positive
definite.
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Under the additional assumption that C +2µM be positive the operator Â+
µ

is bounded and dissipative, so it is reduced by the subspaces N (Â+
µ ) and N (Â+

µ )⊥

and we may write

Â+
µ = Â−1

µ P, (46)

where P is the orthogonal projection onto N (Â+
µ )⊥ and Âµ is maximal dissipative

in the Hilbert space N (Â+
µ )⊥. Thus, (43) implies

S−1AS = Âµ + µ. (47)

Here the linear operator

S = L(µ)
∣∣∣
N (Â+

µ )⊥
: N (Â+

µ )⊥ → N (A+)⊥

is bijective and bicontinuous. We summarise:

Theorem 6. Let the operators M and C from (21) have additional properties that
M is bounded, C sectorial and C−αM accretive for some α > 0. Then the system
(21) is exponentially stable. If, in addition, C is symmetric then

γ = sup
x∈Y,(Mx,x)>0

&−(Cx, x) +
√

(Cx, x)2 − 4(Mx, x)(x, x)
2(Mx, x)

< 0 (48)

and

‖eAt‖ ≤ ‖L(µ)‖‖L(µ)−1‖eµt. (49)

for any µ ∈ (γ, 0).

Proof. Take first C as symmetric. The value γ is the infimum of all µ such that
C + 2µM is positive and K(µ) is positive definite. The proof of this fact is the
same as that of [6], Proposition 1, so we omit it here. So, for any µ ∈ (γ, 0) (47)
implies (49).

For non-symmetric C the above considerations will obviously be valid for
its symmetric part Ĉ from (41). By using Theorem 5 the exponential stability
follows. �

Remark 4.

(i) All conditions on M , C, Ĉ in the foregoing theorems can be readily expressed
in the language of the original forms in (19). For instance, (38) is equivalent
to ∣∣(γ̂ − γ)(x, y)

∣∣2 ≤ ε2&γ(y, y)&γ̂(x, x). (50)

and so on.
(ii) Explicit bounds for the condition number, appearing in (49) may be taken

over from [6], Lemma 1.
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4. The damped wave equation

Here we apply our general theory to the wave equation in one dimension

ρ(x)utt + γ(x)ut − (d(x)utx)x − (k(x)ux)x = 0 (51)

for the unknown function u = u(x, t), a < x < b and 0 < t < ∞. The functions
ρ(x), γ(x), d(x), k(x) are assumed to be non-negative and measurable; in addition,
ρ(x), γ(x) are bounded and

ess infa<x<bk(x) > 0, ess supa<x<b

d(x)
k(x)

< ∞. (52)

The boundary conditions are

u(a, t) = 0, ux(b, t) + ζut(b, t) = 0, ζ ≥ 0. (53)

This is a formally dissipative equation which we shall understand in its weak
form

µ(utt, v) + θ(ut, v) + κ(u, v) = 0 (54)

with u(a) = v(a) = 0 and

µ(u, v) =
∫ b

a

ρ(x)uv̄dx, (55)

θ(u, v) =
∫ b

a

(γ(x)uv̄ + d(x)u′v̄′) dx + ζu(a)v̄(b), (56)

κ(u, v) =
∫ b

a

k(x)u′v̄′dx. (57)

The forms µ, θ are symmetric and positive. θ is obviously κ-bounded while µ is
κ-closable. As the underlying Hilbert space Y we take the functions with the scalar
product

(u, v) = κ(u, v) =
∫ b

a

k(x)u′v̄′dx, u(a) = v(a) = 0. (58)

Then under our conditions,

µ(u, v) = (Mu, v), θ(u, v) = (Cu, v) (59)

where M, C are positive selfadjoint operators, with bounded C and M . Thus,
we end up with the second-order system (21) and (54) gives rise to a contractive
semigroup on the space X which is determined from the null-spaces of M, C.

Note that in order for M to have a non-trivial null-space it is not sufficient
that the function ρ vanishes just on a set of positive measure, rather ρ must vanish
on an interval (and similarly for C). If ρ vanishes on an interval and γ does not,
then (51) is of mixed type (hyperbolic – parabolic). All such cases are covered by
our theory.
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Now for the perturbation. We perturb the damping parameters γ(x), d(x), ζ

into γ̂(x), d̂(x), ζ̂, which satisfy the same conditions as γ(x), d(x), ζ above and
are such that

|γ̂(x) − γ(x)| ≤ ε
√

γ̂(x)γ(x) (60)

|d̂(x) − d(x)| ≤ ε

√
d̂(x)d(x) (61)

|ζ̂ − ζ| ≤ ε

√
ζ̂ζ (62)

This is a ‘relatively small’ change of the damping parameters, commonly encoun-
tered in practice. The corresponding operators C and Ĉ are immediately seen
to satisfy (38). Hence Theorem 3 applies and the corresponding semigroups sat-
isfy (39).

One might be interested to obtain perturbation results under the more com-
mon assumptions involving only the ‘unperturbed’ data and the perturbation:

|γ̂(x) − γ(x)| ≤ ηγ(x) (63)

|d̂(x) − d(x)| ≤ ηd(x) (64)

|ζ̂ − ζ| ≤ ηζ (65)

with η < 1. This implies (60)–(62) with ε = η√
1−η

.

But the real use of (63)–(65) consists merely in insuring the non-negativity
of the perturbed damping parameters and the conditions (52); all this is usually
known in advance, so there is no need to abandon the much less restrictive condi-
tions (60)–(62).

In view of Corollary 1 we conclude that if the equation (51) decays expo-
nentially with the damping parameters γ(x), d(x), ζ, then the same will be the
case with γ̂(x), d̂(x), ζ̂, if the constant ε is less than 2. Theorem 4 also applies
accordingly.

The situation in higher dimensions is similar and the results are completely
analogous and straightforward. The interval [a, b] ⊆ R will be replaced by a
bounded domain Ω, so the only additional issue is to insure that the boundary
∂Ω ⊆ Rn be smooth enough to accommodate any of the boundary conditions
from (52).

As a second example consider the equation (51) on the infinite interval 0 <
x < ∞ with the boundary condition

u(0, t) = 0. (66)

For simplicity we take
k(x) = ρ(x) ≡ 1, (67)

whereas γ(x) ≥ 0 is supposed to satisfy

D = sup
u∈Y

∫∞
0 γ(x)|u(x)|2dx∫∞

0 |u′(x)|2dx
< ∞, (68)
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where Y is the set of all u which are absolutely continuous, vanish at zero and have
a square integrable u′; this is obviously a Hilbert space with the scalar product

(u, v) =
∫ ∞

0

u′(x)v̄′(x)dx.

The class of functions γ satisfying (68) is not void since it includes

γ(x) =
1
x2

, with D = 4

([3] Ch. VI 4.1). The form

µ(u, v) =
∫ ∞

0

u(x)v̄(x)dx

defined on D(µ) = L2(0,∞)∩Y is closed in Y, so (59) yields a positive unbounded
operator M with a trivial null-space and a bounded C. Hence our semigroup
construction applies and under the perturbation (60) the bounds (10), (9) hold.

Such semigroups are in general not exponentially decaying (they are usually
extended to uniformly bounded groups) and will give rise to a non-trivial scattering
theory on an ‘absorbing obstacle’ represented by the short range damping function
γ. Further considerations along these lines go beyond the scope of this article.
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[5] K. Veselić, Bounds for exponentially stable semigroups, Linear Algebra Appl. 358
(2003) 309–333.
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