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Foreword

Imaging techniques are undergoing a tremendous development. The clin-
ically established methods such as X-ray computerized tomography (CT),
magnetic resonance imaging (MRI), ultrasound imaging, and nuclear imag-
ing provide structural and functional data of ever increasing quality. Today,
the speed of data acquisition allows making efficient use of the measure-
ment time; the collection of multiple complementary datasets during a sin-
gle imaging session enhances the reliability of the diagnostic/prognostic
information. Improved image processing tools enable three-dimensional
visualization of imaging data as well as the derivation of biomedical rele-
vant information from the primary imaging data. In the recent years, tar-
get-specific, so-called molecular imaging approaches have been developed
at a rapid pace. Information such as target expression, target function, path-
way activities (e.g., protein-protein interactions), or cell migration can
meanwhile be studied in the intact organism with reasonable spatial and
temporal resolution. While most of these methods are currently confined
to animal studies, they will be translated in a not too distant future also to
the clinical arena. The value of these techniques, which allow visualizing
the underlying molecular mechanism associated with disease, as a basic
research tool and, most importantly, for diagnostics will be enormous. In
addition, the use of multiplexed imaging methods will enable the compre-
hensive characterization of a therapeutic intervention, visualizing and mea-
suring the biodistribution of both the drug and the drug target, the drug-
target interaction, the activation of signal transduction pathways, and ulti-
mately the morphological and physiological consequences of these
molecular events.

It is obvious that aside from the already established relevance in medical
diagnostics, imaging techniques will play a major role in the development of
novel therapies. As non-invasive modalities they are readily translatable from
a preclinical to a clinical setting. There is considerable hope that imaging
methods, in conjunction with other bio-analytical techniques, will provide
early information of drug efficacy, much earlier than conventional pharma-
cological readouts. Drug development resources could then be focused on the
most promising development candidates, for which pilot clinical trials using
imaging readouts have demonstrated proof of the therapeutic concept. This
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potentially would save considerable resources and might expedite transla-
tional and clinical studies, from which ultimately the patient would profit.
Non-invasive imaging enhances the diagnostic accuracy, enabling medical
personnel to select and tailor the therapy strategy in an optimal way; moni-
toring the patient’s therapy response will allow optimizing the treatment reg-
imen.

The objective of this volume is to illustrate the role of non-invasive imag-
ing for modern drug discovery and development. There is considerable expec-
tation by many different stakeholders that investments in imaging technol-
ogy will add value to the process of developing a novel drug: for biomedical
researches imaging should enhance the basic understanding of the disease
process, for the drug development it should yield unambiguous information
that facilitates proper decision making allowing to focus resources, for man-
agement it should expedite the development process and thus reduce costs,
for marketing it should provide compelling visual evidence of drug effi-
ciency that would convince prescribers to choose this drug, for the regula-
tors validated imaging data might replace softer endpoints that are currently
used for many indications. Most importantly, patients would profit from bet-
ter monitoring and better medicine.

The layout of the book follows the drug discovery process, from the tar-
get selection/validation (molecular imaging) to the clinical drug evaluation
and ultimately to the approval by regulatory authorities. Chapter 1 by Paul
L Herrling gives an overview of the drug discovery process from the selection
of a potential drug target to the handover to the clinical development. The
layout of the volume essentially follows this process. In Chapter 2, Tobias
Schäffter discusses the basic principles of the individual non-invasive imag-
ing techniques that are used as clinical diagnostic tools.

The information provided by modern imaging techniques extends far
beyond the structural-anatomical readouts obtained from the first X-ray
studies. Today, information on molecular and cellular events, physiologi-
cal and metabolic processes can be gathered in the intact organism, which
complements structural information. Molecular and cellular imaging
approaches translate many assays developed for molecular and cell biolog-
ical studies into paradigms suited for in vivo visualization. These aspects are
discussed in Chapters 3 by David Sosnovik and Ralph Weissleder focusing
on MRI and optical (fluorescence) imaging techniques, and in Chapter 4 by
Olivier Gheysens and Sam Gambhir with special emphasis on nuclear and



optical (bioluminescence) methods. Molecular imaging approaches will
impact drug discovery at all phases: from the visualization of the target
expression and target function, to the molecular proof-of-therapeutic
mechanism at a molecular level in the intact organism – ultimately in the
patient.

The use of genetically modified organisms, and in particular mice, for
testing biological hypotheses or as models of human diseases has become
indispensable in modern biomedical research. This demands tools for
rapid and efficient characterization of such animals with the intention to
link molecular, physiological, metabolic or structural peculiarities to
genetic modifications (phenotyping). Transgene insertion is a random
process, correspondingly large numbers of mice have to be analyzed to
identify the desired phenotypes. Non-invasive methods play an important
role in this task; these aspects are addressed by R. Mark Henkelman et al.
in Chapter 5.

Following target identification and validation and the screening of large
compound libraries, potential drug candidates have to be optimized with
regard to efficacy, pharmacokinetic properties, and safety. This lead opti-
mization phase involves the qualitative and quantitative evaluation of drug
effects in models of human disease, as discussed by Markus Rudin et al. in
Chapter 6. Mark Tengowski and John Kotyk illustrate the role of imaging, and
in particular MRI for the evaluation of potential safety issues and toxicolog-
ical effects.

A prerequisite for clinical drug evaluation is knowledge of the drug’s
pharmacokinetic (PK) properties. In vivo PK studies are based on positron-
emission tomography (PET) using radiolabeled drug molecules. Aspects of
tracer synthesis, PET experiments, and the extraction of quantitative infor-
mation from PET data are topic of Chapter 8 by Mats Bergström and Bengt
Langström. Clinical drug evaluations, in particular when targeting chronic
diseases require large patient populations, are time consuming and there-
fore expensive. To optimize the chances for success, pilot studies aiming to
demonstrate proof of the pharmacological concept would be of outmost
importance. Such studies depend on the availability of biomarkers that are
indicative of treatment outcome. Biomarkers would also be of value for
stratifying patient groups, a higher homogeneity of the population, increas-
ing the relevance of the study. In Chapter 9 Janet Miller and Greg Sörensen
discuss the potential of imaging biomarkers for diagnosis and prognosis of

ix



human stroke as well as for the evaluation of therapeutic interventions. In
particular, the concept of using the patient as its own control is highly
attractive. Finally, Chapter 10 is devoted to the use of imaging readouts for
clinical drug trials. David Lester puts special emphasis on regulatory aspects,
discussing efforts by the regulatory authorities regarding the use of innov-
ative methodologies such as imaging in drug approval process. 

Zürich, May 2005 Markus Rudin
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1 Introduction 

In recent years drug discovery science has evolved into a distinct branch of
science. It is highly multidisciplinary including among others, the disci-
plines of chemistry, multiple branches of biology (from molecular to behav-
ioral biology), biophysics, computer sciences, mathematics and engineer-
ing. It distinguishes itself from academic biomedical sciences by having as
its goal and measure of success a pharmacological therapy, while the focus
of the academic environment is the generation of new knowledge. Scien-
tists in a drug discovery environment must, therefore, be able to work in
multidisciplinary teams, often not of their choosing, and must be able to
communicate their specialist knowledge to scientists in other disciplines.
They must equally be able to understand the contributions of other spe-
cialists towards their common goal. Drug discovery scientists adapt their sci-
entific activities to the requirements of the project to which they con-
tribute, and are often required to abandon one of their own ideas to con-
tribute to somebody else’s. This is distinctly different from the academic
environment where scientists typically follow their own ideas and their
interests, generated usually by the results of their previous research or occa-
sional scientific ‘hot topics’.

However, the interaction between academic and drug discovery sciences
is essential. The life sciences (including chemistry) are absolutely central to
drug discovery because they are needed to improve the knowledge about dis-
ease processes to enable progress in pharmacological (and biological) thera-
pies. The life sciences are currently in an exponential phase of knowledge
generation, which occurs primarily in the academic environment; therefore,
drug discovery scientists need to have very close and frequent interactions
with their colleagues in academia.

The tremendous progress in biomedical knowledge and technology in the
last 10 years necessitated a complete redesign of the drug discovery process.
Some of the key factors mandating change were: (1) an exponential increase
in the number of therapeutic targets (a therapeutic target is the precise mol-
ecular entity in the human body that interacts with a therapeutic compound
to achieve a biological effect in the context of disease), and (2) the discovery
of very high levels of complexity in terms of interactions among genes (gene
networks) and their products, as exemplified by the combinatorial interac-
tion of proteins in signaling pathways. In 1996, all existing therapeutic

The drug discovery process
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agents interacted with an estimated 500 drug targets [1], but the sequencing
of the human genome revealed about 25000–30000 protein-coding genes [2,
3]. If one takes into account splicing and post-translational modifications, it
can be estimated that there must be more than 100000 functionally differ-
ent proteins assuming 25000 protein-coding genes [4], and a conservative
average of five splice variants per protein. It is estimated that 57% of the
human protein-coding genes display alternative splicing, and that they con-
tain an average of 9 (8.94) exons [5], this would result in about 125000 pro-
teins. This number does not take into account post-translational modifica-
tions such as proteolytic processing of larger proteins into smaller active ones
or RNA editing [6, 7]. Some estimates indicate that only 5000–10000 of these
proteins might be useful drug targets (or ‘drugable’) [8]. However, this was
based on an estimate of ‘disease’ genes, and there might be many more pro-
teins involved in disease processes than the number of ‘disease’ genes. What-
ever the correct number is, it is orders of magnitudes larger than the past
number of available targets, necessitating a high throughput strategy to val-
idate and screen them.

This chapter summarizes some of the key steps in the drug discovery
process, and describes some of the main activities at the different stages of
the process. It aims at helping to understand the contributions of imaging
described in the following chapters in the context of the whole drug discov-
ery process.

2 The drug discovery (and development) phases: 
overview

The drug discovery community distinguishes four main discovery phases and
four clinical phases (Fig. 1)

2.1 The D0 phase

Before the drug discovery process can begin, the strategic selection of thera-
peutic areas of interest to the company must be made, as no company will
address all areas of medicine.

Paul L. Herrling
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2.1.1 Choice of therapeutic areas and indication

Discovery research departments need to understand their company prior-
ities, which are usually defined by a group of internal and external dis-
covery scientists, clinical and development scientists, as well as commer-
cial experts from marketing. Key criteria to select the areas for research
include:
- expected added medical benefit at the time of introduction in comparison

to existing therapy and therapies expected to be in place at that time, i.e.,
medical need

- existence of a viable scientific hypothesis
- number of patients and expected commercial return
- synergy potential (i.e., will working in this area/indication also contribute

to other fields addressed by the company?)
- company skills and history.

2.1.2 Choice of therapeutic target

Once the therapeutic areas are chosen, the drug discovery process begins
by selecting the appropriate therapeutic target. Therapeutic targets are the

The drug discovery process
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Figure 1. 
The phases of drug discovery and development. D0: Basic sciences, target selection. D1: Assay devel-
opment for high-throughput screening in vitro. D2: High-throughput screening of public and pro-
prietary compound libraries, ligand finding (hits). D3: Lead optimization by medicinal chemistry, in
vitro and in vivo models, initial pharmacokinetics and safety. D4: Preparation for human studies: bio-
markers, extensive pharmacokinetics, safety, metabolism in animals, formulation, chemical up-scal-
ing. PhI: Proof of concept/mechanism in human, tolerance. PhII: Dose finding. PhIII: Efficacy, regis-
tration studies. PhIV: Post-marketing studies.



exact molecular site in the human body at which a proposed therapy is
aimed to beneficially modify the course of a disease or even prevent it. They
include:
- Cell membrane receptors and ion channels
- Intra- or extracellular enzymes
- Proteins of signaling pathways
- Nuclear receptors
- Genes or gene regulatory processes.

Except for the last target class all others are exclusively proteins. The choice
of a particular target depends on the level of scientific knowledge concern-
ing its involvement in the disease process to be addressed. Some targets are
clinically validated, i.e., it has been demonstrated in patients that affecting
this particular target is of therapeutic benefit. Yet, the most innovative tar-
gets have a much lesser degree of validation, such as a genetic linkage with
disease, pure speculation based on approximate knowledge about the disease
process, or some evidence from gene inactivation experiments. Transgenic
animals expressing human disease mutations have become an invaluable tool
for intermediary validation [9, 10].

Once a protein has been chosen as a target, it is important to begin efforts
to determine its three-dimensional structure so that a structure-based medi-
cinal chemistry effort can be begun as soon as possible and in parallel to high
throughput screening.

2.2 The D1 phase

Following target selection, the target protein must be obtained in sufficient
quantities and in pure form to allow the design of appropriate high-through-
put screening assays [11]. The protein is usually produced by recombinant
methods either in bacterial, insect or human cell line systems. It is then
included in the appropriate assay for high-throughput screening of large
compound libraries to allow measurement of its interaction with a thera-
peutic tool. At this point, the nature of the therapeutic tool to be developed
is selected based on the target characteristics. Therapeutic tools are usually
one of the following.

Paul L. Herrling
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2.2.1 Low molecular weight compounds, synthetics

Synthetic low molecular weight (MW) compounds (usually MW <500) mimic
nature’s use of small molecules, such as hormones and neurotransmitters, to
modulate biological processes. Their main advantages are:
- potential access to all compartments of the human body
- potentially low cost of manufacturing (exceptions are molecules requiring

many and complex synthetic steps)
- amenable to a large number of synthetic variations to improve their “dru-

gability”, i.e., solubility, membrane permeability, specificity for the target,
reduced side effects.

One of the main drawbacks is that, due to their small size, they may have dif-
ficulty to interfere with large surface protein-protein interactions.

2.2.2 Low molecular weight molecules, natural products

Such compounds are isolated from natural sources, often as secondary
metabolites of organisms that use them in biological functions, e.g., toxins
or antibiotics for defensive purposes. Their MW ranges from 100 to about
1000. Their main advantages are:
- they are the result of millions if not billions of years of combinatorial chem-

istry and selection, so that the probability that they will display biological
activity is very high

- they can reach most compartments of the human body
- they can be synthetically modified for drugability.

These are counterbalanced by a principal disadvantage, i.e. natural com-
pounds are, in general, of highly complex structure, including many chiral
centers and are difficult to synthesize by methods of synthetic chemistry;
often, they can only be obtained by biological processes such as fermentation.

2.2.3 Proteins: antibodies and growth factors

Therapeutic antibodies can be made to interfere with specific molecular

The drug discovery process
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processes and endogenous growth factors to sustain/rectify disease-related
deficiencies. Their main advantages are:
- they can be mined from the human genome
- several efficient methods are available to make fully human antibodies
- very high specificity and affinity can be achieved;

on the other hand:
- they can usually only reach extracellular/cell surface targets (in particular

antibodies)
- their synthesis, purification and refolding for activity can be expensive and

difficult
- in nature, growth factors are very tightly controlled, both spatially and in

time and in concentration, so that therapeutic systemic application can
cause unwanted side effects.

2.2.4 Gene therapy

A conceptually very elegant method to substitute deficient gene functions
found in many diseases such as cystic fibrosis, hemophilia, Gaucher’s disease,
ADA deficiency etc. [12] is gene therapy, where an engineered vector, often
of viral origin, is used to convey an intact functional gene to deficient cells
to restore their function. The main advantage of the approach is the direct
causal reversal of disease generating malfunction.

However, this has to be balanced against the disadvantages (today) of:
- an often insufficient expression of the repair gene to achieve a therapeutic

effect
- insufficient or absent regulation of the foreign gene causing unwanted

effects
- imperfect genome integration control (retroviral vectors) can lead to onco-

genicity [13]
- insufficient tissue specificity.

2.2.5 Organ transplantation, including xeno-transplantation

The repair of deficient organs can be achieved by transplanting organs from

Paul L. Herrling
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a compatible donor. Due to the development of immunosuppressive regimes,
human to human allo-transplantation today has become a routine procedure
[14]. Its main advantage is that it is life saving.

However, today:
- there is an insufficient number of donor compared to medical need
- the immunosuppressive regimes are still imperfect, and have partly life-

threatening side-effects.

To address the donor organ shortage, the strategy of transplanting organs
from animals that have been genetically modified to inhibit the hyper-acute
rejection usually observed in interspecies transplantation has been explored
using pigs as donors (xeno-transplantation) [15].

Xeno-transplantation would offer the advantage of:
- ‘unlimited’ organ supply
- potential replacement of many damaged organs.

At present, the main disadvantage of the approach are:
- rejection mechanisms can not be sufficiently controlled to allow a suffi-

ciently long-lasting donor organ survival in the host
- incompatible physiology between donor and recipient remains a prohibi-

tive problem
- perceived safety concerns about reactivation of endogenous retroviruses

[16].

2.2.6 Cell therapies: tissues as well as adult and embryonic stem cells derived

Blood transfusion is the oldest life-saving cell therapy. Newer versions of
cell therapy aim at repairing damaged specialized tissue in the host by tak-
ing advantage of stem cells occurring in the human body that have the
potential to regenerate specific cell types (adult stem cells) or all cell types
(embryonic stem cells) [17]. Cell/stem cell therapy offers as main advan-
tages:
- potential repair of many tissues
- no rejection is to be expected if autologous stem cell transplantation is per-

formed.

The drug discovery process
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Main disadvantages (today):
- to date, the ability to multiply of adult stem cells in sufficient quantities

without differentiation has had only limited success
- because of their origin there is ethical concern to use human embryonic

stem cells [17].

The scientific exploration of the potential of both embryonic and adult stem
cells is at its very beginning, in particular the potential to repair complex
organs.

2.2.7 Artificial organs

In some cases fully artificial organs can be considered to replace damaged
ones [18]. Main advantages of using artificial organs are:
- their potentially unlimited supply
- the possibility to replace tissue/organ function without the drawbacks of

biological transplantation and cell therapy methods.

Today, the approach is facing several hurdles:
- only a very limited number of functions can be artificially replaced, such

as locomotory functions, cardiovascular pumping and acoustic deficiencies
- the size of artificial organs is technologically highly challenging and often

prohibitive.

2.3 The D2 phase: ligand screening

During the D2 phase, the search for ligands for the selected target is per-
formed. Ligands are obtained from a number of sources:
- diverse proprietary libraries, typically around 1 million compounds for a

large pharmaceutical company. Compound handling is highly automated
to allow for efficient screening operations.

- commercially available compound collections
- tailored combinatorial chemistry libraries [19]
- natural compound libraries from microorganisms or plants that can be pre-

selected based on traditional medicinal knowledge [20]

Paul L. Herrling
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- proteins and antibodies from genome mining [21].

Ligands that interact with the target are called ‘hits’ and are usually validated
by repeating experiments and recording full dose-response curves. These orig-
inal hits are then also selected for drugability (solubility, membrane perme-
ability, in vitro genotoxicity, selectivity, etc.) before moving into the next
phase. The compounds thus selected are then called ‘leads’, on which the
medicinal chemists and pharmacologist perform optimization work.

2.4 The D3 phase: lead optimization

During the D3 phase, the low MW leads obtained in D2 are modified and sub-
jected to structure-activity evaluation to optimize their solubility, potency,
selectivity, metabolic properties, as well as their side effect profile both in in
vitro and in whole animal models. An example of such a lead optimization is
shown in Figure 2 and Table 1.

The most promising compounds are then evaluated in at least two rele-
vant animal species to obtain an indication of the species specificity of the
target modulation. Longer term studies in intact animals are performed to
evaluate the effect of repeated applications, including the occurrence of
potential tachyphyllaxis (the attenuation of pharmacological effects after
repeated applications). One of the most important aspects of this phase is to
obtain data allowing judgment of the potential medical benefit for the
patient, as compared to existing therapies or therapies believed to be avail-
able at the time of introduction. This is often done in extensive comparative
studies with the competing therapeutic agents. The only relevant competi-
tive advantages are advantages that bring a significant medical benefit com-
pared to previous therapy in the patient’s perception. A different molecule
or mechanism of action as such is not sufficient unless it will plausibly trans-
late into such a medical advantage for the patient.

The patenting of the new therapeutic principle occurs at the latest during
the D3 phase. The optimized compound progresses to the next phase, but
leads of different chemical structures are kept for potential backups in case
the first candidate moving forward fails. However, backups are best selected
when the nature of the limiting factors of the first candidate become appar-
ent.

The drug discovery process

11



2.5 The D4 phase

This phase is the final preparation for the clinical evaluation of a potential
drug candidate. It involves extensive pharmacokinetic, metabolic and safety
studies in whole animals in at least two species. During D4, chemical up-scal-
ing is carried out, from milligram to kilogram quantities, and an appropriate
formulation for compound administration is developed. The clinical research
strategy is defined, in recent times with a strong emphasis on biomarkers,
that should indicate already during the early clinical testing phase whether
the scientific therapy concept is likely to be achieved with the selected ther-
apeutic approach (proof-of-concept studies).

Throughout the process, methods that provide temporo-spatial informa-
tion on the distribution of potential drug targets, the drug candidate, the
drug-target interaction and consequences thereof are of high relevance.
Among such techniques, methods such as imaging, which provide non-inva-
sive readouts, are highly attractive as they frequently allow a one-to-one

Paul L. Herrling
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Figure 2. 
Lead optimization: the Glivec® example. Glivec® is a new and revolutionary mechanism-directed ther-
apy for chronic amyotrophic leukemia (CML). The addition of the colored substituents to the origi-
nal lead structure allowed different desired properties of the compound to be improved as indicated.
(from [22], reproduced with permission).



translation from preclinical to clinical drug evaluation. The remainder of this
book addresses the many parts of the drug discovery process, where imaging
techniques can make major contributions.
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Glossary of abbreviations
ADC, apparent diffusion coefficient; CCD, charged coupled device; CT, computed tomography;

CNR, contrast-to-noise ratio; FIR, far infrared; GI, gastrointestinal; HU, Hounsfield units; IR,

infrared; LOR, line-of-response; MRI, magnetic resonance imaging; MTC, magnetization trans-

fer contrast; NIR, near infrared; NMR, nuclear magnetic resonance; PMT, photomultiplier tubes;

PET, positron emission tomography; rf, Radiofrequency; Sv, Sievert; SNR, signal-to-noise ratio;

SPECT, single-photon emission computed tomography; SPIO, superparamagnetic iron oxide;

NaI(Tl), sodium iodide single crystal doted with thallium; T, Tesla; USPIO, ultra-small super-

paramagnetic iron oxide; UV, ultraviolet; VIS, visible.

1 Historical introduction: From X-rays to optical 
tomography

In 1895, W. Röntgen discovered a new type of rays, which he named “X” for
unknown. Röntgen found out that these X-rays could pass through the soft
tissue of humans, but not bones and metal objects. One of Röntgen's first
experiments late in 1895 was a film of the hand of his wife. On 28 Decem-
ber 1895 Röntgen gave his preliminary report “Über eine neue Art von
Strahlen” and already several months later X-rays were used in clinical med-
icine. In 1896, C. Müller began building X-ray tubes in a small factory in
Hamburg, Germany, for use at a nearby hospital. His factory became the basis
for today’s most advanced X-ray tube factory worldwide. In 1901, Röntgen
was awarded with the first Nobel Prize in physics, but he declined to seek
patents or proprietary claims on the X-rays. Over the next few decades, X-
rays grew into a widely used diagnostic tool in medical practice. Since bones
show up clearly as white objects against a darker background, Röntgen’s rays
proved particularly suited for examining fractures and breaks, but they could
also spot diseases of the respiratory system such as tuberculosis, and a vari-
ety of other tissue abnormalities. All X-ray images based upon projection
imaging until the 1970s, when G. Hounsfield and A. Cormack developed the
basis for three-dimensional X-ray imaging, i.e. computed tomography (CT)
In 1979, this work was awarded the Nobel Prize in Medicine.

Shortly after the discovery of X-rays, another form of penetrating rays was
discovered. In 1896, H. Becquerel discovered natural radioactivity during his
work on fluorescence crystals. One of the minerals was a uranium compound
and Becquerel found that this compound had exposed photographic plates
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although stored in a box. Becquerel concluded that the uranium compound
gave off a type of radiation that could penetrate heavy paper and expose pho-
tographic film. Bequerel’s discovery was, unlike that of the X-rays, more or
less unnoticed by scientific community. In 1898, Marie and Pierre Curie dis-
covered two other radioactive elements, which they named “polonium” and
“radium”. Both elements were more radioactive than uranium and allowed
radiographic castings for industrial applications, whereas the first use of
radionuclides in medicine was for treatment, i.e. radiation therapy. In 1903,
Bequerel and the Curies received the Nobel Prize in Physics. In 1913, G. de
Hevesy invented the “tracer principle”, which states that radioactive isotopes
can be used to trace materials even as they undergo chemical change. This
work was awarded the Nobel Prize in Chemistry in 1943. Although H. Blum-
gart tested the tracer principle in humans in 1926 to determine the circula-
tion time of blood, it took another 20 years until radionuclides were used for
medical imaging. In 1950s, B. Cassen and H. Anger developed instruments
for the detection of γ-rays. This allowed the development of single-photon
emission computed tomography (SPECT) by D. Kuhl and others as well as
Positron Emission Tomography (PET) by M Phelps during 1970s. 

The hazards of radiation from nuclides and X-ray exposure were clearly
known by the early 1900s. In fact many pioneers of the new techniques suf-
fered for their efforts, for instance Madame Curie died in 1934 from perni-
cious anemia, presumable due to an overexposure to radiation. The first radi-
ation-free imaging technique in medicine was ultrasound. The development
of modern ultrasonics started about 1917, when P. Langevin developed a
device he named “hydrophone” for underwater detection and navigation. In
1928, S. Sokolov proposed an ultrasound transmission technique for flaw
detection in metals. This technique was tested for preliminary brain imaging
by the K. Dussik in 1942. The development of diagnostic ultrasound instru-
mentation was strongly influenced by radar techniques developed during
World War II. In particular, D. Howry and J. Wild showed that tissue inter-
faces could be detected in ultrasound echoes in the late 1940s. However, it
took another 20 years until ultrasound became a clinical tool.

Another medical imaging modality that avoids ionizing radiation is mag-
netic resonance imaging (MRI). This technique is based on the nuclear mag-
netic resonance (NMR) effect that was discovered in 1946 independently by
two groups at Stanford and at Harvard University. For this discovery, F. Bloch
and E. Purcell were awarded with the Nobel Prize for Physics in 1952. It could
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be shown that the frequency of the NMR effect depends on the strength of
the magnetic field and the chemical environment of the nuclei. With this dis-
covery NMR spectroscopy was born and soon became an important analyti-
cal method in the study of the composition of chemical compounds. Fun-
damental developments in NMR spectroscopy resulted in two Nobel Prizes
in Chemistry: R.R. Ernst in 1991 and K. Wüthrich in 2002. In the early 70s,
R. Damadian demonstrated that NMR relaxation times of tumor samples,
measured in vitro, differed significantly from values of normal tissue. This
discovery built the basis for using NMR as a tool for medical diagnosis. In
1973, P. Lauterbur published the first MRI experiment. In the following years
tremendous developments have improved MRI to make the technique applic-
able for daily clinical practice. In particular, the early work of P. Mansfield
showed how extremely fast imaging could be achievable. In 2003, the work
of P. Lauterbur and P. Mansfield was awarded the Nobel Prize in Medicine.

Nowadays, the ‘big four’ imaging modalities, i.e. X-ray (CT), nuclear imag-
ing, ultrasound and MRI continue to dominate the medical imaging practice
in many variants and combinations. However, other interesting techniques
are appearing. For instance, new types of optical techniques are on their way
into clinical practice. Although P. Bozzini developed the first endoscope in
1806, it took until the mid of the last century until this technique was widely
used in medicine. Apart from surface imaging, other techniques allow three-
dimensional optical imaging. In 1929, Cutler developed a technique called
transillumination, where light was shined on one side of a human breast and
the absorption behavior on the other side was examined. During the last
decade, diffuse optical tomography was developed. Especially, B. Chance at
University of Pennsylvania made significant contributions in instrumenta-
tion, optical contrast agents and reconstruction algorithms. Although the
application of diffuse optical tomography in medicine is still under investi-
gation, this technique has the potential to make a major contribution in pre-
clinical imaging in animals.

2 Main principles in biomedical imaging

Images of the human body can be derived from the interaction of energy with
human tissue. In biomedical imaging, the energy is applied as acoustic or
electromagnetic waves. Depending on the energy of the waves, which can be

Imaging modalities: principles and information content

19



expressed in terms of the wavelength, different types of interaction with bio-
logical tissue are induced. A broad energy spectrum of electromagnetic waves
(Fig. 1) ranging from radio waves to X-ray radiation is used for investigation
of tissue. Imaging methods involving high energy use ionizing radiation, i.e.,
the applied energy is sufficient to ionize atoms and molecules. This is, for
instance, the case for X-ray based and nuclear imaging techniques, which
bear the potential of causing radiation damage. MRI and optical imaging, on
the other hand, use non-ionizing radiation, while ultrasound is based on
pressure waves, and correspondingly are considered safe.

Imaging methods that use either non-ionizing radiation or ionizing radi-
ation interact with tissue at the molecular or atomic level, involving a vari-
ety of interaction mechanisms such as absorption, reflection, scattering and
transmission. During absorption, a fraction of the total energy of the wave is
transferred to the tissue’s molecules or atoms; hence, the intensity of a wave
is reduced upon passage through tissue. In particular, strong absorption of
energy occurs at resonance, i.e., when the frequency of the incident wave
matches with the resonance frequency of a certain property of tissue. For
instance, strong absorption of light can be observed, if the frequency of the
light matches with electronic transitions, as well as with rotation and vibra-
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Figure 1
Energy spectrum of electromagnetic waves ranging from low energy of radio waves to high energy
for γ-radiation.



tion modes of molecules. In addition, electromagnetic energy is absorbed, if
there is a match between the frequency of the electromagnetic wave with the
electron or nuclear spin resonance. Often, the absorption of energy by mol-
ecules in tissue results in the emission of energy as a secondary process.
Reflection occurs at tissue interfaces, where the direction of the wave is
altered in a defined way, i.e., the angle of the incoming wave is the same as
of the reflected wave. The direction of a wave is also changed in scattering.
In elastic scattering the direction of the wave is changed but the energy stays
the same, whereas in inelastic scattering energy loss occurs. In addition to
amplitude changes, the phase relation of a wave can also be altered, which
happens in incoherent scattering. Ideally, transmission occurs if none of the
described interactions occurs (i.e., the direction, the amplitude and phase of
the wave is not modified). Usually absorption and scattering processes will
alter both amplitude and phase of the wave upon passage through tissue;
these changes are lumped into an overall attenuation factor.

In general, the interactions described determine the image contrast in the
different imaging techniques. Which type of the interactions is prominent
depends on the energy of the wave and properties of the tissue. In the fol-
lowing, different modalities are characterized by describing the type and
amount of energy applied. Furthermore, the interactions and factors, which
influence the image contrast, are discussed.

3 X-ray imaging

X-ray imaging is a transmission-based technique, in which X-rays pass from
a source through the patient and are detected on the opposite side of the
patient (Fig. 2). This portion of the radiation is directly measured by the
detector and is called primary radiation. The contrast in X-ray images arises
from the different attenuation of X-rays in different tissues. The amount of
absorption depends on the tissue composition, e.g., dense bone matter
absorbs more X-rays than soft tissues, such as muscle, fat and blood. Another
important factor for the overall image quality of X-ray imaging is the X-ray
source, which defines the energy spectrum and the resolution of the X-ray
beam. In planar X-ray, the line integral of the location-dependent attenua-
tion is measured, and the resulting intensities are displayed as a two-dimen-
sional image. However, such a projection image makes it difficult to interpret
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overlapping layers of soft tissue and bone structures. To resolve three-dimen-
sional structures, X-ray CT is used, which generates cross-sectional, two-
dimensional images of the body. Due to the high spatial resolution of X-ray
and CT images, these techniques are widely used to depict the anatomy and
structural information.

3.1 Contrast mechanisms

The contrast in X-ray imaging depends on the interaction of X-rays with tis-
sue (Fig. 3). A small number of the initial X-rays pass through the body with-
out any interaction. Some fraction of the radiation is absorbed within the
body and does not reach the detector on the other side. Energy absorption
occurs via the photoelectric interaction of the X-rays with tightly bound elec-
trons from the inner shell. These electrons are emitted with a kinetic energy
that is equal to difference of the initial energy of X-ray and the binding
energy of the electron. After emission of an electron the resulting hole is filled
up with an electron from an outer shell that leads to the emission of radia-
tion. This radiation has a low energy and is thus often absorbed in the vicin-
ity. The amount of photoelectric interaction depends on the atomic number
of the tissue elements and the X-ray energy, i.e., the amount of absorption
becomes smaller with increasing X-ray energy. However, as soon as the energy
of the radiation is above the binding energy of the innermost electrons (K-
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Figure 2. 
Principle of X-ray imaging.



shell), the amount of photoelectric interaction increases significantly. This
phenomenon is called K-edge, and is in the order of 4 KeV for calcium (bone).
For energies above this value the probability of photoelectric interaction
decreases further. Figure 4 shows the mass absorption coefficients for differ-
ent tissues. It is clear that soft tissue contrast (e.g., between muscle and fat)
can only be achieved at lower energies.

Apart from transmission and absorption, another fraction of the incident
radiation is scattered. Scattering is also called secondary radiation and
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Figure 3.
Interaction principles of X-rays. In transmission, no interaction with the atoms of the tissue occurs. In
absorption, the photoelectric interaction with the electrons of the atoms result in transfer of energy
from the X-ray to the atoms of the tissue. In scattering, the direction of the X-ray is changed either
without (Rayleigh) or with loss of energy (Compton).

Figure 4. 
Attenuation coefficients as function of the X-ray energy.



degrades the image contrast. Two main mechanisms contribute to scattering:
Compton and Rayleigh scattering. Compton scattering is based on the inter-
action of X-rays with loosely bound electrons in the outer shell of atoms. A
fraction of the energy of the X-radiation is transferred to such electrons. The
X-ray radiation changes its direction and looses a small amount of energy.
Rayleigh, also called coherent, scattering represents a non-ionizing interac-
tion between the X-rays and tissue, where X-ray energy is converted into har-
monic motions of the electrons in atoms of the tissue. The atoms then rera-
diate the energy with the same wavelength but in a different direction. The
amount of Rayleigh scattering depends on the atomic number of the atoms
in tissue and the initial energy of the X-ray, whereas Compton scattering is
independent from atomic number and depends only weakly on the energy
of the initial radiation. For X-rays in the diagnostic range Compton scatter-
ing is the dominant mechanism and Rayleigh scattering is negligible. Usu-
ally, scattering is an undesired process in X-ray imaging, which degrades the
image contrast and thus quality. 

3.2 Instrumentation

An X-ray system consists of two main components: the X-ray source and
a detection unit to measure non-absorbed X-rays. The X-rays are produced
in an X-ray tube, which comprises a cathode and an anode. The cathode
is usually made of a tungsten wire, which is heated up to about 2000 °C
by an electric current to produce free electrons. A high electric voltage
(20–150 kV) between the anode and cathode accelerates these free elec-
trons towards the anode. The anode is usually also made of tungsten,
which has a high atomic number and a high melting point. The latter is
important since most of energy produced in the X-ray tube is converted
into heat. To distribute the heat over a large surface area, the anode is often
made as a rotating disk. The frequency of modern rotating anodes is in
the order of 200 Hz. Electrons hitting the surface of the anode cause the
generation of two different types of radiation: Bremsstrahlung and char-
acteristic radiation. Bremsstrahlung is caused by electrons that pass close
to a nucleus of the anode’s material. During this process the electrons are
losing some of their kinetic energy, which is emitted as X-ray radiation.
Each electron has a number of such interactions until their total kinetic
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energy is converted into X-rays. Therefore, X-rays with a wide range of
energies are produced. X-rays with maximal energy are produced in a sit-
uation, when the complete kinetic energy of an electron is converted at
once, i.e., the maximal energy of X-rays depends on the applied acceler-
ating voltage. The energy spectrum of the Bremsstrahlung is characterized
by a linear behavior, the intensity of the Bremsstrahlung decreasing with
increasing energy. The spectrum contains also sharp peaks, due to char-
acteristic radiation. These peaks are caused by photoelectric interaction of
the X-rays with electrons of the inner shell of the atoms of the anode mate-
rial.

An important design factor of an X-ray tube is the focal spot size of the X-
ray beam. This spot size is determined by two factors: the cross-section of the
electron beam and the angle of the anode to the electron beam. The focal spot
size ranges from 0.3 to 1.2 mm. Often X-ray tubes contain two cathodes of
different sizes to change the focal spot size of the electron beam and thus the
focal spot size of the X-ray beam. In addition, a collimator is applied between
the X-ray tube and the object to restrict the dimensions of the X-ray beam to
the field of view required for imaging.

In X-ray imaging, the primary radiation should be detected to form an
image. However, in practice, a large contribution of the detected X-rays has
been scattered. This secondary radiation contains no spatial information and
is often randomly distributed over the image. In order to reduce the contri-
bution from scattered X-rays, an anti-scatter grid is placed in front of the
detector. Such a grid consists of lead septa, which are aligned in the direction
of the primary radiation. Therefore, X-rays with large deviation from this
direction, due to scattering are absorbed in the septa, whereas X-rays with a
direction parallel to the septa are registered by the detectors.

There is a number of different X-ray detectors. The simplest type is a film,
which is usually used in combination with an intensifying screen. The inten-
sifying screen converts X-rays into light photons, to which film is sensitive.
Dark areas on the developed films correspond to tissue with a low X-ray atten-
uation (i.e., strong transmission), whereas bright areas correspond to highly
attenuating tissue. Although X-ray films are still being used, modern systems
are based on digital X-ray detection systems. In these detectors, X-rays are
converted into an electrical signal that can be digitized. Three basic detector
types can be differentiated: ionization chambers, scintillation detectors, and
direct converters.
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Ionization chambers are filled with gas, usually xenon, under high pres-
sure to ensure high number of interactions between the gas and the X-ray
radiation. X-rays transmitted through the chamber ionize the gas, i.e., pro-
duce electron–ion pairs. Charged electrodes attract these ions and electrons,
thereby producing an electrical current that is proportional to the number of
X-rays. The advantages of ionization chambers in contrast to a scintillation
detector are the relatively low prize and fast temporal response. A disadvan-
tage is that multi-row detectors are difficult to manufacture.

Scintillation detectors consist of a scintillation material and an array of
photodiodes. The former converts the X-ray radiation into visible light,
which then is converted into an electrical signal. Usually, thallium-doped
cesium iodide or cadmium tungstate crystals are used as scintillation mater-
ial. In flat panel detectors the crystals are formed as thin rods (10-µm diam-
eter), which are aligned parallel to each other and are connected to thin film
transistor switches. The advantage of these rods is that light produced by the
X-rays is kept inside the rods with only limited cross-talk between the ele-
ments. Commercial available flat-panel detectors have a dimension of 43 × 43
cm with 3000× 3000 elements with a pixel dimension of about 150 µm. The
frame rate of these detectors is limited to about 100 Hz.

Direct converters are made from semiconductor material that converts
radiation directly to an electrical signal. Se, GaAs, CdZnTe and other high-
density solid-state materials are good candidates for the detection of X-rays
at the typical energies (1–100 keV), but are also applicable when using higher
energy radiation (up to 511 keV). While CdZnTe detector modules offer good
energy resolution and potentially sub-millimeter intrinsic spatial resolution,
a significant number of material-related difficulties and limitations are yet to
be overcome. In particular, the charge collection and transport properties of
CdZnTe are poor due to high rate of recombination and trapping of gener-
ated charge carriers (especially for holes). In addition, CdZnTe is rather expen-
sive and difficult to manufacture in large volumes. Therefore, direct detec-
tors are still in a research phase.

3.3 Planar X-ray

Planar X-ray imaging has a number of applications, like bone scans, chest X-
ray, mammography or angiography. Each application has special demands
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concerning spatial resolution, the signal-to-noise ratio (SNR) and the con-
trast-to-noise ratio (CNR). Ideally, all these parameters should have a high
value, but usually trade-offs have to be made. The spatial resolution of an X-
ray image is affected by a number of factors, the most relevant ones being the
focal spot size of the X-ray tube and the position of the object with respect
to the X-ray tube and the detector. The fact that the X-ray source has a finite
size results in blurring. For a given focal spot size, the spatial resolution can
be improved if the distance between the object and the detector is increased
at a given distance between the object and the focal spot. In general, the
object should be placed as close as possible to the source while keeping the
detector at a large distance.

The SNR depends on the properties of the X-ray beam. The signal of each
pixel depends on the number of high-energy X-rays, since these have a high
probability to reach the detector. Therefore, the higher the accelerating volt-
age, the greater is number of high-energy X-rays produced, resulting in a
higher SNR. The noise in an X-ray image is mainly influenced by the statis-
tical variance in the X-ray beam for a given area which can be reduced by
using a higher X-ray tube current and/or a longer exposure time. However,
this also results in a higher X-ray dose (see below).

Even if an image has a very high SNR, there is little information in the
image, if the contrast between different tissues is low, i.e., for diagnostic appli-
cations CNR is more relevant than SNR. Since the CNR is defined in terms of
signal differences, all factors that influence the SNR, affect also the CNR. In
contrast to the SNR, the CNR can often be improved using low energy X-rays.
In this case, Compton scattering is reduced and the photoelectric interaction
is the dominant effect. However, the beam energy must be sufficient to pen-
etrate through the object with a given attenuation.

3.4 X-ray CT

X-ray CT allows the reconstruction of three-dimensional images. For this, an
X-ray tube is rapidly rotated 360° around the patient and a number of pro-
jections are obtained from different angles. The development of CT began
with Hounsfield’s experiment, which is also called “first generation” of CT
(Fig. 5). In this setup a translation-rotation approach is used, i.e., a single line-
integral for each translational position is obtained and the procedure is
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repeated for different angles. This approach, however, results in rather long
scan times (several minutes). To speed up the acquisition, a ‘fan-beam’
geometry was applied in the second and third generation of CT scanners. In
the latter, a rotating fan beam source–detector pair are is used. An extension
of this principle is the forth generation CT, in which a complete detector ring
is used with only the tube rotating. Most of the modern CT scanners are third
generation instruments using a number (16–64) of detector rows. These
scanners are also called multi-slice CTs, because a number of slices can be
recorded simultaneously. In addition, the use of a two-dimensional detector
can be used in combination with a cone-beam X-ray geometry to obtain a
true three-dimensional dataset. Further reduction of the scan time can be
achieved by faster rotation times. Therefore the improvement of the
mechanical design of the gantry, which carries the X-ray tube and the detec-
tor, is essential. Currently, the rotation times of the gantry are ranging
between 0.3 and 1 s.

The CT image is commonly reconstructed by applying a filtered back pro-
jection algorithm. Since this reconstruction technique assumes that the line
integrals correspond to parallel X-ray trajectories, the use of fan-beam geom-
etry requiring a modification of the original algorithm, which takes the beam
angulation into account. Recently, more advanced iterative reconstruction
techniques were developed. These techniques use an estimate of the image,
which is changed iteratively with respect to the measured data. The process
is repeated until the error (e.g., mean squared error) is below a certain thresh-
old. After reconstruction each pixel contains the averaged attenuation val-
ues within the corresponding voxel. This number is compared to the atten-
uation value of water and displayed on a scale of Hounsfield units (HU),
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Principles of X-ray CT.



which assigns an attenuation value
(HU) of zero to water. The attenuation
value ranges between –1000 and 3000
HU for medical applications with atten-
uation values for soft tissue in the range
between 40 and100 HU. The contrast
also depends on the energy of the X-
rays, which leads to the undesired
process in CT called “beam-hardening”.
Since an X-ray beam contains a spec-
trum of energies and the lower energies
are attenuated in soft tissue, the average
energy of the X-ray beam increases dur-
ing its passage through the tissue.
Therefore the energy spectrum of the
beam and, hence, the contrast changes
for different path length of the beam
through tissue. Usually, this effect is
accounted for during the image recon-
struction.

The spatial resolution in X-ray CT
depends on the focal spot of the X-ray
tube, the size of the detector elements
and the position and size of the object.
The spatial resolution of clinical CT
scanner is less than 0.5 mm in the cen-
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Figure 6. 
Whole-body image obtained with 40-slice CT scan-
ner.



ter of the CT scanner. Figure 6 shows the result of a whole-body acquisition.
The spatial resolution of small bore animal (rodents) scanners is much higher
and can be less than 50 µm. A detailed description of CT can be found in [1].

3.5 X-ray contrast agents

X-ray contrast agents are chemicals that are introduced into the body to
increase the image contrast. X-ray contrast agents contain substances with a
high atomic number (high electron number) that increase the attenuation
value in regions, where they accumulate. Barium sulfate is a typical X-ray
agent for imaging the gastrointestinal (GI) tract and the colon. Alternatively
air is used for GI imaging due to its very low beam attenuation. Iodine-based
X-ray contrast agents are widely used for angiographic studies and cancer
imaging. The extent of the beam attenuation depends on the iodine load of
the agent.

3.6 Safety and biological effects

Both absorption and Compton scattering lead to the emission of electrons
(i.e., ionization), which can cause cell damage and/or genetic mutations that
might lead to malignant tissue transformation. In general, whether cell death
or mutations occur depend on the dose of the radiation. At lower dose there
is a certain probability for tissue damage, while high radiation doses
inevitably and reproducibly cause cell death. The absorbed dose is defined as
energy of the radiation per unit mass of tissue and is given in units of grays
(1 Gy = 1 J/kg). The radiation dose, however, is a physical definition and gives
only little indication about the biological effect of radiation on different types
of tissue. Therefore, the effective dose equivalent was introduced, which is
defined as the weighted sum over the dose delivered to different organs. The
weighting factors describe the different sensitivities of organs to radiation
with respect to cancer. For example gonads and breast have a larger sensitiv-
ity to radiation than thyroids and skin. In addition, the delivered dose for
each organ is weighted by a quality factor that describes the effect of differ-
ent types of radiation. The quality factor is 1 for X-rays and γ-radiation,
whereas larger values are used for other radiation types applied in radiation
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therapy (e.g., 20 for α-radiation). The dose equivalent is given in units of Siev-
ert (1 Sv). It differs for different clinical exams, e.g., the equivalent dose of a
chest X-ray is about 0.03 mSv, for abdominal X-ray about 1 mSv and for
abdominal CT about 10 mSv.

4 Nuclear imaging

In contrast to X-ray and other imaging modalities, nuclear imaging does not
provide morphology information, but images physiological processes due to
injected radionuclides.

Nuclear imaging is based upon the detection of γ-rays that are emitted
due to the radioactive decay of such radionuclides. Radioactivity occurs for
isotopes with a high number of protons and neutrons (i.e., for heavy
atoms). There are different types of radioactive decays, α-, β-, and γ-decay,
which result in the emission of α- (4He nucleus), β- (electron or positron),
and γ-particles. Another additional decay mechanism is based on the cap-
ture of an orbital electron by the nucleus with the subsequent emission of
γ-photons. In nuclear imaging only γ-rays are used, whereas α- and β-par-
ticles are used in radiotherapy. No radionuclide decays completely with the
emission of γ-rays only: For instance, γ-radiation results from the interac-
tion of tissue electrons with a β+-particle or from the decay of an interme-
diate species (metastable isotopes) that was formed by the decay of a dif-
ferent nuclide (mother nuclide). Important properties of radionuclides are
the activity and half-life time. The activity describes the number of decays
per second and is given in units of Bequerel (Bq). Occasionally, activity val-
ues are still given in Curies (Ci) defined as 1 Ci = 3.7 × 1010 Bq. The half-
life time is the point in time when half of the nuclides have decayed. For
nuclear imaging, a radionuclide should have a half-life that is short enough
to limit the radiation to the organism, but long enough to allow detection.

For imaging, small amounts (typically nanograms) of radionuclides are
injected into the body. These nuclides are usually incorporated into a bio-
logical active molecule also called radiopharmaceutical. The distribution of
the radionuclide strongly depends on the pharmacokinetic and binding
properties of the radiopharmaceutical. Therefore, the development and syn-
thesis of radiopharmaceuticals is of key importance in nuclear imaging to
obtain meaningful physiological, metabolic and molecular information.
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Nuclear imaging is applied to study physiological and metabolic processes
such as tissue perfusion and glucose utilization. In addition, novel radio-
pharmaceuticals have been developed that provide information on apop-
tosis, angiogenesis, cell proliferation, cell migration and immunological
events. Radioactive labeling of antibodies, peptides and low-molecular
weight ligands allows imaging of cell receptors. Recently, a concept of
reporter probes were developed in nuclear imaging to visualize gene expres-
sion in vivo [2, 3].

Two principal nuclear imaging techniques can be differentiated due to
the use of different radionuclides: Single photon emitters decay under the
emission of γ-rays with energies between 100 and 360 keV. Positron emit-
ters decay under the emission of positrons that result in a pair of high-
energy γ-rays (511 keV) after annihilation with an electron. The corre-
sponding three-dimensional imaging techniques are single photon emis-
sion computed tomography (SPECT) and positron emission tomography
(PET). Both nuclear imaging techniques have a rather poor spatial resolu-
tion and often a low SNR. The CNR, on the other hand, can be rather high
when compared to other imaging techniques, provided the radiopharma-
ceutical is accumulating in a certain region only. In this case, there is no or
little signal from the background, i.e., from tissue, to which the radiophar-
maceutical has not been distributed.

An advantage of nuclear imaging techniques is that the tracer uptake rate
can be quantified more or less directly from the imaging data. A widely used
semi-quantitative parameter is the standard uptake value (SUV), which is
defined as the ratio of the tissue activity divided by the injected dose. Unfor-
tunately, there is a large variability of this parameter depending on the time
point when the activity in tissue is measured. In addition, a high uptake of
a targeted tracer can also be caused by other factors than just the concen-
tration of the molecular targets, for instance by high perfusion values. To
account for such factors, parametric maps have been introduced that pro-
vide more relevant information on the ligand-target interaction. These
maps reflecting tracer kinetics are derived from dynamic scan data and are
based on pharmacokinetic models, which describe the transport mecha-
nisms of the tracer [4]. The models assume a number of tissue compart-
ments (e.g., plasma, extracellular and intracellular space), which are vol-
umes with homogeneous contrast agent concentrations cn(t). The exchange
between these compartments is describe by rate constants k1, k2, …, kn. The
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rate constants are usually determined on the assumption of a first order
process, i.e., the temporal change of the concentrations dcn(t)/dt is pro-
portional to the differences in concentration between the compartments,
which can be described by first order differential equations. The rate con-
stants are obtained from regression analysis (curve fitting), comparing the
time-activity data with the results obtained from multi-compartment mod-
eling. The time-activity data of the tracer in the blood plasma (arterial input
function) are also required as independent data for the regression analysis.
They are usually measured from blood samples, which are taken at differ-
ent points in time. Curve fitting is carried out either in certain regions-of-
interest or on a pixel-by-pixel basis. A practical method that uses a graphi-
cal solution (also called Patlak-plot) is based on a three-compartment
model, which assumes unidirectional transport of the tracer into the third
compartment (intracellular space) [5].

4.1 Contrast mechanisms

The contrast in nuclear imaging is determined by the differences in the dis-
tribution of the radiopharmaceuticals. The contrast strongly depends on the
pharmcokinetic properties and the target affinity of the radiopharmaceuti-
cal: the higher ratio between specific and unspecific binding of the radio-
pharmaceutical, the greater the CNR. While contrast is largely given by the
local activity of the radiopharmaceutical, other factors will influence the
appearance of the image as well. Emitted γ-rays interact with the tissue on an
atomic level similarly to the interaction of X-rays. Scattering and photoelec-
tric interactions result in a degradation of image quality. Since the emitted γ-
rays have a high energy, the scattering process is predominantly influenced
by the Compton scattering. Compton scattering translates into a reduction
of the CNR, while photoelectric interactions result in an attenuation of the
γ-rays. The attenuation depends on their energy, i.e., the higher the energy
of γ-rays, the lower the attenuation in tissue and thus a higher SNR. Effects
of γ-ray attenuation and Compton scattering depend on the path length of
the photons through tissue, and are, therefore, more pronounced for radia-
tion sources located from regions deep in the body. Usually, accurate quan-
tification account for this effect using a location-dependent attenuation cor-
rection. A detailed description can be found in [6].
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4.2 Single-photon emission computed tomography

Figure 7 shows the basic principles and instrumentation of SPECT. The radio-
pharmaceutical injected is assumed to have accumulated in a specific region
of the body. During the decay of the radionuclides γ-rays are emitted in all
directions. Some of the γ-photons are attenuated and scattered in the body
due to photoelectric interaction and the Compton effect. The γ-rays that leave
the body can be detected by a γ-camera. Similar to X-ray imaging, two imag-
ing modes can be distinguished. In planar scintigraphy the two-dimensional
distribution of the activity distribution is measured, where the intensity in
each pixel represents the total number of emitted γ-rays that have passed the
collimator stage (see below). Hence, planar scintigraphy yields projection
images with no depth information. In contrast to X-ray imaging, the atten-
uation of g-rays degrades planar scintigraphy images and affects the quan-
tification of the concentration of radiopharmaceuticals. Three-dimensional
imaging can be performed, by rotating the γ-camera around the body. Due to
its similarity to X-Ray CT this approach is called single-photon emission CT
(SPECT). Usually one or several γ-cameras are rotated around the patient
(Fig. 8). The camera acquires a number of planar images from different view
angles in a “stop-and-go” mode. Typically 32 to 128 views are acquired and

Tobias Schaeffter

34

Figure 7. 
Principle of γ-ray detection. A γ-camera consists of a lead collimator, a scintillation crystal and photo-
multipliers. The position and the energy of the detected γ-rays are determined by a Anger-electronic
and a pulse-height analyzer.



a filtered back-projection algorithm is then applied to reconstruct a three-
dimensional image of the activity distribution within the body. Usually,
images with a numerical resolution of 64 × 64 × 64 and 128 × 128 × 128 are
reconstructed. To improve the image quality in SPECT, tissue attenuation has
to be corrected. The location-dependent tissue attenuation can be deter-
mined from the Hounsfield values derived from a CT scan acquired prior to
the SPECT experiment. Alternatively, an approximation of an attenuation
correction can be applied using a 360° rotation SPECT scan. In such a scan
the differences in the signal amplitude from views obtained in upper half and
the lower half can be determined, and the signal amplitudes can be corrected
to the mean value.

4.2.1 Instrumentation

The basic design of a γ-camera was described by Anger in 1953 [7]. It consists
of three components (Fig. 7): the collimator, the scintillation crystal and a
number of photomultiplier tubes (PMT). Spatial information is encoded by
geometrical collimation. The collimator selects only those γ-rays that have a
trajectory at an angle of 90° ± α to the detector plane, the cone angle α being
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Figure 8.
Principle of SPECT. Injected radiopharmaceuticals decay under the emission of γ-rays. A single or mul-
tiple γ-cameras that are rotated around the body to detect the γ-rays.



defined by the diameter and length of the collimator; γ-rays with other inci-
dent angles are blocked. The collimator is generally a lead structure with a
honeycomb array of holes. The holes are either drilled in a piece of lead or
formed by lead foils, where the lead walls (septa) are designed to prevent pen-
etration of γ-ray from one hole to the other. The parallel hole collimator is
the most widely used collimator. Apart from parallel-hole collimator, there
are also other types of collimators that can be used to magnify or reduce the
size of an object on the image. For instance, a diverging collimator is used to
image structures that are larger than the size of the γ-camera. On the other
hand, a converging collimator is used to image small structures (Fig. 9). A pin-
hole collimator is an extreme form as of a converging collimator to magnify
small objects placed very close to the pinhole [8]. The principal disadvantage
of geometrical collimation is low efficiency; only a small fraction of the γ-rays
is detected (a cone with an small angle α out of a sphere), as most of the γ-
photons are either absorbed by the collimator or never reach the camera. Typ-
ically about 1 of 10000 of emitted γ-rays is transmitted through the collima-
tor, resulting in dramatic reduction of the SNR.

The γ-rays that passed through the collimator are converted into a
detectable signal. Usually, the detector device consists of a sodium iodide sin-
gle crystal doted with thallium NaI(Tl). When a γ-ray hits this scintillation
crystal, it loses energy through photoelectric and Compton interactions with
the crystal. The photoelectric interaction results in the emission of light, the
intensity of which is proportional to the energy of the γ-rays. Overall, approx-
imately 15% of the absorbed energy is converted into visible light. The light
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Figure 9. 
Different types of collimators for single photon detection.



emitted in the scintillation crystal is converted to detectable electronic sig-
nals by a PMT. This conversion is linear and the amplitude of the output sig-
nal is therefore be proportional to the absorbed energy of the radiation. In
the photo-cathode of the PMT, the incoming light stimulates electron emis-
sion. The electrons are accelerated by a potential to an electrode, called a dyn-
ode, which has a properly selected surface to give a multiplying effect. Tubes
with 10–14 dynodes are available, and the number of electrons is multiplied
in the dynode chain of the pulse. Typically, the electrical signal is amplified
by more than a factor of 106. For detection of the light, a number of PMTs are
closely coupled to the scintillation crystals to convert the light signal into an
electrical signal. In a SPECT system, about 100 PMTs are used, which are dis-
tributed on a hexagonal grid. This geometry ensures that the distance from
the center of each PMT to its neighbor is the same. The PMT nearest to the
scintillation event converts the most light. The position of the scintillation
point is determined from the relative signal outputs of the PMT using an
Anger position network. This network produces four outputs, from which the
position of the light source can be determined. In addition, the sum of the
signals is proportional of the energy of the absorbed γ-rays, which can be used
to differentiate between non-scattered with from scattered γ-rays. This is done
by a pulse-height analyzer, which selects energies within a certain window.
The selection process can improve image quality, because scattered γ-rays
have lost their geometrical information and, thus, contribute to a high back-
ground noise. Furthermore, windows at different energies can also be used
to differentiate between γ-rays at different energies that are emitted from dif-
ferent radionuclides. Hence, multi-energy windows allow for simultaneous
imaging of multiple tracers. Currently, new types of γ-cameras are under
development, which are based on solid-state detectors. Such devices, e.g., a
cadmium zinc telluride (CdZnTe)-based semiconductor, allow a direct con-
version of γ-rays into an electrical signal. In contrast to a combination of a
scintillation crystal and photomultipliers, such devices can measure more
events and have a better energy resolution. However, high production costs
of such materials have prevented a widespread application so far.

The spatial resolution of SPECT is mainly determined by the γ-camera. The
resolution of the scintillator-photomultiplier combination is in the order of
3 mm and depends on thickness of the scintillation crystal and the diameter
of the photomultiplier. However, the practical resolution of γ-cameras is less
than this value and is mainly limited by the collimator. The spatial resolu-
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tion (R) of a collimator depends on its geometry, i.e., length (L) and the dis-
tance of the lead strips (D), and its distance (l) to γ-ray source (Fig. 10). The
overall spatial resolution of clinical SPECT ranges between less than 1 cm to
about 2 cm, depending on the collimator type and its distance from the γ-ray
source. In general, the collimator should be placed as close to the γ-ray source
as possible. Figure 11 shows a modern SPECT system that can move γ-cam-
eras on an optimal trajectory around the patient. Dedicated animal scanners
have much higher spatial resolution, i.e., below 3 mm; most of them are
based on pinhole collimation.

4.2.2 SPECT agents

Nuclear imaging can be considered as pure molecular imaging techniques,
since they can directly detect the molecules, in which the radionuclides have
been incorporated. These compounds are called radiopharmaceuticals or
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Figure 10. 
Design of a collimator. The distance D and the length l of the septa as well as the distance l from the
source determine the achievable resolution R of the collimator.



radiotracers. Typical radionuclides for SPECT imaging are 99mTc, 111In, 123I,
201Tl, and 67Ga. The half-life times and energies of the emitted γ-ray are sum-
marized in Table 1. Radionuclides for SPECT are either produced in a nuclear
reactor or in a radionuclide generator. Typical products from nuclear reactors
are 201Tl or 111In and molybdenum, where the isotope is produced with neu-
tron activation. On-site molybdenum generators are used to produce 99mTc,
which a product of the radioactive decay. Uptake and biodistribution of the
radiopharmaceuticals is governed by their pharmacokinetic properties. Tar-
geting a radiopharmaceuticals to a disease-specific marker or process might
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Figure 11. 
Principle of PET. A radiopharmaceutical is injected into the body that decays under the emission of a
positron. After traveling a short distance the positron captures an electron, resulting in the emission
of two antiparallel γ-rays. Since those γ-rays are measured in coincidence no collimator is required.

Table 1. 
Properties of important radionuclides used in single emission tomography (SPECT)

Radionuclide Half-life time Energy of γ-rays (keV)

99mTc 6.02 h 140
111In 2.8 days 171, 245
123I 13 h 27, 159
131I 8 days 284, 364, 637



lead to its accumulation in certain pathological tissue and thus constitute an
early diagnostic indicator. The main advantages of SPECT agents are their rel-
atively long half-life times and a relatively simple chemistry that allow the
synthesis of targeted SPECT ligands on-site. Major applications of SPECT
imaging are assessment of cardiac function, measurement of blood perfusion
in various organs (e.g., heart, brain or lung), detection of tumors and mea-
surement of the renal function. Furthermore, new SPECT agents are approved
and under development that allow the detection of specific biological
processes, like metabolism, apoptosis and hypoxia.

4.3 Positron emission tomography

A different and more sophisticated nuclear imaging technique is positron
emission imaging. The radiopharmaceuticals used in this technique decay
under the emission of positrons. A positron is the antimatter of an electron,
i.e., it has the same mass as an electron but a positive charge. The kinetic
energy of emitted positrons depends on the radionuclide. The emitted
positron travels a short distance (0.3–2 mm) within matter (tissue) until it
is captured by an electron. The two particles annihilate and the mass of
both particles is transformed into energy, i.e. into the generation of two γ-
rays with an energy of 511 keV. Due to the conservation of the positron’s
momentum, the γ-rays are statistically emitted at angles of 180 ± 0.5°. These
γ-rays can be detected by a detector system enclosing the object (Fig. 11).
An important advantage of positron emission imaging is that no geomet-
rical collimation is required. Collimation occurs electronically, i.e., by coin-
cidence detection: γ-rays belonging to the same annihilation event will
reach the detector system almost simultaneously, i.e., within a narrow coin-
cidence time window, which is of the order of 10 ns. The source of the γ-
emission lies on a line connecting the two responsive detector elements,
the so-called line-of-response (LOR). In contrast to SPECT, PET requires two
parallel detectors or a complete detector ring. After acquisition the data are
usually corrected for attenuation effects, and for accidental and multiple
coincidences. Both errors in the coincidence detection can occur, if γ-ray
pairs are emitted simultaneously in the body causing ambiguities in defin-
ing the LOR. Accidental coincidences represent events that are determined
from a wrong LOR connecting detection events originating from different
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annihilation processes. Multiple coincidences describe the combination of
true coincidences with one or more unrelated detection. Usually, such
events are simply discarded from the acquired data. The image reconstruc-
tion in PET is similar to X-ray CT or SPECT, i.e., either by filtered back-pro-
jection or by advanced iterative algorithms. Recently, time-of-flight mea-
surement has been made possible by advances in the detection electronic.
In these techniques, the time difference between the arrival times of γ-rays
at the detector elements could be measured, allowing the localization of the
annihilation event along the LOR. The physical limits of the spatial reso-
lution in PET are determined by two factors: the free path length a positron
travels until its annihilation, and the small deviation of the emission angle
of the γ-rays from 180°. The path length depends on the energy of positron,
which differs among the radioisotopes (see below). The statistical deviation
of the emission angle results in a small error in the detection of two γ-rays.
The resulting geometric deviation depends on the diameter of the detector
ring.

4.3.1 Instrumentation

The instrumentation design of PET is similar to SPECT. Principal differences
of PET scanners with regard to SPECT systems are the need of detecting sig-
nificantly higher energies (γ-rays energy being 511 keV) and the replacement
of geometrical by electronic collimation requiring the design of a coincidence
detection circuitry. Although γ-rays emitted in PET imaging can also be
detected by NaI(Tl), the sensitivity of these crystals is about tenfold lower
than other crystals that are more sensitive for detection of 511 keV γ-rays. For
instance, bismuth germanate (BGO), cerium-doped gadolinium silicate
(GSO) or cerium-doped lutetium silicate (LSO) are characterized by higher
density and larger effective atomic number than NaI(Tl), and thus result in
more interactions between the γ-rays and the crystal; they therefore have a
higher detection efficiency. However, there are also other properties that
make these materials attractive as scintillation detectors. For instance, a short
decay and dead-time of the crystal is required to ensure a short coincidence
time window. In addition, the crystal should produce a high light output.
Similar to SPECT the emitted light in the scintillation crystal is detected by
PMTs. Ideally, coupling each crystal to a separate photomultiplier would give
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the highest spatial resolution. To reduce the cost of a PET system, usually a
number of crystals (e.g., 4 × 4) are coupled to a separate PMT. In a clinical PET
system, the size of such a block is in the order of 3–4 mm, i.e., which deter-
mines the intrinsic spatial resolution. Apart from the combination of scin-
tillation crystals with PMTs, direct converters (or solid state detectors) are
under development. After the light is converted into an electric signal and
amplified, the signal is digitized. The coincidence detection logic is a simple
threshold detection of summed signals. If two γ-rays are detected within the
coincidence time window, then the added signal of the two detectors exceeds
the detection threshold and an event is registered. For a single event the elec-
tronic signal will stay below this threshold.

The main advantages of PET with respect to SPECT are higher sensitiv-
ity and better spatial resolution. Since PET does not employ geometrical col-
limation and often uses a detector covering a large fraction of the total space
angle, significantly more g-rays are detected. In addition, due to the higher
energy of γ-rays in PET (511 keV) absorption by tissue is less relevant and
more γ-rays are detected. Sensitivity in PET can be three orders of magni-
tude higher than in SPECT. Although the theoretical achievable spatial res-
olution of most positron-emitters is in the order of 1 mm, the spatial reso-
lution of practical PET systems is poorer. It mainly depends on the size of
detector elements, and is in the order of 4–8 mm for clinical systems and
2–4 mm for small bore animal systems. Figure 12 shows a PET image of rat
obtained with a dedicated animal PET scanner (Philips Moasic). Besides the
spatial resolution, the main limitation in clinical PET is the low SNR. This
ratio can be increased by using a higher activity of the PET ligand, a longer
acquisition time or by improvements in the detection system. With regard
to the last point, detectors with improved energy resolution allow the dif-
ferentiation between scattered γ-rays and those originating from true
events, allowing the reduction of background noise. SNR might be
improved by making use of advanced detection systems that can measure
the differences in arrival times of γ-rays. This information is utilized in time-
of-flight PET, where the location of the emission event can currently be
determined within 4–10 cm. Including this information can reduce the sta-
tistical uncertainty in the reconstructed image and thus yield better images;
SNR improvements by one order of magnitude should be feasible. However,
time-of-flight PET is still at an experimental stage and not yet ready for
widespread clinical use.
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4.3.2 PET agents

All radionuclides used in PET imaging are produced by a cyclotron and are
synthesized into biological active molecules or highly specific agents. The
most commonly used radionuclides are 18F, 11C, 15O and 13N, with the half-
life time the energy and positron energy given in Table 2. These radionuclides
are produced by proton or deuteron bombardment, protons or deuterons
being accelerated in a cyclotron with an energy of 10 MeV or 5 MeV, respec-
tively. Due to the short half-life of all radionuclides, they must be incorpo-
rated very rapidly into a radiopharmaceutical. One of the most commonly
used PET tracer is 2-fluoro-2-deoxyglucose (FDG), a glucose analog that allows
imaging of the glucose metabolism. Since radionuclides used in PET are com-
mon building blocks of organic molecules, they can theoretically be inte-
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Figure 12. 
PET image of a rat obtained with a dedicated small-bore PET system. Use of 18F highlights skeletal
structures. (Mosaic, Philips Medical Systems).



grated into a wide range of target structures. This is usually done by isotopic
substitution of an atom in the target molecule by its positron-emitting ana-
log, a process that will not affect the biological and chemical behavior of the
ligand. A serious disadvantage of PET radionuclides is their short half-life
time, which demands on site synthesis and which is to fast for many bio-
logical process of interest.

4.3.3 Safety and biological effects

The biological effects encountered in nuclear imaging are same as those dis-
cussed for X-ray imaging. Absorption and Compton scattering lead to ion-
ization of atoms in the tissue, which can cause cell damage and/or genetic
mutations. The amount of emitted γ-rays depends on the activity of the
radionuclide. Typical activities used in nuclear imaging are in the order of
100–1000 MBq. For safety considerations it has to be taken into account that
radiopharmaceuticals may accumulate in certain regions or organs; avoid-
ance of too high local activities will limit the overall dose administered.

5 Ultrasound imaging

Ultrasonic imaging is based upon the interaction between acoustic waves and
tissue. Typically, sound waves are sent into the body by the imaging system
in the form of short-duration pulses that are reflected and scattered from
structures/tissue interfaces within the body (Fig. 13). The echoes are then
received by the imaging system and reconstructed into an image. The under-
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Table 2. 
Properties of some important positron emitters

Radionuclide Half-life time Max. energy of positrons (keV)

18F 110 min 640
11C 20 min 960
13N 10 min 1190
15O 2 min 1720
68Ga 68 min 1890



lying physical principle that governs the interaction between sound and tis-
sue is that sound is reflected whenever there is a difference in acoustic imped-
ance, which is governed by small-scale differences in density and compress-
ibility of tissue. These differences allow differentiation between tissue types
and in some cases, the distinction between healthy and pathological tissue.
Image reconstruction is accomplished by assuming a constant speed of sound
(about 1540 m/s) in tissue. This assumption along with knowledge of the
time evolved between emission of the pulse and detection of the echo allows
the derivation of geometrical (depth) information and, thus, the reconstruc-
tion of an image with physical spatial dimensions. Multiplication the time
delay with the mean velocity and division by two (because the sound has
traveled the distance twice, i.e. back and forth), yields the distance of the
structure from the body surface. 

Diagnostic ultrasonic images include a variety of clinical imaging modes
termed A-lines, B-mode, M-mode, and even a less clinically relevant C-scan
mode. The nomenclature is inherited from the world of Radar. In A-line
mode, a one-dimensional profile representing the propagation of sound
along one line of site is recorded. Intensity maxima occur at echogenic struc-
tures, typically at tissue interfaces. This principle is currently applied in some
optical applications. B-mode scanning is the most familiar clinical imaging
mode, and is represented by a two-dimensional image. M-mode is the prac-
tice of rapidly firing one line of site through a moving organ. This allows the
tracking of motion of a structure such as a cardiac valve or cardiac wall with
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Figure 13. 
Principle of ultrasound imaging. A transducer transmits an ultrasound wave into the body and
receives the reflected waves.



high time resolution. Each line can be obtained in less than 100 µs, There-
fore, an image consisting of 100 lines can be obtained in less than 10 ms, i.e.,
real time imaging is possible.

In clinical practice, ultrasound is used for studies of the heart, liver, kid-
ney, ovaries, breast, peripheral vascular, and even portions of the brain
through the temporal lobes. In each of these cases, the role of an “acoustic
window” allowing the sound waves to reach the tissue of interest is of out-
most importance. Ultrasound does not propagate through air and poorly
through bone, so that organs that are shielded by these obstructions cannot
be imaged.

5.1 Contrast mechanisms

The contrast in ultrasound imaging arises mainly from the propagation prop-
erties of the ultrasonic wave through tissue. A key parameter is the acoustic
impedance of tissue, which differs for different types of tissue. The degree of
reflection is determined by the differences in the acoustic impedances
between adjacent structures. When the size of the structure insonified is com-
parable to the acoustic wavelength, scattering occurs, which will also con-
tribute to image contrast. If the dimension of the structures smaller than the
ultrasound wavelength, the dominant process is Rayleigh scattering, which
leads to dispersion of the signal in more or less all directions with predicted
ultrasonic frequency dependence. The scattering process becomes more com-
plex if the size of the structure is in the same order as the wavelength. Scat-
tering can result in unwanted imaging phenomena called speckle, which
describes an interference pattern in an ultrasound image formed by the
superposition of many waves scattered by unresolved scatterers. The texture
of the observed speckle pattern is not an inherent property of the underly-
ing structure; incoherent speckles rather add to the noise in the image and
thus reduce the CNR in ultrasound images. Another technical challenge in
clinical ultrasonic imaging is the observation that ultrasonic energy is
absorbed by the body, thereby reducing the SNR. The mechanisms for signal
attenuation include absorption through the conversion of ultrasonic waves
to heat, and also through the scattering of sound into directions away from
the transducer/receiver system. The attenuation is characterized by a fre-
quency-dependent exponential decay of the ultrasonic wave intensity that
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can be approximated by a linear relationship between attenuation (in dB/cm)
and the frequency of the ultrasound.

5.1.1 Harmonic tissue imaging

Ultrasound waves propagate through tissue and interact non-linearly with
tissue constituents. This phenomenon is due to the small but finite differ-
ences in the speed of sound that vary with amplitude of the ultrasonic wave.
The result is that the maxima of the pressure wave propagate slightly faster
than the minima, resulting in a distortion of the wave. This non-linearity
leads to the generation of harmonic frequencies within the wave, which are
also reflected and backscattered to the transmitter. In harmonic tissue imag-
ing the fundamental frequency is transmitted, but only its harmonics are
received [9]. Usually, the first harmonic is filtered out from all frequencies
received. Since harmonic signals originate from within the tissue, the path
length traveled is shorter than for the fundamental frequency, which leads
to less attenuation. The intensity of the harmonic energy generated is pro-
portional to the square of the energy in the fundamental wave. Most of the
harmonic energy results from the strongest part of the beam, with weaker
contributions of the beam (e.g. side lobes) generating relatively little har-
monic energy, which can result in better focusing. Therefore, harmonic imag-
ing yields a dramatically improved contrast between adjacent tissue struc-
tures. In addition, harmonic imaging can be also applied to detect microbub-
ble contrast agents (see below).

5.1.2 Doppler imaging

In addition to imaging of the morphology, ultrasound is also capable of mea-
suring dynamic parameters such as velocity of flowing blood through the
Doppler shift in the backscattered frequency. The Doppler effect describes the
shift in the frequency, due to a moving source or receiver (Fig. 14). The red
blood cells are responsible for scattering the incident ultrasonic waves. Sign
and amplitude depend on the predominant flow direction with respect to the
ultrasound transducer. If the blood flow is directed towards the Doppler trans-
ducer, the echoes from blood reflected back to the transducer will have a
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higher frequency. If the blood flow is directed away from the transducer, the
echoes will have a lower frequency than those emitted. The Doppler fre-
quency shift is proportional to the blood flow velocity and thus allows quan-
tification. There are several Doppler modes that are in use in clinical systems.
These include pulse wave (PW), continuous wave (CW), and Color Doppler
(which also include Power Doppler, Harmonic Power Doppler). PW imaging
utilizes a limited number of cycles to determine a Doppler frequency shift at
a specific location. This allows, e.g., the measurement of flow patterns across
the cardiac valves. CW Doppler does not provide spatial information but is
used for detection of flow in situations where there is a dominant flow
source. Color Doppler allows qualitative and quantitative measure of two-
dimensional spatial distribution of flow. Color Doppler is typically performed
using multiple transmitted wave packets and correlating the filtered backscat-
tered signals.

5.2 Instrumentation

An ultrasonic imaging system consists of a transducer, transmitter/detection
electronics, a data processing unit and a display. The transducer probe (also
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Figure 14. 
Principle of Doppler imaging. The movement of the red-blood cells result in a frequency shift of the
ultrasound signal that is proportional to the blood velocity.



called scanhead) is a key component of the ultrasound machine. It sends
short pulses of a high frequency sound wave (1–10 MHz) into the body and
receives their echoes. The transducer probe generates and receives sound
waves using a piezoelectric crystal (Fig. 15). These crystals change their shape
rapidly upon application of an oscillating voltage. The most commonly used
piezoelectric material is lead zirconate titanate (PZT). The rapid shape
changes, or vibrations, of the crystals produce emanating sound waves. The
reverse principle is used for detection: an ultrasound wave hitting the crys-
tals causes a distortion and concomitantly a voltage difference across the crys-
tal. Therefore, the same crystals can be used to send and receive sound waves.
The probe also contains a sound absorbing substance (called “backing mate-
rial”) to eliminate unwanted reverberations within the probe and to confine
the length of ultrasound pulse (Fig. 16). An acoustic lens helps to focus the
emitted sound waves and provides improved coupling between the probe and
the body surface. Transducer probes come in many shapes and sizes specifi-
cally designed for clinical applications. Often, a transducer uses an array of
piezoelectric elements to allow for focusing of a sound wave into the body
and to differentiate the received echoes from one another. These arrays can
consist of a one-dimensional linear arrangement of small piezoelectric crys-
tals (64–512 elements). Since the signals transmitted and the received by the
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Figure 15. 
Electron microcopy image of the piezocrystal array.



array elements can be individually delayed in time, these probes are also
called phased array. The phased array principle allows electronically focus-
ing and steering of the ultrasound beam during the transmit phase. The prin-
ciple can also be applied for individual echo signal acquisition during the
receive phase; so-called “beam-forming”. Recently, two-dimensional phased-
arrays have been developed that allow true three-dimensional imaging
(Fig. 17).

Once the acoustic signal is received by the transducer, converted from
pressure waves to electrical signals, and beam-formed, it is then passed on to
the rest of the signal conditioning path. One of the key aspects of this path
is the compensation for the attenuating affect of propagating sound wave
through tissue. This is accomplished through the use of a time-varying (there-
fore depth-varying) amplification process known as time-gain compensation.
The time-gain compensation amplifies those signals proportional to their
time delay with respect to the transmitting pulse, i.e. to their depth. Usually,
additional depth-depending filtering is applied, because the characteristic
spectrum of the noise also changes with the depth. The gain-compensated,
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Figure 16. 
Design of an ultrasound-transducer that consists of a piezocrystal array to steer and to shape ultra-
sound beam. A matching layer is used for better coupling of the transducer to the body. The damp-
ing material ensures fast decay of the ultrasound wave and thus short ultrasound pulses.



filtered, beam-summed signal can then be further processed before finally
being scan-converted to provide the operator with a diagnostic image.

When discussing the spatial resolution of an ultrasound system, the three
dimensions (axial, lateral, elevation) have to be considered separately. The
axial resolution along the propagation direction of the incident acoustic wave
is defined as the minimal time difference of two echoes that can be resolved.
The minimal distance of two reflecting boundaries that can be resolved
depends on the pulse duration and the ultrasound frequency. As the ultra-
sound frequency increases, the pulse length decreases and the axial resolu-
tion improves. However, the use of higher operating frequencies is limited
by the fact that the attenuation of the ultrasound in tissue increases at higher
frequencies, i.e., the penetration depth decreases. Therefore, lower frequen-
cies (1–3 MHz) are used for studying deep-lying structures, while higher fre-
quencies (5–10 MHz) are superior when imaging regions are close to the body
surface. Typical values of the axial resolution are 1–2 mm at 1 MHz and 0.3
mm at 5 MHz. For a single crystal transducer, the lateral width of the ultra-
sound beam is determined by the size of the aperture. Since the diameter of
the transducer is limited (1–5 cm), the intrinsic lateral resolution is not as
good as the axial resolution. Therefore, beam-focusing lenses or curved trans-
ducer are normally used. Typical values for lateral resolution at the focal plane
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Figure 17. 
Three-dimensional ultrasound image of a fetus (left). Two-dimensional ultrasound image of a mouse
heart obtained with a clinical ultrasound scanner using a dedicated transducer (right). A microbub-
ble contrast agent provides a high contrast between blood (white) and myocardium (Courtesy of K.
Tiemann, University of Bonn, Germany).



range between 0.5 to 2 mm for typical clinical scan heads. The elevation
dimension is determined by the length of the crystal elements, and is in the
order of 2–5 mm for clinical scanners.

The SNR of ultrasound imaging is determined by a number of factors, like
the intensity and the frequency of the transmitted wave: the higher the inten-
sity of the transmitted ultrasonic wave, the higher the amplitude of the
detected signals. Attenuation increases with the increasing ultrasound fre-
quency, leading to a decrease in SNR. Speckle arising from the phase cancel-
lation of scattering from multiple small scatterers can sometimes obscure
small-scale structures. Recently, a composite imaging method (SonoCT®) was
developed to reduce these effects [10]. In this technique, several (five to nine)
images are acquired using different directions of the transmitted ultrasound
wave. The images obtained from the different angles have different speckle
patterns. The set of images is then combined to provide a single composite
image, which has sharper borders and reduced speckle.

5.3 Ultrasound contrast agents

The detection of blood in small vessels located deep inside the body is diffi-
cult. Blood-pool ultrasound contrast agents can be used to increase the delin-
eation of the chambers of the heart or larger vessels and also to detect the
perfusion of organs. Two different mechanisms can enhance the CNR for
blood in ultrasound. First, differences in the acoustic impedance are increased
thereby increasing the backscattering. For instance, a targeted perfluorcarbon
emulsion yielded increased backscattering and may be considered as an
acoustic mirror [11]. The second mechanism is resonance of so-called
microbubbles, which are gas-filled shells, where the shell properties are
altered to allow for the desired clinical purpose. Microbubbles possess char-
acteristic resonance frequencies within the frequency range of clinical imag-
ing systems. There are several commercial diagnostic blood pool contrast
agents available on the market for ultrasonic diagnostic imaging. Microbub-
bles are clinically used in perfusion studies [12], and have a great potential
for molecular imaging for targeting intravascular targets [13]. Microbubbles
show also an increased scattering of the ultrasound wave [14] with non-lin-
ear behavior, thereby generating harmonic and sub-harmonic signals. Clin-
ically, this physical phenomenon is exploited to differentiate signals origi-
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nating from tissue, which has a strong linear and a weak non-linear compo-
nent from those of the contrast agent, which has a strong non-linear com-
ponent. Several techniques are utilized by the imaging community to
improve the differentiation of contrast agent from tissue. Pulse inversion [15]
makes use of the fact that resonant microbubbles do not respond the same
way to an incident pulse during the compression phase as they do during the
refraction (expanding) phase. The technique sends two pulses that are inverse
to each another (opposite phase). The received signals are then added. For
linear scatterers such as tissue, the received echoes will cancel, but for signals
from non-linear scatterers the sum contains the harmonic component of the
signal. There are several other mechanisms exploited for contrast enhance-
ment, such as power modulation, harmonic imaging, ultra-harmonic imag-
ing, and many others that are beyond the scope of this text.

5.4 Safety and biological effects

Diagnostic ultrasound imaging has an established safety record. However, as
ultrasonic waves interact with the patient’s tissue, they potentially may have
some biological effects [16]. In diagnostic imaging, certain safety guidelines
have been established that attempt to control the two primary mechanisms
for adverse interaction between ultrasound waves and tissue: heat and cavi-
tation. Because the body absorbs ultrasonic energy, there is deposition of
energy in the form of heat within tissue. This deposition of heat is rarely a
problem in short-time pulse imaging used for two-dimensional imaging as
the amount of energy absorbed by the body is small and is quickly conducted
by circulation. However, in longer time pulse imaging such as in Doppler
modes, there can be finite deposition of heat. The thermal index (TI) was
established as a means of quantifying the amount of heat being delivered to
tissue. Cavitation refers to the spontaneous formation of gas bubbles in the
body due to the ultrasonic pressure wave: if pressure minima are lower than
the partial pressure of gases solved in tissue fluid, the gases might actually
dissolve. All commercial scanners quantify this risk by keeping the mechan-
ical index (MI) at a sufficiently low value, typically lower than 2.0. The safety
metrics, TI and MI, have been chosen such that they provides a considerable
safety margin between the values reached in commercial clinical systems and
those required to induce adverse biological effects.
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6 Magnetic resonance imaging

Magnetic resonance imaging (MRI) is based on the emission of an electro-
magnetic wave due to the nuclear resonance effect. MRI is a non-ionizing
imaging technique with high soft-tissue contrast, high spatial and good tem-
poral resolution. MRI is capable of exploiting a wide range of endogenous
contrast mechanisms that allow the characterization of morphological, phys-
iological, and metabolic information in vivo. Therefore, MRI has become the
modality of choice for many preclinical and clinical applications.

MRI is based on the NMR effect first described by Bloch and Purcell in
1946. As the three letters in the term NMR indicate, there are three funda-
mental requirements that have to be fulfilled to measure the NMR effect. The
first requirement is that the nucleus of interest possesses a nonzero magnetic
moment, a nuclear spin. All nuclei with an odd number of protons and/or neu-
trons have this property and thus behave as small magnets. Typical nuclei
used in NMR are, for instance, hydrogen (1H), phosphorus (31P), carbon
(13C), sodium (23Na) or fluorine (19F).

The second requirement for NMR is the use of an external static magnetic
field, B0. In the absence of such an external magnetic field, the individual
magnetic moments of the atoms in the tissue being examined are randomly
oriented and there is no net bulk magnetization. In presence of such a field,
the magnetic moments align at a defined angle along or opposed to the exter-
nal field, as described by the Zeemann interaction. Due to the angel a torque
is induced that results in a precessional movement around the B0 field (Fig.
18). The frequency of precession, also called the Larmor frequency, is pro-
portional to B0, the proportionality constant being the so-called gyromag-
netic ratio, which are characteristic for a type of nuclei. Hydrogen plays an
important role for preclinical and clinical applications, because of the high
abundance of protons in biological tissue (water) and since its gyromagnetic
ratio is the largest of all nuclei of relevance. The Larmor frequency of hydro-
gen spins at an external static magnetic field strength of 1.5 Tesla (T) is
approximately 64 MHz. The sign of the rotation depends on orientation of
the spins, i.e., some spins have aligned along the B0 field, whereas others
opposed to it. Since an alignment along the B0 field corresponds to a lower
energy state, slightly more nuclei will align along the B0 field rather than
opposed to it. Therefore, the tissue will exhibit a net magnetization parallel
to the external magnetic field, which is called longitudinal magnetization.
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The percentage of parallel versus opposite orientations of nuclear spins is
given by the Boltzmann distribution law and depends on both the tempera-
ture and the field strength of the B0 field. For an applied field of 1.5 T and at
room temperature, the excess of magnetic moments that are aligned more
along the magnetic field is only 10 in 1 million for hydrogen nuclei. There-
fore, the net magnetization, and thus the inherent sensitivity of NMR, is
rather small. Application of a higher magnetic field results in a larger net mag-
netization, thereby increasing the sensitivity of NMR.

The third requirement for measuring the NMR effect is the use of an addi-
tional time-varying magnetic field, B1, applied perpendicular to the static B0

field and at the resonance condition (i.e., at Larmor frequency,). Radiofre-
quency (rf) coils are used to produce B1 field pulses of certain amplitude and
duration. Such B1-pulses flip the longitudinal magnetization to an arbitrary
angle with respect to the external static field B0, the flip angle usually rang-
ing between 10° and 180°. The transverse component of the flipped magne-
tization precesses around the static B0 field at the Larmor frequency, and
induces a time-varying voltage signal in the rf coil (Fig. 19).
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Figure 18. 
Precession of a nuclear magnetic moment in external applied field B0.



In order to distinguish magnetization at different locations, magnetic field
gradients are applied that cause a linear variation of the magnetic field
strength in space. The spatially varying gradient amplitudes Gx,y, z determine
the difference between the actual field strength at a certain location and the
static field B0, i.e., the precession frequency varies over space. Usually, for
three-dimensional encoding, not all gradients are applied simultaneously
and the image formation process can be separated into three phases: slice
selection, phase encoding and frequency encoding. Slice selection is accom-
plished using a frequency-selective B1 pulse applied in the presence of a mag-
netic field gradient. The position of the slice thickness is determined by fre-
quency of the B1 pulse, whereas the slice thickness depends on its bandwidth
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Figure 19. 
Signal reception of a free-induction decay (FID).



and the gradient amplitude (Fig. 20). Having selected a slice, i.e., flipped the
longitudinal magnetization within the slice to generate a transverse compo-
nent, the signal has to be spatially encoded in the remaining two dimensions.
One of these directions is encoded by producing a spatially varying phase
shift of precessing transverse magnetization. This is achieved by applying a
phase-encoding gradient for a short period before signal acquisition. During
this gradient pulse, the transverse magnetization components at different
locations precess at different frequencies and accumulate location-dependent
phase shifts. To achieve full spatial encoding, a number of experiments have
to be carried out with step-wise variation of the amplitude of the phase-
encoding gradient. Since both amplitude and phase of the NMR signal are
detected, the spatial distribution of the magnetization along the phase-
encode direction can be determined after performing a Fourier transform.
The third spatial dimension is encoded by applying a frequency-encoding
gradient during data acquisition. This gradient is changing the precession fre-
quency over space and creates a one-to-one relation between the resonance
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Figure 20. 
Principle of slice selection. The use of a gradient field results in a distribution of different resonance
frequencies. Only those spins were exited, which frequencies are within the bandwidth of the rf pulse.



frequency of the signal and the spatial location of its origin. Performing a
Fourier transform of the acquired signal yields the position of the contribut-
ing magnetization along the frequency-encode direction.

The spatial resolution in MRI depends on the amplitude of the gradients
and the acquisition bandwidth. In addition, smaller voxel sizes result in a
lower SNR, as fewer magnetic moments contribute to the acquired signal.
Typical values of the spatial resolution of clinical scanners are in the order of
1 mm. Dedicated animal scanner operating at a higher magnetic field
strength and applying strong gradients are able to obtain images with voxels
smaller than 100 µm. The voxel size achievable also depends on the MR mea-
surement protocol used. A detailed description of the different measurements
and the applications of MRI can be found elsewhere [17, 18].

6.1 Contrast mechanisms

6.1.1 Relaxation times

The contrast in MRI is strongly influenced by two relaxation processes. These
processes can be described by exponential relationships characterized by the
time constants T1 and T2, respectively. The relaxation times T1 and T2 depend
on the specific molecular structure of the analyte, its physical state (liquid or
solid) and the temperature; they vary among different tissues and are affected
by pathologies.

The longitudinal relaxation time T1 describes the statistical probability for
energy transfer between the excited nuclei and the molecular framework,
named the lattice: it is also termed spin-lattice relaxation time. The net mag-
netization returns to the equilibrium at a rate given by 1/T1. Typical T1 val-
ues in biological tissue range from 20 ms to a few seconds. Efficient transfer
of energy to the lattice is highly dependent on molecular motion of the lat-
tice, which cause in fluctuations in the local magnetic fields that can induce
transitions between the spin states of the nuclei. The motion modes, i.e., rota-
tional, vibrational and translational motion (Fig. 21), depend on the struc-
ture and the size of the molecules. The motion of large molecules is charac-
terized by low frequencies, that of medium-sized and small molecules by
higher frequencies. Efficient energy transfer (i.e., a short T1) occurs when the
frequency of the fluctuating fields, which is determined by the molecular
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motion, matches the Larmor frequency of the spins. Therefore, the T1 relax-
ation time depends on the field strength. Furthermore, T1 values are gener-
ally shorter in solutions than in solids, since vibrational frequencies in solid
crystal lattice are typically significantly higher (approximately 1012 Hz) than
the Larmor frequencies in MRI (approximately 1011 Hz). Finally, T1 relaxation
is affected by the presence of macromolecules that possess hydrophilic bind-
ing sites, i.e., water protons in tissue relaxing much faster than those in pure
water.

Transverse or spin-spin relaxation (T2) is due to the transfer of energy
between magnetic nuclei. Immediately after excitation all spins precess
coherently (i.e., in phase). However, interactions between individual mag-
netic moments result in variations in the precession frequencies of the spins.
As a result, a dephasing of the spins occurs, causing an exponential decay of
the transverse magnetization. The transverse relaxation time T2 is influenced
by the physical state and the molecular size. Solids and large molecules are
characterized by relatively short T2 times, small molecules by long T2 values.
Therefore, the presence of macromolecules in solution shortens T2, since the
overall molecular motion is reduced, leading to more effective spin-spin
interactions. Typical T2 relaxation times in biological tissue range from a few
microseconds in solids to a few seconds in liquids. The T2 relaxation process
is nearly independent of the field strength.
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Figure 21. 
Different types of molecular motions resulting in fluctuating magnetic fields.



In addition to the spin-spin interaction, the phase coherence is also influ-
ence by local field inhomogeneities in the applied magnetic field. The expo-
nential decay resulting from the combination of T2 relaxation and field inho-
mogeneities is referred to as the effective transverse relaxation time T2*. The
T2* relaxation describes the envelope of the time varying signal (Fig. 19),
called the free induction decay (FID).

A spin-echo experiment can be used to compensate the influence of B0

inhomogeneity (Fig. 22) and thus to measure the T2-decay. In this experi-
ment, two B1-pulses are applied: the first pulse with a flip angle of 90° tilts all
longitudinal magnetization into the transverse plane. The second pulse with
a flip angle of 180° refocuses the dephasing caused by B0 inhomogeneity.
Both pulses are separated by a time period of TE/2 and a signal is acquired
after TE (echo delay time). During the first TE/2 period, i.e. between the 90°
and 180° pulse, the individual magnetic moments precess at a different Lar-
mor frequencies due to the B0 inhomogeneity. As a result they obtain differ-
ent phase shifts, which translate into a dephasing of the bulk magnetization.
The 180°-pulse applied at TE/2 inverts the magnetic moments and corre-
spondingly their phases; the phase shift acquired during the following delay
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Figure 22. 
Principle of the spin echo experiment. After excitation by a 90° pulse the transverse magnetization
dephases due to field inhomogeneities. Application of an 180° pulse results in a rephasing of the mag-
netization and forming of a spin echo.



TE/2 exactly compensates the inverted phases shifts acquired during the
period prior to the 180° pulse leading to the formation of a so-called spin
echo. Its amplitude depends only on the T2 and the echo time TE.

6.1.2 Magnetization transfer

The contrast in biological tissue is also affected by exchange of magnetiza-
tion (cross-correlation) between two main compartments: proton spins in the
free water pool and spins that are bound to macromolecules. As discussed,
the latter have a very short T2 and thus cannot be measured. The fast T2 decay
translates into a large range of resonance frequencies, whereas the bulk water
is characterized by a long T2 value and correspondingly a narrow frequency
spectrum. The size of the of free and macromolecule-bound water compart-
ments varies for tissues. Free water exchanges its spin state with that of water
bound to macromolecules, which leads to apparent relaxation due to loss of
coherence. This magnetization transfer can be measured by applying an off-
resonant narrow bandwidth rf pulse that saturates the bound water pool prior
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Figure 23. 
Principle of MTC. The pool of bound protons is not contributing to the MR signal. An off-resonant rf pulse
is used to saturate the protons of the bound pool. The saturated magnetization is exchanged with the
magnetization of the free water pool resulting in a reduction of the magnetization of the free pool.



to the start of the image acquisition. The bulk water pool is not affected by
this frequency selective pulse (Fig. 23). Due to the magnetization exchange,
this translates into an increased apparent transverse relaxation, the rate being
dependent of the exchange rate. This magnetization transfer contrast (MTC)
makes tissues that are rich in macromolecules sensitive to this effect (e.g.,
muscle, cartilage, ligaments), they appear hypointense (darker) in MR images.
Tissues like fat, blood and cerebrospinal fluid are hardly affected by MTC.

6.1.3 Chemical shift

As previously described, nuclei of different elements resonate at different Lar-
mor frequencies. It is useful to note that even spins of the same isotope can
resonate at different frequencies, if they differ in their molecular environment,
i.e., chemical structure. This frequency difference is called chemical shift, and
is commonly expressed as a relative measure in parts per million (ppm). MR
spectroscopy exploits this effect: recording the NMR signals in optimal homo-
geneous B0 field allows resolving the individual resonance frequencies of the
molecular constituents in tissue. The comparison of the chemical shifts mea-
sured in a sample with values in reference tables allows identification of chem-
ical substances, while the signal intensity is proportional to their concentra-
tion. MR spectroscopy of living organisms yields insight into the metabolism
of tissue. In particular, MR spectroscopy of the brain is used for grading and
staging of tumors, or for the assessment metabolic alterations during ischemia
and neurodegenerative diseases. Spectroscopic imaging combines MR spec-
troscopy with spatial encoding in two or three directions, such that spectro-
scopic information can be displayed as an image: for each peak in the spectrum
the spatial distribution of the integrated peak intensity is displayed. Since the
metabolite concentrations in living organisms is four to five orders of magni-
tude lower than the concentration of water, the voxel size in MR spectroscopy
and spectroscopic imaging is usually much larger, and of the order of 1 cm3.

6.1.4 Flow, perfusion and diffusion

Dynamic processes such as blood flow, tissue perfusion and diffusion consti-
tute an additional contrast mechanism in MRI. All three mechanisms
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describe the motion of spins on a different time scale. Blood flow is a rela-
tively fast motion restricted to large and medium-sized vessels. Perfusion is
slower than blood flow and describes a transport process by which oxygen
and nutrients are delivered to tissue through the microvasculature. Diffusion
is caused by random thermal motions and due to transport along concen-
tration differences between different compartments. In tissue, barriers lead
to a restriction of the diffusion processes and thus to an anisotropy.

In general, the motion of spins causes artifacts in the image due to incon-
sistencies in the amplitude and phase in the acquisition process. However,
the influence of gradient fields on the phase of moving spins during the
acquisition process can also be used to obtain information on the velocity
and acceleration of moving spins. These methods apply motion-encoding
gradients in different directions, resulting in a phase shift of moving spins.
The motion-induced phase shift is proportional to the velocity or accelera-
tion of the moving spins and is exploited in phase-contrast angiography
(PCA). Another possibility is the exploitation of the effects of motion on the
signal amplitude. One option is time-of-flight angiography, which takes
advantage of the inflow of fresh, i.e., unsaturated blood into a volume, in
which the magnetization due to stationary tissue is saturated. The flow veloc-
ity and repetition time TR determine the amount of unsaturated spins that
flow into the imaging volume, greatly increasing the contrast between mov-
ing and stationary tissue. A second method involves labeling the spins in
blood by changing the state of the longitudinal magnetization using pre-
pulses in the imaging sequence. The labeling is applied to arterial blood in a
region upstream of the slice that is imaged, hence the acronym ‘arterial spin
labeling’ (ASL). Usually, two experiments are performed, one with labeling
and one without labeling (control scan). From these experiments tissue per-
fusion rates can be calculated and used to describe the exchange rate between
the capillaries and the tissue.

In contrast to flow, diffusion processes are slower and rely on the thermal
motion of spins. Random motion in a gradient field causes stochastic phase
shifts that cannot be refocused; the signal amplitude is decreased by a factor
that depends on the diffusion constant. The apparent diffusion coefficient
(ADC) determined from the signal attenuation contains two contributions
associated with diffusion of water in the extra- and intracellular compart-
ments. The latter component suffers from restrictions of the diffusion. There-
fore, the intracellular diffusion coefficient is smaller than the extracellular
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one. The rate of water diffusion is often indicative of the status of tissue. For
example, brain cells can swell during an ischemic episode (e.g., stroke), which
might lead to cell membrane damage. An increase in the intracellular volume
leads to a decrease of the ADC value.

To measure the ADC, additional strong gradients are applied to provide
high diffusion sensitivity. The ADC value is in general direction dependent,
in particular in anisotropic structures such as nerve bundles and fiber tracts.
Usually, a number of experiments are performed without and with diffusion
gradients in different directions. A detailed description of perfusion and dif-
fusion can be found in [19].

6.1.5 Blood oxygen level-dependent contrast

The signal intensity in MRI is furthermore affected by the oxygenation sta-
tus of blood. This contrast mechanism is termed blood-oxygen-level-depen-
dent (BOLD) effect [20]. The electron spin of the iron center of blood hemo-
globin changes from a diamagnetic to a paramagnetic state during deoxy-
genation. Therefore, blood deoxygenation results in a reduction of T2*
relaxation time. This contrast mechanism is exploited in functional brain
imaging [21], which allows visualization of activated brain areas. During acti-
vation, the blood supply to activated regions exceeds the demand due to the
increased oxygen consumption. This leads to an increased concentration of
oxygenated hemoglobin in activated brain areas as compared to brain tissue
at rest, and thus to a local increase in T2*. Using T2*-weighted sequences, acti-
vated brain areas appear hyperintense, i.e., display increased intensity. By
subtracting images acquired during episodes of activation and resting state,
activation maps can be computed with activated areas being displayed as
bright regions.

6.2 Instrumentation

An MRI system consists of several hardware components: the magnet, the
magnetic field gradient system and the rf-transmit/receive system. Currently,
magnets field strengths used for clinical MRI systems range between 0.23 and
3 T, and most clinical systems operate at 1.5 T. Recently, a number of research
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systems for human applications have been installed that work at 7 T or
higher. Most animal MRI systems use magnetic field strengths at 4.7 T and
7 T, but systems above 10 T are also available. Although higher field strengths
result in a higher signal, the use of such field strengths is hampered by a
longer T1 values and increased rf heating due to rf absorption in tissue. In
addition to the magnetic field strength, the magnetic field homogeneity,
which must be of the order of 1 ppm within the probe volume, is an impor-
tant characteristic of the MR magnet. All magnets at higher field strengths
are made of superconducting coils that have to be immersed in cryogenic flu-
ids (liquid helium). After installation, the magnet field homogeneity must be
optimized, inhomogeneities are accounted for, e.g., by placing pieces of iron
in the magnet bore, a procedure is also called passive shimming. In addition,
the field homogeneity is optimized for each measurement by applying ade-
quate direct currents to the gradient coils to compensate for field distortions
caused by the sample. In a clinical environment, the main magnet field has
to be shielded to protect the environment from the effects of the fringe fields;
otherwise, devices such as, e.g., neurostimulators and pacemakers might be
affected. Magnets can be passively shielded by enclosing the magnet room
with tons of iron plating. However, clinical MR magnets are usually actively
shielded using two sets of superconducting coil: the inner coil produces the
main static field inside the magnet, whereas the outer coil, in which the cur-
rent flows in the opposite direction, reduces the fringe field.

Spatial encoding requires the use of magnetic field gradients in three
orthogonal directions. These weak magnetic field gradients are produced by
three coils producing orthogonal fields (Fig. 24) connected to independently
controlled gradient amplifiers. The magnetic field gradients generated by
these coils should be as linear as possible over the imaging volume. A com-
plicating factor is the occurrence of so-called eddy currents induced in con-
ducting parts of the MR system by temporal switching of the magnetic field
gradients. These eddy currents produce unwanted magnetic fields in the
imaging volume, resulting in image artifacts. The effects of eddy currents are
minimized by designing actively shielded gradient coils. In clinical MR-scan-
ners, the currents applied to the gradient coils are of the order of several hun-
dreds of amperes. Since these currents are flowing inside a static magnetic
field, large forces act on the mechanical parts of the gradient coil, leading to
oscillations during gradient switching. These oscillations are responsible for
the acoustic noise during the MR measurement.
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Rf coils are used for excitation and signal detection. The coils must be able
to produce a uniform or well-defined oscillating field within the imaging vol-
ume. The coils are tuned and matched to the resonance frequency of the type
of nucleus being observed. Placing of a sample inside the rf coil adds an
impedance to the coil circuit, referred to as coil loading, which has to be com-
pensated for (tuning and matching of the coil). At field strengths higher than
0.5 T, the noise introduced by the samples dominates the inherent noise of
coil circuit. Often separate coils are used for excitation and detection, i.e., a
large volume coil (body coil) is used for excitation, whereas dedicated receive
coils are used for detection. Large volume coils yield homogeneous rf excita-
tion, while dedicated receive coils achieve higher sensitivity (Fig. 25) as they
are placed close to the region of interest and, in addition, have a better fill-
ing factor, i.e., receive less noise. The use of an array of receive coils corre-
sponds to an extension of concept of dedicated receive coils. Each coil ele-
ment covers a different part of the body and after acquisition the individual
images of all coil elements can be combined to large field of view image. In
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Figure 24. 
Geometry of coils form magnetic field gradients in three directions.



addition, the spatial sensitivity of the array coil elements can also be used to
speed up the acquisition by means of parallel imaging methods [22].

6.3 MRI contrast agents

In many clinical situations the intrinsic contrast of the tissue might not be
sufficient to discriminate pathological from healthy tissue. Therefore, the use
of contrast-enhancing agents has become an integral part of MRI investiga-
tions. There are two principal classes of MRI contrast agents: paramagnetic
and superparamagnetic compounds. Paramagnetic agents primarily shorten
the T1 relaxation time of the tissue, in which they accumulate. Using T1-
weighted imaging sequences such regions can be specifically enhanced.
Superparamagnetic agents primarily shorten the T2 and T2* values of tissue.
A more detail description of MRI contrast agents and the factors determin-
ing their behavior can be found elsewhere [23].

Paramagnetic contrast agents are based on metal ions with one or more
unpaired electrons. These unpaired electrons result in a very large electron
magnetic moment that interacts with the much smaller magnetic moments
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Figure 25. 
Left: High-resolution (0.5 mm) brain image obtained on 3-T clinical MR scanner (Philips Medical Sys-
tems). Right: High-resolution image (100 µm) of a rat obtained on a 3-T clinical MR scanner image
(Courtesy G. Adam UKE Hamburg) using a dedicated solenoid rf coil (Philips Research Hamburg).



of the nucleus. Molecular motions result in random fluctuations of this
dipolar magnetic interaction, leading to a reduction of both T1 and T2 relax-
ation times. Two mechanisms are responsible for the enhanced relaxation
efficacy: ‘inner sphere’ and ‘outer sphere’ relaxation. Inner sphere relax-
ation relies on transient coordination of water molecules to the metal cen-
ter, resulting in a strong interaction with the magnetic moment of the
unpaired electrons. Water molecules that diffuse close to the contrast agent,
but do not undergo coordinative binding, experience outer sphere relax-
ation. Although not as efficient as inner sphere relaxation, it still results in
shortening of the relaxation times because a large number of water mole-
cules are affected. For low molecular weight paramagnetic agents, both
mechanisms contribute to the same extent. Gadolinium (Gd3+) and man-
ganese (Mn2+) are examples of paramagnetic ions that are used in MR con-
trast agents. These metal ions are highly toxic, i.e., for biological applica-
tions they have to be made inert by coordination to chelating ligands (e.g.,
diethylene-triamine-pentaacetic acid, DTPA) to form high stability com-
plexes with low probability for dissociation. Most contrast agents used clin-
ically are based on gadolinium, and differ only in the chelating agents, e.g.,
the most commonly used one is Gd-DTPA (Magnevist®). A typical dose of
Gd-DTPA administered to patients is 10 ml at a concentration of 0.5 M,
which results in a concentration within the body of approximately 0.1
mmol/kg. The DTPA chelate does not bind to the proteins in the blood,
ensuring rapid distribution through the blood stream and fast clearance
through the kidneys. For most tissues, except brain, Gd-DTPA accumulates
in extracellular space. Paramagnetic agents can be designed specifically to
remain in the blood pool for prolonged periods of time. These blood pool
agents are either of larger size or bind reversibly to albumin in blood plasma
[24]. Recently, a new class of contrast agents was proposed based on the
chemical exchange-dependent saturation transfer (CEST) [25]. These agents
possess a chemical exchange site, which is selectively saturated (similar to
an MTC experiment) and the transfer of saturated magnetization to water
is measured. In addition, the biological system is relatively unperturbed by
the contrast agent unless the exchange site is specifically saturated. The
exchange rate depends on the temperature and pH value, and can therefore
be used to measure pH in vivo.

Superparamagnetic agents consist of magnetic nanoparticles of iron
oxide coated with a polymer matrix such as dextran. The particles are

Tobias Schaeffter

68



divided into two classes according to the overall particle size: if the diame-
ter is larger than 50 nm they are called superparamagnetic iron oxides
(SPIO), for a diameter smaller than this value they are classified as ultra-
small superparamagnetic iron oxides (USPIO). When exposed to an exter-
nal magnetic field, the magnetic moments of the individual iron oxide par-
ticles form a large permanent magnetic moment, significantly larger than
that of a paramagnetic ion such as Gd3+. Superparamagnetic contrast agents
cause large local field inhomogeneities. The proton magnetic moments of
water molecules that diffuse through these inhomogeneous domains
undergo rapid dephasing via an outer-sphere mechanism, prompting a
decrease in T2 and/or T2* [26]. If the particles are freely dissolved, the extent
of the field inhomogeneities is in the order of the diffusion length of the
water. As these particles undergo diffusion, i.e., a stochastic motion, the
dephasing of the transverse water proton magnetization cannot be refo-
cused; correspondingly T2 will be affected. If the particles are compart-
mentalized (e.g., in the vascular bed), the extent of the field inhomo-
geneities is larger than the diffusion length of the water. Water molecules
that diffuse through these field inhomogeneities experience enhanced T2*
relaxation, which, however, can be refocused. Apart from their strong effect
on the T2- and T2*-relaxation times, USPIO particles also have excellent T1-
enhancing properties [27]. In the body, SPIO particles are recognized by the
reticuloendothelial system (RES) of the blood and, as a consequence, a large
portion of the particles are taken up by the Kupffer cells in the liver and by
lymph nodes and spleen. The particles only enter healthy Kupffer cells in
the liver and do not accumulate in pathological tissue, hence they are used
as contrast agents for the diagnosis of neoplastic liver disease. USPIO parti-
cles are not immediately recognized by the RES due to their small size and
have, therefore, a longer blood half-life.

6.4 Safety and biological effects

During an MRI examination, the patient is exposed to a strong static mag-
netic field, switched magnetic field gradients and rf fields. At present, there
are no known effects of static magnetic fields on living organisms. During MR
procedures, the switched gradient magnetic fields may stimulate nerves or
muscles by inducing electric fields in the biological systems. In clinical exam-
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inations, current safety standards for gradient magnetic fields provide ade-
quate protection from potential hazards in patients. As discussed, fast switch-
ing of gradients may result in a high amplitude acoustic noise. In a clinical
environment earplugs or headphones are used to avoid any harmful conse-
quences of the noise exposure to the human ear. The majority of the rf power
transmitted for MRI is transformed into heat within the tissues as a result of
resistive losses. Rf heating increases with the square of the Larmor frequency
used. Therefore, in high field clinical systems, rf heating can exceed regula-
tory limits, requiring a reduction of the rf power deposited (i.e., a reduction
of the flip angle) and/or a reduction of the duty cycle, i.e., a prolongation of
the repetition delay (recovery delay in-between subsequent excitations).
Apart from these factors, a major risk in all MR exams is the potentially pro-
jectile effect of ferromagnetic materials inside the main magnetic field. In
addition, conducting wires placed inside the MR system may work as rf
antennas and can couple to transmit rf coils. At the resonance condition,
high rf power can be received by the rf antennas, resulting in a high electric
field and thus high temperature at the tip of the wire.

7 Optical imaging

Optical imaging encompasses a set of imaging technologies that use light
from the ultraviolet (UV) over the visible (VIS) to the infrared (IR) region to
image the tissue characteristics. Techniques are based on the measurement
of the reflectance, the transmission and the emission of light. Optical imag-
ing provides information on structure, physiology, and molecular function.
The techniques are established for high-resolution reflectance imaging of sur-
faces: microscopes are used to characterize pathologies of the skin, whereas
endoscopes are introduced into the body to investigate structures inside the
body (Fig. 26).

Optical imaging methods can be classified by according to three regions
of the electromagnetic spectrum (Fig. 1): the IR, VIS and UV domains. The IR
spectral regions (700 nm–1000 nm) can be further classified into a near-IR
(NIR: 700–1400 nm) and a far-IR (FIR: 1400 nm–1 mm) domain. The VIS sec-
tion of the spectrum ranges from about 400–700 nm, whereas the UV radia-
tion covers wavelengths between 200 and 400 nm. In general, optical imag-
ing techniques are applied to surface imaging, since the penetration depth
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of the light is very limited. However, light within a small spectral window
(600–900 nm) of the NIR region can penetrate about 10 cm into tissue due
to the relatively low absorption coefficient at these wavelengths [28]. The
lower boundary in this window is given by the high absorption of blood
(hemoglobin, methemoglobin), whereas the tissue absorption above 900 nm
increases due to the presence of water. For this reason, the NIR part of the
spectrum is utilized for non-surface optical imaging. Another factor limiting
optical imaging is the strong scattering of light, i.e., photons propagating
inside tissue do not follow straight paths, but rather diffuse following ran-
dom paths. Mathematical modeling of the photon migration in the tissue is
required to resolve structures inside the body. Therefore, images with micro-
scopic resolution (sub-micrometer) can be obtained only from surfaces,
whereas structures within tissue can be resolved only at low-resolution of the
order of several millimeters to a centimeter.

Different techniques can be applied to obtain information from deeper
lying tissues. For instance, NIR reflectance imaging can be used to study struc-
tures close to the surface, e.g., in small animal imaging. Another class of tech-
niques measures the transmission of light, the light source being located on
the other side of the sample [29]; obviously this technique is applicable to
small samples (<10 cm) only. This rather old technique was revisited during
the last 20 years due to advances in light sources (e.g., lasers) and detectors
(e.g., highly sensitive charged coupled device, CCD, or avalanche photo-
diodes). There are various types of lasers available for medical use. Lasers are
classified by the kind of the lasing medium they use: gas, liquid, solid, semi-
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Figure 26. 
Principle of optical reflectance imaging.



conductor, or dye lasers. A continuous wave (CW) laser emits a steady beam
of light, whereas a pulsed laser emits laser light in an off-and-on manner. The
use of short laser pulses allows the selection of ballistic photons, i.e., photons
that are not or only weakly scattered, which arrive first on the other side [30].
Another method employs modulated laser light to correct for variations in
attenuation [31]. The development of diffuse optical tomography represents
a breakthrough in optical imaging. In this technique light is applied from dif-
ferent angles and scattered light is detected from all directions. In contrast to
X-ray CT, modeling of the scattering process is essential for image recon-
struction in optical imaging. Typically, a numerical solution of the diffusion
equation is used to describe the propagation of light photons in diffuse
media and to predict the measurements of the experimental set-up (forward
problem). Afterwards, model parameters are improved using regression analy-
sis comparing the experimental data with the predictions of the forward
approximation, resulting in images [32]. Due to strong influence of scatter-
ing and since the reconstruction problem is ill posed, the spatial resolution
of optical tomography is rather poor and in the order of 5–10 mm. Diffuse
optical tomography has been applied in preclinical (mouse imaging) and
clinical applications (breast imaging, Fig. 27). In comparison with transillu-
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Figure 27. 
Left: Multiplanar cross-section images of the right breast of patient obtained with an optical tomog-
raphy system (Philips Research Eindhoven). The strong attenuation (red) indicates the location of the
tumor. Right: Fluorescence images show of a tumor-bearing nude mice 6 h after intravenous injec-
tion of a targeted NIR fluorescent probe (Courtesy K. Licha, Schering AG, Berlin).



mination, diffuse optical tomography allows better quantification of absorp-
tion, scattering or fluorescence in three dimensions.

7.1 Contrast mechanisms

The contrast in optical imaging relies on endogenous different intrinsic con-
trast mechanisms like absorption, reflectance, scattering and emission (e.g.,
luminescence or fluorescence). In particular, light absorption by tissue pro-
vides functional information for the tissue, which strongly depends on the
wavelength of the light. Measurements at different wavelengths allow the
quantification of the water concentration and the oxygenation status of tis-
sue. Oxygenation measurements are used to assess tissue vascularization, an
important indicator in cancer diagnosis. Scattering, on the other hand, is
associated with the structural properties of tissue. However, as scattering
reduces spatial resolution, tissue structures are in general not resolved as such,
only indirect structural information is derived from the analysis of scatter-
ing parameters.

Absorption and scattering are endogenous properties of tissue. Alterna-
tively, specific information can be derived by administration of exogenous
fluorescent compounds. In a fluorescence experiment, energy from an exter-
nal light source is absorbed by the fluorophore, and almost immediately
reemitted at a slightly longer wavelength corresponding to a lower energy.
The energy difference between the absorbed and emitted photons is due to
intramolecular vibrational relaxation. Tissue contains endogenous fluores-
cent groups and, therefore, shows autofluorescence, which is usually unspe-
cific and degrades the contrast-to-background ratio. Correlations of intrinsic
signals and malignancy have been demonstrated in principle [33], but the
specificity achieved so far is low.

7.2 Optical contrast agents

Similar to nuclear imaging, optical imaging is a sensitive modality that can
detect very low concentrations of an optical dye; in contrast to PET and
SPECT optical imaging does not involve ionizing radiation, the optical probes
are in general stable, and the technologies are relatively cheap. Two light gen-
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erating principles can be differentiated: fluorescence and bioluminescence.
In fluorescence imaging a fluorescent probe (optical dye) is activated by an
external light source and a signal is emitted at a different wavelength. The
fluorescent signal can be resolved with an emission filter and captured, for
instance, with a high-sensitivity CCD camera. In the NIR range, indocyanine
green (ICG) is a widely used fluorescence agent, which it is safe and approved
by the FDA. ICG is an intravascular agent that extravasates through vessels
with high permeability [34]. Recently, also ICG derivates with different
biodistribution were considered [35]. In addition, the development of semi-
conductor quantum dots shows high potential for fluorescence imaging, pro-
vided that these materials can be made biocompatible [36]. Fluorescent
probes have been used in fluorescence reflectance imaging to image superfi-
cial structures in microscopy, endoscopy, intravascular or intraoperative
imaging studies, as well as in three-dimensional optical tomography to local-
ize and quantify fluorescent probes in deep tissues in small animals [37].
Recently, targeted fluorescent probes have been developed to map specific
molecular events, to track cells or to detect gene expression in vivo. For exam-
ple, these probes target specific tumor receptors [38], or tumor angiogenesis
[39] or are activated by tumor-associated enzymes (proteases) [40]. The latter
probe concept is highly promising, because the probes are only activated in
the presence of the targeted enzyme but remain silent otherwise (quenched
fluorescence), yielding a 10- to 50-fold fluorescence signal increase in tissues
expressing the enzyme. It is expected that clinical application will benefit
from the availability of fluorescent probes, especially if targeted probes are
developed that can increase the specificity of optical imaging.

In bioluminescence imaging, an enzymatic reaction is used as internal sig-
nal source. Luciferases are a class of enzymes (oxgenases) that emit light (bio-
luminescence) with a broad emission spectra in the presence of oxygen. This
reaction is responsible for the glowing effect of fireflies. Also here, the red
components of the spectra are the most useful ones for imaging due to min-
imal absorption by tissue. Bioluminescence signals are commonly detected
using highly sensitive CCD cameras. In contrast to fluorescence techniques,
there is no inherent background signal in bioluminescence imaging, which
results in a high signal-to-background ratio and correspondingly in excellent
sensitivity. However, bioluminescence imaging involves genetic engineering
of the tissue of interest, which has to express the luciferase reporter gene;
hence, the method has only been applied in small animals so far [41].
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7.3 Safety and bioeffects

The operation of strong light sources, such as lasers, can lead to potentially
hazardous situations. The bioeffect strongly depends on spectrum as well as
both average and peak power of the light source. Three mechanisms might
lead to tissue damage when using laser light: thermal, acoustic, and photo-
chemical interactions with tissue. Thermal effects are the major cause of laser-
induced tissue damage. The amount of thermal damage that can be caused
to tissue depends on the thermal sensitivity of the type of tissue. Thermal
effects can range from erythema (reddening of the skin) to burning of the tis-
sue. Strong and localized temperature changes cause a localized vaporization
of tissue, i.e., of the water contained within the tissue, which in turn can cre-
ate a mechanical shockwave. This acoustic effect can cause tearing of tissue.
Light can also cause induced photochemical reactions in cells, which might
lead to harmful effects.

Of most concern in light and laser accidents is the damage to the skin and
to the eyes. Skin layers sensitive to light are the epidermis and the dermis.
Irradiation with UV-light can cause erythema and blistering. In particular, far-
UV (200–300 nm) is a component of sunlight that is thought to have car-
cinogenic effects on the skin. NIR wavelengths of light are absorbed by the
dermis and can cause heating of skin tissue. VIS and NIR wavelengths of light
are transmitted through the cornea and lens of the eye, and are absorbed
mostly by the retina. The VIS and NIR portions of the spectrum (400–
1200 nm) are often referred to as the ‘retinal hazard region’, because light at
these wavelengths can damage the retina. UV and FIR wavelengths of light
are predominantly absorbed by the cornea and lens of the eye causing pho-
tochemical damage and inflammation.

Lasers are classified into four hazard classes. A class 1 laser is a laser that
is incapable of emitting laser radiation higher than 0.4 mW. This applies to
very low power devices such as those in semiconductor diode lasers, which
are embedded in CD players. Class 2 lasers have low power (1 mW). They
normally considered not being hazardous unless an individual were to force
himself/herself to stare directly into the beam. Class 3 lasers are medium
power lasers (1–500 mW) and are potentially hazardous upon direct expo-
sure of the eye. Class 4 lasers are those devices with power outputs exceed-
ing 500 mW. Most research, medical, and surgical lasers are categorized as
class 4.
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8 Conclusion

Biomedical imaging modalities differ with respect to the image content, their
sensitivity, spatial resolution and time resolution. As described here, the
main differences of imaging modalities is the type and amount of energy
applied. The interaction of the tissue with energy determines the contrast
achievable and thus the image content. X-ray CT is the classical anatomical
imaging modality that provides high-resolution structural imaging. One
main advantage of CT is its ease of use, because large volume data with high
spatial resolution can be acquired rapidly in a push-button mode. However,
this technique has a rather poor soft tissue contrast. The use of contrast agents
improves the contrast and allows, e.g., the visualization of vessel structures
and the measurement of physiological processes such as perfusion. MRI pro-
vides superior soft tissue contrast, good spatial resolution and offers a wide
range of contrast mechanisms to obtain anatomical, physiological and meta-
bolic information. Due to this flexibility, MRI has become a valuable tool for
diagnosis and staging of diseases. The use of MR contrast agents allows the
enhancement and quantification of physiological information (e.g., perfu-
sion). The development of targeted MR contrast agents may enable them to
be used to study early precursors of diseases in the future. The main disad-
vantages of MRI are its high cost, its complexity and its inherently low sen-
sitivity. Ultrasound imaging is relatively cheap, easy to use, and the instru-
ments are portable and can be taken to bedside. Ultrasound can provide high-
resolution anatomical and functional information in real time. Ultrasound
contrast agents are used to enhance the contrast of blood and to measure per-
fusion. In future, targeted ultrasound contrast agents may allow the detec-
tion of early molecular markers in the vascular space. In contrast to the other
modalities, which exploit endogenous contrast mechanisms, nuclear imag-
ing techniques such as SPECT and PET are based on the injection of radio-
pharmaceuticals. Nuclear imaging allows the measurement of the spatial dis-
tribution of these tracers over time. There is a wide range of different radio-
pharmaceuticals available for the characterization of biological processes on
a metabolic and molecular level. Although the spatial resolution is poor, the
high sensitivity allows the measurement of rare molecular events such as
gene-expression processes in vivo. Newer optical imaging techniques, like flu-
orescence imaging, are currently under investigation for their use in clinical
use. Due to their high sensitivity, they are already used in biomedical research
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and drug development to detect molecular events in animals. The instru-
mentation for optical imaging is cheap and the development of optical con-
trast agents is easier than the synthesis of radiopharmaceuticals.

In general, the different imaging modalities provide different informa-
tion, and thus can be considered as being complementary rather than com-
petitive. Therefore, the combination of techniques is of high interest. This
can be achieved by image processing techniques (i.e., image registration) or
using integrated systems. In particular, the combination of structural imag-
ing techniques (like CT) and functional imaging (like nuclear imaging) is of
high interest, because it allows the co-registration of anatomy provided by
CT with functional and molecular information provided by nuclear imaging.
Today, clinical PET-CT (Fig. 28) and SPECT-CT scanner combinations (Fig. 29)
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Figure 28. 
Combined PET-CT scanner (Gemini, Philips Medical Systems) to obtain anatomical (left) and func-
tional information (right) in one session. The images show whole-body screening of metastasis.



are commercial available, whereas other configurations like PET-MR [42] and
optical tomography-MRI [34] are being tested in academic research. Beside
the integration of different modalities into one system, the use of a common
bed for patients or animal support devices can be used to exchange the
patient or animal rapidly between different modalities in a reproducible
manner. With this concept the availability of other scanner combinations
might be expected in the near future.

Within the last decades extraordinary process was made in the field of bio-
medical imaging. In particular, the spatial resolution, sensitivity and acqui-
sition times have been improved tremendously, allowing non-invasive mea-
surement of structural and functional information in animals and humans.
Biomedical imaging has become an indispensable tool in clinical practice for
diagnosis and staging of diseases, as well as for monitoring of drug response
after therapy and in the follow-up process. Recently, advances in the devel-
opment of targeted contrast agents, which can highlight molecules or mol-
ecular pathways, resulted in a new type of imaging [43]. This field of molec-
ular imaging has also a high potential in the field of drug development [44],
since it allows the measurement of absorption, distribution and binding of
potential drug candidates as well as the assessment of their pharmacody-
namic effects. A detailed description of molecular imaging concepts can be
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Figure 29. 
Combined SPECT-CT scanner (Precedence, Philips Medical Systems) to obtain anatomical (left) and
functional information overlaid on anatomy (right) in one session. The images show asymmetric radio-
tracer focus for lymph node involvement.



found in Chapters 3 and 4. In addition, imaging and especially molecular
imaging, has the potential to function as a biomarker, which is an indicator
of pathogenic processes or pharmacological responses to a therapy. Moni-
toring a short-term therapy effect will significantly help in drug development
and patient stratification in a clinical setting. With these ongoing develop-
ments the range of applications for biomedical imaging will continue to
expand.
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Glossary of abbreviations
FMT, fluorescence molecular tomography; FRI, fluorescence reflectance imaging

MRS, magnetic relaxation switches, NIRF, near infrared fluorescence, MNP, superparamagnetic

nanoparticles; MRI, magnetic resonance imaging; PET, positron emission tomography; SNR, sig-

nal-to-noise ratio; SPECT, single-photon emission computed tomography.

1 Introduction 

The traditional role of non-invasive imaging has been to define gross
anatomy and physiology at the level of the whole organ. In the last few years,
however, technological advances have made it possible to characterize mol-
ecular expression and physiology at the cellular level with non-invasive
imaging techniques. This emerging field has been broadly termed “molecu-
lar imaging” and has the potential to significantly enhance the role of diag-
nostic imaging in both the basic science and clinical arenas. This review sum-
marizes some of the recent developments in molecular imaging and discusses
their potential impact on several important aspects of drug discovery and
development. We focus our attention in this chapter on optical (fluores-
cence), and magnetic resonance imaging (MRI) approaches to molecular
imaging. The role of bioluminescence, single-photon emission computed
tomography (SPECT) and positron emission tomography (PET) imaging have
been covered elsewhere in this book.

For a molecular imaging tool to be useful, however, several prerequisites
must be met. It must have a sensitivity high enough to monitor interactions
at the molecular level, a sufficiently high spatial resolution to image mouse
models of human disease and a high degree of specificity for the target of
interest [1]. Each imaging modality has a set of advantages and disadvantages,
and the choice of technique must thus be tailored to the question of inter-
est. For instance, if high-resolution images of myocardial function and con-
traction in a live mouse are desired, MRI is likely to be the modality of choice
[2]. On the other hand, activatable near infrared fluorescence (NIRF) probes
are highly suitable for the detection of enzyme activity within endothelial
membranes and accessible tumors [3, 4].

The use of mouse models of human disease has become increasingly
more important in the era of molecular and genetic medicine [5]. Mouse
models are frequently used in drug development to validate potential tar-
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gets, to assess therapeutic efficacy, and to identify and validate biomark-
ers of drug efficacy and/or safety. The emergence of imaging technology
capable of obtaining high quality non-invasive images of mice, in vivo,
has thus been critical to the development of molecular imaging [6]. Sys-
tems that can be housed and operated in basic science laboratories now
exist to perform MRI, CT, nuclear imaging, fluorescence and biolumi-
nescence imaging on mice (Tab. 1) [7]. In addition, the cost of these sys-
tems is generally less than their clinical counterparts and they are thus
likely to become routine tools in the development and assessment of new
drugs.

It has become possible recently to combine imaging modalities, and thus
exploit the advantages of two techniques. Examples of such combined sys-
tems include CT-SPECT imagers, and the combination of MRI with PET and
NIRF imaging. Advances in hardware design and image processing have also
been accompanied by advances in probe chemistry and design. Many of the
recently developed molecular probes are dual modality and thus capable of
being detected by these complimentary imaging techniques [7, 8]. A more
detailed description of specific imaging modalities and probe designs follows
below. The reader is also referred to a number of excellent recent review arti-
cles in this area [5, 9–14].

2 General approach to molecular imaging

The characterization of the human genome has led to an intense focus on
genetic models of disease. Although theoretically attractive to image,
genetic materials such as DNA and RNA generally do not occur in high
enough levels to permit robust imaging. The products of these genetic mate-
rials, namely the proteins they encode for, however, do exist in large enough
quantities to be imaged. Even so, imaging of proteins whether membrane
receptors or enzymes, usually requires an amplification strategy to gener-
ate an adequate signal. Amplification strategies may be biological, such as
the internalization of a nanoparticle after ligand binding to a particular
membrane receptor, or chemical such as the used of biotinylated probes.
Alternatively reporter probes may be used to indicate the presence of a pri-
mary phenomenon with which they are associated. Examples include the
use of thymidine kinase to detect gene expression or cell viability by SPECT
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imaging, and the use of the transferrin receptor as a reporter gene for MR
imaging [15–17].

The performance of an imaging modality may be described by its spatial
resolution, signal-to-noise ratio (SNR), contrast-to-noise ratio (CNR), and in
the case of dynamic phenomena by its temporal resolution as well. Tissue
contrast may be generated by intrinsic differences in the properties of tissues,
or may require the administration of an imaging agent or reporter probe. The
vast majority of molecular imaging techniques have required the develop-
ment of probes sensitive to a specific molecular target. The overall perfor-
mance of the technique is thus determined by a combination of the charac-
teristics of the target, as well as those of the probe and the imaging modal-
ity. For instance, the sensitivity of a technique will be influenced by the
density and location of the target of interest, the pharmacokinetics of the
probe, the vascular and cell membrane permeability of the probe, the affin-
ity of the probe for the desired target, and the physical performance of the
imaging modality.

Probes that alter their physical characteristics upon contacting a desired
target have recently been developed and are often described as 'activatable'.
Examples of such activatable probes include NIRF agents and smart magnetic
relaxation switches [18–20]. Activatable NIRF agents exist in a baseline
quenched state until cleavage or activation by the desired enzyme produces
fluorescence. The relaxation properties of smart magnetic relaxation switches
are likewise changed through an interaction with a specific target. In some
ways, these probes can therefore be considered pro-drugs whose final prod-
uct produces an imaging readout.

Randomized clinical studies have become the ultimate standard for eval-
uating the efficacy of a new drug or therapy. However, to achieve statistically
significant results, particularly when hard clinical end-points such as myocar-
dial infarction or death are used, anywhere from hundreds to tens of thou-
sands of patients need to be enrolled in a study. While it is unlikely that the
use of molecular imaging will ever make the need for such trials obsolete,
molecular imaging has the potential to rationalize the process, reduce the
cost of new drug development and ultimately accelerate the introduction of
new drugs into clinical practice [6].
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3 Magnetic resonance imaging

3.1 General principles

The characteristics of MRI make it a suitable technique for molecular imag-
ing. MRI offers unparalleled soft tissue contrast, can produce images with
both a high temporal and spatial resolution, and is non-ionizing. MRI has
thus become the imaging modality of choice for studying diseases of the cen-
tral nervous system such as stroke, neurodegenerative disorders and multi-
ple sclerosis. The role of MRI in the evaluation of cardiovascular disorders is
also growing, encompassing the investigation of aortic, carotid and periph-
eral vascular disease, as well as imaging of the heart itself. MRI is now used
routinely to assess ventricular function, detect ischemia and assess myocar-
dial viability [21, 22]. MRI also plays a major role in the evaluation of neo-
plastic disease, particularly in the pelvis and abdomen, as well as musculo-
skeletal disease. The broad range of pathologies and organ systems that are
imaged with MRI make it an appealing platform for which to develop tools
and probes for molecular imaging. In addition, small-bore high-field MRI
scanners have been developed to obtain images in small animals such as mice
and rats. These small-bore high-field scanners provide the same attributes in
the small-animal arena that clinical scanners do in human studies. MRI thus
offers the investigator the possibility of composite bench-to-bedside imaging
[11].

The role of small-animal MRI scanners in drug development has been rec-
ognized by both the pharmaceutical industry and the vendors of small-ani-
mal scanners. Actively shielded systems, designed specifically for high-
throughput screening in the pharmaceutical setting, have been developed,
and do not require the presence of an RF-shielded room, unlike clinical scan-
ners. Cardiovascular imaging in small animals is somewhat more challeng-
ing, but high-quality cine images of the heart and great vessels can be read-
ily obtained, as shown in Figure 1.

Several MR-based techniques have been developed to image the cellular
and metabolic mileau including, diffusion-weighted MRI and MR spec-
troscopy. Diffusion-weighted MR is able to detect the acute breakdown of the
cell membrane following stroke, and has become the method of choice for
the acute detection of cerebro-vascular accidents. Hydrogen MR spectroscopy
has been widely used in the diagnosis of demyelinating and neurodegenera-
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tive diseases of the central nervous system. In addition, MR spectroscopy of
high-energy phosphates such as ATP and phospho-creatine has been used to
detect abnormal myocardial energetics in heart failure [23]. While these
techniques have certainly moved beyond traditional whole-organ imaging,
we feel that they cannot truly be classified as molecular imaging techniques
since they are not targeted to a specific receptor, protein or pathway. Never-
theless, it is likely that the role of these techniques will continue to grow and
perhaps complement the role of targeted MR-based molecular techniques.

The imaging of specific molecular targets by MRI has generally required
the development of paramagnetic or superparamagnetic contrast agents
directed against a specific molecular target. These agents can be used to
enhance the longitudinal relaxation of protons (so-called T1 or relaxivity
contrast) or to enhance the transverse relaxation of protons (T2* or suscep-
tibility contrast). Several MR contrast agents, for instance ultra-small super-
paramagnetic iron oxides, can be used as both relaxivity or susceptibility
agents [24–27], while others such as gadolinium are best suited to the imag-
ing of longitudinal relaxation [28].

The critical importance of probe sensitivity in molecular imaging has been
alluded to above. The initial parameter of concern in the design of an MR
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Figure 1. 
Cardiac MR images of live mice obtained on a 9.4 T small-bore MR scanner. The images shown were
obtained with an in-plane spatial resolution of 150 µm and a temporal resolution of approximately
160 frames per second.



contrast agent is thus often the value of its relaxivity. This value refers to the
slope of either transverse or longitudinal relaxation rate as a function of probe
concentration. Both the R1 (longitudinal relaxivity) and R2 (transverse relax-
ivity) of the paramagnetic contrast agent gadolinium, for instance, are
approximately, 4 mMs–1 [28]. It should be mentioned, however, that relax-
ivity may be influenced by field strength and temperature. This is particu-
larly important for T1 agents since R1 tends to decrease at progressively higher
field strengths [29]. The R2 of superparamagnetic agents on the other hand
tends to plateau at approximately 0.5 T, which is well below the field
strengths used in both clinical and small-animal scanners.

Superparamagnetic nanoparticles (MNP) can be classified as either: (a)
polymer-coated, (b) targeted, or (c) activatable (Tabs 2 and 3). The latest gen-
eration of long-circulating MNP have an R1 and R2 (0.47 T, 40°C) of 40 mMs–1

and 150 mMs–1, respectively. The uptake of a given amount of an MNP thus
produces a significantly larger change in the MR signal than the uptake of an
equivalent amount of gadolinium. Gadolinium-based probes are thus most
suited to the imaging of molecular targets with a high degree of biological
expression, for instance the presence of fibrin within thombi [30–32]. How-
ever, because of its lower intrinsic relaxivity, the imaging of most molecular
targets with gadolinium necessitates the construction of larger magnetic
nanoparticles and polymers to achieve high magnetic payloads [33]. The
safety of such constructs for human use, however, will require extensive fur-
ther investigation.
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Table 2. 
Examples of polymer-coated magnetic nanoparticles (MNP)

Short-circulating Comment

Ferumoxides (Feridex) Approved liver imaging agent
Ferrixan (Resovist) Approved liver imaging agent

Long-circulating

Ferumoxtran (Combidex/Sinerem, AMI 227) Completed Phase 3 trials
Ferumoxytol (AMI 228) Approved for iron replacement Rx
Feruglose (Clariscan) Cardiovascular imaging/angiography 
Monocrystalline iron oxide (MION) Experimental MNP [38]
Cross-linked iron oxide (CLIO) Experimental MNP developed for targeted 

imaging [105]



The use of iron oxide-based MNP for molecular imaging in humans, on
the other hand, is based on extensive experience with these agents in humans
[27, 34, 35]. These nanoparticles consist of an iron oxide core that is processed
by the same pathways that metabolize endogenous and dietary iron [36]. The
first MNP to be approved by the FDA for human use was Feridex. This agent
consists of an iron oxide core covered by a thin dextran coat, and in vivo tends
to form large crystal aggregates that are rapidly cleared from the bloodstream
by the Kupffer cells [37]. Long-circulating MNP contain more extensive poly-
mer coats that prevent the formation of aggregates in vivo, and they are thus
not rapidly removed by the reticulo-endothelial system [38]. Several of these
agents, including Combidex, Ferumoxytol and Clariscan, have been safely
used in humans [24, 27, 39].

3.2 Targeted MR imaging probes

Targeted MR probes generally have a protein, peptide or small-molecule lig-
and, with affinity for a particular molecular target, attached to the surface of
the magnetic nanoparticle. An early example of such a system was the bind-
ing of an antibody directed against cardiac myosin to an MNP [40]. This anti-
myosin probe was able to image myocardial infarction in rats by ex vivo MRI.
While antibody-based probes may possess a high degree of specificity, several
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Table 3. Examples of targeted and activatable superparamagnetic nanoparticles

Targeted probes Target MNP

Anti-myosin [40] Cardiomyocyte necrosis MION
AnxCLIO-Cy5.5 [85] Phosphatidylserine/apoptotic cells CLIO
E-Selectin [80] E-Selectin/endothelial inflammation CLIO
VCAM-1 VCAM-1/endothelial inflammation CLIO

Activatable probes

GFP-MRNA Oligonucleotide CLIO-MRS
CA-125 Protein CLIO-MRS
Caspase-3 Protease CLIO-MRS
HSV-1 Viral particles CLIO-MRS
L/D tyrosine Enantiomeric impurities CLIO-MRS



aspects limit the utility of this construct. Firstly, the large size of whole anti-
bodies may limit the bioavailability of the probe beyond the surface of the
endothelial membrane. Secondly, whole antibody conjugates are unlikely to
be internalized by surface receptors into cells. Finally, whole antibody con-
jugates are far more likely to produce adverse reactions in humans than other
constructs, and thus will likely face far greater regulatory hurdles prior to
approval.

The use of whole antibodies to label magnetic nanoparticles is thus being
replaced in many laboratories by the use of antibody fragments, small pro-
teins, peptides and peptidomimetics [41]. The smaller size of these labels may
allow a probe to be internalized into a cell after ligand binding to the target,
which is a biological mechanism for signal amplification. For instance, the
conjugation of the HIV-derived Tat peptide to MNP has been shown to pro-
mote cell internalization [42, 43]. High-throughput screening libraries are
now being used in several laboratories to identify peptides that are not only
specific for a particular target but also have physical and chemical properties
that promote internalization after binding [44]. A list of targeted MNP, deriva-
tized with ligands varying from whole antibodies to peptidomimetics, is pre-
sented in Table 3.

The principal disadvantage of ligand-based MR probes, whether large
antibodies or small peptides, is the generation of signal from the unbound
portion of the probe as well. This background signal produces noise that must
be overcome to produce specific images of target uptake. One strategy com-
monly used is to wait for washout of the unbound fraction of the probe. This
strategy works well for the imaging of subacute and chronic molecular
processes, but has obvious limitations for the imaging of acute processes. In
these acute situations scavenger systems that selectively alter the properties
of unbound probe can be used prior to imaging. Despite the presence of back-
ground noise from unbound probe, the use of targeted MR nanoparticles
holds much promise, and will remain a vital component of the molecular
imaging arsenal for the foreseeable future.

3.3 Activatable probes

Activatable or “smart” MRI probes differ fundamentally from targeted probes
in that they undergo chemical or physico-chemical changes upon target
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interaction, and thus have a built-in amplification strategy. Increases in sig-
nal intensity of up to tenfold above background have been reported with acti-
vatable MR imaging compounds [20]. Two broad strategies have been
described to “activate” MR contrast probes upon target exposure. The first of
these is based on enzymatic conversion of paramagnetic compounds from an
inactive into an active form [45]. A gadolinium construct has been developed
that is magnetically silent in its baseline form due to the presence of high-
affinity chelators blocking the access of water molecules to gadolinium.
Cleavage of these chelators by a target enzyme restores the access of the water
protons to gadolinium, and results in a detectable increase in R1. For instance,
the presence of lacZ gene expression, which encodes for the enzyme β-galac-
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Figure 2. 
Assembly/disassembly principle underlying use of superparamagnetic relaxation switches (MRS). (A)
Incubation of anti-GFP-P1 nanosensors with GFP or control BSA protein. The transverse relaxation
time, T2, decreases as the nanosensor binds to GFP protein. (B) Caspase-3 activity can be detected
using an MRS containing the DEVD peptide recognition sequence. The increase in T2 due to caspase-
3-mediated disassembly of the MRS is not seen when the caspase-3 inhibitor (N-acetyl-DEVD-CHO)
is added. Adapted with permission from [20].



tosidase, was detectable using a construct with chelators sensitive to cleav-
age by the β-galactosidase enzyme [45].

Enzyme-mediated polymerization has also been used to image nanomo-
lar amounts of peroxidases, which are thought to play a role in predisposing
inflamed atherosclerotic plaques to rupture and complication [46, 47]. In the
presence of peroxidase, paramagnetic substrates are assembled into oligomers
with resultantly higher R1 values. This assembly/disassembly strategy has also
been used recently in the development of superparamagnetic magnetic relax-
ation switches (MRS). These switches consist of an aggregate of nanoparticles
held together by peptide chains containing specific recognition sequences for
an enzyme of interest [20]. Exposure to this enzyme results in cleavage of the
peptide-linker chains, the disintegration of the nano-assembly into its indi-
vidual component nanoparticles, and an accompanying reduction in trans-
verse relaxivity.

The use of smart/activatable magnetic contrast agents to image kinases,
proteinases and other enzymes involved in disease processes is likely to play
an increasingly important role in future drug discovery [48, 49]. A caspase-3-
sensitive MRS, containing the DEVD peptide recognition sequence, has been
shown to be able to detect caspase-3 activity in vitro with a high degree of
accuracy (Fig. 2) [20]. Switches capable of detecting oligonucleotides, pro-
teins, viral particles and enatiomeric impurities in vitro have also been devel-
oped (Tab. 3) [20, 49–52]. A list of proteases, enzymes and other targets suit-
able for molecular imaging by MR, NIRF, bioluminescence, SPECT and PET is
provided in Table 4.

3.4 Future challenges

The principal challenges facing molecular imaging with MR-detectable
probes in the near future are likely to be the development of better amplifi-
cation strategies to differentiate target information from nonspecific back-
ground signal, and the development of improved cell-penetrating strategies
[53]. The latter will be key if intracellular targets are to be imaged with MRI,
and will require extensive studies on the intracellular processing of these
potential contrast agents. The flexibility and versatility of MRI remain unpar-
alleled, and it is thus highly likely that MRI will continue to play a central
role in all aspects of molecular imaging.
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4 Optical imaging

Optical imaging techniques play a central and well-established role in the in
vitro study of cell structure and function. Recently however, revolutionary
advances in optical imaging technologies have allowed these techniques to
be used in vivo [54, 55]. The primary facilitating technologies of this remark-
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Table 4. Some examples of existing imaging targets/probes used for molecular imaging by MR, NIRF,
bioluminescence, SPECT and PET imaging

Proteases Receptors Other enzymes

Cathepsin B Somatostatin Thymidine kinase (HSV-TK)
Cathepsin D Bombesin Farnesyl tranferase
Cathepsin K Dopamin D2 and D1 Toposiomerase
MMP-1 Serotonin Cytochrome p450
MMP-2 Benzodiazepine Hexokinase
MMP-7 Opioid 3-hydroxyacyl-coenzymeA dehydrogenase (HAD)
CMV protease Acetylcholine Choline metabolism
HIV protease Adrenergic Citrate metabolism
HSV protease Estrogen Protein synthesis (amino acids)
HCV protease Cholecystokinin Akt kinase
Caspase-1 EGFR β-Galactosidase
Caspase-3 VEGFR Glutamate carboxipeptidase
Thrombin Glycoprotein GP IIb/IIIa PI3 kinase

Folate
Insulin
Neurokinin
TGF
Asialoglycoprotein
Adenosine2

Angiogenesis Apoptosis Cellular tracking

E-selectin Annexin-V CD8
α5β3 Caspase-3 CD4
Endostatin TRAIL, S-TRAIL CD34
VEGFR PtdS binding protein Neural progenitor cells
VCAM-1 Synaptotagmin Stem cells
CD105 Macrophages
Thrombin Dendritic cells

Tumor cell

MMP, matrix metalloprotease; CMV, cytomegalovirus; HIV, human immunodeficiency virus; HSV, her-
pes simplex virus; HCV, hepatitis C virus; EGFR, epidermal growth factor receptor; VEGFR, vascular
endothelial growth factor receptor; TGF, transforming growth factor; HSV-TK, herpes simplex virus
thymidine kinase; VCAM1, human vascular cell adhesion molecule; CD105, endoglin; TRAIL, tumor
necrosis factor-related apoptosis-inducing ligand. Reproduced with permission from [6].



able advance have been progress in mathematical modeling of photon prop-
agation in tissue, the expanding availability of biologically compatible NIR
probes and the development of highly sensitive photon detection technolo-
gies [54, 55].

Optical techniques for molecular imaging can be broadly divided into
those involving bioluminescence imaging and those that involve fluores-
cence imaging. For completeness, it should be noted that there are several
other optical techniques being developed, such as NIR spectroscopy [56, 57],
in vivo Raman spectroscopy [58] or multiphoton imaging [12, 59]. However,
the low cost, versatility and high-throughput capability of bioluminescence
and fluorescence imaging make them particularly suited to the drug discov-
ery and development process. Bioluminescence imaging has been dealt with
elsewhere in this text, and we will therefore focus below on fluorescence
imaging.

4.1 Technologies for fluorescence imaging

Fluorescence imaging is based on the absorption of energy from an external
light source, which is then almost immediately re-emitted at a longer wave-
length of lower energy. Many of the fluorochromes used for in vitro imaging,
for instance green fluorescent protein (GFP), absorb light at wavelengths that
fall into the visible spectrum. The use of these fluorochromes for in vivo imag-
ing, however, is limited by the high absorption coefficient of light within the
visible spectrum by body tissues. In addition, tissue autofluorescence tends
to be highest at wavelengths within the visible spectrum, thus further com-
plicating the use of fluorochromes such as GFP for in vivo imaging.

The use of cyanine dyes, with absorption and emission spectra in the NIR
range (650–850 nm), has thus been a key advance for fluorescence imaging
in vivo [60, 61]. Hemoglobin (the principal absorber of visible light), water,
and lipids (the principal absorbers of IR light) all have their lowest absorp-
tion coefficient in the NIR region of around 650–900 nm. Imaging in the NIR
region also has the advantage of minimizing tissue autofluorescence, which
is lowest in this range. The use of NIR fluorochromes thus allows deeper struc-
tures within the body to be imaged in vivo, and provides high target/back-
ground ratios. In fact, penetration depths of 7–14 cm are theoretically possi-
ble, depending on tissue type.
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Fluorescence imaging can be performed at different resolutions and depth
penetrations, ranging from micrometers (intravital microscopy [12]) to cen-
timeters (fluorescence molecular tomography, FMT; [62]). Conventional flu-
orescence reflectance imaging (FRI) is a useful technique to image superficial
structures (<5 mm deep), for example in small animals [63], during endoscopy
[64–66], dermatological imaging [67], intravascular catheter-based imaging or
intraoperative imaging [68]. However, in vivo fluorescence imaging of deeper
structures has required the development of fluorescence molecular tomo-
graphic (FMT) imaging systems. These systems have recently been shown to
be able to three-dimensionally localize and quantify fluorescent probes in
deep tissues at high sensitivity. FMT of point sources in small animals allowed
fluorochrome concentrations to be quantified at femtomolar levels [54], and
to be imaged at sub-millimeter spatial resolution [69], as seen in Figure 3.

The imaging principles involved in FMT are similar to X-ray CT, but
require the use of a theoretical approach that accounts for the diffuse nature
of photons in tissues. At a give time, a single point excitation source illumi-
nates the tissue from a spatially unique position and the photon field dis-
tributes in three dimensions along isocontour lines within the tisssue. In each
illumination position, the fluorochromes act as secondary sources, emitting
energy at a higher wavelength and with an intensity that depends on the
position of the light source. The excitation and fluorescence wavelengths are
then both collected from multiple points along the surface using appropri-
ate filters [70]. In the near future, FMT techniques are expected to provide
even better spatial resolution by utilizing higher-density detector systems and
advanced photon technologies, such as modulated intensity light or very
short photon pulses.

4.2 Probes for fluorescence imaging

NIRF probes can be divided, much like magnetic nanoparticles, into those
agents that are: (a) nonspecific, (b) targeted, and (c) activatable. Indocyanine
green, for example, has been used extensively in humans as a nonspecific
indicator in dilution estimates of cardiac output. A nonspecific NIRF probe,
SF64 (Schering) has also shown promise in phase I trials of optical mam-
mography in women. Targeted NIRF probes are constructed by attaching a
fluorochrome to an affinity ligand, much in the same way as a targeted mag-
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netic nanoparticle is constructed [65, 71, 72]. However, targeted NIR fluo-
rochromes tend to be quite similar in size to the actual ligand, while targeted
magnetic nanoparticles tend to be significantly larger than the ligand alone.
The difference in these two constructs may thus have important implications
for probe delivery and pharmacokinetics.

Activatable NIRF probes have recently been developed, and have become
central to the field of molecular imaging. These probes, in their baseline state,
contain fluorochromes in close physical proximity to each other, resulting
in the quenching of any fluorescence. The critical components of these
probes can thus be designed to be held in close physical approximation to
each other by peptide linkers, such as polylysine chains, that are susceptible
to cleavage by a specific enzyme or kinase [18]. Exposure of a quenched acti-
vatable fluorochrome to the target enzyme results in cleavage at the recog-
nition site, and hence the production of fluorescence. These activatable
agents produce no background signal until they come into contact with the
enzyme of interest, and thus constitute an extremely robust amplification
strategy. Increases in signal intensity of up to 100-fold above background
have been reported with the use of activatable caged NIR fluorochromes.

Activatable NIR imaging agents can be used to identify potential enzymes
and kinases for therapeutic inhibition, and subsequently as tools for the
objective assessment of therapeutic efficiency [73, 74]. In one such study, the
efficacy of a matrix metalloproteinase-2 (MMP-2) inhibitor at varying dosing
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Figure 3. 
In vivo FMT of cathepsin B expression in stereotactically implanted 9L gliosarcomas. The images shown
are: (a) gadolinium-enhanced axial image of the tumor. The area of gadolinium enhancement is
shown in green. (b) FMT image of the tumor after intravenous injection of a cathepsin B activatable
NIRF probe. (c) Fusion of MR and FMT images after appropriate scaling of the MR image. Adapted
with permission from [62].



and timing was assessed with an MMP-2-targeted imaging probe [73]. Small-
molecule–induced target inhibition could be externally imaged as shortly as
8 h after therapeutic drug administration. It is clear that many similar imag-
ing agents will be developed to image the growing array of different drug tar-
gets, and play an important role in drug discovery and development.

Recently, the potential of a new class of nanoparticles, quantum dots, for
fluorescence imaging has also been realized [75]. These nanoparticles consist
of a semiconductor core surrounded by an outer shell, and have several
unique properties. Subtle changes in the size of a quantum dot can signifi-
cantly change both the absorption and emission wavelengths of the particle,
and they are thus “tunable”. These agents are also generally far more stable
than conventional fluorochromes, and emit significantly more energy.
Unfortunately, most of the current quantum dot constructs contain highly
toxic core substances such as cadmium, selenide and arsenic. Future research
will focus on the development of quantum dots containing safer materials
in their semiconductor core, and the development of more biocompatible
outer shells that are optimized for bioconjugation [76].

5 MR and NIRF imaging in specific disease states

The use of unlabeled NIR fluorochromes and ultra-small iron oxide nanopar-
ticles may in its own right be extremely useful in certain applications. For
instance, iron oxide nanoparticles have shown significant promise for use in
MR angiography, cardiac MR imaging and for the detection of lymph node
metastases in certain cancers [25–27]. The applications described below, how-
ever, focus purely on the use of targeted and activatable NIRF and MR probes.
The reader is also referred to Table 2 and several excellent reviews for addi-
tional lists of potential targets for molecular imaging.

5.1 Cardiovascular disease

5.1.1 Thrombosis

Thrombosis plays a central role in both venous thromboembolism and the
acute coronary syndromes. Numerous targets for molecular imaging exist on

David Sosnovik and Ralph Weissleder

100



both platelets and the clotting factors involved in the coagulation cascade.
Gadolinium-based probes have been developed for the detection of fibrin
using various affinity ligands [30–32, 77]. A targeted NIRF probe to factor
XIIIa and an activatable NIRF probe for thrombin activity have also been
developed [78, 79]. Receptors on the surface of platelets, such as the IIbIIIa

receptor are also suitable targets for affinity-based probes. The use of these
probes should facilitate the development of new anti-thrombotic therapies,
and allow their efficacy in vivo to be assessed.

5.1.2 Endothelial inflammation

The role of endothelial inflammation in the initiation of atherosclerotic
plaques is being increasingly recognized. Early in the process, adhesion mol-
ecules such as VCAM-1, ICAM-1 and E-selectin are expressed on the endothe-
lial membrane [80]. Antibodies and peptides that bind to these inflammatory
molecules have been developed for conjugation to magnetic nanoparticles
and NIR fluorochromes. In addition, an activatable NIRF probe to cathepsin
D has been shown to be able to detect proteolytic activity in atherosclerotic
plaques [81]. Myoperixidase activity in atherosclerotic plaques may also be
detectable using an activatable paramagnetic MR contrast agent [47].

5.1.3 Angiogenesis

Angiogenesis may play an important role in plaque stability and the devel-
opment of collateral vessels in ischemic myocardium. Targeted magnetic
nanoparticle probes have been developed to detect integrins (α5β3) involved
in the angiogenesis process [82–84]. Targeted probes to VCAM-1 and E-
Selectin will also be of relevance in this situation [80]. These probes have the
potential to facilitate the development of novel angiogenic therapies.

5.1.4 Cardiomyocyte apoptosis

Cardiomyocyte apoptosis is thought to play an important role in several dis-
eases involving the heart, including ischemia, reperfusion injury and heart

Magnetic resonance and fluorescence based molecular imaging technologies

101



failure. Fluorescent, magnetic and combined magneto-optical probes have
been developed for apoptosis imaging. Annexin V and synaptotagmin have
beeen conjugated to magnetic nanoparticles and NIR fluorochromes for the
detection phoshatidylserine on the surface of apoptotic cardiomyocytes [85].
MRSs and activatable fluorochromes have been used to detect caspase-3
activity, which is the terminal kinase in the apoptotic cascade [20]. The use
of these probes should provide a clearer insight into the role of apoptosis in
cardiovascular disease, and facilitate the development of new cardioprotec-
tive therapies.

5.1.5 Myocardial matrix remodeling

The remodeling process in heart failure involves, amongst other processes,
the degredation of the connective tissue matrix in the myocardium by matrix
metallo-proteinases (MMPs), principally MMP 2 and MMP9. The activity of
these MMPs can be detected with activatable NIR probes and followed seri-
ally [63, 86]. This has the potential to facilitate the development of novel
anti-remodeling therapeutic strategies.

5.1.6 Myocardial inflammation

The use of currently available non-invasive imaging modalities to diagnose
myocarditis and cardiac transplant rejection has generally been unrewarding.
The use of long-circulating MNP has allowed myocardial inflammation to be
imaged in animal models of myocarditis and transplant rejection [87]. The
accumulation of the nanoparticles in the myocardium results, presumably,
both from the increased vascular permeability associated with the inflam-
mation and from the inflammatory cells themselves. There is currently
intense interest in the use of the agents to detect myocarditis and transplant
rejection in humans. The availability of a robust non-invasive technique with
which to image the degree of myocardial inflammation could be of consid-
erable use in the design and testing of new therapeutic agents for patients
with myocarditis and transplant rejection.

David Sosnovik and Ralph Weissleder

102



5.2 Neoplastic disease

5.2.1 Early detection of cancer

The early detection of adenomatous colonic polyps is central to the preven-
tion of colon cancer. NIRF endoscopic systems that allow mucosal surfaces
in the bowel, bladder and lung to be imaged with FRI have recently been
developed [66]. The use of protease-activatable NIRF probes has been shown
to allow adenomatous polyps to be detected at an earlier stage than is possi-
ble by conventional light imaging techniques [88]. The use of high-through-
put screening libraries also allows peptides with surface specificity for neo-
plastic mucosal cells to be identified. A targeted fluorescent probe, for
instance, with specificity for colonic cancer has been successfully developed
[72]. Malignant cells may also overexpress the transferrin receptor on their
surface allowing for early detection with iron oxide nanoparticles.

5.2.2 Molecular characterization of cancer

While the size and location of tumors can be assessed with traditional imag-
ing modalities, serial molecular characterization of tumors in vivo would
likely have important therapeutic implications. For instance breast cancers
with high protease activity, imaged with a cathepsin-activated protease
probe, were shown to be more invasive than those with low protease activ-
ity [74]. Elevated telomerase levels are also found in many cancers and may
have important diagnostic and therapeutic implications. An activatable MRS,
capable of imaging telomerase activity and its phosphorylation state, has
been developed [89]. This may prove a useful tool in the design of new
chemotherapeutic agents. The potential of a tumor to spread locally and dis-
tally may be related to the level of MMP activity within the tumor. An acti-
vatable NIRF probe has been shown to be able to image MMP activity in
tumors implanted into mice and, moreover, image the pharmacological inhi-
bition of MMPs in these tumors [63, 86].
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5.2.3 Accurate staging/detection of metastases

MNP have been used to detect lymph node metastases in abdominal, pelvic
and prostate cancers [27, 90]. The use of this technique has been shown to
accurately detect even small lymphatic metastases and may thus prove an
extremely useful tool in the assessment of the efficacy of new chemothera-
peutic agents. An NIR fluorochrome attached to a protected graft polymer
was also able to detect lymph node metastases after either intravenous or sub-
cutaneous injection in mice [91]. Certain tumors, such as nasopharyngeal
tumors, overexpress folate receptors, that can be detected by both targeted
MR and NIR probes, on their surface. Pancreatic neuroendocrine tumors may
be difficult to diagnose by traditional techniques but are thought to overex-
press somatostatin and bombesin in high levels. Targeted probes have been
developed against these receptors and may allow for earlier detection and
improved monitoring of therapy.

5.2.4 Monitoring of response to therapy

The efficacy of chemotherapy in solid tumors is currently judged by assess-
ing a reduction in tumor volume after several cycles of drug therapy. Many
tumors, however, undergo apoptosis soon after the initiation of a chemother-
apeutic agent, if they are sensitive to it. Both NIRF and magnetic Annnexin-
based probes have been used to image tumor apoptosis following the initia-
tion of chemotherapy in small-animal models [92, 93]. Importantly, the
quantification of tumor apoptosis with an NIRF probe has been shown to be
significantly more accurate with FMT than with FRI [93]. The ability to assess
the early response of a tumor to new therapies should greatly aid the devel-
opment of new chemotherapeutic agents.

5.3 Targets in inflammatory/autoimmune disease

5.3.1 Imaging of protease activity in rheumatoid arthritis

Disease activity in rheumatoid arthritis can be imaged in vivo with protease-
activated NIR probes [94]. The use of these probes allows inflammatory activ-
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ity in the joint to be followed and the response to disease-modifying drugs
to be monitored.

5.3.2 Pancreatic beta cells in diabetes

Type 1 diabetes is caused by inflammation of the pancreatic islets and a reduc-
tion in beta cell mass. Pancreatic inflammation can be detected in vivo by
imaging the accumulation of long-circulating MNP in the pancreas. The accu-
mulation of these nanoparticles reflects the increased vascular permeability
and monocyte infiltration associated with pancreatic islet inflamtion [95]. In
addition, ligands with affinity for specific receptors on the surface of beta cells
have been developed and allow beta cell mass to be quantified non-invasively
[96]. The ability to do this may allow novel therapies for type 1 diabetes to
be developed.

5.3.3 Imaging of viral proteases

A fluorescent probe specific for the HIV-1 protease has recently been reported
[97]. This probe could successfully image the inhibition of the protease by
the HIV-1 protease inhibitor indinavir. The ability to image HIV-protease
activity in vivo would allow the efficacy of drug therapy to be assessed directly
in vivo.

5.4 Cell survival, tracking and gene expression

There is intense interest in the use of stem cells to regenerate lost
myocardium, nervous tissue and pancreatic beta cells. Iron oxide
nanoparticles are being used by many investigators to label and track
these stem cells with serial MRI studies over time [98, 99]. A highly deriva-
tized form of cross-linked iron oxide has also been used to track cytotoxic
lymphocyte homing to tumors, and may provide valuable insights for the
development of immune-based therapies in certain cancers [100]. There
is also significant interest in the promise of gene therapy. Both magnetic
nanoparticles and NIRF agents can be used to detect reporter genes whose
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expression is driven by the primary gene of interest. For MR imaging,
overexpression of an engineered transferrin receptor can lead to signifi-
cantly greater uptake of iron oxide by cells expressing the transgene than
by those cells that do not, thus providing a useful reporter mechanism
[101, 102]. Genes encoding for specific proteases can also serve as useful
reporters of primary transgene expression through the use of activatable
NIRF probes.

6 Issues in molecular imaging trial design

6.1 Level of target expression

In general, the most suitable targets for molecular imaging are those with the
highest degree of selective expression. For instance, the effect of a drug on an
upstream factor in the coagulation cascade may be more accurately assessed
by imaging the downstream activity of fibrin, which is highly expressed in
thrombi, than by imaging the activity of the upstream factor itself. The ini-
tial step in the design of a molecular imaging trial must, therefore, be the
identification of the target with the highest level of expression, which nev-
ertheless provides relevant information on the target against which the drug
is directed.

Targets with fairly low levels of expression may be more suitable for detec-
tion with radiolabeled and fluorescently labeled probes than with MR-
detectable probes. However, the higher sensitivity of these radiolabeled and
NIRF probes must be balanced against the low spatial resolution obtainable
with these techniques. If high resolution imaging is required, for instance to
resolve the transmural extent of a molecular process within the myocardium,
then MRI is likely to be the procedure of choice. Paramagnetic contrast
agents, however, will likely only be able to detect targets which are highly
expressed. Superparamagnetic contrast agents have significantly higher relax-
ivities than paramagnetic ones, but are still less sensitive than radiolabeled
and NIRF probes. The need for high spatial resolution must, therefore, be bal-
anced against the SNR and CNR obtainable with a particular technique and
be tailored to the specific question of interest.
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6.2 Target location

Many targets relevant to drug design are located within the cell. The imag-
ing of these targets, however, is somewhat more challenging than the imag-
ing of extracellular targets. Due to their smaller size, radiolabeled and NIRF
probes are best able to penetrate the cell membrane, and are thus most suited
to the imaging of intracellular targets. At the present time the use of cell-pen-
etrating superparamagnetic contrast agents is still investigational, and their
use in clinical trials of drug efficacy is thus still premature.

Advances in the design of endoscopes will likely allow NIRF imaging to
be performed routinely in endoscopic studies of the gastrointestinal, uro-
genital and respiratory systems. The use of both targeted and activatable NIRF
agents to interrogate these systems thus offers the possibility of both tomo-
graphic or endoscopic detection, and is likely to be of considerable use.
Intravascular devices capable of NIRF imaging have been developed and are
likely to be used in combination with either intravascular ultrasound or opti-
cal coherence tomography. This approach may allow the effects of investi-
gational drugs on plaque morphology and composition to be imaged with a
high degree of accuracy.

6.3 Stability of probe delivery

Alterations in the level of probe delivery over time can significantly compli-
cate the interpretation of molecular imaging studies of novel therapies. The
signal intensity from a particular target in a tumor, for instance, can be altered
both by the direct effect of the drug on the tumor itself, or by a secondary
effect on tumor vascularity. Studies designed to serially image the expression
of a molecular target in a tumor over time, therefore, generally require a strat-
egy to compensate for this potential effect. Dual wavelength imaging with
either NIRF agents or radio-isotopes is one such strategy that can be used to
normalize the molecular image of the tumor to its perfusion image [103, 104].
An unlabeled isotope or fluorochrome with a wavelength distinct from the
labeled probe is injected simultaneously into the animal and used to create
the perfusion map. Perfusion maps can also be created by MRI using endoge-
nous contrast mechanisms such as arterial spin labeling or exogenous con-
trast agents such as gadolinium.
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6.4 Imaging of enzyme levels/activity

Many drugs currently in development are directed against specific proteases
and kinases involved in important metabolic pathways. The use of activat-
able NIRF probes, particularly with tomographic systems, is likely to be the
most promising technique with which to image enzyme activity. Activatable
MR contrast agents have been developed and, as in the case of targeted
agents, provide higher spatial resolution at the cost of lower sensitivity. At
the present time, however, the use of activatable MR agents, in vivo, remains
investigational and their use in vivo has not yet been adequately validated.
Radiolabeled inhibitors of enzyme activity have also been used to image
enzyme distribution. This technique depends on the labeled inhibitor hav-
ing both a high degree of specificity and affinity for the enzyme of interest.
These radiolabeled probes also do not have the built-in amplification strat-
egy that is produced by continuous activation of NIRF probes. Nevertheless,
until NIRF systems for large animal and human imaging become more avail-
able, the use of radiolabeled enzyme inhibitors has the potential to play an
important role.

6.5 Imaging of acute processes

The imaging of molecular phenomena that are acute or transient is signifi-
cantly more challenging than the imaging of chronically expressed targets
with stable or increasing levels of expression over time. The use of targeted
contrast agents in this situation is often limited by high levels of signal from
the unbound fraction of the probe shortly after injection. Thus, for targeted
agents to be of use in this situation they require both a very high affinity for
the target of interest and fairly rapid elimination of the unbound portion of
the probe. An alternative strategy is the use of activatable probes which pro-
duce low levels of background signal in the absence of specific activation. It
is likely, however, that initial molecular imaging trials of drug efficacy will
involve the imaging of chronic stable targets.
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6.6 Human trials

Although certain gadolinium chelates and polymer-coated iron oxides are
already approved for use in humans, once a targeted ligand is added to these
particles their use in humans becomes experimental and subject to the full
range of regulatory procedures for any new agent. Extensive data regarding
the biodistribution, elimination and toxicity of the labeled agent would need
to be acquired in animals prior to the use of the probes in humans. Initial
constructs of activatable NIRF probes are likely to receive FDA approval in the
near future as well, but any change in the construct will once again require
full investigation. The list of both MR-detectable and NIRF probes that are
approved for human use is likely to grow over the next several years but this
issue will still need to be taken into account in the design of trials where
human involvement is considered essential.

7 Conclusion

Molecular imaging has the potential to revolutionize both the drug discov-
ery process and the practice of medicine. MRI and NIRF imaging are well
suited to the molecular imaging mission. They are non-ionizing and provide
a mechanism for both targeted and activatable imaging strategies. Moreover,
both modalities can be applied in small animals and humans, fulfilling the
need for bench-to-bedside translation. Rapid improvements in both probe
design and detector hardware are being made, which will allow imaging read-
outs to be performed with both greater sophistication and accuracy. The full
realization of the potential of these modalities, however, will require an active
collaborative effort between the hardware manufacturers, biosynthetic
chemists, biologists and physician scientists.
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Glossary of abbreviations
BLI, bioluminescence imaging; CCD, charge-coupled device; FBP, filtered back projection; FDG,

2’-fluoro-2’-deoxyglucose; FHBG, 9-(4-fluoro-3-hydroxymethylbutyl) guanine; FLT, fluo-

rothymidine; FMAU, fluoromethyluracil; HSV1-TK, herpes simplex virus type 1 thymidine

kinase; MRI, magnetic resonance imaging; NIR, near infrared; NIS, sodium iodide symporter;

PET, positron emission tomography; PRG, PET reporter genes; PRP, PET reporter probes; SPECT,

single-photon emission computed tomography.

1 Introduction 

Recent years have witnessed a revolution in the field of biological imaging,
from a discipline that was focused on anatomy and physiology to one that
is able to image the molecular basis of disease. The genome of higher organ-
isms (human and mouse) has been sequenced and a large number of biolog-
ical assays are now available for molecular biology researchers. Most of these
assays have exquisite sensitivity and spatial resolution at the cellular level;
however, they cannot be used to obtain the same information from cells deep
within the intact whole animal. Longitudinal non-invasive imaging of ani-
mal models with molecular imaging probes can be used to characterize bio-
logical processes and interactions at the cellular level under physiological
conditions, before, during and after intervention. This field has generally
been termed “molecular imaging” and focuses on the visualization of mole-
cular and cellular interactions in whole organisms [1]. This review focuses on
the recent developments in molecular imaging and discusses the applications
for drug development and testing. We highlight in this chapter the optical
(bioluminescence), positron emission tomography (PET) and single-photon
emission computed tomography (SPECT) approaches to molecular imaging.
Other imaging modalities, such as fluorescence and magnetic resonance
imaging (MRI) are discussed in Chapter 3 of this book.

The visualization of molecular targets in whole organisms is achieved
using imaging modalities based on radionuclides, magnetic resonance, ultra-
sound, or the visible-near infrared (NIR) region of the electromagnetic spec-
trum [1]. Molecularly, signal for these different imaging modalities is gener-
ated either by introduction of exogenous probes targeted to endogenous mol-
ecules or through transgene expression. Examples of exogenous delivered
probes consist of those that are trapped after transport (e.g., glucose analogs)
or those binding to cell surface receptors (somatostatin, melanotropin,
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dopamine) [2–5]. Transgenes that have been used in molecular imaging
include genes encoding non-mammalian enzymes that either trap (herpes
simplex virus type 1 thymidine kinase, HSV1-tk) or internalize the probe
(sodium iodide symporter, NIS) and optical reporter proteins (e.g., luciferases,
fluorescent proteins) [6–10]. Because none of the imaging modalities com-
bines high sensitivity, specificity, temporal and spatial resolution, the pre-
ferred imaging technique depends on the biological question one wants to
answer.

Recently, multimodality molecular imaging has become of major interest
because it allows combining the advantages of several imaging modalities.
The combination of anatomical imaging using MRI/CT with functional imag-
ing using PET/SPECT should facilitate the development of various imaging
assays. One can achieve this goal by co-registration of both anatomical and
functional images. Recently, combined small-animal SPECT/CT systems have
become commercially available and the development of joint PET/MRI sys-
tems in the near future may allow more accurate interpretation and valida-
tion of new imaging assays [11–13].

Imaging techniques (PET, SPECT, MRI, CT, optical fluorescence/biolumi-
nescence, ultrasound) and multimodality molecular probes are under intense
investigation, and are constantly being optimized to assess molecular targets
in living animals with higher precision and information density. Because
many of these molecular imaging modalities have counterparts that are
already being used in the clinics, one can use these systems for drug testing
and validation, first in animal models of specific diseases and then eventu-
ally in patients. The use of mouse models simulating human diseases is of
growing interest in the field of molecular imaging, and one promise of this
effort is the eventual translation from animal work to the clinic [14, 15].

2 Positron emission tomography

2.1 General principles

The recent developments in molecular biology have led to a rapidly increas-
ing knowledge of potential cellular/molecular targets. Taking advantage of
the identification of these targets, molecular imaging probes can be devel-
oped to non-invasively image cellular/molecular events in small animals and
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humans with PET [15, 16]. These molecular probes are also referred to as
reporter probes or tracers, and can be used to evaluate cell surface receptor
density (e.g., dopamine type 2 (D2) receptor), measurement of cytoplasmic
enzyme expressions (e.g., hexokinase, thymidine kinase), and monitoring of
mRNA levels.

PET is routinely used in clinical settings, and is the modality of choice for
studying neoplastic diseases in terms of staging, differentiating benign from
malignant lesions, and evaluation of therapeutic response [15]. The role of
PET in neurological and cardiovascular diseases is increasingly being recog-
nized for the evaluation of brain tumors, Alzheimer’s disease, and myocar-
dial viability. PET is also being utilized for the evaluation of inflammatory dis-
eases such as vasculitis and fever of unknown origin [17, 18].

During the last decade, smaller PET cameras have been developed and
optimized to allow for monitoring of molecular events in small animals (e.g.,
mice). These small-animal PET scanners open the possibility for developing
and testing new drugs in preclinical animal models before conducting clini-
cal trials. Before the era of small-animal PET scanners, the opportunity to per-
form PET studies in preclinical small-animal models was limited. Now stud-
ies of drug biodistribution, efficacy as measured by a PET tracer, and many
other applications are possible. The development of small-animal PET scan-
ners therefore serves as a catalyst to further accelerate the role of PET in drug
development.

Small-animal PET scanners have a resolution of ~2 mm3, with the newest
generation scanner attaining ~1 mm3, compared to the most recent clinical
PET scanners having a spatial resolution of 5–6 mm3 [19, 20]. The sensitivity
of both small-animal and clinical PET scanners is relatively high, on the order
of 10–11 to 10–12 M, compared to other imaging modalities. The sensitivity of
radionuclide imaging techniques is less affected by tissue depth in contrast
to optical imaging techniques, where there is a loss of sensitivity as a func-
tion of depth and location (discussed below). Thus, PET imaging provides
quantitative information on the detailed location and time-kinetics of mol-
ecular probe accumulation in small animals.

For molecular probes to be detectable with PET imaging, they need to be
labeled with a positron-emitting radioisotope. A variety of natural biological
molecules such as glucose, thymidine and peptides have been labeled with
radioisotopes to study various biological processes. These radiolabeled probes
can take on many names such as molecular beacons, reporter probes, or trac-
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ers [1]. The radioisotopes used with PET are positron emitters, in contrast to
SPECT imaging in which the isotopes used are γ-emitters. The most com-
monly used positron emitter is 18F, followed by 11C, 13N, 15O, 64Cu and 124I,
in no particular order. The generation of most isotopes takes place in a
cyclotron, which accelerates charged particles for collision with a target to
create isotopes having a relatively short half-life (e.g., 18F has a half-life of 110
min) [21]. Because of the relatively short half-life of positron emitters, pro-
duction of isotope-labeled molecules requires great efficiency and has to be
in relative close vicinity of the animal research or clinical facility. In this
regard, only centers having a cyclotron have the capabilities to perform
imaging using isotopes with a short half-life such as 11C and 13N (half-life of
20 and 10 min, respectively).

Following synthesis of the radionuclide and labeling the molecule of
interest with an isotope, systemic delivery of the radioactive probe then
allows one to study the distribution of the probe. Following systemic deliv-
ery, the molecular probe distributes in most cases from the intravascular com-
partment to the extravascular compartment, and then in some cases to the
intracellular compartment. The positron-emitting moiety of this molecular
probe decays by emitting a positron from its nucleus. This positron annihi-
lates with an electron of a neighboring atom and produces two 511-keV pho-
tons, which travel in almost exactly opposite directions (see Chapter 2, Fig.
12). These two γ-rays are then detected by a coincidence counting detection
system [22]. The detection of one γ-ray results in the opening of an electronic
time window during which detection of a γ-ray in another detector results in
the counting of a coincident event. To be detectable, this coincidence event
must have occurred along a straight line connecting the two detectors. Fol-
lowing acquisition, mathematical reconstruction algorithms of the coinci-
dent lines such as filtered back projection (FBP), ordered subset of expecta-
tion maximization (OSEM) or maximum a posteriori (MAP) give the loca-
tion(s) of the isotope. Tomographic images can be obtained in the sagittal,
coronal and transverse planes and quantitative information deduced from
the images is related to the underlying biological process. However, several
corrections for Compton scatter and tissue attenuation have to be made to
achieve absolute quantitation. For a more detailed description of PET tech-
nology the reader is referred to Chapter 2 of this volume.

PET imaging is quantitative and, due to the short half-life of isotopes,
repetitive imaging in the same living subject is feasible, which allows per-
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forming longitudinal studies [5, 23–25]. One should keep in mind that radi-
olabeled probes also have some limitations. Radiolabeled probes (for PET and
SPECT imaging) produce signal constantly through the decay of the radioiso-
tope and can not be turned “on and off”. Therefore, a time-delay between
injection of the radiolabeled probe and imaging allows the untrapped probe
to clear. Most of the untrapped radiolabeled probes are cleared through the
urinary and/or hepatobiliary tracts. This physiological excretion route of the
probes makes them less suitable for imaging molecular processes in these
organ systems. To image in or near routes of clearance the use of longer-lived
isotopes (e.g., 124I; t1/2 = ~4 days) can be useful because one can image long
after clearance of the tracer has occurred.

2.2 PET imaging probes

Currently, several commonly used clinical PET tracers are also used for
small-animal imaging, e.g., 2’-fluoro-2’-deoxyglucose (FDG), 3’-deoxy-3’-
[18F]fluoro-thymidine (FLT), and [13N]ammonia. Recently, there are also dif-
ferent PET reporter probes (PRP) specifically developed to image PET
reporter genes (PRG) [e.g., 9-(4-fluoro-3-hydroxymethylbutyl) guanine
(FHBG)] for imaging the HSV1-tk gene product (HSV1-TK). These reporter
genes can encode for an enzyme or a receptor and are designed to accu-
mulate the molecular probe intracellularly or on the surface of cells express-
ing the reporter gene. The amount of injected probe for PET is very low, in
the nanogram to microgram range, and does not have any measurable phar-
macological effect [26].

PET offers two great advantages for drug testing compared to other mol-
ecular imaging techniques. First, the low mass levels required for PET imag-
ing makes the translation into humans easier, and second, the availability of
positron-emitting atoms such as C, F, N, O allows labeling of drug candidates,
resulting in a molecule that is close to or identical to the actual parent drug.

PET opens the possibility of non-invasively monitoring the pharmacoki-
netics of potential drugs in living subjects. PET technology can address sev-
eral important steps in drug development and testing, including biodistrib-
ution of the drug by radiolabeling the actual drug [27]. However, the power
of PET as a tool for drug discovery goes beyond studying drug biodistribu-
tion, it provides a means to investigate the mechanism of drug action in vivo,

Studying molecular and cellular processes in the intact organism

123



and contributes to a better understanding of diseases. Discussed below are dif-
ferent PET tracers and PRG/PRP systems that have potential applications in
drug development and evaluation.

2.2.1 PET probes for imaging endogenous proteins

Several radiotracers have been developed to provide information on cell
metabolism. One prominent example of such a tracer is FDG, which has been
the most widely used tracer in the field of PET. FDG is a deoxyglucose ana-
logue which can be metabolically trapped following phosphorylation by the
hexokinase enzyme [28]. Thus, the amount of FDG trapped in tissues reflects
both the expression of glucose transporter and hexokinase enzyme. FDG nor-
mally accumulates in the brain, heart, skeletal muscle, and brown fat. FDG
is cleared through the urinary tract because, unlike glucose, it is not re-
absorbed in the distal renal tubules. This leads to a low background signal rel-
ative to target tissues, allowing for good imaging characteristics.

The most prevalent use of FDG consists of imaging glucose utilization in
tumors, which is dependent on cell function and proliferation. As a result,
drugs which alter tumor metabolism should also affect the amount of FDG
trapped in the cells. Several studies have assessed the feasibility of non-inva-
sive metabolic monitoring of chemotherapy using FDG [29–31]. It was also
reported that quantitative FDG-PET scans of primary breast cancer showed a
fast and significant decline in glucose metabolism after efficient treatment,
even before a reduction in tumor size was detected. These findings were
absent in non-responders and, therefore, FDG-PET has its value as an early
metabolic marker for therapeutic efficacy [30]. Another recent application of
FDG-PET to evaluate early response on chemotherapy is the use of Gleevec®

for gastrointestinal stromal tumors (GIST) [32, 33]. Major changes in GIST
tumor volume, evaluated by CT, tend to occur rather late after the start of
therapy, which could impair therapeutic management in the case of non-
responders. In contrast, FDG-PET is a sensitive method to evaluate early
response and is helpful for prognostication and follow-up.

Besides metabolism, cell proliferation is another important marker pro-
viding information on the growth rate of cells. There are several PET-based cell
proliferation markers available such as [11C]fluoromethyluracil (FMAU) and
FLT [34–36]. FLT is a deoxy analogue of thymidine that is phosphorylated by
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mammalian thymidine kinase. Because the fluorine is placed in the 3'-posi-
tion on the sugar, [18F]FLT can work as a terminator of the growing DNA chain.
Only a small fraction of [18F]FLT is actually accumulated in DNA; most of it is
retained intracellularly after phosphorylation [35, 37, 38]. Thus, FLT is a
marker for the evaluation of tumor growth, and can be used as a non-invasive
tracer to evaluate the effect of an anti-proliferative drug [39, 40] (Fig. 1).

Studying molecular and cellular processes in the intact organism

125

Figure 1. 
Representative microPET images of mouse treated with daily administration of vehicle or protein kinase
inhibitor-166 (PKI-166) for 3 weeks. Arrows indicate the location of the subcutaneous A431 (human
epidermoid carcinoma) tumor. Treatment with PKI-166 lowered tumor [18F]FLT uptake by 79% within
1 week. [18F]FLT uptake (upper panel) significantly correlated with the tumor proliferation index.
Tumor [18F]FDG uptake (lower panel) generally paralleled the changes seen for [18F]FLT. These results
suggest that [18F]FLT may be used to non-invasively monitor the anti-proliferative effects of PKI. Repro-
duced by permission of the Society of Nuclear Medicine from: Waldherr C, Mellinghoff I.K., Tran C,
et al. Monitoring Antiproliferative Responses to Kinase Inhibitor Therapy in Mice with 3’-deoxy-3’-
18F-Fluorothymidine PET. J Nucl Med 2005;46-114-120, Figure 1 B.) [39].



PET imaging has also enlarged our understanding of the function of the
basal ganglia, and Parkinson’s disease is the neurodegenerative disorder that
has been best studied. 11C-labeled raclopride is a widely used PET tracer for
measurement of striatal D2 dopamine receptor binding characteristics and
for quantification of thalamic D2 receptor binding. The accumulation of
tracer in the thalamus and nigrostriatal system reflects the density of
dopamine receptors [41]. 11C-labeled raclopride has the ability to detect
changes in synaptic dopamine levels based on the competition of dopamine
with 11C-labeled raclopride for D2/D3 receptor binding [42]. These changes
can be induced by pharmacologic interventions, and the difference between
baseline and post-therapy 11C-labeled raclopride binding can then be used as
a measure of dopamine release [43, 44].

PET ligands targeting endogenous receptors can be used in multiple ways
during the drug discovery process. Pharmacokinetic evaluation includes para-
meters such as biodistribution, absorption, and metabolism as well as drug
delivery issues. Receptor occupancy studies are a powerful tool for evaluat-
ing the mechanism of action and dose regimen. Furthermore, PET can be
used to compare a new drug versus the gold standard therapy, and to evalu-
ate different analogs before further development. With regards to clinical
applications, the pharmacokinetic evaluation obtained with PET can be used
to adjust dosage and further optimize trials.

Information of pharmacokinetic properties of a drug candidate in target
tissues is important since inhomogenous distribution in the target tissue
might limit therapeutic efficiency. Analysis of the distribution of a radiola-
beled compound following various routes of administration is relatively
straightforward, and provides highly useful information [45]. For example,
it was shown that pulmonary deposition of FDG-labeled inhaled powder par-
ticles was predominantly present in the central lung regions in patients with
chronic obstructive lung disease, compared to homogenous deposition in
normal persons [46].

Another important pharmacokinetic parameter that can be monitored
with PET is the plasma binding of a drug. Some drugs (e.g., L-703717) have
a very poor penetration through the blood-brain barrier because of binding
to plasma proteins. It was reported that inhibition of protein binding resulted
in increased blood-brain barrier permeability, which was detected with PET
[47]. Finally, radionuclide-labeled drugs could be used to demonstrate that a
particular drug-delivery device is working as designed [48].
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Site-specific occupancy studies are one way to determine dose regimens
for a particular drug [49, 50]. The level of receptor occupancy is estimated by
comparing the PET scans of the tracer alone and experiments done with the
unlabeled drug compound. The study with tracer alone gives information
about target regions (receptor expression) versus regions lacking receptors,
resulting in a target/non-target ratio. The second scan is performed with the
same tracer following administration of the unlabeled drug that has affinity
for the receptor. In this condition, there is a competition between the unla-
beled drug and the tracer for the binding sites, resulting in a lower target/non-
target ratio. The decrease in this ratio reflects the fraction of binding sites
occupied with the drug. The receptor occupancy data obtained in normal
human volunteers can be used to determine the dosage for early clinical tri-
als, thereby avoiding doses with a risk of major side-effects. Several drugs have
been extensively investigated with PET in terms of receptor occupancy
[51–53]. Thus, the quantitative relation between these receptor occupancy
data in vivo and pharmacodynamic effects in patients can be used to optimize
the dose regimen [54].

2.2.2 PET reporter genes/PET reporter probe systems

Reporter genes can be used as a powerful tool to validate molecular inter-
actions (i.e., protein-protein interactions) and to provide insights into the
underlying pathophysiology of diseases. Validation of molecular targets in
living subjects is an important step in the drug development process. More
recently, alternative therapeutic approaches, such as cell and gene therapy,
for various disorders have been developed. These therapies can be signifi-
cantly aided by the ability to determine the location and magnitude of
transgene expression as well as monitoring cell survival. Current clinical
methods (serum markers, histology, anatomical-based imaging, and phys-
ical exam) have difficulties answering fundamental questions such as: did
the vector reach its target, was the gene expressed, or are the cells still
viable? These questions should be addressed quite early after the start of
therapy to change the management in case of non-responders. Molecular
imaging has the ability to answer these questions using reporter gene tech-
nology in living subjects. Reporter genes can be coupled to a therapeutic
gene to monitor the efficacy of gene delivery [55, 56] and track gene
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expression. Alternatively, cells can be transfected with these reporter genes
to track the location of cells and cell survival [57]. Discussed below are sev-
eral examples of transgenes that have been utilized for reporter gene imag-
ing.

2.2.2.1 Herpes simplex virus type 1 thymidine kinase
The HSV1-tk gene is an example of a transgene that can be used both as a
reporter gene and a therapeutic gene. When HSV1-tk is used as the thera-
peutic gene, it is referred to as a suicide gene [58]. Alternatively, HSV1-tk
can also serve as a stand-alone reporter gene. The gene product (HSV1-TK
protein) can be imaged with PET. There are two different subtypes of mam-
malian thymidine kinase: a cytosolic and a mitochondrial form that
phosphorylate thymidine for its incorporation into DNA during cell repli-
cation [59]. The viral thymidine kinase (HSV1-TK) has a broad substrate
specificity and is able to phosphorylate acycloguanosine, guanosine and
thymidine derivatives that are trapped intracellularly after phosphoryla-
tion [60]. When delivered with a pro-drug such as acyclovir, ganciclovir or
penciclovir, the HSV1-tk gene acts as a suicide gene since the incorpora-
tion of phosphorylated nucleoside analogs into DNA cause chain termi-
nation and also inhibition of both the viral and the cellular DNA poly-
merases.

Mutated forms of the HSV1-tk gene, such as the HSV1-sr39tk have been
developed and have greater sensitivity as compared to the wild-type for acy-
cloguanosine substrates [61]. The HSV1-sr39TK protein is more adept at
phosphorylating ganciclovir, and has lower affinity for the endogenous com-
petitor thymidine compared to HSV1-TK. There are two categories of reporter
probes to image HSV1-tk/HSV1-sr39tk reporter gene expression. The first cat-
egory consist of thymidine derivatives, such as 5-iodo-2’-fluoro-2’-deoxy-1-
β-D-arabinofuranosyl-5-iodouracil (FIAU), and the second group is the
acycloguanosine group, e.g., 9-(4-fluoro-3-hydroxymethylbutyl)guanine
(FHBG), which is a derivative of penciclovir.

Recently, several other PET tracers, 2’-fluoro-2’-deoxyarabino-furanosyl-
5-ethyluracil (FEAU) and 1-(2’-fluoro-2’-deoxy-D-arabinofuranosyl)-5-
methyluracil (FMAU), have been developed for monitoring HSV1-tk expres-
sion. [3H]FEAU was found to be the most selective in vitro in both HSV1-tk-
and HSV1-sr39tk-expressing cells compared to FIAU and FMAU. It was also
shown that accumulation was the highest and most selective for FEAU,
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which makes radiolabeled FEAU a promising candidate for monitoring the
HSV1-tk expression in small animals [62]. The reader is also referred to a num-
ber of excellent articles that review the details of the synthesis and kinetics
of these radiolabeled analogs [6, 63–67].

HSV1-sr39TK phosphorylates all of the above probes with [18F]FHBG as
the most efficient substrate for the mutant HSV1-sr39TK compared to the
wild-type HSV1-TK (threefold improvement of trapping the reporter probe).
Mammalian thymidine kinase, HSV1-TK and HSV1-sr39TK each show a dif-
ferent pattern of substrate specificity, which can be used for therapeutic and
imaging strategies. Since the endogenous mammalian thymidine kinase has
very low affinity for phosphorylating the probe, only cells expressing the
reporter gene, HSV1-tk can phosphorylate a sufficient amount of the probe
and can be detected.

HSV1-tk has been used as a PET reporter gene in many applications, and
also recently as a suicide gene in a human adenoviral gene therapy trial [68].
HSV1-tk transgene expression was monitored with [18F]FHBG-PET-CT in
patients with hepatocellular carcinoma (HCC) after intratumoral injection
using varying titers of a replication incompetent adenovirus in which HSV1-
tk is driven by the CMV promoter. At 48 h after adenovirus administration,
transgene expression was detected in the treated tumors, as evidenced by
FHBG uptake. Serial studies during treatment with the pro-drug ganciclovir
showed the ability for FHBG to monitor the location(s), and time variation
of HSV1-tk gene expression. Further imaging studies should help to signif-
icantly help gene therapy optimization. Another clinical gene-therapy trial
was performed using a liposomal vector to deliver HSV1-tk transgene intra-
tumorally [69]. HSV1-tk transgene expression was monitored with
[124I]FIAU-PET. Ganciclovir treatment was done 4 days after vector delivery,
and treatment response was evaluated with [124I]FIAU, [18F]FDG,
[11C]methionine and MRI for anatomical co-registration. Transgene expres-
sion was only observed in one out of five patients, the other four patients
were found to have a low mitotic index in their tumors. Only the patient
with detectable transgene expression on PET showed a therapeutic
response, as evidenced by signs of necrosis on FDG and [11C]methionine-
PET in the region of FIAU uptake before treatment. Thus, non-invasive
monitoring of transgene expression over time is very important and will
further help to optimize gene therapy protocols and safe vector applica-
tions.

Studying molecular and cellular processes in the intact organism

129



2.2.2.2 Dopamine type-2 receptor
The dopamine type 2 receptor reporter (D2R) gene is an example of a recep-
tor-based reporter gene [5]. D2R is an endogenous, cell-surface receptor pre-
dominantly expressed in the striatum and the pituitary glands. Activation of
D2R causes G-protein-coupled reduction of cAMP because of inhibition of
adenylate cyclase. Dopamine binding to the D2R can thus modulate cyclic
AMP levels, potentially compromising the usefulness of the D2R as a reporter
gene in vivo. To overcome potential deleterious effects due to ectopic D2R acti-
vation by circulating endogenous ligands, a mutant D2R reporter gene
(D2R80A) has been generated [24]. The D2R80A has the same affinity for its
substrate compared to the wild type and it eliminates potential reduced effi-
cacy due to modulation of cAMP. The D2R/[18F]FESP {3-(2’-[18F]-fluo-
roethyl)spiperone} imaging assay has been developed and extensively inves-
tigated. [18F]FESP, a radiolabeled D2R antagonist (spiperone) serves as the
receptor ligand and accumulates intracellularly and on the cell surface of
D2R-expressing tissues [5].

This D2R/[18F]FESP reporter gene system has several advantages com-
pared to HSV1-tk reporter gene. D2R is an endogenous protein and, there-
fore, it is not immunogenic. The fact that [18F]FESP has the ability to cross
the blood-brain barrier and cell membranes makes it more appropriate for
imaging the central nervous system (for sites other than the striatum) com-
pared to [18F]FHBG, which is not as efficient in crossing the blood-brain
barrier. In contrast to [18F]FHBG, which has to cross the cell membrane to
interact with the target enzyme and is subjected to transport kinetics,
[18F]FESP can easier reach its target, which is the cell surface and intracel-
lular receptor. It is worth mentioning that the sensitivity of both
D2R/[18F]FESP and HSV1-sr39TK/[18F]FHBG are nearly equivalent. It is pos-
sible that newer substrates for HSV1-sr39TK (e.g., FEAU) may lead to greater
sensitivity for the HSV1-sr39tk reporter gene as compared to the D2R
reporter gene.

2.2.2.3 Sodium-iodide symporter
The human sodium-iodide symporter (NIS) is a membrane protein, predom-
inantly expressed in the thyroid, stomach and salivary glands, which translo-
cates and concentrates iodide within the thyroid [70, 71]. Radioisotope
uptake through the NIS has been routinely used in the diagnosis and ther-
apy of thyroid diseases [58, 71–76]. Recent cloning of the symporter gene has
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permitted the investigation of its role as both a reporter gene for PET and
SPECT imaging and a therapeutic gene [77–79].

The use of NIS as a reporter and therapeutic gene offers several advantages.
The reporter probe is relatively simple to produce and commercially available,
and there is no need for specialized radiochemistry compared to HSV1-tk sys-
tem. Since NIS is a human gene, there is no immune response to the protein
and the toxicity and biodistribution for several isotopes has been well vali-
dated in clinical use. The NIS transgene can either be imaged with PET (124I)
or SPECT (123I) for diagnostic purpose or 131I for therapeutic purposes [9, 10,
80]. The main limitation of the NIS reporter gene system is that radioiodine
is not only localized in the target cells, but also in normal tissues that express
physiological levels of endogenous NIS such as the thyroid, salivary glands,
breast, and stomach.

3 Single photon emission computed tomography

3.1 General principles

SPECT imaging with a γ-camera is very similar to PET imaging, but the
radioisotope emits a single γ-ray instead of a positron. SPECT has become the
imaging modality of choice for studying skeletal diseases, such as degenera-
tive osteo-articular disorders, and detection of bone metastasis. The role of
SPECT in evaluating cardiovascular and neurological disorders has been well
established and is used to investigate myocardial and brain perfusion as well
as measuring cardiac ejection fraction. SPECT also plays a major role in sev-
eral neoplastic diseases, such as thyroid cancer and neuro-endocrine tumors.
SPECT can be used to evaluate a broad range of diseases, making the devel-
opment of different probes for molecular imaging a very interesting project.

Recently, small-animal SPECT scanners have been developed that provide
the same information as clinical scanners, and which allow the translation
from bench to bedside. The development of SPECT-CT imaging systems
exploits the advantages of both systems, and gives both anatomical and func-
tional information. Small-animal SPECT systems have a resolution about 1
mm3 compared to 2 mm3 for small-animal PET. Besides better resolution,
SPECT can be used to image two radioisotopes with different energies simul-
taneously, allowing two probes to be distinguished within the same study.
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This is not possible with PET systems because all positron emitters lead to
511-keV γ-rays. Although γ-camera imaging (“planar imaging”) is much more
accessible and affordable than PET imaging, the diminished sensitivity due
to the loss of many decay events is one major disadvantage. Another limita-
tion of planar imaging is the overlap of different foci/organs, resulting in poor
spatial resolution. The latter can be overcome using SPECT, which acquires
volumetric data by rotating the γ-camera around the subject and using a
multi-detector system [81]. The loss of sensitivity can be partially compen-
sated by injecting more radiolabeled probe to increase signal-to-noise.

Similar to PET, a variety of molecules can be labeled with a radioisotope
that emits a photon with characteristic energies, such as 99mTc (140 keV),
111In (171 and 245  keV) and 125I (27–35 keV). The half-life of these isotopes
is much longer compared to most PET radioisotopes (from several hours to
days for SPECT tracers compared to minutes for PET), which makes it more
accessible than PET and does not require a cyclotron facility. After systemic
delivery, imaging is performed with a γ-camera, a scintillation detector
(sodium iodide crystal) and several photomultiplier tubes (see Chapter 2, Figs
7 and 8). During decay, the probes emit a γ-ray at their specific energy, some
of which scatter, lose energy or never reach the camera. Scattered γ-rays are
absorbed by the collimator, while photons that come in parallel with the col-
limator are detected and converted into photons of light by the crystal. These
photons are then converted into an electrical signal that is proportional to
the energy of the γ-ray; γ-rays of lower energy are likely to result from scat-
tering and therefore have lost their geometrical information. The result is a
two-dimensional image from a three-dimensional subject (“planar imag-
ing”), which has some disadvantages as mentioned above. Thus, SPECT imag-
ing has the advantage of quantitative and repetitive imaging in the same liv-
ing subject. SPECT has a better resolution than PET, but the sensitivity is an
order of magnitude lower. Similar to PET, the excretion of the probe through
the hepatobiliary or urinary tract makes SPECT imaging less suitable for eval-
uating cellular/molecular events in these organ systems [5, 23–25].

3.2 SPECT imaging probes

The most commonly used SPECT isotopes are metals such as 99mTc or 111In.
Labeling analogues of drug candidates with these isotopes requires the pres-
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ence of a chelating moiety. These chelates in small molecules often alter the
physical properties of the drug candidate, and it also limits the use for deter-
mining the specific binding of the drug at its target. Despite these restraints,
99mTc-TRODAT is a radiolabeled molecule suited for imaging the dopamine
transporter status [82]. Labeling molecules with iodine (123I) also alters the
specific characteristics of a drug analogue, but several radiotracers based on
iodine are available and clinically used (e.g., 123I-beta-CIT to image the
dopamine transporter status) [83]. In analogy with PET, these SPECT tracers
can also be used to evaluate pharmacokinetic measurements such as biodis-
tribution of a drug candidate.

Currently, there is evidence that most chemotherapeutic agents cause
tumor cell death by induction of apoptosis, and that resistance to anticancer
treatment involves suppression of several mechanisms controlling apopto-
sis [84]. This theory has increased the importance of being able to predict
whether cancer cells could undergo apoptosis in response to chemothera-
peutic treatment. The development of a non-invasive technique to detect
treatment-induced apoptosis could provide important information on early
therapeutic response. Annexin V is a protein that has a high binding affin-
ity for phosphatidylserine (PS), which externalizes during early apoptosis.
To detect apoptosis in vivo, a radiolabeled annexin V with 99mTc has been
developed for SPECT imaging [85, 86]. 99mTc-annexin V has been used to
assess the effectiveness of chemotherapy in rodents with hepatoma [87].
This would allow one to screen different anticancer drugs before clinical tri-
als.

A first phase I clinical trial conducted with 99mTc recombinant human
annexin V showed the safety and the feasibility of annexin V to study treat-
ment-induced apoptosis [88, 89]. It was reported that a significant post-treat-
ment increase in annexin V uptake above pretreatment levels predict at least
a partial response to chemotherapy. However, the timing of annexin V imag-
ing after initial therapy is of major importance. A recent small-animal study
shows there is a biphasic response after treatment with a first peak of 99mTc-
annexin V uptake within 1–5 h after treatment, followed by a second peak at
9–24 h post treatment, corresponding with the actual cell loss [90]. Thus,
non-invasive monitoring of cell death in vivo has the potential to evaluate
the success of treatment on an individual basis, supporting clinical decision
making, and could further facilitate screening of different drugs before clin-
ical testing.
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Neuroreceptor imaging is also a promising area of brain imaging used to
investigate various neurodegenerative and neuropsychiatric disorders. In the
research setting, radiopharmaceuticals targeted to specific areas of the brain
are used along with SPECT to assess and analyze functional mechanisms
within brain structures. The information obtained from these studies may aid
in the development of drug therapies to relieve symptoms [91].

4 Optical imaging

There are essentially two different types of optical-based molecular imaging
techniques: fluorescence imaging that uses fluorophores such as green fluo-
rescent protein (GFP), wavelength-shifted GFP mutants (eGFP), red fluores-
cent protein (DSRED), red-shifted mutants (monomeric RFP, mRFP), fluores-
cent dyes (e.g., Cy5.5), “smart” NIR fluorescent (NIRF) probes and secondly
bioluminescence imaging (BLI), which utilizes systems such as firefly
luciferase (FL)/D-luciferin or Renilla luciferase (RL)/coelenterazine [92, 93].
Imaging modalities based on optics are rapid, sensitive and easily accessible
techniques for in vivo molecular imaging with relatively low instrumentation
costs. Therefore, these modalities may be a useful tool for drug development
and testing. This chapter focuses on BLI, since fluorescence imaging has been
extensively dealt with in Chapter 3.

4.1 Bioluminescence imaging technologies

BLI is based on the interaction between the luciferase enzyme and its sub-
strate generating visible light via a chemiluminescent reaction. The generated
light can then be detected externally as an indicator of a biological/molecu-
lar process. Thus, light is generated after an injectable substrate is delivered
to the subject and specific conditions are met depending on the system that
has been used (discussed below). The emitted light can be detected with a
cooled charge-coupled device (CCD) camera, since its wavelength lies within
the range of the visible spectrum (400–750 nm). Recent advances in the devel-
opment of these cameras have significantly increased their sensitivity since
optical methods for in vivo imaging have to deal with the limited transmis-
sion of light through deep tissues. These cameras are very sensitive to low
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light levels and allow for quantitative analysis. BLI in living subjects with
these desktop cameras is easy and fast: following the injection of substrate
intraperitoneally (D-luciferin) or intravenously (coelenterazine), the anes-
thetized animal is then placed in a light-tight chamber for several seconds to
minutes (Fig. 2). Subsequently, a standard photographic image is acquired fol-
lowed by a bioluminescence image that is detected by the CCD camera. The
software superimposes both acquired images so that the location of the bio-
luminescent signal with regard to the overall anatomy can be deduced from
the superimposed image. This signal can be quantified as absolute photons
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Figure 2. 
Basic principles of optical CCD imaging: bioluminescence. BLI utilizes systems such as firefly
luciferase/D-luciferin or Renilla luciferase/coelenterazine. Bioluminescent systems generate light de
novo when the appropriate substrates/co-factors are made available. In that case, light emitted from
either system can be detected with a thermoelectrically cooled CCD camera since they emit light in
the visible light range (400–700 nm) to NIR range (~800 nm). Cooled to –120° to –150°C, these cam-
eras can detect weakly luminescent sources within a light-tight chamber. Being exquisitely sensitive
to light, these desktop camera systems allow for quantitative analysis of the data (shown on the right).
The method of imaging bioluminescent sources in living subjects with a CCD camera is relatively
straightforward: the animal is anesthetized, subsequently injected with the substrate and immediately
placed in the light-tight chamber. A light photographic image of the animal is obtained which is fol-
lowed by a bioluminescence image captured by the cooled CCD camera positioned above the sub-
ject within the confines of the dark chamber. The two images are subsequently superimposed on one
another by a computer, and relative location of luciferase activity is inferred from the composite image.



per second per cm2 per steradian (a measure of solid angle). Thus, the whole
procedure to perform BLI is very straightforward and allows for high through-
put.

Recently, significant progress has been made in spectral imaging of dif-
ferent wavelengths. Multi-spectral imaging has predominantly been applied
to fluorescence imaging since it can be used to remove autofluorescence. In
addition to autofluorescence removal, spectral imaging opens the possibility
of imaging multiple fluorescence-labeled molecules or cells at the same time
(multiplexing) [94, 95]. This technique can likely be extended to BLI, allow-
ing for simultaneously imaging bioluminescent reporter proteins with dif-
ferent emission spectra (e.g., FL and RL) instead of sequentially imaging (dis-
cussed below).

There are important differences between optical-based imaging tech-
nologies and other small-animal imaging modalities such as PET, SPECT and
MRI. BLI systems are at least one order of magnitude more sensitive compared
to PET and SPECT at limited depths [8]. Another advantage of BLI modalities
consist of being very rapid and straightforward, and being very accessible for
in vivo analysis with relatively low instrumentation costs. In contrast to
radionuclide-based and MRI-based imaging modalities, there is significantly
less spatial resolution obtained with BLI. The spatial resolution is approxi-
mately equal to the depth of the signal. Since the emission of light is limited
by the tissue depth from which the signal has been generated, the sensitiv-
ity decreases with increasing depth.

Light transmission in living subjects is limited due to both tissue scatter
and absorbance [96]. Scattering occurs at the cell membrane, whereas
absorbance mainly depends on the presence of tissue hemoglobin or melanin
[96]. The absorption due to hemoglobin occurs predominantly in the green-
blue spectrum (400–600 nm), but less in the red region, and that is one of the
reasons to develop more red-shifted fluorophores [97]. Both tissue absorption
and scatter are less in nude or white mice because of the lower amount of
melanin. Light absorption by water molecules is also a limiting factor but
only at longer wavelength (> 900 nm). However, sufficient amounts of emit-
ted light can be detected by the camera even though only a small fraction of
the light escapes tissue absorption and scattering. The development of red-
shifted mutants together with recent advances in optics and sensor tech-
nologies provides good quality optical images [96, 98, 99]. Another limita-
tion of BLI is the oxygen requirement of the luciferases because these are oxy-
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genases. This oxygen requirement can limit the use of luciferases in anaero-
bic environments but in most cases the oxygen requirement to produce sig-
nificant amounts of light is far below the oxygen levels found in cells of liv-
ing subjects.

4.2 Reporter probes for BLI

The most commonly used bioluminescence reporter genes are firefly (Fluc)
and Renilla (Rluc) luciferases. Fluc encodes for the monomeric protein FL
derived from Photinus pyralis, the North-American firefly [99]. Light emission
is achieved by catalyzing D-luciferin into oxyluciferin in the presence of oxy-
gen, ATP and Mg2+ as cofactor, resulting in a peak emission wavelength at 562
nm. To make Fluc more suitable for imaging mammalian tissues, several mod-
ifications to the gene have been made. The first one consists of the removal
of a peroxisomal targeting site, resulting in increased expression and cytoso-
lic localization, and the second modification consists of changing the amino
acid sequence so the peak emission is shifted toward the red region of the vis-
ible spectrum above 600 nm, making it more suitable for in vivo imaging [8].

The Rluc gene is another bioluminescent system encoding for a
monomeric protein RL, which has been tested in small animals [93]. In con-
trast to FL, RL does not require ATP and Mg2+ to oxidize the substrate (coe-
lenterazine) and the peak emission occurs at 480 nm.

Both substrates, D-luciferin and coelenterazine, are very specific for FL and
RL, respectively, and there is no cross-reaction between the substrates and the
luciferase enzymes. Because there is no cross-reaction and since the enzyme
kinetics of RL are much faster as compared to FL, both reporter genes can be
used simultaneously. Imaging both reporter genes can be performed sequen-
tially, the first images are acquired after injection of coelenterazine followed
by injection of D-luciferin and a second image acquisition [92]. It is impor-
tant to note that some of the substrates such as coelenterazine may also be
pumped out of cells by P-glycoprotein and this needs to be taken into account
in specific applications (e.g., tumor studies).

To make these reporter genes more suitable for in vivo imaging, modifica-
tions to these genes are under intense investigation. Because FL is relatively
thermolabile at in vivo temperatures, with half-lives around 1 h in vivo,
mutants have been created with higher thermostability and longer half-lives
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(two- to fivefold compared to wild type) [100]. It was shown that thermosta-
bilization achieved by the specific mutations led to a higher accumulation of
enzyme in vivo. In consequence, fewer cells can be detected accurately (up to
100 cells compared to 1000 cells with the wild type), resulting in increased
sensitivity [100–102].

More recently, a synthetic Renilla luciferase reporter gene (hRluc), that has
been codon optimized, has been utilized; this has a higher sensitivity than
the native Rluc [103]. It was shown that hRL can yield a higher signal when
compared to native RL, both in cell culture studies and in living mice. Muta-
tions of Rluc are also under active investigation to make this reporter pro-
tein more suitable for small-animal imaging since by having the excitation
and emission wavelength more red-shifted, it would allow for better pene-
tration and less tissue scatter. Recently, several Rluc mutants have been
screened and the best were combined in a single protein (RL8) [104, 105].
Compared to the native RL, RL8 has a much longer serum stability half-life
(105 h versus 0.7 h), a small red-shift of 5 nm, and a fivefold higher light
output. The higher serum stability together with the increased light output
of RL8 is a major improvement to image bioluminescence-labeled ligands in
living subjects; e.g., if a probe is used in which a targeting sequence is fused
to a mutant RL protein [106]. These developments should further facilitate
the use of these reporter genes for small-animal imaging and enlarge the
applications of BLI.

Monitoring total number of viable cells is the most common application
for bioluminescence reporter genes. Viable cell number correlates linearly
with optical signal intensity, assuming all other parameters including the
location of the bioluminescent source to be identical, and therefore changes
in viable cell number could be inferred from optical signal intensity. This
method can be used to evaluate the efficacy of different drugs (e.g., anti-
tumor therapy). The evaluation and testing of anti-tumor therapies, espe-
cially against minimal disease or micrometastasis, requires highly sensitive
imaging systems to assess efficacy. The advantage of using molecular imag-
ing techniques to evaluate the therapeutic effect of a drug is that this method
provides a measure of only viable cells. Conventional methods rely on tumor
size, which does not reflect viable cells only since there could be necrotic and
inflammatory regions. Edinger et al. [107] labeled cervical cancer cells with
a luciferase reporter gene and monitored their proliferation in irradiated ani-
mals, indicating that chemotherapy or immunotherapy for labeled cells
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could be followed sensitively in small animals using BLI. The Fluc reporter
gene was also used to screen different potential anti-tumor agents in living
subjects [108–110]. This allows a very sensitive and quantitative screening of
different drugs in a high-throughput manner, and could facilitate a rapid and
efficient optimization of treatment regimens.

Another important application of optical BLI is to non-invasively moni-
tor cell trafficking. Imaging can be used to follow different aspects of traf-
ficking, including cell transplantation, metastasis and host response to infec-
tion. Optical imaging has been used to detect metastasis in a prostate cancer
model [111]. Following systemic administration of a prostate-specific aden-
ovirus vector carrying Fluc, metastasis could be detected in the lung and
spine. Homing of T cells using BLI was shown in a lymphoma model [112].
Using this approach, an immune-based strategy based on the tumoricidal
activity of T cells could be monitored. Such applications enable a better
understanding of the disease process and the response of neoplastic and
immune cells to therapeutics.

DNA-based therapies for genetic diseases and cancer are under intense
investigation, and the effective development of these novel therapeutic
strategies is very dependent on high-throughput testing in animal models.
Therefore, BLI is well suited for the analysis and evaluation of these novel
therapeutics because it is a rapid and accessible imaging modality. Several
examples of how BLI can contribute to and accelerate the evaluation of DNA-
based therapies have been reported, and have proven the value of BLI
[113–115]. Another example using BLI for DNA-based therapy is the use of a
bispecific antibody to target adenoviral infection specifically to angiotensin-
converting enzyme (ACE), which is preferentially expressed on pulmonary
capillary endothelium and which may thus enable gene therapy for pul-
monary vascular disease [116]. Optical reporter genes can be used to non-
invasively monitor both gene delivery and efficacy. TRAIL (tumor necrosis
factor-related apoptosis induced ligand)-induced apoptosis could be moni-
tored in a glioma tumor model [56]. The efficacy of the delivered gene was
inferred from the drop in optical signal since the optical signal intensity cor-
relates with the number of viable cells.

There is currently a great interest in developing pharmaceuticals that can
specifically alter dysfunctional protein-protein interactions in cancer cells
[117]. The study of small-molecule-mediated interactions is important for
understanding the pathophysiology of cancer, and could play a major role

Studying molecular and cellular processes in the intact organism

139



in drug development and validation. Molecular imaging of drug-modulated
protein-protein interactions can be the first step towards drug testing. The
heterodimerization of the human proteins FRB and FKB12 mediated by
rapamycin based on protein fragment-assisted complementation of split RL
has been studied (Figs 3 and 4). It was reported that this system could be eas-
ily titrated by changing the concentration of the different interacting mole-
cules in living subjects, which is essential for drug screening and testing [118].
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Figure 3. 
Schematic of a drug-mediated synthetic Renilla luciferase (hRLUC) protein fragment-assisted com-
plementation strategy. In this strategy, N-terminal and C-terminal portions of hRLUC fragments are
attached to proteins X and Y, respectively, through a short peptide linker GGGGSGGGGS. The N and
C portions of hRLUC fragments are closely approximated by the dimerization of proteins FRB and
FKBP12 only in the presence of the small molecule rapamycin, and this, in turn, leads to recovered
activity of the hRLUC protein. The recovered activity of the hRLUC protein can then be detected with
a cooled CCD camera after injection of coelenterazine i.v. This system can then be used to screen and
test different drugs that inhibit the interaction of both proteins X and Y, resulting in a loss of signal
since there is no recovery of the functional hRluc. This mechanism has been illustrated by simultane-
ous administration of rapamycin (agonist) and ascomycin (antagonist) of the interaction of both pro-
teins FRB and FKB12. Reproduced with permission from [118].
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Figure 4. 
Optical charged coupled device imaging of living mice carrying i.v. injected 293T cells transiently
cotransfected with Nhrluc-FRB and FKBP12-Chrluc. The animals not receiving rapamycin showed only
a mean background signal of 4 × 103 p/s/cm2/sr at all of the time points studied. The animals receiv-
ing repeated injections of rapamycin emitted signals, originating from the region of the liver, that
were threefold (mean, 1.6 × 104 p/s/cm2/sr) and fivefold (mean, 3.0 × 104 p/s/cm2/sr) higher than
background (P < 0.05) at 24 h and 48 h after the injection of rapamycin, respectively. (R-, animals
not receiving rapamycin; R+, animals receiving rapamycin). Reproduced with permission from [118].



The development of this technique allows the ability to screen a variety of
molecules (agonists as well as antagonists) that play a role in protein-protein
interaction in a living animal model of cancer. This split imaging reporter
complementation system can further be extrapolated to every other protein-
protein interaction, and therefore the screening of dimerizer drugs for pro-
tein interactions is possible. This system will give more insights into the sig-
naling pathways involved in cancer and allow testing of new drugs designed
to modulate those pathways.

Another approach is based on studying homodimeric protein-protein
interactions that are of critical importance to most cellular functions in liv-
ing subjects. It was reported that an in vivo protein fragment-assisted com-
plementation assay based on split RL reporter gene can be used to study
homodimerization of HSV1-TK in living subjects. The high sensitivity of this
assay for detection and quantifying homodimerization of proteins should
make it a valuable tool for developing novel drugs based on the inhibition of
active protein interactions [119].

5 Outlook

The field of molecular imaging has made significant progress in developing
assays for imaging molecular events in living subjects, which can be applied
both in preclinical models and clinical trials. Both optical and PET/SPECT
imaging can be useful for preclinical models, and PET in particular can be
very useful in clinical trials with new therapeutics. The development of mul-
timodality reporters and generalizable reporters/probes will enable
researchers to significantly speed up and simplify the process from in vitro to
in vivo evaluation, and allow the study of more complex biological processes.
Several challenges remain to make the routine use of imaging into the drug
optimization and evaluation process. These include:
(1) Incorporating molecular imaging earlier into the drug development

process. As lead candidates are identified, imaging should start to be uti-
lized in the preclinical setting so that appropriate imaging probes (includ-
ing labeled drug itself) can be utilized in a clinical trial.

(2) Assessment of what is important to imaging drug efficacy should be eval-
uated early in the process. Is a more upstream measure, such as drug inter-
acting directly with the target, important or is a more downstream mea-
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sure, such as apoptosis, more important to understanding therapeutic effi-
cacy?

(3) The testing of pharmacokinetics of the radiolabeled drug in man earlier
in the development process needs to be routinely done so that certain can-
didates can be excluded early in the testing process if needed.

(4) Education is critical, and teams in both the preclinical and clinical divi-
sions of a pharmaceutical group need a better understanding of all the dif-
ferent roles imaging can play.

(5) Because the strategies described in this chapter require injection of sub-
strates into living subjects, even though often at very low doses, regula-
tory concerns (e.g., filing of an investigational new drug for the molecu-
lar imaging agent) need to be tackled early on so that administration to
patients does not become a limiting factor. Although still a long way from
being routinely utilized, it is likely that molecular imaging including opti-
cal and radionuclide technologies will play increasing roles in drug devel-
opment in the years to come.
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Glossary of abbreviations
Bpm, beats per minute; CAD, computer-aided diagnosis; CSI, chemical shift imaging; CT, com-

puted tomography; fMRI, functional MR imaging; FSE, fast spin echo; MICe, Mouse Imaging

Centre; MMMRI, multiple mouse MR imaging; MR, magnetic resonance; OPT, optical projection

tomography; PET, positron emission tomography; SNR, signal-to-noise ratio; SPECT, single pho-

ton emission computed tomography; UBM, ultrasound biomicroscopy; US, ultrasound.

1 Introduction 

Animal models have always been important in drug discovery and testing.
However, with completion of the human genome sequence in the 1990s [1],
and now the availability of the mouse genome sequence [2], animal models
will have an even more important role. The ability to modify the mouse
genome provides for a rich and growing array of mouse models of human dis-
eases. Also, the mouse mammalian model is well suited to the study of dis-
ease associated with aging populations because of the short life span and
rapid reproductive cycle; helping control the high costs of animal research.
Furthermore, the growing awareness that the individual’s genome affects not
only the beneficial response to drugs, but also any side effects or adverse reac-
tions, has lead to the new field of pharmacogenetics (see for example the new
journal published by Nature Publishing Group entitled: The Pharmacoge-
netics Journal). Animal research into pharmacogenetics is greatly facilitated
by the availability of inbred mouse strains and the wide selection of tech-
niques available for specifically modifying the mouse genome. Thus, much
of the animal research in drug discovery and evaluation is now concentrated
on the mouse.

Over the same period that genetic models have become important in
pharmaceutical research, clinical medicine has seen a surge in the importance
of imaging in medical diagnosis, evaluation of disease progression, and
response to treatments. This importance is illustrated by the awarding of
Nobel prizes in medicine for computed tomography (CT) in 1979 and mag-
netic resonance (MR) in 2003. Just as imaging is essential in clinical medi-
cine, it is being recognized that it has a major role to play in animal research.
In particular, mouse imaging is becoming a requisite technology for drug dis-
covery and evaluation.

There are many advantages that arise from the use of imaging technology
in animal-based pharmacological research [3]. The use of non-invasive imag-
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ing on live animals can significantly reduce the number of animals needed
to study a particular biological problem. At a time when the general public
is increasingly questioning the extent of animal use in research, the ability
of imaging to diminish these numbers is important. This reduction is partic-
ularly evident in longitudinal studies, where an imaging assay repeated at
sequential time points requires a small fraction of the number of animals that
would be required if cohorts were sacrificed at each time point. Furthermore,
the statistical evaluation of time-course data is more powerful if individuals
are tracked over time and hence serve as their own precedent controls. This
lessens biological heterogeneity in averaging across different subjects, and
also allows for the identification of outliers with deviant historical time
courses.

Imaging can also provide exquisite anatomical details in mice as will be
demonstrated later. Mouse imaging at a resolution of 65 mm is much closer
to histological visualization than is human imaging at a typical resolution of
1 mm. Furthermore, the feasibility of whole body imaging in the mouse facil-
itates survey evaluation where the organ or organs affected by a drug, genetic
change or disease process may not be known. Beyond just anatomical struc-
ture, imaging has growing capabilities to provide functional readouts. These
readouts may be physiological, such as those obtained in dynamic motion
studies or Doppler measurements of flow, or they may be molecular, report-
ing on the spatial patterns of drug concentration, metabolic processes and
even signaling molecules and specific products of gene expression.

Finally, evaluative assays that are developed based on imaging in animal
research can frequently be translated back into clinical imaging, providing a
bridge between preclinical and late phase human studies facilitating inter-
pretation.

2 Requirements of imaging for animal studies

The advantages of animal imaging for drug research discussed above will not
be realized if one simply puts a mouse into a clinical imaging system. Instead,
the technology and know how of human clinical imaging needs to be
adapted and re-engineered for imaging the mouse. There are a number of
aspects of imaging that need to be reconsidered in adapting clinical radiol-
ogy to mouse biology. Five specific aspects are identified, and these are used
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in the rest of the chapter as a framework for describing the adaptation of
imaging to the mouse, and for illustrating some of the aspects of disease phe-
notyping.

The first major aspect in adapting imaging from the human to the
mouse is a matter of scale. In linear terms, the mouse is about 15 times
smaller than the human (11 cm long as compared with 168 cm for the
human). In terms of mass, the mouse is about 153 = 3375 times smaller (20
g as compared with 69 kg for the human). If we are accustomed to seeing
clinical imaging at about 1 mm resolution, to maintain “comparable
anatomical” resolution, we need to image the mouse at 65 µm resolution.
This concept of “comparable anatomy” is a useful guide for determining if
we have appropriate resolution for imaging mice. However, it is important
to realize that some microscopic anatomical structures (e.g., cell diameters,
capillary diameters) do not scale with animal size. Thus, comparable
anatomical resolution in the mouse gets us much closer to histological scale
than does imaging in the human. On the other hand, major vessels and
organs tend to scale with the animal size. If we expect to see the structures
in the mouse that we are used to seeing in human imaging, we will need to
achieve comparable anatomical resolution. This resolution can be achieved
for some imaging modalities and not for others.

Secondly, small-animal imaging will need to achieve both high through-
put and operator efficiency if it is going to realize its advantages for drug
research. It is in this aspect that biological imaging differs most from clini-
cal imaging. Clinical imaging is piece work by necessity. In the course of
several hours, a clinical MR system may study a brain with unknown
pathology using several pulse sequence contrasts, look for liver metastases
using gadolinium, and do a tagged cardiac motion study, all in one after-
noon. In this context, it is worthwhile to have individualized patient setup,
carefully selected slice positions and a large repertoire of scan protocols tai-
lored to the anticipated pathologies. In contrast, a mouse biology experi-
ment is likely to consist of five to ten mice in a disease or treatment arm
and an equivalent number of controls. These will all require the same imag-
ing technique and the derived assay measurements will need to come from
equivalent regions of anatomy. This difference in strategy for mouse imag-
ing favors parallel acquisitions using a general purpose three-dimensional
imaging protocol requiring minimal setup time. In both clinical and mouse
imaging, the labor costs can become the major cost of the study. Realizing

Disease phenotyping: structural and functional readouts

155



the potential of mouse imaging for drug research requires that staff be
deployed efficiently.

Thirdly, beyond simple anatomical structures, mouse imaging will need
to provide physiological assessments. This is a requirement that is shared
with clinical imaging. However, the adaptation of clinical physiological mea-
sures to the mouse is made more difficult by the faster physiological motions
in the mouse (respiratory rates of 60 breaths per minute and cardiac rates of
300–500 beats per minute, bpm). Not all human imaging techniques can be
adapted to these faster rates.

Fourthly, imaging for the mouse will need to provide as much molecular
specificity as possible to enable drug research. Again, this requirement is
shared with human imaging where there is now a major research effort in
“molecular imaging.” Many of the methods being developed translate read-
ily across species. In clinical imaging, improvements in “molecular sensitiv-
ity” have generally been offset by poorer spatial resolution with the most sen-
sitive techniques often requiring complementary anatomical imaging to
assist interpretation. This trend is exacerbated in the mouse where the spa-
tial resolution is so much more demanding. However, mouse molecular
imaging has some advantage in that there are more opportunities for optical
techniques than in the human.

Finally, there is a requirement and opportunity for more automated analy-
sis techniques in mouse imaging. Information extraction from human imag-
ing requires highly skilled radiologists and usually results in a narrative
report. In contrast, information extracted from mouse images usually can be
minimal, unqualified, quantitative, and low cost. Thus, mouse imaging
requires a significant development in computer image analysis and quanti-
tative data extraction. It is, therefore, fortuitous that images of mice from an
inbred strain are more amenable to computer-based comparison than are
images of the genetically heterogeneous human population. Also, unsuper-
vised computer interpretation of mouse images does not suffer from the
extreme consequences of false negatives and other errors that plague com-
puter-aided diagnosis in clinical imaging.

This chapter discusses how imaging is being adapted to meet the require-
ments of animal research in drug discovery. Different modalities are discussed
in terms of their abilities to provide these requirements for mouse imaging.
Examples of applications are presented to illustrate the promise of structural
and functional readouts.
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3 Anatomical resolution

In adapting human imaging to the mouse, some modalities readily achieve
the 15-fold increase in resolution required and others do not.

Magnetic resonance (MR) imaging is capable of very high spatial resolu-
tion (on the order of 10 µm [4]) provided there is adequate signal-to-noise
ratio (SNR). In adapting from the human to the mouse, the signal in a voxel
decreases by 3375-fold. This is recovered in three ways: increasing the
strength of the magnetic field, using smaller radiofrequency coils that just fit
the mouse and for the remainder, increasing the imaging time enabling
more signal averaging. Figure 1 shows that these three adaptations can pro-
duce “comparable anatomy” [5].

Computed tomography (CT) can also be adapted well to provide excellent
spatial resolution in the mouse. Figure 2 shows microCT images with spatial
resolutions of about 20 µm isotropic. However, if one wants resolution of soft
tissue contrast equivalent to that seen in clinical imaging, the number of X-
rays and hence the radiation dose needs to be increased by a factor of > 3375,
exceeding the lethal dose to the mouse. Thus, live mouse CT can only be used
with lower than anatomically comparable resolution and with poorer soft tis-
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Figure 1. 
A 3D anatomical image of a perfusion fixed mouse with Gd contrast. The image is acquired at 7 T
with a simple spin echo sequence TR/TE = 600/19 ms and isotropic resolution of 75 µm in an imag-
ing time of 20 h [image provided by R. Behin at the Mouse Imaging Centre (MICe), Toronto].
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Figure 2. 
MicroCT images at an isotropic resolution of 22 µm of (A) a mouse skull and (B) a mouse kidney vas-
cular tree filled with Microfil (images provided by X.L. Yu at the MICe).



sue contrast [6, 7]. Excellent resolution can be obtained for high contrast
objects in fixed specimens where dose is of no concern.

Ultrasound (US) can also be adapted to achieve appropriate resolution for
mouse imaging [8]. Since the resolution in US is determined by the wave-
length, increasing the frequency to 30–50 MHz takes the resolution to the
50-µm range. These higher frequencies are not used in clinical US because the
depth of penetration of the ultrasound beam is decreased proportionally, but
for smaller patients such as mice, this is in fact desirable. High-frequency US
imaging is frequently designated as ultrasound biomicroscopy (UBM) [9], and
is illustrated for a live mouse embryo in Figure 3.

The molecularly sensitive human imaging modalities of positron emission
tomography (PET) and single photon emission computed tomography
(SPECT) cannot be adapted to the mouse achieving comparable anatomical
resolution. PET is limited by physics to a resolution of about 1 mm [10].
SPECT can achieve slightly better resolution, but by using a pin hole camera
with very low signal efficiency.

Disease phenotyping: structural and functional readouts

159

Figure 3. 
UBM image acquired at 30 MHz of a live mouse embryo at E16.5 days showing high resolution detail
of the developing paw (image provided by YQ. Zhou at the MICe).



Optical imaging methods represent a new opportunity in mouse imag-
ing that is not adapted from human imaging. They are discussed further
under molecular sensitivity. Because of multiple scattering of optical pho-
tons, the three-dimensional (3D) spatial resolution of optical techniques is
generally worse that 1 mm. One exception is the new technology of optical
projection tomography (OPT) [11, 12]; a technique limited to small (< 1 cm)
fixed specimens, but allowing spatial resolution down to 10 µm as shown in
Figure 4.

4 Throughput and efficiency

Because biological imaging for the mouse usually involves moderately large
numbers of animals for both experiments and controls, and because the time
to image a mouse may even be longer than for a comparable human study,
issues of throughput are paramount. On a related theme, the efficiency of per-
sonnel involved in imaging is also critical. A clinical MR scanner will on aver-
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Figure 4. 
An OPT image of a fixed mouse embryo clarified in BABB using autofluorescence. The image resolu-
tion is approximately 10 µm isotropic (image provided by J.R. Walls at the MICe).



age have three individuals involved as staff: an MR technologist, a
nurse/receptionist, and a radiologist or fellow. It is unlikely that animal imag-
ing can afford such an entourage.

To address the issue of throughput in mouse MR imaging, we have
designed [13] a system that can accommodate 19 mice in individual trans-
mit and receive coils that are all shielded from each other as shown in Fig-
ure 5. The mice all share the same gradient and the static magnetic field
from a 40-cm-diameter, 7-Tesla magnet produced by MAGNEX (Abington,
UK). The clear bore inside the shared gradient is 27 cm; sufficient to accom-
modate individual RF Millipede coils [14] of 32-mm diameter within cylin-
drical shields of 50-mm diameter. The details and operations of multiple
mouse MR imaging (MMMRI) are described in the literature [13]. This sys-
tem currently images 16 mice in parallel. In the time that it takes to image
one mouse, equivalent quality images can be acquired from 16 mice. At the
time of writing, live MMMRI is limited to 7 mice due to lack of monitoring
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Figure 5. 
An MMMRI system for high-throughput mouse imaging. Nineteen independent transmit and receive
coils share a common gradient and a 7 T magnetic field.



channels and independent receivers, but there are no difficulties expected
in going to 19 live mice. Handling multiple anesthetized mice with a sin-
gle technician requires carefully designed mouse handling equipment [15]
as shown in Figure 6. With this system, it is possible to prepare and load 19
mice in 1 h. Figure 7 shows live brain images using an optimized fast spin
echo (FSE) pulse sequence with approximately 100 µm isotropic resolution
taken in 2 h 45 min [16]. This is somewhat poorer resolution than the tar-
get of 65 µm. To achieve this target would require higher magnetic fields
and longer scan times [17]. The efficiency of MMMRI is further increased
by overlapping scan time with preparation time for subsequent batches of
mice.

Several other reports of parallel MRI for mouse phenotyping are in the lit-
erature [18]. Methods that use a separate receiver for each mouse preserve the
high anatomical resolution of MR. However, simpler methods that put mul-
tiple animals in a large receiver coil suffer significant degradation in image
quality [19, 20]. One application that benefits considerably from the
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Figure 6. 
A mouse handling system for MMMRI that provides individualized cardiac, respiratory and tempera-
ture monitoring along with gas anesthesia and scavenging for each mouse. Multiple mice can all be
prepared in an induction chamber and mounted onto the mouse holding array. After preparation,
they can be inserted as a unit into the coil array of the MR imager. A second group of mice can be
prepared while the first set is being imaged (design, fabrication [15] and photograph provided by J.
Dazai at the MICe).



throughput of MMMRI is the longitudinal study of cancer growth and its
response to treatment. Historically, many cancer studies in mice have used
subcutaneously implanted tumors as models. This allows for direct estima-
tion of tumor size using calipers. There is now, however, a growing realiza-
tion that a brain tumor growing under the skin of the flank is not a very real-
istic model, particularly with respect to routes and prevalence of metastatic
spread. Brain tumors growing in the brain are much more relevant, but mon-
itoring the growth curves of tumors in the brain in a single mouse can only
be done using imaging, best with MR imaging. We have found MMMRI to be
particularly effective for tumor growth monitoring [21]. Even with the limi-
tation of 7 live mice in parallel, we are currently doing a four-arm study: two
treatment arms, one control arm with only the carrier, and one additional
untreated control arm with 7 mice in each arm imaged every week (up to 10
weeks) following stereotaxic injection of a human xenograft. Imaging
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Figure 7. 
Live mouse brain images acquired with an FSE (or RARE) imaging sequence with an isotropic resolu-
tion of 100 µm and an imaging time of 165 min. Echo train length was 8, TR/TE = 900/12 ms and
the center of k-space was acquired from the fourth echo giving some T2-weighted contrast (image
provided by B. Nieman at the MICe).



includes three different contrasts: T1-weighted, diffusion-weighted and T2-
weighted. The whole experiment occupies only 1 day a week of scanner time.
Without MMMRI, this single experiment would use the MR scanner full time
for 2.5 months.

Another imaging method that can achieve high throughput, again par-
ticularly for cancer studies [22], is optical imaging, either using luciferase bio-
luminescence [23] or fluorescence imaging [24]. These optical techniques are
efficient because imaging times are short (10–30 min) and 3–5 mice can be
imaged simultaneously side by side. Examples of luciferase imaging are
shown in Figure 8.

CT can also be adapted to achieve high throughput. Cone-beam CT
acquires data for a full volume reconstruction in a single rotation of the
gantry, which can be accomplished in as short a time as 1 s. Such systems
have been designed primarily for dynamic studies and have only moderate
spatial resolution and throughput. Automated mechanisms for inserting
mice into a CT scanner have been reported.
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Figure 8. 
In vivo applications of bioluminescent imaging. This imaging modality has broad applications in bio-
medical research that include (a) assessing the levels of transgene expression, (b) the location and
extent of bacterial infection, (c) the efficiency of gene transfer and expression, and (d) the trafficking
patterns of lymphocytes.



Two other X-ray imaging technologies are well adapted for high through-
put. Faxitron (Wheeling, IL) produces a high-resolution 2D digital image of
the mouse skeleton as seen in Figure 9. PIXImus (G.E. Healthcare, Waukesha,
WI) is a dual energy X-ray absorption projection that gives estimates of body
composition. Although both of these techniques achieve high throughput
(limited in time only by the need to anesthetize the mouse), they are pro-
jection imaging and do not reveal 3D anatomy. Hence, they are not discussed
further.

The throughput and method of operation for PET [25] and SPECT is very
similar in mice and human imaging with a single study taking about 1 h. No
attempts to significantly increase the throughput have yet been reported.

Finally, US imaging is the most labor intensive of the mouse imaging
modalities with studies taking 30–90 minutes per mouse and requiring the
involvement of highly skilled individuals [26]. Because US scanning is par-
ticularly operator dependent, it is less amenable to automatic scanning and
subsequent computer-aided image analysis.
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Figure 9.
Digital projection X-ray images are a relatively rapid method for qualitative phenotyping of mouse
skeleton. However, because they are projection images, they are significantly less comprehensive than
3D microCT images (image provided by N. Kassam at the Centre for Models of Human Disease).



5 Physiological phenotyping

Although it is difficult to achieve high throughput for mouse imaging with
US, US is probably the best modality for physiological measurements since a
single imaging frame is produced in nearly real time. Thus, US is the tool of
choice for the evaluation of heart function in the mouse [26]. Not only does
US provide excellent visualization of the structural anatomy of the heart, it
does so in real time and produces movies of the cardiac dynamics even
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Figure 10. 
US imaging and evaluation of flow through the aortic orifice. (A) 2D UBM image with the Doppler
sample volume located at the level of aortic orifice of a normal mouse; (B) Doppler flow spectrum
obtained from the aortic orifice; (C) 2D UBM image with the Doppler sample volume located at the
level of aortic orifice of a mouse with aortic stenosis; (D) Doppler flow spectrum of the aortic jet at
the level of aortic orifice, with the peak velocity up to 4 m/s (arrow indicates the aortic orifice) (image
provided by YQ. Zhou at the MICe).
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though the mouse heart rate is 500 bpm (eight to ten times the human heart
rate). These dynamic images can be used to measure ejection fraction and
monitor the motion of the heart wall. Mouse US can also measure the
Doppler waveform of blood flow in major vessels and flow patterns through-
out the heart (Fig. 10). This kind of physiological phenotyping in the mouse
is difficult to achieve with any other imaging modality.

As an application example of physiological phenotyping in the mouse
using US, Figure 11 shows the average end diastolic diameter of the left ven-
tricle averaged over 12 wild-type mice and 12 heterozygotes with a Tbx5
knockout. This mutant mouse is a model for human Holt Orom’s syndrome,
which often exhibits an arterial septal defect [27]. Although the ventricular
diameters in the mice are similar immediately after birth, over 4–8 weeks the
mutant shows wall thickening and significantly decreased left ventricular
diameter.
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Figure 11. 
Cardiac physiological phenotype measured by ultrasound in 12 wild-type and 12 TBx5del/+ mutants.
In the mutant, the left ventricular end-diastolic diameter increases more slowly than in the wild type
over the first 8 weeks after birth, and the ventricular wall is thicker) (image provided by YQ. Zhou at
the MICe).



Another application for real-time mouse US is interventions, image
guided. We use US guidance for the introduction of genetic material into spe-
cific locations in the embryo in the form of stem cells or adeno virus con-
structs (Fig. 12). In a more simple application, we use US to guide a needle
into the heart without opening the chest for perfusion fixation [28]. Ultra-
sound is the only mouse imaging modality that presently provides such real-
time capability.

As mentioned in the previous section, cone-beam CT for mouse imaging
can acquire data for volume images in approximately 1 s (Explore RS
MicroCT, G.E. Healthcare, London, Canada). Because of the speed, the reso-
lution is limited to 150 × 150 × 450 µm. This system has been designed and
built to enable perfusion time-course studies in stroke models, tumors, and
other tissue. An example of a blood flow map in a rat brain is shown in Fig-
ure 13 [29]. The technology is not yet widely available and mouse studies
have not been completed. The future evolution of dynamic microCT for
physiological phenotyping in the mouse will be interesting to watch.
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Figure 12. 
The use of UBM to guide a needle (arrow) into the neural crest of an E13.5 embryo in utero (image
provided by V. Bonn at the MICe).



MR is also being adapted as a tool for physiological phenotyping in the
mouse. The challenges to this arise from two factors: the intrinsically lower
SNR achievable in the comparable anatomical voxel in the mouse, and the
tenfold shorter cycle time for cardiac and respiratory processes. However,
remarkable cardiac MR images and movies have been made using prospec-
tive gating and data acquired over multiple heart beats. These provide assess-
ments of cardiac function in terms of ejection fractions and wall motion [30].
Flow-sensitized images of the coronary vasculature have also been made,
although with a perfuse heart preparation at very high magnetic field
strengths (17.6 Tesla).

Prospective gating clearly will not work for multiple mouse imaging.
However, retrospective gating methods have been adapted from human
imaging and provide high-quality dynamic information (Fig. 14) albeit with
four- to sixfold oversampling.

MR angiography has been demonstrated in the mouse [31]. As further
techniques are developed, we can expect to see arterial spin labeling, blood
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Figure 13. 
Blood flow map of a 0.45-mm thick slice of a rat brain measured with dynamic microCT (image pro-
vided by T. Lee at the University of Western Ontario, London).



volume, blood flow, mean transit time vascular permeability, oxygen tension,
and perfusion measures for the mouse using MR.

Another vascular-related physiological measure is functional magnetic
resonance imaging (fMRI), a major research and clinical tool in the human.
fMRI measurements have been demonstrated in the rat [32, 33] (Fig. 15). fMRI
in the animal is made more difficult because the light anesthesia needed to
overcome motion shuts down some of the neurological processes that one
might wish to measure. However, the unique information that fMRI yields
means we can expect to see much more fMRI in rats and mice, particularly
in the context of development of drugs for mental health.

Finally, there are some physiological measures that can be undertaken
in the animal which cannot be done in the human. One example is the use
of MnCl2 as a contrast agent [34]. The Mn2+ is taken up as a Ca2+ analogue
by active neurons, and the resulting T1 contrast highlights active fiber
tracks and active regions of the brain. MnCl2 can not be used in this way in
humans because of its known neurotoxicity [35]. As the mechanism of
action of MnCl2 becomes better understood, we can expect to see it and pos-
sibly other animal specific contrast agents being used for physiological phe-
notyping.
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Figure 14. 
Retrospectively gated cardiac images acquired in a mode that can be used with MMMRI. A, end dias-
tole; B, end systole (image provided by J. Bishop at the MICe).



PET and SPECT have about the same application for physiological mea-
surement in the mouse as they exhibit in the human. The minimum tem-
poral resolution is limited to about 10 min (or greater in the mouse due to
the lower count rates). Flurodeoxyglucose (FDG) is ideal for measurement of
spatial distributions of metabolic activity.

Overall, imaging methods for physiological phenotyping in the mouse
are just beginning to be developed. Many more measures can be directly
adapted from those in use clinically. Other novel measures specific to ani-
mals can also be anticipated. We can expect significant growth in the use
of image-based physiological measurements in animal research in the
future.

6 Molecular specificity

The spatial mapping of specific molecules using imaging methods could be
considered as just another aspect of physiological phenotyping. However,
given the intense research and development effort that is currently under-
way into molecular imaging in both humans and animals, it warrants a sep-
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Figure 15. 
High-resolution cross-correlation blood-oxygen-level-dependent fMRI activation maps in the whisker
barrel cortex (images courtesy of J. Hyde, Milwaukee, WI)



arate section. Since a comprehensive discussion of molecular imaging and
areas of application have been provided in the previous chapter, this section
summarizes the dominant themes and provide some complimentary exam-
ples to those provided previously.

The enthusiasm for molecular imaging is easy to appreciate. The ability
to map the spatial distribution within the body of specific endogenous bio-
logical molecules such as products of individual gene expression, genetic
promoters and repressors, cell signaling molecules, neuro transmitters, to
name just a few, would be immensely valuable for understanding differen-
tiations, regulation, homeostasis and diseases. Even more important than
knowing where these molecules are, is knowing where they act. It is far more
valuable to know where antibodies are conjugating, hormones are trigger-
ing receptors, metabolites are being used, and drugs are binding, than it is
to know that all of them are distributed relatively uniformly by the blood
stream. Thus “molecular imaging” really wants to know the spatial distrib-
ution within the body of specific molecules at their locations of significant
or functional interaction.

The challenge to imaging posed by “molecular imaging” is therefore
twofold. First is to find ways to make the molecule report at the time and loca-
tion of the biologically important interaction. Various approaches are being
explored and used: differential uptake, preferential retention, irreversible
binding, downstream reporters of transcribed genes, enzymatic activation of
MR relaxation agents [36]. The second challenge is amplification. Most imag-
ing techniques have sensitivities only down to the millimolar or micromo-
lar range. However, the biological molecules of interest often are present in
the nanomolar range. Thus, there is a need for significant “amplification” for
imaging to detect the molecular interaction of interest. Two kinds of ampli-
fication are being explored: (1) conjugate linking of the molecular interac-
tion of interest to a much larger reporter as is done with antibody-conjugated
bubbles in US, Gd-decorated dendrimers in MR, conjugated iron particles in
MR, and fluorescently labeled liposomes in optical imaging; and alternatively
(2) using temporal amplification where the reporter is rapidly recycled and
able to report millions of times during the image acquisition as is done using
fluorophores with nanosecond lifetimes. Molecular imaging will certainly
benefit from more and better ways to achieve this required amplification.
However, there are already some impressive examples of “molecular imaging”
at work.
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Nuclear imaging (PET and SPECT) has historically been the most effective
method for molecular imaging. The fact that the sensor can detect a single
molecule at the instant when the nuclear isotope emits gives nuclear imag-
ing a tremendous advantage over other methods. However, nuclear decay is
certainly not a recyclable reporter, nor is the timing of the emission in any
way related to the biologically important interaction of the molecule that car-
ries the radioisotope. A good application example is shown in Figure 16 [37].
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Figure 16. 
Longitudinal imaging with PET. (A) Layout of experimental data. Each row of images corresponds to
a given animal followed in the study (identified by number at left), and each column corresponds to
a time point for imaging. Animals were followed longitudinally from as early as 10 days to as late as
93 days post transplantation of MIN-O tissue. Four animals were not imaged at the earliest time point
because of the lack of a visible sign in the other six animals. At the last time point in each row, ani-
mals were killed and the mammary fat pads were prepared for ex vivo imaging and histology. (B) Exam-
ple image. An enlarged view of a maximum-intensity projection of a study mouse showing uptake in
various tissues, including the MIN-O tissue in the left and right no. 4 mammary fat pads. The mouse
is displayed in a supine orientation. (C) Intensity scale. The color scale representing uptake relative to
brain. This color scale is used for all PET images. (Figure courtesy of Simon Cherry, UC Davis [37]).



Imaging in the mouse has generated renewed interest in optical imaging.
Here, the requisite amplification is mainly provided by the rapid cycle time
of fluorescent chromophores and bioluminescent reporters. There is a very
large collection of specific optical markers inherited from a century of
microscopy. However, to be effective in live animals, the photon window
needs to be in the 700–900 nm range to avoid the severe absorption by hemo-
globin. New chromophores that operate in this range are being rapidly devel-
oped. As an application example of molecular specificity, in OPT where light
absorption is much less of a problem because the specimen is clarified, Fig-
ure 17 shows an embryonic heart deformation as a result of 90% siRNA
knockdown of the gene product Smarcd 3 [38].

Another approach to obtaining molecular specificity in mouse pheno-
typing by imaging is with chemical shift spectroscopy (Fig. 18) [39]. Chemi-
cal shift imaging (CSI) does not need contrast agents and achieves its mole-
cular specificity from the intrinsic NMR frequency shift of the metabolite of
interest [40]. Because it has no amplification, CSI is restricted to millimolar
concentrations of specific molecules and achieves only moderate spatial res-
olution of several millimeters.

In summary, molecular imaging in animals holds tremendous promise for
drug research. Many of the challenges are being met by intensive research.
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Figure 17. 
OPT images comparing heart development in a wild-type embryo with a 90% siRNA knockdown of
the gene product Smarcd 3. The heart structures are identified using an anti-PECAM monoclonal anti-
body that was revealed with an Alexa 488-conjugated secondary antibody (images provided by J.R.
Walls at the MICe).
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Figure 18.
In vivo (left) and 1 h post mortem (right) proton MR spectra of the same animal for different mouse
strains (STEAM, TR/TE/TM = 6000/20/10 ms, 4×3×4 mm3 VOI, corrected for CSF and scaled with
respect to brain water content). Metabolite resonances include N-acetylaspartate (tNAA), creatine and
phosphocreatine (tCr), choline-containing compounds (Cho), myo-inositol (Ins), glucose (Glc), and
lactate (Lac). Apart from decrease Glc and increased Lac post mortem, the specific vulnerability of the
C57BL/6 strain to ischemia is demonstrated by the reduction of tNAA, tCr, and Cho in contrast to
NMRI and BALB/c mice. (Figure courtesy of Jens Frohm, Göttingen [39])



6 Automated readouts

The readouts in clinical imaging are predominantly visual. The films, or
increasingly, direct digital images, are viewed by a highly trained expert
observer and the salient features are dictated into a verbal report. Visual read-
out is sometimes appropriate for animal imaging. Figure 19 is an example of a
comparison between a wild-type and knockout mouse brain in which a num-
ber of differences can be visually identified. However, more often in biological
imaging, the readout needs to be quantified and the investigator is interested
in knowing statistically significant differences between groups of mice. Such
assessments are better done by a computer than by visual observation. More-
over, the amount of data that can be generated by high-throughput mouse
imaging can exceed that which can be analyzed by a human observer.

There are numerous computer algorithms developed for image readout in
human imaging. Computer-aided diagnosis (CAD) for assisting mammo-
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Figure 19. 
Comparison of MR images of the live brain of a knockout in the sonic hedgehog pathway compared
with a wild-type mouse. The knockout has a reduced hippocampus as was known from histology, but
the degree of hydrocephalus is only well appreciated by in vivo imaging. The olfactory bulbs are also
diminished and the nasal passage is misformed (mouse provided by C.C. Hui, Hospital for Sick Chil-
dren, Toronto and image provided by N. Lipshitz at the MICe).



gram reading has been well developed. The neuroscience community has a
long history of quantitative methods for assessment of brain images. In gen-
eral, however, unassisted computer readouts of mouse images are an active
research area that needs more development.

We have been working on registration algorithms for the mouse brain
[41]. Figure 20 shows data from 3D high-resolution (~60 µm isotropic) images
of genetically identical mice. Nine such datasets are co-registered through
multi-scale non-linear deformations based on both intensity comparisons
and edge alignment [42, 43]. The image synthesized by averaging the indi-
vidual aligned datasets provides an unbiased estimator of the average struc-
tural anatomy of the brain of this mouse strain. The average image shows
greater detail than any of the component images. Note that neuroanatomi-
cal structures that are under tight genetic control are enhanced, while struc-
tures that vary among individuals such as small blood vessels are averaged
out. Since the average differs from the individual images by a known defor-
mation at every point, an estimate of the population variance for the normal
anatomy of this strain can be calculated as shown in Figure 21. It is remark-
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Figure 20. 
3D isotropic volume images of the brain from genetically identical mice are registered together to
produce an inbred average and a set of deformation fields that are a map of the displacements from
each individual to the average.



able that the root mean square displacement over most of the brain is lim-
ited to 100–200 µm [44]. Knowledge of normal variance is essential if one
wishes to identify significance differences in anatomy due to mutations, dis-
eases or even environmental perturbations. As an illustration of the sensi-
tivity of this kind of computer automated image readout, Figure 22 shows an
average brain image synthesized from a mix of three strains. Looking closely
at an arbitrary voxel of this grand average, one can see that the contributing
voxels cluster together by strain and that the differences between strains is
significantly greater that the variance within the strain. Another use for these
registration techniques is to track growth patterns from images of different
mice at different points in development. An excellent example of this has
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Figure 21. 
An average brain overlaid with a color map of the average displacement of the individual voxels to
register them to the average. There are some regions of large displacement: the brain stem which has
been arbitrarily severed, the olfactory bulbs which even in a fixed specimen are floppy, and small com-
pression at the lateral sides of the brain where the walls of the test tube compress the sample. But
over most of the brain volume, the mean square displacement is 100–200 µm. This shows the
anatomic reproducibility among genetically identical individuals. This measure also defines the vari-
ance of normal, against which any genetic variation needs to be defined (analysis provided by N.
Kovacevic at MICe). (Printed with permission of Cerebral Cortex [44].)



been reported by Mori et al. [45]. We believe that this kind of automated read-
out will be essential for optimal use of mouse imaging.

In contrast to the brain where structures are highly detailed and very sim-
ilar, automated readout will be much more difficult in the abdomen and
probably impossible for organs like intestines. In the body, registration
attempts will need to be supplemented and assisted by segmentation of indi-
vidual organ structures. Figure 23 shows the segmentation of kidneys from
abdominal 3D images of mouse using adaptive shape models. Approaches
such as these will help to define average normal anatomy and its variance
allowing for the identification of anatomical abnormalities.

Beyond just comparative measures of anatomy, computer automated
readout will, in the future, assist in understanding function. One example is
the use of trabecular architecture obtained from 3D microCT imaging to bio-
mechanically calculate bone strength and risk of fracture. Another example
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Figure 22.
A brain average constructed from 27 isotropic images (9 individuals each from 3 strains). If we pick
a voxel at random from this average and look at the locations of the individual mouse voxels that con-
tributed to this average, we see that the individual strains cluster together, showing that the variation
within strains is much less than the differences between strains (image provided by N. Kovacevic at
the MICe).



is the use of vascular trees to calculate perfusion from flow models. As bio-
logical imaging is used more and more for quantitative analysis of disease and
response to treatment, we will see more use of sophisticated computer algo-
rithms to provide automated readouts.

7 Conclusions

As we have seen in this chapter, small-animal imaging, with a major focus
on mouse as a genetically controllable model, already plays a major role in
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Figure 23. 
Computer-aided analysis of mouse imaging in the body is more difficult than in the brain. Because of
the relative freedom of motion of the organs, simple registration will not be feasible. However, adap-
tive shape models can be used to segment out individual organs. This figure shows kidney volumes
obtained by automated shape recognition compared with manual segmentation. Automated com-
puter analysis is promising for abdominal phenotyping (image provided by L. Baghdadi at the MICe).



disease phenotyping. Clinical imaging techniques are being successfully
adapted to the study of small animals. Just as different imaging modalities
have complementary roles to play in clinical imaging, mouse imaging also
requires complementary and even new modalities such as optical techniques
to provide a full evaluation of disease phenotype. The complementary mea-
surements of high-definition anatomy and molecular sensitivity seem to be
even more divergent at the scale of small animals, and will probably find
more need to be used in concert and even integrated into hybrid imaging
equipment (e.g., SPECT-CT, MR-PET, etc.). Throughput and efficiency are par-
ticularly critical in animal imaging and need more development. So also does
automated computer readout, but the existence of inbred strains and known
genetic substrates makes this exciting area of development easier than the
analysis of human data.

Already, we are seeing cancer studies in mice with time course and
response to treatment using MR and CT. Cardiac function is being ana-
lyzed with UBM and MR, and can provide quantitative readouts. Normal
and abnormal vascular development and its modulation with drugs can
be well characterized with microCT and MR angiography. Drug uptake
and bio-distributions over the whole body can be done with PET and
SPECT.

As the imaging technology and methods advance, we can expect to see
exponential growth in the use of imaging in drug discovery and develop-
ment.
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Glossary of abbreviations
ADC, apparent water diffusion coefficient; APP, amyloid precursor protein; BBB, blood-brain bar-

rier; BAL, bronchoalveolar lavage; CA, contrast agents; CBF, cerebral blood flow; CBV, cerebral

blood volume; CNR, contrast-to-noise ratio; COPD, chronic obstructive pulmonary disease; FDG,

fluoro-dexoyglucose; FLT, 3’-fluoro-3’-deoxythymidine; fMRI, functional magnetic resonance

imaging; HEP, high-energy phosphates; HIF-1, hypoxia-inducible factor-1; IHC, immunohisto-

chemistry; MCAO, middle cerebral artery occlusion; MRS, magnetic resonance spectroscopy;

MTC, magnetization transfer contrast; MTR, magnetization transfer ratios; OA, osteoarthritis;

PCr, phosphocreatine; PET, positron-emission tomography; PG, proteoglycans; PK, pharmaco-

kinetic; RA, rheumatoid arthritis; ROI, region-of-interest; rtPA, recombinant tissue plasminogen

activator; SPECT, single-photon computerized tomography; TK, thymidine kinase 1; USPIO,

ultrasmall particles of iron oxide.

1 The objective: Evaluation of drug efficacy and 
safety during lead optimization 

The purpose of screening large compound libraries in high-throughput bio-
chemical or cellular assays is the identification of chemical lead structures,
which, once validated for efficacy in secondary assays, have to be optimized
in several regards during the so-called lead optimization phase. Criterion for
a lead compound is its ‘drugability’, i.e., is the structure amenable to modi-
fication that might enhance the target interaction?; is it likely to be delivered
to the target site?; does the structure contain elements that might be associ-
ated to known toxicological effects? Aspects to be addressed in the lead opti-
mization process are:
a. The binding affinity: the binding affinity to the drug target, which has to

be optimized to a range of typically nanomolar activity. Different
approaches are being pursued. If the structure of its molecular target is
known, structure-based drug design allows defining optimal derivatiza-
tion strategies of the basic molecular scaffold. Alternatively, a series of
derivatives is synthesized to establish a structure-activity relationship,
enabling the design of optimized drug candidates.

b. The specificity: Does the drug candidate cross-react with other potential
drug targets? High specificity is envisaged to minimize the potential side-
effect profile.

c. The pharmacokinetic (PK) properties: What are the rate and efficiency of
absorption, the plasma half-life of the compound? Is it metabolized and
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how? What are the predominant routes of elimination? These parame-
ters are commonly determined from analysis of plasma samples collected
at different time points following drug administration. Knowledge of PK
parameters in humans allows optimizing the dosing regimen and to
reach the trough level required for pharmacological efficacy. In addition,
whole-body autoradiographic analysis in rodents using radiolabeled (14C
or 3H) compound yields information on the drug’s biodistribution,
enabling the estimation of drug levels in the target tissue. Similar stud-
ies can be carried out in vivo both in animals and humans using positron-
emission tomography (PET) in combination with compounds labeled
with short-lived positron-emitting nuclei (11C or 18F). PET biodistribution
and receptor occupancy analyses have been extensively carried out for
drugs acting on the central nervous system (CNS). Such application of
PET are discussed in detail in by Bergström and Langström (Chapter 8 of
this volume).

d. The safety profile: Any pharmacological intervention will potentially
evoke side effects or even cause toxicity. It is important to detect such an
undesired profile as early as possible in both in vitro and in vivo (whole ani-
mal) studies.

Many of these aspects are today handled using sophisticated in vitro assays,
e.g., absorption from the gastrointestinal tract or penetration of other cel-
lular membranes may be studied using an artificial membrane assay [1]. Sim-
ilar, metabolic activity can be derived from a CaCO-2 cell assay. Many anal-
ogous test batteries have been developed that allow for testing potential
drug candidates. Nevertheless, all these system are artificial and are at best
approximations of the in vivo situation. There is currently no way avoiding
the combined evaluation of all these aspects and the interplay thereof in the
intact organism, i.e., in the animal and in animal models of human disease.
The latter are indispensable tools for the identification of potential indica-
tions.

Evaluation of drug biodistribution, efficacy and safety in animals requires
readout modalities that are preferentially non-invasive to be translatable to
clinical phases. Imaging technologies providing structural, physiological,
metabolic and more recently also molecular readouts have evolved into
indispensable tools in this regard. In this chapter we illustrate the role of
imaging during preclinical lead optimization. We first describe the qualita-
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tive and quantitative readouts provided by modern imaging techniques that
can be used to characterize drug effects, illustrate the approaches with appli-
cation from various indication areas, and finally discuss the position of
imaging with regard to alternative analysis methods and potential improve-
ments required to enhance the value of imaging for drug research and
development.

2 The tools: Imaging methods for qualitative and 
quantitative assessment of therapy response

2.1 Mechanisms determining image contrast

Classical imaging methods allow the characterization of tissue based on mor-
phological and morphometric readouts. The sensitivity of detecting an
anatomical or pathological structure, and hence, the diagnostic value of an
imaging approach, depends critically on the contrast-to-noise ratio (CNR),
i.e. the ratio of the intensity difference between a specific structure and its
environment divided by the average noise figure in the image.

For non-contrast-enhanced imaging techniques the signal intensity is
governed by microstructural properties of the tissue, which are characteris-
tic for the imaging modality applied: For X-ray computerized tomography
(CT), X-rays are scattered at electrons in the tissue leading to an attenuation
of the beam intensity, which depends on the tissue density and composition,
and on the X-ray energy. Signal intensity in magnetic resonance imaging
(MRI) is governed by a variety of tissue-specific parameters: the density ρ of
water protons in tissue, the longitudinal and transverse relaxation rates R1

and R2, which relate the magnetic nuclei investigated to their magnetic envi-
ronment, spin exchange processes (e.g., due to chemical reaction or due to
transfer of magnetic coherence), and the microscopic (diffusion, microcircu-
lation) and macroscopic motion (e.g., blood flow) of water in the tissue. Light
propagation in tissue is diffusive, hence in diffuse optical tomography (DOT)
the signal intensity, i.e., the photon flux at the detector, is determined by the
scattering and absorption properties of tissue.

In many cases, this endogenous contrast is not sufficient to unambigu-
ously identify a specific tissue structure or pathology. Contrast agents (CA)
are administered to increase the CNR. Contrast enhancement is specific for
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the methodology applied. CT-CAs are electron-dense materials with a high
X-ray scattering cross-section, leading to significant beam attenuation, while
MRI-CA affect the signal intensity indirectly by increasing the water proton
relaxation rates. In both cases contrast enhancement is related to the local
concentration of the CA.

Both for nuclear and fluorescence/bioluminescence imaging the ‘CA’
administered is the only source of signal. Hence, one would expect contrast
to be intrinsically high. Yet, CNR between a target tissue and its environ-
ment might still be low as the CA may accumulate in both structures. In fact,
the development of probes that yield high signal-to-background ratio, i.e. a
high CNR between the tissue-of-interest and its environment is a major
objective of modern imaging approaches. 

Nuclear imaging detects γ-rays that are emitted from a metastable
radionuclide using a detector array that is arranged around the imaging
object (see Chapter 2 of this volume). Spatial resolution is obtained either
by geometric collimation as in the case of single-photon computerized
tomography (SPECT), or by electronic collimation based on coincidence
detection for PET. The intensity in the reconstructed image is in first order
proportional to the local amount of the radionuclide, provided that the
appropriate corrections for confounding physical events and instrumental
imperfections are being made [2, 3]. Analogous to DOT, image reconstruc-
tion in fluorescence molecular tomography (FMT) has to deal with the dif-
fusive light propagation in tissue, which corresponds to solving the inverse
problem in electrodynamics. Assuming successful reconstruction, the image
intensity is governed by several parameters, the attenuation and scattering
of the light both at the excitation and the emission frequency, and the flu-
orescent properties of the probe, i.e., its concentration, fluorescence yield
and lifetime. Proper image reconstruction considering these aspects should
yield accurate estimates of the local dye concentration.

2.2 Deriving quantitative data from image datasets

Comparative evaluation of drug candidates requires objective quantitative or
semi-quantitative readouts of treatment effects on structural, physiological,
metabolic or molecular tissue parameters. In the following section we discuss
methods to derive such information from imaging datasets.
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2.2.1 Structural parameters

Pathologies lead to microscopic and macroscopic alteration of tissue struc-
ture, which may be reflected by and altered appearance in images, i.e., the
pathological transformation of the tissue leads to changes in the respective
imaging parameters. Hence, measurement of the value of the imaging para-
meter in a specific region-of-interest (ROI) allows staging of tissue and also
the evaluation of therapy response. Typical examples are the stroke signature
of ischemic tissue following cerebral infarction, or the characterization of car-
tilage quality in models of osteoarthritis. The stroke signature is a multi-para-
metric characterization of a tissue region, i.e., a tissue voxel v is described by
a time-dependent parameter profile v(T1,T2,ADC,CBF,…;t), which is of prog-
nostic value [4, 5]. Cartilage quality is assessed by determining the magneti-
zation transfer ratio, which reflects the integrity of the macromolecular struc-
ture (in particular collagen) [6], and contrast enhancement following admin-
istration of a charged paramagnetic CA. The amount of CA uptake by
cartilage is indicative of the integrity of the proteoglycan network [7, 8].

Alternatively, a scoring system can be applied to translate an altered
appearance of tissue in images into a quantitative readout, analogous to scor-
ing methods used for histopathological analysis. Important prerequisites to
minimize operator bias of such types of semi-quantitative image analysis are
(1) that the interpreter is not aware of the respective treatments, and (2) that
the data are analyzed by more than one interpreter. This approach has been
applied, e.g., to assess the efficacy of immunosuppressive treatment in rat
models of chronic rejection of kidney allografts [9].

Yet, readouts based on the morphological appearance that are of primor-
dial importance for diagnostic imaging, are rarely used for assessment of ther-
apy response. Far more common is the evaluation of drug efficacy based on
morphometric measures such as tissue volumes, cross-sectional areas, dis-
tances, etc. The actual geometrical measurement is preceded by an image seg-
mentation step, which allows identifying the structure-of-interest from the
surrounding tissue. Segmentation can be carried out operator interactively by
defining the perimeter of the structure. This approach is appropriate when
CNR is not sufficient to allow for automated segmentation. High CNR values
on the other hand allow for automated procedures based on intensity thresh-
olds or more sophisticated algorithms exploiting the intensity difference
between target and surrounding tissue. Alternatively, the ROI can be selected
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by choosing a seed point and applying of a region-growing algorithm. Once
the ROI is segmented, morphometric measures can be made, e.g., the area is
determined by counting the pixel in the segmented structure and multiply-
ing by the pixel dimensions. Volumes are derived by repeating the procedures
for multiple cross-sectional slices comprising the structure-of-interest and
multiplying by the slice distance. Such procedures have been widely applied
to determine volumes of normal and pathological organs or tissue structures
[10, 11]. Other morphometric measures are distances to assess the thickness
of tissue structures, e.g., of myocardial wall [12, 13] or articular cartilage [14].

2.2.2 Measurement of physiological processes and tissue metabolism

Alterations in tissue contrast due to either an endogenous contrast mecha-
nism or to the administration of an exogenous MRI CA, fluorescent dye or
radionuclide tracer reflect underlying physiological processes. The analysis
of the dynamic signal enhancement yields the local concentration-time
curve of the CA/tracer, which has to be interpreted within the framework of
a tissue model to derive quantitative physiological parameters such as tissue
perfusion rates, vascular permeability, or changes in local cerebral blood oxy-
genation. Physiological readouts have turned out to be sensitive indicators
of the tissue state. Similarly changes in tissue metabolic activity frequently
precedes structural pathology. Non-invasive measurements of glucose uti-
lization [15], turnover of energy phosphates such as ATP [16], or studies of
phospholipid metabolism [17] have been shown to be of value both for dis-
ease phenotyping and to evaluate therapy efficacy.

We illustrate here approaches to derive quantitative physiological para-
meters with a few selected examples. Let us consider first the case of contrast
enhancement by administration of an exogenous CA, which distributes into
various tissue compartments. MRI CA are paramagnetic or superparamag-
netic compounds, which exhibit strong local effects on the relaxation of
nearby water protons. Quantitative determination of tissue relaxivities Ri(t)
(= 1/Ti(t)) as a function of time allows the estimation of the local CA con-
centration according to

(1)
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where Ri,0 with i =1,2 is the tissue relaxivity prior to the administration of the
CA, ri,k the molar relaxivity of the k-th tissue compartment, ck(t) the concen-
tration of the CA and vk the volume of the respective compartment. If the
molar relaxivities are ri,k = ri assumed to be identical for all tissue compart-
ments, i.e., ri,k = ri for all k, the average tissue concentration is obtained as

(2)

with the voxel volume                . Similarly, time-activity curves recorded with
PET yields local tracer concentrations when corrected for the decay proper-
ties of the radionuclide.

Quantitative physiological information is obtained from tissue models.
These models commonly comprise several tissue compartments characterized
by a homogenous CA/tracer concentration ck, i.e., rapid equilibration within
a compartment is assumed, and a tracer distribution volume vk (Fig. 1).
CA/tracer exchange between compartments is governed by first-order rate
constants. Mathematically, these tissue models are described by a set of cou-
pled differential equations

(3)

where c(t) is the vector composed of the concentrations in the individual
compartments, K the kinetic matrix accounting both for tracer exchange
between and for chemical reactions within a compartment, while the vector
cinput describes the CA/tracer input function. The CA/tracer concentration in
an individual voxel is obtained as a weighted sum of the contributions ck(t)
of the individual compartments contained in the voxel (eq. 2). Fitting to the
experimental observations, e.g., to tissue activity-time curves and the arter-
ial input function, yields the individual rate constants and distribution vol-
umes, which reflect the underlying physiological processes. For instance, in
the framework of the models shown in Fig. 1b, k1* and k2* describe [18F]flu-
oro-dexoyglucose (FDG) uptake and metabolic conversion (hexokinase activ-
ity) to [18F]FDG-6-phosphate, respectively, as a measure of metabolic activity
[15]. Similarly, the rate constant k1 in Fig. 1c accounts for the vascular leak-
age of a CA into the extracellular space and is a measure for the vascular per-
meability*surface product [18]. It has to be kept in mind that the data inter-
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pretation is only as good as the underlying tissue models. Models are com-
monly chosen to be as simple as possible to minimize the number of inde-
pendent model parameters, yet to still give a reasonable description of the
experimental data. For instance, when deriving glucose utilization data using
the FDG techniques, the two substrates are competing for the glucose trans-
porter and hexokinase. This implies that reactions of the unlabeled substrate
have to be considered when analyzing FDG results. In addition, it has to be
considered that the kinetic constants for the FDG reactions (ki*, eq. 5) are not
identical to those for the glucose reaction (ki, eq. 5). When computing the
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Figure 1. 
Multi-compartment tissue models for assessment of receptor binding (a), uptake and metabolism of
18F-FDG (b), extravasation of a contrast agent (c), and local tissue perfusion (d). In (a) the upper
scheme describes, e.g., a brain region expressing the receptor, while the lower case is a reference
region not expressing the target. Assuming blood-tissue exchange to be identical for the various brain
regions, the combined analysis of the two cases will increase the robustness of the fitting procedure.
b) 18F-FDG is taken up by tissue and phosphorylated to 18F-FDG-6-phosphate (18F-FDG-6P) by hex-
okinase. 18F-FDG-6P is not further processed and is trapped in tissue as an indicator of glucose uti-
lization. (c) MR CA such as Gd-DTPA leak out of the vascular bed into the extracellular space; how-
ever, it does not penetrate into the cells. Signal enhancement is proportional to the extravasated CA
and thus an indicator for the vascular permeability. (d) Intravascular markers enter tissue through an
artery, are distributed through the capillary system and collected by draining veins. Analysis of the
tracer concentration in tissue yields information on local perfusion values according to the tracer dilu-
tion model.



glucose utilization rate vGluMR using the model shown in Figure 1b, this can
be accounted for by correcting the values derived from the FDG experiment
using a so-called lumped constant LC, yielding

(4)

cp(t) being the glucose concentration in plasma [19].
Tissue perfusion is a critical parameter for proper tissue function; there-

fore, methods to quantitatively assess local blood flow values have been
developed quite early. Perfusion values are commonly derived from so-called
indicator dilution experiments using tracers that are confined to the vascu-
lar compartment [20]: The intravascular CA enters the tissue-of-interest via
a feeding artery, distributes through the capillary network and is collected by
a draining vein. Comparing the tracer concentration profiles in both artery
and vein allows the estimation of the mean transit time t

_
, from which the

perfusion rate ƒ can be estimated according to
(5)

Estimation of perfusion rates requires knowledge of the tissue blood volume
vp. MR bolus tracking experiments are based on this principle, the measure-
ment of local contrast enhancement being proportional to the capillary con-
centration of the CA. Quantitative perfusion rates ƒ can be derived from the
measured concentration-time curve in tissue ct(t) provided the arterial input
function ca(t) is known [21],

(6)

ρ being the density of the tissue, and Hartery and Hcapillary the respective hema-
tocrit values. Quantitative perfusion values are of high diagnostic values and
have also been used to evaluate therapy efficacy.

Administration of exogenous compound may potentially cause adverse
reactions and hence influence the physiological parameters to be measured.
This is less an issue for nuclear imaging approaches that use radioligands at
tracer concentration. In contrast to nuclear and fluorescent imaging, MRI
allows the use of labeling strategies that do not involve the administration of
a exogenous CA, thereby eliminating any potential disturbance of the phys-
iology. This is achieved by either applying magnetic labeling techniques or
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by exploiting endogenous contrast mechanisms due to paramagnetic com-
pounds such as deoxy-hemoglobin. Magnetic labeling involves generation of
non-equilibrium longitudinal magnetization: the lifetime of the labeled state
is governed by longitudinal relaxation R1, i.e., processes to be studies are char-
acterized by time constants τ in the range 0.1 = τ . R1 = 10. The most common
example using this concept are perfusion measurements based on the so-
called arterial spin labeling method. Briefly, arterial water proton spins are
magnetically labeled in a plane proximal to the actual imaging plane by
applying either a saturation or inversion pulse. The labeled spins enter the
imaging plane after a delay ∆ (�τ), causing an attenuation of the observed sig-
nal, which is proportional to the local perfusion rate ƒ. The signal in the imag-
ing plane is governed by R1 relaxation and tissue perfusion according to [22]

(7)
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Figure 2. 
Phosphorus (31P) MR spectrum of rat brain displaying resonances of phosphomonoesters (PM), phos-
phorylethanolamine (PE), and phosphorylcholine (PC), pyrophosphate (Pi), phosphodiesters (PD),
phosphocreatine (PCr) and α-, β-, and γ-resonances of nucleoside triphosphates including ATP. Curve
fitting using Lorentzian line shapes has been applied to determine signal intensities. The fine line in
the upper spectrum and the middle trace show the fitted spectrum, the bottom trace the individual
signals.



with λ being the blood-tissue distribution coefficient of water. Knowledge of
R1 values and of λ allows the determination of tissue perfusion in a com-
pletely non-invasive manner. In a refined analysis, cross-relaxation between
bulk and macromolecular-bound water within the tissue compartment also
has to be included [23].

Changes in local MRI signal intensity might also be caused by endogenous
paramagnetic compounds, which change concentration due to alterations in
the physiological state of the tissue. The best known example is blood oxy-
genation level-dependent (BOLD) contrast [24]. While oxygenated hemo-
globin (HbO2) is diagmagnetic, its deoxygenated form (Hb) is paramagnetic.
The effect of deoxy-hemoglobin on the R2 relaxivity of tissue water is given
by [25]

(8)

with α being a proportionality constant, γ the gyromagnetic ratio of the pro-
ton, vp the blood volume fraction, (1-Y) the fraction of intravascular deoxy-
hemoglobin, ∆χ the susceptibility difference between fully oxygenated and
deoxygenated blood, and B0 the static magnetic field. Increasing the ratio
[HbO2]/[Hb] = Y/(1–Y) leads to a decrease in water relaxivity R2 (and R2*) and
hence to a signal increase in T2-weighted MRI experiments. This is the basis
of functional MRI (fMRI) methods to assess brain activity: Increased neuronal
activity prompts an increase in local perfusion rates via the neuro-vascular
coupling. The increased oxygen supply exceeds the oxygen extraction by acti-
vated brain parenchyma, leading to an increase of the ratio Y/(1–Y) and to a
decrease of R2. fMRI studies have, e.g., been applied to assess the functional
plasticity of the brain [26] and to study functional recovery in cytoprotected
cerebral tissue following focal cerebral ischemia [27].

Similar to physiological changes, metabolic responses have been shown
to be a sensitive indicator of pathology and of therapy response. We have
briefly discussed the non-invasive assessment of tissue glucose utilization as
a measure of energy turnover using PET in combination with the glucose sub-
strate 18F-FDG. Deoxyglucose and its fluorinated analogue FDG are taken up
by tissue via the glucose transporter and phosphorylated by hexokinase; how-
ever, it is not further processed along the glycolytic cascade [28]. FDG accu-
mulation in tissue is therefore considered an indicator of glucose utilization,
and frequently used to assess neuronal activity or glycolytic activity in highly

Evaluation of drug candidates: Efficacy readouts during lead optimization

197



proliferating tissue. Energy consumption can be directly studied by measur-
ing levels and fluxes of high-energy phosphates (HEP) using phosphorus (31P)
magnetic resonance spectroscopy (MRS). Tissue levels of the HEP adenosine
triphosphate (ATP) and phosphocreatine (PCr) and the degradation product
pyrophosphate are obtained by determining the intensity of the corre-
sponding spectral signals (Fig. 2). Due to the relatively poor spectral resolu-
tion, i.e., overlapping signals, spectral deconvolution procedures are required
for accurate intensity measurements. Deconvolution algorithms have been
developed both for the spectral [29] and in the time domain [30]. In addi-
tion, signal intensities have to be corrected for relaxation effects unless spec-
tra are recorded under fully relaxed conditions. 31P MRS has been extensively
applied in drug research, in particular at the preclinical level [11, 31]. Steady-
state levels of HEP turned out to be poor indicators of the tissue metabolic
state: energy metabolism is highly regulated with production matching
energy consumption, and drastic challenges are required to induce alteration
in ATP levels. Direct measurement of energy turnover rates has been shown
to provide superior sensitivity. This can be achieved using the magnetic
labeling techniques described, measuring the exchange of longitudinal non-
equilibrium magnetization between two compounds coupled by a chemical
reaction, e.g., the transfer of a phosphate group between ATP and PCr via the
creatine kinase reaction. Such magnetization transfer techniques allow the
determination of reaction rates and substrate fluxes [16] and have been
applied to assess the effect of drugs on the energy metabolism in heart [32]
and brain [33, 34].

Alterations in cell metabolic activity such as abnormal cell proliferation
or lipid metabolism have also been probed by measuring either DNA or pro-
tein synthesis rates or membrane turnover. PET-based approaches use radio-
labeled precursor molecules such as thymidine analogues [35], fluorinated
amino acids [36], and 11C- [37] or 18F-labeled choline [38]. These readouts of
proliferative activity have been shown to provide valuable prognostic infor-
mation in oncological indications, and have been used to evaluate tumor
therapies. Alternatively, membrane turnover can be assessed using MRS tech-
niques [17].

The most recent addition to the arsenal of imaging technologies are mol-
ecular imaging methods that allow the study of molecular processes in the
intact organism, i.e., the annotation of structural data with molecular signa-
tures. Molecular imaging approaches are characterized by high demands on
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sensitivity, as the molecular targets are present in low concentration, on
specificity to distinguish the targeted interaction from non-specific back-
ground signals, and spatial resolution, in particular when considering appli-
cations in small rodents. As no imaging methods meets all these criteria, a
molecular imaging facility has to comprise multiple imaging modalities The
combined use of these technologies provides unique information on the
expression of a potential drug target (e.g., a receptor or an enzyme), on the
PK properties and receptor interaction of potential drug candidates, on the
target activation due to the drug-target interaction (e.g., the activation of a
signaling cascade), and on the migratory properties of labeled cells. These
methods are extensively discussed in Chapters 3, 4 and 8, and we only briefly
describe some examples in the context of the applications mentioned.

3 Imaging applications during lead optimization: 
Selected examples

In discussing imaging applications during lead optimization, we focus on pre-
clinical drug evaluations since the results of such studies contributes the basis
for decision making on further development of potential drug candidates in
man. In the last decade this field has grown tremendously and it is beyond
the scope of this chapter to provide a comprehensive review. Instead we select
a few examples to illustrate the application of imaging technologies to doc-
ument therapy efficacy in animal models of human disease and to assist
translation of drug candidates into clinical development.

3.1 CNS disorders

Brain is not accessible to biopsies, therefore, the diagnosis and characteriza-
tion of cerebral disorders using traditional techniques is based in secondary
readouts such as neurological deficits or behavioral abnormalities, and ulti-
mately on post-mortem histological analysis of brain specimens. It is not sur-
prising that non-invasive imaging methods providing structural, functional
and molecular information have become important tools both for disease
phenotyping, i.e. diagnosis of CNS pathologies, and for the evaluation of
therapeutic interventions. In fact, the number of imaging studies referring to
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the brain outnumbers those to any other organ. In the subsequent sections
we describe the use of imaging for the development of drugs addressing neu-
rovascular, neurodegenerative and neuroinflammatory disorders.

3.1.1 Evaluation of anti-ischemic drug in models of cerebral ischemia

Stroke is a leading cause of death in industrialized nations. Today, the only
clinically approved treatment is thrombolysis using recombinant tissue plas-
minogen activator (rtPA) [39, 40]. Only a very small fraction of stroke patients
(~5%) is amenable to rtPA treatment. This illustrates the high medical need
to develop novel pharmacological therapies to alleviate the severe conse-
quences of a cerebral ischemic insult for the patients. While the pathophys-
iological cascade leading to reversible tissue necrosis in human embolic
stroke is quite well understood [41, 42], translation of this knowledge into
efficacious clinical therapy concepts has not been successful up to now,
despite many promising preclinical results. The reason for these failures are
manifold, the discussion of which is beyond the scope of this article.

Focal cerebral ischemia is caused by transient or permanent occlusion of
a major cerebral artery. Cessation of local perfusion and thereby supply of
oxygen and nutrients initiates a cascade of detrimental effects, which lead to
loss of function and ultimately to necrosis of affected brain areas [41, 42].
Lack of oxygen and glucose lead to energy failure within minutes due to the
shut-down of aerobic ATP synthesis. Energy depletion affects all energy-
dependent processes of the cell, including membrane pumps required to
maintain ion homeostasis, and intracellular signaling cascades via ATP-
dependent protein kinases. A consequence of failing ATP-dependent mem-
brane pumps is the accumulation of intracellular Ca2+, prompting a cascade
of disastrous downstream events for the cell: loss of [Ca2+]i regulation ulti-
mately leads to cell death. Failure of membrane pumps causes the concen-
tration gradients of Na+ and K+ to break down, leading to membrane depo-
larization. The altered ion distribution changes the cellular osmolality,
prompting a massive inflow of water into the cells (cytotoxic edema). Addi-
tional relevant factors ultimately leading to tissue necrosis are excitatory neu-
rotransmitters such as glutamate. Inactivation of glutamate via glial and neu-
ronal uptake is energy dependent; hence, during energy failure glutamate
accumulates leading to exhaustive neuronal stimulation. Elevated glutamate
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levels cause opening of receptor-operated Ca2+ channels (NMDA receptors),
and correspondingly contribute to the increased [Ca2+]i levels with the con-
sequences already mentioned. In addition, glutamate interaction with
metabotropic glutamate receptors (mGluR) activates second-messenger-
mediated signal transduction processes via GTP binding proteins. Gluta-
mate-induced spreading depressions are believed to play a relevant role with
regard to infarct growth [43, 44]. In models of focal cerebral ischemia the
transient changes in the apparent water diffusion coefficient (ADC) observed
during spreading depression does not fully recover, leading to an overall
growth of the ischemic lesion [44]. In addition to these acute effects, delayed
infarct growth due to recruitment of penumbral regions has been observed
at time points beyond 48 h after infarction. This delayed loss of neurons is
due to apoptosis [45], which is commonly associated with neuroinflamma-
tion due to the proximity of apoptotic neurons and immune-competent cells
[46].

Potential therapeutic interventions target the individual processes of the
pathophysiological cascade and the molecular targets involved. It is obvious
that long-term tissue survival is only be achieved following restoration of
blood supply to the ischemic lesion, i.e., either be recanalization of the
occluded vessel by thrombolysis or by enhancing collateral blood supply. As
already stated, recanalization by administration of rtPA is currently the only
approved treatment for acute stroke, provided it can be applied within 3 h
following stroke onset [39, 40, 47]. A second therapeutic strategy is to reduce
Ca2+ influx via voltage-gated channels by administration of Ca2+ channel
blockers. Such treatments have shown remarkable efficacy in animal models
of focal cerebral ischemia [48, 49]. Control of [Ca2+]i levels can also been
achieved via inhibition of receptor-operated channels such as the N-methyl-
D-aspartate (NMDA) channel. Neuroprotective efficacy in rat stroke models
has been demonstrated for a number of non-competitive [50] and competi-
tive NMDA antagonists [51, 52]. Other compound classes evaluated were
glycine antagonists [53, 54], glycine being a NMDA receptor co-agonist, pre-
vention of excitotoxicity using antagonists of the α-amino-3-hydroxy-5-
methyl-isoxazole-4-propionate (AMPA) receptor [55, 56], free radical scav-
engers such as the so-called lazaroids [57], death protease inhibitors pre-
venting apoptotic cell loss [58, 59] or anti-inflammatory treatment [60–63].
More recently, tissue repair strategies using neuronal stem or progenitor cells
have been proposed: treatment with either stem cells [64] or fetal neural grafts
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[65] in a rat stroke model resulted in a significantly improved neurological
outcome.

Today, imaging techniques, and in particular MRI based methods, have
been developed to visualize individual aspects of the pathophysiological cas-
cade both in humans and in animals, which are the focus of our discussion.
High resolution MR angiography detects the initial event, the occlusion of a
cerebral artery [66]. The ensuing perfusion deficit in the ischemic area is iden-
tified by applying perfusion-sensitive imaging methods such as MRI [22, 67,
68]. Ischemia-associated hypoxia leads to increased levels of deoxy-hemo-
globin and correspondingly to increase R2* relaxivity. Areas of decreased oxy-
gen tension can be detected using susceptibility-weighted MRI [69]. Energy
depletion leads to the failure of membrane pumps, altered cellular osmolal-
ity, and as a consequence to the formation of a cytotoxic edema in the
ischemic tissue region. Redistribution of water between the extracellular and
intracellular tissue compartment affects the ADC, which is the weighted aver-
age of the two contributions. Areas with altered ADC can be detected acutely
following infarction by applying diffusion-sensitive imaging methods [70].
It has been shown that diffusion-weighted MRI provides an early reliable
readout of cerebral infarction [71, 72], even at a stage, where tissue damage
is still reversible [73]. Breakdown of the blood-brain barrier (BBB) is revealed
by contrast-enhanced MRI following the administration of extracellular CA
that do not cross the intact BBB such as Gd-DTPA. The formation of a vaso-
genic edema leads to an increase of tissue water, which is reflected by altered
MRI tissue parameters, most characteristically by an increase in the T2 relax-
ation time. In fact, infarct volume derived from T2-weighted MR images are
commonly used to evaluate treatment efficacy [11, 48]. More recently, imag-
ing strategies to visualize inflammatory events during the post-acute phase
have been developed. Inflammatory processes are characterized by recruit-
ment of immune-competent cells, such as lymphocytes and monocytes, to
the lesion site. These cells of the monocyte phagocytotic system (MPS) are
often found at the border of ischemic/necrotic tissue. Ultrasmall particles of
iron oxide (USPIO) have been developed as CA for visualization of structures
with phagocytotic function such as the spleen or lymph nodes [74], these
nanoparticles are efficiently internalized by monocytes/ macrophages via
absorptive endocytosis and can be applied to track such cells. Application of
the approach to models of permanent [75] and transient middle cerebral
artery occlusion (MCAO) [76] in rats displayed massive infiltration of blood-
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borne monocytes to areas of focal ischemia revealing ongoing inflammatory
activity.

Imaging methods have been widely applied to characterize the efficacy of
anti-ischemic drugs targeting various phenotypic readouts of cerebral
ischemia.

3.1.1.1 Metabolic readouts of efficacy
Due to the vital role of energy metabolism for proper tissue function, non-
invasive 31P MRS has been applied to monitor levels of HEP such as ATP and
PCr. Cerebral HEP synthesis not matching HEP consumption ultimately leads
to energy failure, brain dysfunction, and ultimately to tissue necrosis. Dur-
ing global cerebral ischemia PCr levels disappear within 2 min following ces-
sation of blood flow, while ATP reservoirs are depleted within typically 4 min
[77]. Intracellular pH values drop from a normal value of pH 7.15 to values
around pH 6.5, depending on the resting blood glucose levels [77–79]. Pre-
treatment with cytoprotective compounds delays ATP depletion and acido-
sis significantly [77]. Yet, HEP levels are of limited value as an indicator of tis-
sue state, in particular when studying milder forms of ischemia/hypoxia: as
long as their synthesis rate is capable of accounting for the energy con-
sumption, HEP levels remain unchanged. HEP turnover, on the other hand,
has to match the demands due to tissue function; therefore, assessment of
turnover rates should provide superior sensitivity to metabolic stress. This has
been demonstrated in normal rat brain that was exposed to varying ‘work-
loads’: cerebral steady-state ATP levels were not responsive to alterations in
energy consumption; however, there was a high correlation between the for-
ward rate constant for the creatine kinase reaction (as measure for ATP
turnover) and the integrated cerebral electrical activity [34]. A similar corre-
lation has been observed for the glucose perfused rat heart [32]. Kinetic infor-
mation has been derived from magnetization transfer experiments monitor-
ing the transfer of a magnetic label between to reaction partners [16, 32, 80,
81]. Applying this concept, it could be demonstrated that calcium antago-
nists reduce HEP turnover both in the normoxic and ischemic brain [33].

MRS studies, while providing valuable mechanistic information, are lim-
ited by lack of sensitivity, small dynamic range, and poor spatial resolution,
Therefore, MRS has played a minor role in the management of stroke patients
and for the development of novel anti-ischemic therapies. In contrast, MRI
methods have emerged as an indispensable tool to identify and stage cere-
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bral ischemic tissue. Today, MRI can be applied to visualize different phases
of the pathophysiological cascade of stroke, from the initial vascular occlu-
sion visualized by MR angiography [66] to the chronic phase involving neu-
roinflammatory [75, 76] and apoptotic processes. Application of functional
MRI methods allows this comprehensive structural and physiological char-
acterization to be complemented by readouts of CNS function [3, 82].

3.1.1.2 Structural readouts of efficacy
Most of the preclinical studies evaluating drug efficacy are based on mor-
phometric readouts in focal cerebral ischemia models. The underlying
assumption is that reduction of the structural damage, i.e., reduction of the
infarct volume, will necessarily translate into an improved behavioral or cor-
respondingly clinical outcome. In other words, infarct volume serves as effi-
cacy biomarker. The classical MRI method for assessment of cerebral infarct
volume is based on T2 contrast: formation of a vasogenic edema leads to sig-
nificantly elevated T2 values, providing a good demarcation between
ischemic and intact tissue [11, 48, 83]. An excellent correlation between
infarct volumes determined in vivo using T2-weigthed MRI and lesion volume
derived from histology has been demonstrated [84].

From a patient management point-of-view T2-weighted MRI is of limited
value as cerebral tissue displaying an increased T2 value is already irreversibly
damaged. Earlier indicators that provide a significant contrast for tissue that
is still salvageable would be highly relevant for evaluation of drug efficacy.
Readouts proposed are the ADC in brain parenchyma and local perfusion
rates. Assessment of cerebral blood flow (CBF) identifies hypo-perfused brain
regions immediately. In rat focal cerebral ischemia models perfusion deficits
have been visualized within seconds after occlusion of a major brain artery
such as the MCA [72]. Similarly, the formation of a cytotoxic edema is an
early event in the pathophysiological cascade. Cytotxic edema is reflected by
a redistribution of water between the intra- and extracellular compartments.
As the extracellular diffusibility exceeds the intracellular one (Dex < Din), an
increase in the intracellular volume fraction due to cytotoxic edema causes
a decrease of the ADC, which constitutes the weighted average of the two
contributions. Decreases in cerebral ADC values occur within minutes after
onset of ischemia [85], i.e., diffusion-weighted MRI detects early microstruc-
tural changes following an ischemic insult. More importantly even, it has
been demonstrated at least in animal models of global [86] and focal ischemia

Markus Rudin et al.

204



[87] that ADC changes are reversible: in both cases reperfusion led to nor-
malization of ADC values that were decreased during the ischemic episode.

These early ischemia markers (ADC, CBF) are potentially of predictive
value with regard to the final infarct volume. For instance, in the rat unilat-
eral permanent MCAO model, the extent of the lesion as derived from CBF
maps recorded 1 h post infarction (based on relative CBF values in the
ischemic region that were significantly smaller than contralateral values) pre-
dicted the outcome at 48 h with good accuracy for untreated animals [5]. In
contrast, the ischemic regions as derived from maps of ADC and T2 signifi-
cantly grew between 1 h and 48 h post infarction. This has been also reported
in clinical stroke: a significant perfusion/diffusion mismatch, with the ‘per-
fusion lesion’ being larger than that derived from ADC maps, implied sig-
nificant growth of the ADC lesion [88].

Pathological brain regions are characterized by deviations of MRI para-
meters from ‘normality’ (Fig. 3). Needless to say, that this procedure is to
some extent arbitrary. How much must T2 values deviate from normality to
be identified as abnormal? This depends on a variety of factors such as the
general signal-to-noise ratio of the image and the morphological hetero-
geneity of the corresponding brain area. Moreover, clinical stroke is highly
heterogeneous, and spontaneous re-canalization may occur with profound
influence on the evolution of the MRI parameters and thus their prognostic
quality, while in animal models rather homogeneous conditions can be
achieved. Accurate volume determinations depend on a high CNR between
infarcted and healthy brain parenchyma: this is commonly provided by T2-
weighted images recorded 24 or 48 h following infarction. A considerable
number of drug candidates have been evaluated using this approach [11].
Alternatively, contrast based on other MRI parameters (ADC, CBF) has been
used for the identification of the ischemic territory. This enables the estima-
tion of the final infarct volume in the absence of treatment, prior to the onset
of drug treatment.

3.1.1.3 Assessment of drug efficacy using functional readouts
It should not be forgotten that the objective of stroke therapy is not to reduce
infract volume but to improve the clinical outcome for the patient, i.e., to
preserve/restore brain functionality. Cytoprotective therapy using a variety
of pharmacological strategies has been demonstrated to reduce the volume
of infarction in animal models of focal cerebral ischemia. Demonstration that
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these regions are functional would be evidence that the assessment of the
infarct volume is a valid efficacy biomarker for anti-ischemic therapy. Stud-
ies in rats that had undergone permanent MCAO and treatment with calcium
antagonists confirmed the hypothesis only in part: at days 5–12 following
MCAO some recovery of the function was observed; however, only a fraction
of the animals showed a fully recovered fMRI response, while the remaining
animals of the drug-treated group displayed no cerebral blood volume (CBV)
response at all. In all animals, significant reduction of the infarct volume was
found as compared to placebo-treated animals, in particular the somato-sen-
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Figure 3. 
Multi-parametric characterization of focal cerebral infarction in the rat due to MCAO. Shown are maps
of the ADC, transverse relaxation time (T2), and regional CBF. The images of a placebo-treated ani-
mal display the evolution of the ‘MRI lesion’ between 1 and 24 h following the MCAO. While ADC
and CBF maps recorded after 1 h predict the lesion size measured at 24 h (white contour), the T2
lesion is hardly observable at this early time point. Treatment with the dihydropyridine calcium antag-
onist isradipine significantly reduced the infarct volume as revealed by the segmented images shown
in the bottom row. Analysis of the functional responsiveness of the cytoprotected somato-sensory cor-
tex using fMRI in combination with a forepaw stimulation paradigm displayed compromised fMRI
activity for this animal, despite structural integrity of the brain area (ADC, T2). This is probably due to
reduced CBF values in corresponding cortical area as compared to the contralateral side, which dis-
plays a normal fMRI response.



sory cortex was spared from becoming necrotic [27, 89]. Obviously, structural
integrity is a necessary, yet not sufficient, prerequisite for functional integrity
(Fig. 3). The different responses have been attributed to differences in the CBF
values in the cytoprotected territory [27]: CBF is sufficient to ensure survival
of cells but not sufficient in all cases to ensure proper functionality.

3.1.1.4 Cell tracking to assess efficacy of cell-based therapies
Two factors contribute to the attractiveness of using MRI techniques for cell
tracking studies: (1) the high temporo-spatial resolution provided by MRI,
and (2) the potentially high payloads of labels that can be achieved for a cell
without affecting its vital functions. Cell trafficking studies can be applied to
qualitatively monitor the migration of cells within the intact organism.
Quantitative analysis is feasible by either measuring the volume occupied by
the labeled cells [90] or by estimation of local cell densities via quantitative
analysis of relaxation effects or fluorescence intensity. Such readout will
become relevant for assessing the efficacy of both inflammatory or (stem)
cell-based therapies [91, 92].

3.1.2 Evaluation of therapy concepts for targeting neurodegeneration: 

Alzheimer’s disease

Diagnosis of Alzheimer’s disease (AD) is based on test batteries evaluating the
cognitive performance of a patient. Reliable diagnosis is currently only pos-
sible post mortem, by identification of the pathological hallmarks of AD, the
deposits consisting of β-amyloid peptides (Aβ plaques) and neurofibrillary
tangles composed of tau protein. Visualization of these deposits under in vivo
conditions would therefore be of high diagnostic relevance.

Attempts to visualize plaques by exploiting the intrinsic contrast to the
surrounding parenchyma both in tissue specimen from humans [93] and
from transgenic mice [94, 95] have turned out to be problematic due to unre-
alistic measurement times as a result of the high demands on spatial resolu-
tion. In a recent study in amyloid precursor protein (APP)-presenilin (PS) dou-
ble-transgenic mice carrying both the mutant genes for APP and PS, Aβ
plaques could be visualized using both spin-echo and gradient-echo pulse
sequences at 9.4 T. Typical data acquisition times were 1–1.5 h [96]. All these
studies demonstrated that high spatial resolution with voxel volumes of less
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than (100 µm3) is required to visualize plaques in brain parenchyma, ren-
dering translation into a clinical setting difficult due to constraints in mea-
surement time and sensitivity.

An alternative concept is to amplify plaque-related signals by adminis-
tering Aβ-specific CA. Several MRI approaches have been reported. However,
they suffer from a principal problem: they require breaking of the BBB, e.g.,
with mannitol, to allow the bulky reporter molecules to penetrate the brain
parenchyma [97]. In this regard, approaches that use plaque-specific PET lig-
ands [98] or fluorescent dyes [99] seem more promising. These tracers have
been shown to readily cross the intact BBB and specifically label Aβ plaques.
While the fluorescent dye has yielded promising results in transgenic mice,
it is of limited value for clinical applications due to insufficient light pene-
tration through the human skull. From a clinical perspective, plaque-selec-
tive PET ligands seem to be the most promising imaging agent for visualiza-
tion and quantification of the plaque load in humans.

Quantification of the plaque load is considered highly attractive for diag-
nosis, disease staging, and therapy evaluation. Nevertheless, it has been
reported that the correlation between Aβ plaque load and clinical status in
AD patients is rather weak, i.e., significant plaque deposition was observed
in completely unsymptomatic elderly people [100]. To what extent quanti-
tative assessment of plaque load constitutes a reliable biomarker of therapy
efficacy in AD remains to be shown.

In view of the difficulty of direct visualization of the primary morpho-
logical hallmarks of AD, a number of methods that probe secondary struc-
tural changes have been developed. Advanced disease is characterized by sub-
stantial loss of neurons reflected by massive cerebral atrophy. APP23 mice, a
transgenic AD model in which the APP precursor protein is overexpressed,
develop characteristic neuropathological features of AD such as Aβ deposits
[101, 102]. These pathomorphological alterations occur in an age-dependent
manner and are associated with behavioral and learning deficits [103, 104].
In these animals cerebral atrophy became obvious only in old animals dur-
ing advanced disease, and was found to be of little prognostic value for eval-
uating pharmacological interventions. Alternative approaches are based on
the quantitative assessment of MRI parameters susceptible to micro-structural
changes in brain parenchyma due to plaque and tangle formation. Changes
in regional brain MR relaxation times have been observed in two murine
models of AD: transgenic APP-PS mice, which express high levels of Aβ in sev-
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eral brain regions, displayed decreased T2 values in these areas. On the other
hand, cerebral T2 values in mice carrying only a mutant gene for PS, which
show subtly elevated levels of Aβ without Aβ deposition were not signifi-
cantly different from those observed in control animals [105]. These results
indicate that T2 might constitute a sensitive marker of parenchymal abnor-
malities due to massive deposition of insoluble Aβ. Similarly, the ADC in
brain parenchyma should reflect the extracellular deposition of Aβ plaques:
restrictions to interstitial fluid diffusion should translate into a reduction of
the tissue ADC. Significantly decreased ADC values were observed in cortical
regions of APP23 mice that displayed high numbers of insoluble Aβ plaques
as compared to wild-type animals [106]. A final example of a secondary read-
out: it has been described that AD-related vasculopathies also affects lager ves-
sels, including the principal feeding arteries of the brain. Studies in 24-
month-old APP23 mice using MR angiography revealed significant flow
abnormalities in vessels such as the circle of Willis or the MCA of transgenic
animals, findings that were confirmed by post-mortem analysis using vessel
casting techniques [107].

A common feature of these various morphological phenotyping
approaches, except for the target-specific imaging methods probing the
plaque load of the mice, is their lack of sensitivity. Reliable deviations from
normal values (brain atrophy, ADC, T2, vascular defects) are only observed in
advanced disease states, i.e., in old animals.

In AD, early symptoms comprise functional (cognitive) deficits, which
appear prior to gross-morphological alterations of associated brain regions
[96]. Hence, functional neuroimaging might detect alterations of neuronal
function before anatomical abnormalities become detectable in structural
images. fMRI was applied to APP23 mice of various ages to evaluate the
response to standardized challenges in comparison to age-matched wild-type
animals. The stimuli comprised pharmacological stimulation using the
GABAA receptor antagonist bicuculline, physiological stimulation by induc-
ing hypercapnia, and electrical stimulation of the hind paws. All three stim-
ulation paradigms evoked CBV responses in 15- and 24-month-old APP23
mice that were significantly smaller when compared to age-matched wild-
type mice [108, 109]. In young animals of 6–8 months, there was no differ-
ence between the transgenic and wild-type group. Data analysis revealed that
the impaired response in transgenic mice might be due to a compromised vas-
cular reserve capacity caused by the severe cerebral amyloid angiopathy
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(CAA) found in this model – and in AD patients [110, 111]: perivascular Aβ
deposits impair the ability of the cerebral arteriolar and/or capillary com-
partment to effectively regulate CBF. In fact, the age dependence of the fMRI
response correlated rather with the time course of CAA than with the increase
parenchymal Aβ plaque load.

Currently, imaging techniques have hardly been used for preclinical drug
evaluation in models of AD. This is due to the fact that the commonly used
structural methods showed limited sensitivity, changes becoming only
detectable during advanced disease stages. It is to be anticipated that molec-
ular readouts providing selective information on the plaque load will change
the picture. In particular, the fluorescent oxazine dye that selectively binds
to Aβ plaques is of high interest, providing a rapid semi-quantitative readout
using planar reflectance imaging [99] or potentially quantitative information
when using fluorescence molecular imaging methods [112].

3.1.3 Assessing the efficacy of drugs for treatment of neuroinflammatory 

processes or diseases

Inflammatory processes can be triggered by several diseases of the CNS. In
general, inflammation is not just the response to viral or bacterial infection,
but also to antigens that have been presented or released by an organ as a
consequence of a pathological event. Antigens may be degradation products
produced by affected tissue following, e.g., stroke, hemorrhage or tissue loss
due to neurodegeneration. Autoimmunity will prompt an immune-response
aiming at the elimination of the source of the antigen. In the majority of CNS
diseases, inflammation is regarded as a factor that aggravates tissue damage.
One representative example is stroke, where cell necrosis within the core of
the lesion might extent to adjacent tissue regions due to inflammatory fac-
tors (cytokines, chemokines) released by the injured tissue [113–115]. These
factors induce the accumulation of lymphocytes, which by triggering a cas-
cade of deleterious events may lead to delayed tissue damage despite the
restoration of cerebral perfusion. However, since the main tissue damage is
clearly due to metabolic stress, and since the role of inflammation could not
be entirely elucidated, the development of anti-inflammatory drugs has
always played a subordinated role in the treatment of ischemic or neurode-
generative CNS disorders.
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In autoimmune diseases, however, inflammatory processes represent the
major cause of tissue damage, and hence they are the main target for the
development of treatment regimes. Multiple sclerosis (MS) represents the
most relevant example for this class of diseases, and so far drug development
was strongly focused on this disease [116].

In MS, the myelin sheath, which covers the axons of neurons and which
is important for the fast transmission of action potentials from the soma to
the synapses, is recognized as antigen by T lymphocytes (T cells). The T cells
initiate an immune response, which attracts and activates macrophages and
leads to a destruction of the myelin, and in later stages to axonal degrada-
tion. Since the capacity of remyelination is limited, this process cannot be
reversed, which results in an aggravation of tissue damage over months and
years, and finally leads to motor and cognitive impairment in MS patients.
Several avenues have been pursued to prevent the immune attack on the
myelin sheath, ranging from limiting the access of T cells to CNS to the mod-
ulation of T cell function.

Imaging techniques used so far for studying the burden of disease, or the
effect of treatment in MS patients, have been focused on the indirect visual-
ization of inflammation and tissue damage rather than monitoring the accu-
mulation or function of T cells directly. MRI offers some opportunities to
measure secondary effects of T cell infiltration, such as increased BBB per-
meability, sclerosis, scare formation or atrophy [117–119]. These parameters
have been studied extensively in the clinics for the evaluation of potential
drug candidates and for staging of patients.

Preclinical research and drug development in MS relies on animal mod-
els of experimental autoimmune encephalomyelitis (EAE), which mimic sev-
eral pathological aspects of the human disease [120]. These models have been
established for several different species including mice, rats and non-human
primates. In these models the disease develops much faster than in humans.
Typically, symptoms appear some days after immunization (acute phase),
which, depending on the model, is followed by a chronic phase (symptom
aggravation over some weeks) or complete remission. The effect of drugs on
the disease can, in principle, be studied by a neurological score assessing the
functional deficit in these animals or measurement of body weight as a non-
specific readout of the animal status. Histology of CNS specimen yields a
detailed analysis of the pathological events. Most importantly, immunohis-
tochemistry (IHC) provides highly specific information on which type of T

Evaluation of drug candidates: Efficacy readouts during lead optimization

211



cells or blood-borne monocytes have infiltrated brain tissue, or whether
brain residing microglia or astrocytes have been activated in response to the
inflammatory stimulus. Specific staining techniques allow visualizing apop-
totic processes and neurodegeneration and studying the dynamics of
chemokine receptor presentation on or internalization by immune cells.

Analogous to clinical studies in MS patients, imaging strategies for pre-
clinical drug evaluation were mostly based on the assessment of acute inflam-
mation by measuring damage of the BBB using contrast-enhanced MRI or
demyelination using magnetization transfer contrast (MTC). These parame-
ters can be routinely assessed with high sensitivity and robustness. In par-
ticular, BBB damage is regarded as one important hallmark of acute inflam-
mation, and seems to be correlated with infiltration of immune cells into the
CNS [121]. BBB damage can be visualized by intravenous administration of
paramagnetic CA such as Gd-DOTA (Laboratoire Guerbet, France) or Gd-
DTPA (Schering AG, Germany) [122]. These low molecular weight CA are
administered intravenously and diffuse across the impaired vascular lineage
into the tissue, where they induce an increase of the longitudinal relaxation
rate of water protons, and hence a signal increase in T1-weighted MR images.
While in animals the same readout could be derived from histology (e.g., by
measuring plasma protein extravasation), in vivo imaging BBB damage allows
longitudinal measurements and thereby the dynamic studies of BBB perme-
ability over time, including phases of opening and repair. Moreover, Gd-
enhanced MRI provides a faster and more efficient readout: it does not
involve complex processing of tissue and allows quick whole-brain scans.

This technique has been used for studying the effects of various potential
drug candidates for treatment of MS or EAE, irrespective of the mechanisms
of action or of the molecular target of the compound. One example is beta-
interferon, which interacts with the function of the BBB by down-regulating
several inflammatory factors, thereby abolishing inflammatory events in the
CNS [123]. In a couple of preclinical imaging studies it could be shown that
treatment with beta-interferon reduces BBB permeability, which correlated
with a reduction of neurological symptoms. Nevertheless, this Gd-enhanced
imaging provides only a very unspecific readout of the disease processes and
does not yield any direct evidence on the underlying mechanism, e.g.,
demonstrating reduced cell infiltration or tissue damage. Secondly, studying
BBB damage is of limited value for the assessment of late-stage neurodegen-
erative processes observed in progressive MS. For these patients, lesion devel-
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opment is often not accompanied by opening of the BBB, and Gd-enhanced
MRI does not provide any information on disease progression and treatment
efficacy.

In addition to imaging of primary inflammatory events, the consequences
of neurodegenerative processes can be visualized on the basis of MTC. Mag-
netization transfer ratios (MTR) measure the loss of myelin by assessing the
amount of protons bound to white matter structures [124, 125]. While MTR
can be determined within a reasonable period of time under in vivo condi-
tions, quantitative assessment of MT rates (quantitative MT imaging, qMTI)
requires long measuring times, rendering its application impractical. How-
ever, qMTI offers several important advantages: parameters determined are
tissue properties such as the transversal relaxation times of bound protons,
water/proton exchange rates and the concentration of bound water protons,
and do not depend on the measurement parameters chosen such as MTR.

The application of MTI for the assessment of drugs efficacy has been of
limited success as the animal models currently used in preclinical research
rather reflect aspects of neuroinflammation than of neurodegeneration;
hence, demyelination is not playing a major role. New models using new
mice models or employing adoptive transfer EAE in non-human primates
open a new avenue to study neurodegenerative aspects under preclinical con-
ditions. Using these models, MTR imaging has been used to demonstrate the
modulation of neurodegenerative events in response to drug treatment [126].

While Gd-enhanced and MTR imaging have already become established
tools in clinical and preclinical research and drug development, recent devel-
opments in the area of CA development have allowed inflammatory
processes to be studied at a mechanistic level.

In particular the use of superparamagnetic nanoparticles has proven use-
ful for labeling and tracking of phagocytotic cells such as blood-borne
macrophages entering brain tissue during inflammation (Fig. 4) [75, 76,
127–130]. In addition, target-specific CA labeling cell adhesion molecules
such E-selectin or inter-cellular adhesion molecule 1 (ICAM-1) have been
developed and tested in animal models of CNS inflammation [131, 132].
However, due to the low tissue concentration of these molecular targets, the
effect of such specific CA on the proton relaxation rate and, therefore, on the
contrast in MR images is limited, compromising the sensitivity of these tar-
get-specific imaging approaches. Furthermore, issues with regard to the deliv-
ery of bulky CA limit their use to endovascular targets such as adhesion mol-
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ecules. Currently, target-specific imaging techniques are not mature enough
to be widely used for preclinical drug evaluations.

3.2 Oncology

Imaging has evolved to an indispensable tool for management of cancer
patients; in fact, the need for diagnostic methods enabling the early detec-
tion of proliferating tissue was a major stimulus for the development of imag-
ing techniques, in particular of MRI. In 1971, Damadian reported signifi-
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Figure 4. 
(a) Imaging data from an EAE rat acquired during the chronic phase of the disease. The ED-1 IHC stain
shows macrophages in the medulla and brain stem of a rat as brown spots. USPIO-labeled
macrophages can be visualized by T2-weighted MRI as hypointense areas. The spatial distribution of
these areas corresponds to the histological findings. In this animal no clear-cut BBB damage could be
observed by Gd-DOTA-enhanced MRI during this phase of the disease. FTY720 abolishes the infiltra-
tion of macrophages during the acute and chronic phase of the disease as indicted by USPIO-
enhanced MRI and reflected by the lesion volumes (b). However, residual BBB can be observed dur-
ing the chronic phase of the disease in particular in the medulla (c). It cannot be excluded that this
pathology is related to the damage, which emerged during the acute inflammatory episode and which
was not repaired during the remitting period.



cantly prolonged T1 relaxation time in various types of neoplastic tissues, and
suggested the application of such measurements for tumor detection [133].

For cancer diagnostics, the primary objective of non-invasive imaging is
the early detection of tissue that has undergone malignant transformation,
the characterization and staging of tumors, and the identification of metasta-
tic lesions. From a drug discovery and development point of view, a non-inva-
sive imaging method should provide a rapid, quantitative and reliable read-
out of the efficacy of treatment with an oncological drug candidate.

The classic readout when assessing tumor proliferation and treatment effi-
cacy is tumor volume using structural imaging methods such as CT, MRI or
ultrasound. The same methods have been applied to study animal tumor
models. For example, the somatostatin analogues octreotide [134] and bica-
lutamide [135] have been shown to significantly reduce the growth of Dun-
ning prostate R3327 tumors in the rat. Somatostatin analogues have also been
used in other neuroendocrine tumor models, e.g., octreotide to evaluate ben-
eficial effects on established estrogen-induced pituitary hyperplasia [136], or
RC 160 for the treatment of liver metastases of a colon tumor line [137]. Such
evaluations are dependent on a high CNR allowing an accurate segmentation
of neoplastic tissue from its host environment. Animal models frequently
involve subcutaneously implanted tumor xenografts; therefore, imaging
might not be required for tumor volume determination, calipers can be used
instead. The application of non-invasive imaging approaches for volumetric
measurements is justified mainly for orthotopic deep-lying neoplastic lesions
not accessible to caliper measurements. Moreover, imaging methods should
be used to complement morphometric information by providing additional
information on tumor morphology (heterogeneity), physiology and most
recently on tumor-specific molecular constituents.

While clinically established, structural readouts are commonly late indi-
cators. It may take several weeks until a therapeutic intervention can trans-
late into a measurable effect on the proliferation rate or on the tumor vol-
ume. This is undesirable from several perspectives: from a drug developer’s
perspective an early readout is desired to optimize the dosing regimen. More
important, however, is the fact that in the case of a patient who is not
responsive to therapy precious time might be lost with potentially severe con-
sequences for the patient.

Morphological manifestation of pharmacological interventions must be
preceded by physiological, metabolic and/or molecular responses. Hence,
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visualization and quantification of these parameters should provide earlier
evidence of drug efficacy than the classical structural readouts. Such study
paradigms target various tumor hallmarks, i.e., physiological and molecular
processes associated with tissue proliferation, tumor metabolism (in particu-
lar glucose utilization), neoangiogenesis, i.e., the formation of novel tumor
vasculature, or apoptotic processes.

3.2.1 Proliferation

Potential indicators of excessive proliferation are increased synthesis rates for
DNA, proteins and other cell constituents such as lipid/phospholipids mem-
brane building blocks. Not surprisingly, imaging approaches, and in partic-
ular PET methods, have been developed to probe each of these processes. PET-
based approaches use radiolabeled precursor molecules such as labeled thymi-
dine analogues [35], amino acids [36], or choline [37, 38] (see Section 2.2).
These readouts of proliferative activity have been shown to provide valuable
prognostic information in oncological indications and have been used to
evaluate tumor therapies.

Thymidine kinase 1 (TK) is a key enzyme in DNA synthesis. It phospho-
rylates thymidine, a prerequisite for DNA incorporation. TK activity increases
approximately tenfold as cells enter the S-phase of the cell cycle, during
which DNA is synthesized [138]. TK activity can be monitored by adminis-
tration of radiolabeled substrates. An obvious choice is [2-11C]thymidine,
which is currently being evaluated both clinically and in animal research
[139, 140]. Yet, the short half-life of the radionuclide and the rapid in vivo
degradation constitute severe limitations [141]. Thus, increased metabolic
stability of the tracer and the of radioisotopes with longer half-life such as 18F
would offer significant advantages for PET imaging. [18F]-3’-Fluoro-3’-
deoxythymidine (FLT) fulfills these requirements and has been thoroughly
evaluated as potential indicator of DNA synthesis. Analogous to thymidine,
FLT is taken up by cells, phosphorylated by TK, leading to intracellular trap-
ping within the cell [35, 142]. Hence, the PET signal represents the integrated
TK activity over the exposure period assuming that substrate delivery is not
the rate-limiting step. Tumor levels of radiolabeled nucleotides (thymidine
analogues) then reflect DNA synthesis and, correspondingly, cell prolifera-
tion. It has been shown that cellular uptake rates of labeled nucleotides by
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neoplastic tissue can serve as early indicator of therapy efficacy [143, 144].
Nevertheless, further validation of the approach is required.

Rapid cell proliferation is associated with high protein synthesis rates with
high demands on resupply of amino acids. There is experimental evidence
that amino acid transport is up-regulated in experimental tumors [145]. Two
strategies can be pursued for amino acid-based PET tumor imaging: (1) the
measurement of amino acid transport into the cells, and (2) the measurement
of amino acid transport into the cells followed by protein incorporation rate
(protein synthesis rate) using radiolabeled amino acid analogues. The second
readout is a combination of several processes and a detailed quantitative
analysis is not straightforward. A large number of 11C- and 18F-labeled amino
acid tracers is currently being evaluated as potential tracers for detection,
delineation and staging of proliferating tumors [36]. The obvious advantage
of using isotopic substitution by 11C, leaving all the properties of the unla-
beled amino acid unchanged, is counterbalanced by the disadvantage of the
short half-life of the radio-isotope, too short for the process to be measured,
i.e., the protein synthesis, so that by using 11C-labeled amino acids, one
essentially measures amino acid transport. While the half-life of 18F-labeled
amino acids allows the assessment of protein synthesis rates in principle, pre-
clinical and clinical PET studies indicate that also for these tracers the tissue
uptake rates are clearly dominated by amino acid transport across the cell
membrane [146]. Coenen et al. [147] observed significant [18F]fluorotyrosine
(18F-FTyr) incorporation into brain proteins only in preclinical studies in
mouse cerebral tissue. Despite this limitation, the use of radiolabeled amino
acids both as diagnostic tools for tumor/metastasis detection and as poten-
tial indicators of treatment response is highly attractive. Dynamic assessment
of uptake rates in combination with multi- (two-) compartment tissue mod-
eling will provide reliable parameters for the amino acid transport rate, allow-
ing the quantitative evaluation of changes induced by a therapeutic inter-
vention.

Increased proliferation rates are associated with increased rates of mem-
branes synthesis. Hence, substrates required for membrane synthesis bear the
potential to serve as proliferation markers. In fact, early observations in MRS
studies of tumors revealed some characteristic common spectral features: (1)
elevated signal intensities of endogenous phsophomonoester (PME) and 
-diester (PDE) signals have been observed in most non-brain tumors, (2) ele-
vated signal intensity of the ‘choline’ signal in brain tumors, and (3) early
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decreases in the PME signal or in the PME/PDE ratio were found to be good
predictors of therapy response [148]. These data highlight a critical role of
PME and PDE in the biosynthetic and degradative pathways of proliferative,
as compared to normal, tissue. In vivo MRS is currently being evaluated by
several groups for its potential as prognostic tool and as potential biomarker
for treatment efficacy. As compared to MRS, which measures endogenous
metabolites, PET provides superior sensitivity and spatial resolution. How-
ever, PET applications require the development of a radio-labeled precursors
such as choline. Substitution of one of the methyl-groups by 11CH3 yielded
[11C]choline, which has been first evaluated for imaging of brain tumors [37].
[11C]Choline turned out to be superior to FDG PET imaging, as the latter gives
rise to the high background signal caused by the high metabolic rate of nor-
mal brain tissue. Excellent tumor-to-background contrast was also observed
in primary prostate cancer and its lymph node and bone metastases, and
demonstrated the potential of the approach to detect small tumor foci [149].
The already-described limitations of 11C-labeled tracers prompted the devel-
opment of [18F]fluorocholine (18F-FCho), which was first evaluated in
prostate tumor cell lines [38, 150]. 18F-FCho is rapidly phosphorylated by
choline kinase and trapped by the cell.

3.2.2 Metabolism

Proliferating tissue is commonly associated with high metabolic rates, in par-
ticular with high glycolytic activity, as compared to normal tissue [151]. A
critical mediator in this regard is hypoxia-inducible factor-1 (HIF-1), a tran-
scription factor that is up-regulated under hypoxic conditions [152] and by
oncogenes [153], which induces glycolysis and angiogenesis. Measurement
of glucose utilization rates has evolved as a sensitive tool for the characteri-
zation of primary tumors and for the detection of metastases. Systemically
administered 18F-FDG is taken up by cells via the glucose transporter and
phosphorylated at the 6-position by hexokinase. The lack of a hydroxyl group
at the 2-position prevents further processing and the metabolite is trapped
in the cell. Hence, the total amount of activity measured at a given location
represents the integrated glycolytic activity in the interval between tracer
administration and PET measurement (typically 40 min) [15]. The method is
clinically established in the management of cancer patients.
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There is convincing evidence in multiple clinical drug trials that changes
in glycolytic rate precede any effects on the overall tumor volume. This has
been demonstrated breast cancer patients undergoing hormone therapy
[154] or who were treated with a combination of chemotherapeutics [155].
A spectacular report concerns patients suffering from gastrointestinal stromal
tumors (GIST) treated with the Abelson kinase inhibitor imatinib (Gleevec®).
Within 24 h after onset of treatment glucose utilization was significantly
reduced to a level hardly detectable over background activity, while there was
no effect on tumor volume for several weeks [156]. A significant reduction of
the tumor load was observed in these patients after 24 weeks only. These stud-
ies indicate that assessment of glucose utilization bears a high potential for
the early characterization of a therapy response, at least in favorable cases.
The availability of micro-PET systems allows for similar studies in animal
models. This close correspondence of study designs will facilitate the trans-
lation from preclinical to clinical compound evaluations.

3.2.3 Angiogenesis

Neo-vascularization is a critical factor promoting the tumor growth. The
assessment of tumor vascularity, or more accurately vascular permeability,
using extravascular MR CA, has been proposed as a qualitative indicator for
tumor malignancy [157]. Dynamic contrast-enhanced (DCE) MRI methods
using low-molecular-weight CA such as Gd-DTPA or Gd-DOTA that leak into
the extracellular space are currently widely used for tumor diagnostics, and
are being evaluated by several research groups as potential biomarker for ther-
apy efficacy. The signal enhancement caused by an increase in the relaxation
rate R1 is due to CA extravasation, which by itself depends on the tracer PK,
tumor perfusion, vascular transfer constant (permeability*surface area prod-
uct), and interstitial leakage space [18, 158]. Alterations in CA uptake by the
tumor may, therefore, reflect changes in any of these factors or of a combi-
nation thereof. In animal studies, additional information can be obtained
using intravascular macromolecular CA, such as magnetite nanoparticles
[74], which have, for example, been used to assess CBF and CBV [159] or for
labeling of macrophages [75, 76]. The steady-state signal attenuation caused
by the nanoparticles reflects the total amount of tracer in the tissue and,
assuming equilibrated blood concentrations, tissue blood volume, which
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might be considered a non-invasive surrogate of the microvascular density.
It has to be kept in mind though that changes in the mean vessel diameter
will also influence tissue blood volume without altering microvascular den-
sity [160].

Vascular endothelial growth factor (VEGF, also known as vascular per-
meability factor) is an angiogenic factor produced by most solid tumors
[161], and is involved in the induction of vascular permeability as well as
in the promotion of new vessel formation [162]. The expression of VEGF
and that of its receptors on the endothelial cells is strongly regulated by
hypoxia and is thought to play a crucial role in tumor neo-vascularization
and tumor growth. Therefore, inhibition of VEGF constitutes an attractive
concept for control of tumor proliferation. Efficacy of VEGF receptor inhi-
bition should be reflected by a decreased vascular permeability (vascular
transfer constant) and potentially also in tumor blood volume. This has
been demonstrated for human breast carcinoma xenografts in rats (MDA-
MB-345), which when treated with an anti-VEGF antibody showed signifi-
cantly reduced vascular leakage of the macromolecular CA albumin-(Gd-
DTPA30) [163]. In an orthotopic kidney tumor model in mice, the VEGF-R
tyrosine kinase inhibitor, PTK787, also significantly reduced vascular trans-
fer constant as determined by MRI using the CA Gd-DOTA [162]. The same
compound was shown to decrease vascular leakage and extracellular vol-
ume in B16 melanoma in BL6 mice both in primary tumors and cervical
lymph node metastases. CA extravasation in lymph node metastases
decreased significantly within 48 h after onset of therapy [164]. Clinical
studies in patients suffering from liver metastases have yielded corre-
sponding results, indicating that, in fact, vascular permeability measures
may serve as biomarkers of efficacy [165].

3.2.4 Apoptosis

Programmed cell death or apoptosis is an essential process for normal devel-
opment and function of tissue. Down-regulation of apoptosis is associated
with excessive cell proliferation associated with malignancies. Correspond-
ingly, induction of apoptosis is an attractive therapy concept in oncology and
many of the well-known cytostatics in fact display an apoptotic component.
Several imaging strategies for visualizing activation of the apoptotic pathway
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are conceivable, two of which targeting molecular players in the apoptotic
cascade are discussed briefly below.

Cells undergoing apoptosis redistribute aminophospholipids that are nor-
mally localized at the cytoplasmic leaflet to the outer (extracellular) leaflet of
the cell membrane [166]. These extracellular aminophospholipids, primarily
phosphatidylserine, are recognized by phagocytotic cells prompting a signal
for cell removal [167]. Hence, the occurrence of apoptotic cells is a transient
event, i.e., detection is only feasible in a limited time window between the
induction of the apoptotic cascade and cell death/removal. Externalized
phosphatidylserine moieties are recognized by annexin-V [168], which binds
to its target with high affinity and specificity. Specific imaging probes are
designed by coupling reporter groups such as radioligands [169], MRI CA
[170] or fluorescent dyes [171, 172] to annexin-V or related targeting moi-
eties, such as the C2 domain of synaptotagmin I. Using such approaches, the
induction of apoptosis using cytostatic such as cyclophosphamide could be
demonstrated within hours after drug administration [173, 174]. External-
ization of aminophospholipids provides an attractive imaging target. Phos-
phatidylserines are sensitive indicators of the process to be studied, which can
be easily assessed using macromolecular reporter constructs. Essentially any
imaging modality can be used for detection of the target-specific interaction,
each one having advantages and disadvantages. Nevertheless, a word of cau-
tion has to be added: transient externalization of phosphatidylserine is not
necessarily associated with apoptosis; it can also occur during traumatic or
physiological stress [174]. Therefore, accumulation of labeled annexin-V type
ligands at the target organ does not uniquely reflect the occurrence of apop-
totic processes.

Cytosolic caspases play a central role in the apoptotic cascade and the
assessment of caspase activities would provide direct evidence of the activa-
tion of an apoptotic pathway. A critical issue when targeting caspases is their
intracellular location: any reporter substrate to be processed would have to
cross the intact cell membrane. An alternative imaging strategy, at least for
imaging apoptosis in animal models, is the use of reporter gene assays using
fluorescent proteins or luciferases as reporter proteins. Laxman et al. [175] have
designed a corresponding reporter construct, in which the reporter (firefly
luciferase) was silenced until activated by cleavage of a DEVD peptide sequence
by caspase-3. Apoptosis was induced in a murine xenograft model (human
glioma) by administration of TNF-α-related apoptosis-inducing ligand (TRAIL).
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Indirect imaging approaches sensitive to microstructural or metabolic
changes associated with apoptosis have also been proposed. Metabolic
changes involve increased levels of fructose-1,6-bisphosphate (FBP) and cyti-
dine-diphosphocholine (CDPC), which can be monitored using 31P MRS
[176] The most prominent spectral changes observed in 1H MRS spectra are
decreased choline and increased signals arising from intracellular lipids
[177]. The decreased choline signal is attributed to the reduced proliferation
rate (see above). Microstructural changes that affect the relative volumes of
the intra- and extracellular compartments will be reflected in altered values
of the water ADC. In fact, following apoptosis-induced therapy increases in
water ADC values have been observed early after treatment onset, i.e., before
any effects on tumor volume have been detected [178, 179]. An issue with
both structural and metabolic markers is their lack of specificity: any mech-
anism that affects proliferation may influence choline levels, and
microstructural changes might be imposed by other processes than apopto-
sis. Nevertheless, they seem to indicate an early response to therapeutic
interventions and, therefore, are currently being evaluated as potential bio-
markers for anti-proliferative, apoptosis-inducing efficacy of tumor thera-
pies.

To conclude this section, some remarks concerning molecular imaging
approaches that are discussed in some detail in Chapters 3 and 4 of this vol-
ume need to be made. Mechanistic information can be derived from using
target-specific or target-activated probes. Well-known examples are the poly-
mer-based quenched fluorescence reporters that are activated by the targeted
protease [180, 181]. This assays allows the visualization and quantification
(if tomographic procedures are used) of the protease activity in vivo, which
can be used to evaluate potential enzyme inhibitors [182]. Comparison of the
fluorescent intensity in drug-treated and control animals yields a direct proof
of mechanism of the therapeutic concept.

As an alternative to morphometric measurements, reporter gene
approaches can be applied to measure the tumor burden in preclinical can-
cer models. Tumor cell lines are genetically modified to stably express a
reporter gene such as green fluorescent protein [183], firefly luciferase [184]
or herpes simplex virus-1 thymidine kinase (HSV1-TK) [185]. The intensity
of fluorescence or bioluminescence signal, or correspondingly the HSV1-TK
activity are considered a surrogate for the tumor volume. The strength of the
approach is high sensitivity, which allows the detection of micro-metastases,
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and the rapid readout, in particular when multiple lesions are present. The
principal disadvantage is poor spatial resolution.

3.3 Inflammatory and degenerative joint diseases

Imaging has been extensively applied to study inflammatory and degenera-
tive diseases of the joints. The analysis originally focused on pathological
changes affecting bony structures. Modern imaging approaches, however,
provide detailed insight into soft-tissue structures involved, which are earlier
indicators of joint disease. Most recently, molecular imaging methods have
been introduced that allow targeting of specific molecular events involved in
joint destruction. Today, multimodal imaging approaches offer a powerful
tool set for diagnosis, for monitoring disease progression, and for the evalu-
ation of therapy response.

3.3.1 Evaluation of drug efficacy based on structural appearance

Clinically planar X-ray and X-ray CT are probably the most established tech-
nologies for the assessment of joint diseases. Similarly, micro-CT provides
high resolution morphological and architectural three-dimensional (3D)
information allowing characterizing bone and joint-related changes in arthri-
tis models in small animals. For instance, the technique has been used to
quantify cortical bone loss and periosteal new bone formation for therapeu-
tic evaluation in a murine model of collagen-induced arthritis (CIA) [186] or
to detect disease progression in the subchondral bone of the knee joint of rats
in an osteoarthritis (OA) model [187]. Such data demonstrate the potential
of in vivo micro-CT for routine, high-throughput analysis and screening of
new therapies for joint diseases. Nevertheless, micro-CT involves significant
radiation dose to achieve the image resolution required, limiting experiments
involving repeated imaging the same animal [188] and translation into the
clinics.

Structural MRI has also been extensively used in conjunction with animal
models of arthritis. In particular, articular structures can be exquisitely
imaged due to the fact that 75% of the weight of the cartilage is water; hence,
cartilage yields a strong MRI signal. In rheumatoid arthritis (RA) models, the
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technique provided qualitative and quantitative readouts of analysis of
changes in soft tissue and bone structure [189–192]. Because of the compli-
cated joint structures, qualitative image analyses based on a scoring system
have been used as a primary readout characterizing the disease process and
the effects of compounds. Scores accounted for changes in soft tissue, such
as edema formation, joint separation, cyst formation, and structural changes
of bone such as cortical erosion or the formation of osteophytes. For instance,
Jacobson et al. [194] validated the use of MRI to follow in vivo disease pro-
gression in an adjuvant arthritis model in the rat: 2D MR images were scored
prior and after injection of Gd-containing CA following subcutaneous
administration of Mycobacterium butyricum. Using this approach, it was
shown that the selective COX-2 inhibitor ABT-963 significantly reduced
bone loss and soft tissue destruction [193]. Similar protective effects on joint
integrity have been found for SB 242235 [194], a potent and selective
inhibitor of p38 mitogen-activated protein kinase, and for SB 273005 [195],
a potent, orally active nonpeptide antagonist of the integrin αvβ3 vibronectin
receptor.

Increases in joint space volumes of metatarsophalangeal and proximal
interphalangeal joints of the mid toes of the hind paw were observed in the
course of CIA in Dark-Agouti rats [189]. These in vivo readouts reflecting car-
tilage and bone erosion correlated well with histological findings [196]. Paw
swelling assessed by a micro-caliper was receding before significant changes
in the joint architectures have been observed in MR images, indicating the
superiority of high-resolution MRI for monitoring disease-modifying drug
efficacy. No significant changes in the joint architecture were observed in rats
receiving immunosuppressive treatment by cyclosporine A.

While MRI applications in acute RA models focused on assessment of car-
tilage erosion, such readouts are of limited value for chronic diseases such as
OA. In OA, cartilage erosion is a late event that is preceded by progressive
changes in the macromolecular network constituting articular cartilage; visu-
alization of such changes should provide early indicators of disease progres-
sion, and several MRI techniques have been developed to probe the integrity
of the biomolecular structure of the cartilage matrix. In animal studies, spa-
tial resolution is one of the main hurdles to overcome since articular carti-
lage rarely exceeds 1-mm thickness even in rabbits or dogs. Thus, macro-
scopic signs of cartilage degeneration may not be visible during pre-clinical
investigations in the early stage of OA. Only in rare occasions has in vivo MRI
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been used to quantify the loss of cartilage volume in conjunction with dis-
ease progression in animals [197, 198].

Early cartilage lesions in OA are primarily characterized by a loss of pro-
teoglycans (PG) and loosening of the collagen framework [199]. The delayed
Gd-enhanced MRI of cartilage technique has been proposed as a method
capable of detecting PG loss in the osteoarthritic tissue [7]. This contrast-
enhanced imaging method allows measurement of the fixed charge density
(FCD) of cartilage, reflecting the negatively charged glycosaminoglycan
(GAG) side chain concentration. Following intravenous administration, the
negatively charged Gd complex Gd(DTPA)2– penetrates the interstitial fluid
of cartilage to reach an equilibrium concentration that is governed (1) by the
Gd(DTPA)2– concentration gradient and (2) by the electrostatic interactions,
which are related to the FCD. The local Gd(DTPA)2– concentration and,
hence, the related FCD, can be derived from T1 maps as previously described
[7], provided the Gd(DTPA)2–- relaxivity is tissue independent [200]. The
capability of this method to quantitatively assess cartilage degeneration was
assessed in a rabbit [201] and in a goat model of OA [8], in which PG deple-
tion was induced by an intra-articular injection of papain. A significant cor-
relation between the Gd(DTPA)2–-induced T1 changes and the PG content has
been found. The reproducibility was such that a 20% drug effect on PG lev-
els could be detected with groups sizes of ten animals.

Due to the high content of macromolecules, cartilage exhibits a signifi-
cant magnetization transfer (MT) effect reflecting the exchange process
between bulk and matrix-bound water. MT contrast can be exploited for
improved contrast and consequently better delineation of articular structures
[202, 203]. More importantly, MT imaging may provide information on the
chemical/structural status of cartilage. In fact several in vitro studies have
demonstrated that the MT effect in cartilage is dominated by the contribu-
tion of collagen, while the influence of PG is significantly smaller [6, 204].
The observed changes in MT ratios are likely to reflect changes in collagen
structure rather than changes in collagen concentration [6].

3.3.2 Assessment of inflammatory processes/cellular and molecular imaging

Inflammation is characterized by vascular changes such as increased tissue
perfusion and capillary permeability, and possibly angiogenesis, secretion of
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chemokines and cytokines, as well as the infiltration of immunocompetent
cells such as lymphocytes and blood-borne monocytes. Analogous to the sit-
uation described for tumors, leakage of extracellular CA into the interstitial
space depends on local tissue perfusion and microvascular permeability. In
RA, the uptake of CA such Gd-DTPA in the synovium has been demonstrated
to significantly correlate with histopathological features of synovitis such as
polymorphonuclear leucocyte infiltration, hyperemia and fibrin deposition
[205].

Macrophages possess widespread pro-inflammatory, destructive, and
remodeling capabilities that critically contribute to the acute and chronic
phases of RA [206]. The feasibility of MRI techniques to assess macrophage
infiltration into sites of inflammation as disease readout has been explored
in mouse [207], rat [208] and rabbit [209] models of RA. Small particles of iron
oxide (SPIO) or USPIO particles have been applied for in situ macrophage
labeling, exploiting their phagocytotic activity (see Section 3.1.1). In a rat
antigen-induced arthritis model, significant negative correlation was found
between the MRI signal intensity in the knee and the histologically deter-
mined iron content in macrophages located in the same region of animals
that had received SPIO (Endorem®) 24 h before image acquisition [185]. Start-
ing 4 days following the antigen injection, images from arthritic knees exhib-
ited distinctive signal attenuation in the synovium. This signal attenuation
was significantly smaller in knees from animals treated with dexamethasone
(0.3 mg/kg/day by gavage) and completely absent in contralateral knees that
had been challenged with vehicle.

Alternatively, macrophages can be visualized by targeting surface mole-
cules such as the F4/80 antigen. Using this concept, early signs of experi-
mental arthritis have been detected in a mouse model of antigen-induced
arthritis. By targeting the antigen with intravenously administered anti-
F4/80 monoclonal antibodies (mAb) labeled with the indocyanine dye Cy5.5,
macrophages infiltration into the inflamed synovial membrane could be
monitored. Significant accumulation of the fluorochrome probes was
observed in inflamed knee joints and, to a lesser extent, in contralateral non-
arthritic knee joints [210].

Another characteristic of inflammation is high protease activity, which
contributes significantly to joint destruction; hence, targeting of proteases
using protease-activatable imaging probes constitutes an attractive strategy
for visualization and possible quantification of inflammatory events [183,
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184]. For example, by intravenous administration of a cathepsin B-activat-
able near-infrared fluorescent probe, activity of this protease could be
detected at an early stage in a murine model of OA involving intra-articular
injection of collagenase I [211]. The probe consisted of a poly-lysine back-
bone to which fluorescent groups were covalently bound. Due to the prox-
imity of the fluorophores, fluorescence is effectively quenched. Proteases that
target the Lys-Lys cleavage site, including cathepsin B, activate the probe,
leading to an increase in fluorescence yield by typically two orders of mag-
nitude. Measurement of the fluorescence signal intensity due to protease
activity has been used to semi-quantitatively assess the response to anti-
rheumatic therapy [212].

3.4 Pulmonary disease

Today, imaging methods are not commonly used for evaluation of drugs tar-
geting pulmonary diseases as established clinical and preclinical testing pro-
cedures allowing assessing the efficacy of pulmonary-active compounds
exist. Spirometry yields a simple in vivo readout of airway resistance. Inva-
sive procedures, such as analysis of bronchoalveolar lavage (BAL) fluid and
histopathological analyses are commonly applied in animal studies pro-
viding detailed information of drug efficacy. Nevertheless, the use of non-
invasive imaging methods for the characterization of pulmonary diseases
and analysis of therapeutic interventions is attractive as (1) they provide 3D
spatially resolved structural, functional and more recently molecular infor-
mation, (2) they enable longitudinal studies in a individual, and (3) they
may allow a straightforward translation from preclinical to clinical research.

Currently, CT is the imaging modality of choice for diagnosis of lung dis-
eases in a clinical setting. Due to the huge difference in X-ray attenuation
of lung parenchyma and water-containing tissue (with attenuation coeffi-
cients for air and tissue being –1000 and ±100 Hounsfield units, respec-
tively), lung structures can be imaged with high contrast. The development
of micro-CT devices allows translating these techniques to small animals,
e.g., rodents; high-resolution thoracic images can be obtained when apply-
ing respiratory gated data acquisitions [213, 214]. Radiation dose is approx-
imately 0.15 Gy for a respiratory-gated micro-CT imaging protocol. The
combination of high-resolution CT imaging and respiratory-gated acquisi-
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tions appears well-suited to serial in vivo scanning. Although being an ex
vivo study, Langheinrich et al. [215] showed recently that micro-CT is fea-
sible for structural evaluation of the lung fine structure and its alterations
during endotoxin-induced lung injury. Systemic application of endotoxin
led to a significant increase in the soft-tissue volume of the lungs (i.e., tis-
sue edema) and significant thickening of the alveolar walls at micro-CT.
Simultaneously, endotoxin-treated rat lungs showed a significant reduction
in total air space.

Significant efforts have been devoted to developing MRI-based lung
imaging procedures. Lung is a challenging organ to image by MRI. Signal
intensity is low due to the low density of tissue water of approximately
20–30% as compared to other tissues (70–80%), and due to very short T2

and T2* relaxation times. These are caused by differences in magnetic sus-
ceptibility between lung tissue and air, which comprises about 80% of the
pulmonary volume, leading to significant magnetic field inhomogeneity
and thus rapid dephasing of the MR signal. To detect a signal from lung
parenchyma, especially at high fields, MR techniques with very short echo
time have to be applied [216]. Image quality is further degraded as conse-
quence of artifacts caused by cardiac and respiratory movements. These
problems are more evident in small rodents, because of their higher car-
diac and respiratory rates. Only recently has the technique been applied
to preclinical pharmacological studies in the area of respiratory diseases
[217].

Breathing-related motion artifacts can be minimized by applying scan-
synchronous ventilation acquisition schemes [218, 219], for which breath-
ing is restricted to the recovery period after data acquisition. In addition, arti-
facts due to the cardiac motion are reduced by triggering the image acquisi-
tion by electrocardiogram recordings. Although the combination of
projection reconstruction methods with synchronous ventilation and cardiac
gating enables the recording of high-resolution images of the rat lung, the
approach is limited by long acquisition times, typically 30–40 min per image
[220]. For drug testing in vivo in animal models of airways diseases, however,
it is important to keep the acquisition conditions as simple as possible so that
repeated measurements interfering minimally with the physiology of the ani-
mals can be carried out on a routine basis. This consideration has prompted
the development of imaging protocols that do not need either involving res-
piratory or cardiac gating [220, 221].
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3.4.1 Assessment of inflammatory lung disease via visualization
of edema formation

Inflammatory processes induced in models of airways diseases can be fol-
lowed non-invasively in rats by monitoring edema formation caused by
inflammatory processes. For instance, actively sensitized Brown Norway (BN)
rats exposed to allergen (ovalbumin, OVA) develop airway hyperresponsive-
ness and eosinophilic inflammation together with an increase in activated T
cells (CD25+) in the airways [222, 223], thus reflecting the key features of asth-
matic inflammation. Intense edematous signals detected in the lungs of sen-
sitized rats challenged with OVA [223] were shown to be significantly corre-
lated with inflammatory parameters determined in the BAL fluid collected
from the same animals [224]. The strongest correlations were with the num-
ber of eosinophils, eosinophil peroxidase activity (a marker of eosinophil acti-
vation), and the total protein content (a marker for plasma extravasation).
Importantly, the signal detected by MRI correlates significantly with the
perivascular edema assessed by histology [225]. Since edema is an integral
component of experimental pulmonary inflammation, MRI provides a non-
invasive tool for monitoring the course of the inflammatory response and the
consequence of anti-inflammatory therapy. This could be demonstrated by
administrating drug candidates both before or after the allergen challenge
[224–226]. Interestingly, in contrast to conventional post-mortem fluid BAL
analysis MRI was able to pick up rapid anti-inflammatory efficacy of com-
pounds applied after OVA [226].

Administration of endotoxin (lipopolysaccharide; LPS) to rodents elic-
its an inflammatory response similar to that observed in chronic obstruc-
tive pulmonary disease (COPD) patients. LPS activates mononuclear phago-
cytes, leading to the release of a number of cytokines, which increase the
adherence of neutrophils to endothelial cells [227, 228], thus facilitating a
massive infiltration of neutrophils into the lung [229]. Exposure of BN rats
to LPS leads to pulmonary neutrophilia [226, 230] and induces mucus cell
metaplasia [231]. Following an LPS challenge of non-sensitized BN, the MR
signals in the lungs are heterogeneous and significantly less intense than
those detected after OVA administration to actively sensitized animals.
They persist for 8 days following dosing [232]. Histology and BAL fluid
analysis suggest that the long-lasting MRI signal following LPS is due to
secreted mucus.
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3.4.2 Regional assessment of lung function

Inflammation in airways leads to pathophysiological changes in the struc-
ture of the lung tissue, including thickening of the smooth muscle in the air-
way wall, which may influence airways responsiveness [233] as well as ven-
tilation. The progressive structural change known as airway remodeling,
which is driven by chronic local inflammation, is a fundamental component
for development of irreversible airway hyperresponsiveness (for a review, see
[234]).

Effects of airway remodeling and hyporesponsiveness following allergen
or endotoxin challenges, respectively, can be monitored non-invasively in
spontaneously breathing rats using MRI methods [235] as changes in oxy-
genation levels affect the signal intensity of lung parenchyma. Molecular
oxygen is weakly paramagnetic and thereby acts as a CA affecting the relax-
ivity of nearby water protons in lung tissue. This contrast mechanism has
been explored to derive ventilation-related information from the human
lung [236, 237]. In the rat lung, a highly significant negative correlation has
been found between the parenchymal signal and the partial pressure of oxy-
gen in the blood, for different amounts of oxygen administered [236]:
increased parenchymal signal intensity is indicative of reduced oxygen lev-
els and thus potential ventilation deficits.

In actively sensitized rats, increased parenchymal signal intensity (in
areas devoid of edematous signals) was detected from 6 h up to 180 h after
challenge, at a time when edematous signals reflecting inflammation had
completely resolved. Histological analysis revealed airway remodeling in the
lungs of OVA-challenged rats characterized as increased bronchial epithelium
thickness and smooth muscle area, as well as bronchial goblet cell hyperpla-
sia. The increased parenchymal signal was consistent with a significant reduc-
tion of air space determined by histology, showing impaired lung ventilation
in these animals [236].

In contrast, significantly decreased parenchymal signal intensity was
detected 24 h after intratracheal instillation of LPS [236]. The effect was abol-
ished by pretreatment with NG-nitro-L-arginine methyl ester (L-NAME), an
inhibitor of nitric oxide (NO) synthase (NOS). Potential broncho-dilatory
activity of NO in the inflammatory response elicited by endotoxin has been
demonstrated by Pauwels et al. [238]. In the same model, LPS-induced air-
way hypo-responsiveness was eliminated by NOS inhibitor L-NAME [239].
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These effects are in line with the observation of marked expression of
inducible NOS in rat macrophages recovered from the airways 16 h after local
LPS instillation [240].

Instead of indirect assessment of ventilation through oxygen-mediated
relaxation effects, ventilation can be visualized directly by administration of
hyperpolarized noble gas isotopes 3He and 129Xe (for a review, see [241]). The
nuclear spin polarization of these isotopes can be increased by optical pump-
ing by four to five orders of magnitude compared to that of protons. This
increase in polarization translates directly into the MRI signal intensity sig-
nificantly enhancing the sensitivity of MRI approach. Small animal respira-
tors compatible with polarized 3He allow a fine control of the delivered gas
volume and of the lung ventilation timing [221, 242]. Synchronization of the
imaging sequence with the gas delivery can be used for performing dynamic
lung ventilation studies. For instance, cine-type imaging allows imaging of
the gas distribution in the lung at very high temporal and spatial resolution
[243–245]. An advantage of this approach is that the absence of any back-
ground signal: signals detected are exclusively due to the administered hyper-
polarized gas.

The potential of 3He MRI for assessing airway constriction has been inves-
tigated in methacholine-induced broncho-constriction rat models. Using a
Cine-MRI approach comprising the acquisition of a dynamic series of images
over 150 gas breaths, Chen and Johnson [246] showed heterogeneously dis-
tributed airways constriction, resulting in a partition of the lung between
ventilated and non-ventilated regions. Superposition of helium and proton
images allowed the detection of airway obstructions that led to air-trapping
in the non-ventilated lung regions. The diameter of the principal airways
decreased in average by 11% following methacholine administration.
Dynamic ventilation image series obtained from a single breath were also
used to generate parametric pixel-by-pixel maps of gas arrival time, filling
time constant, inflation rate and gas volume in distal areas of the lung [247].
An average 12% inflation rate decrease was measured following the admin-
istration of 85 µg methacholine. The inflation rate decreased further after
170 µg methacholine.

Emphysema is a pulmonary disease characterized by alveolar wall destruc-
tion, resulting in enlargement of gas exchange spaces without fibrosis, ulti-
mately resulting in severe impairment of gas exchange [248]. This condition
is one of the most critical components of COPD. Experimental emphysema
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can be induced in rats by the application of a single dose of porcine pancre-
atic elastase [249]. Elastase-treated rats displayed a significantly larger ADC
of the hyperpolarized 3He gas as compared to normal animals, indicating
alveolar expansion [250, 251].

At present, 3He MRI techniques generate superior functional information
of the lung as compared to the indirect methods based on oxygen level-
dependent proton relaxation rates. However, it cannot be excluded that
besides information on the inflammatory state, proton MRI might also yield
relevant information on lung function despite its inherently lower sensitiv-
ity.

Ventilation imaging is complemented by regional assessment of lung per-
fusion; in fact, the ventilation-perfusion mismatch is considered a critical
indicator of lung pathology. Blood flow to the lung is commonly assessed
using the tracer dilution approaches already described. MRI has been used in
combination with a blood-pool magnetic CA, polylysine-Gd-DTPA40 (polyly-
sine-Gd-DTPA40) for detecting pulmonary perfusion defects in a rat pul-
monary embolus model [252]. After CA administration, the signal intensity
of the well-perfused lung areas increased more than 200%, whereas contrast
enhancement in the embolized lung increased by only 25%. Signal intensi-
ties of the perfused lung remained stable for 1 h due to the long circulation
time of the CA, the signal intensities of the embolized lung gradually
increased for 20 min as the air embolus dissolved [253]. MRI assessment of
lung perfusion is also feasible by analyzing the first pass of a low molecular
weight CA such as Gd-DTPA (Fig. 5).

3.4.3 Visualization of molecular processes in the lung

More recently, molecular imaging approaches have been applied to targeted
interaction in lung tissue. As an example, PET imaging has been applied to
study the time-dependent expression of mutant HSV1-TK and an enhanced
green fluorescent protein in the lungs of transfected rats [253]. Pulmonary
gene transfer was performed via intratracheal administration of a replication-
deficient adenovirus containing the corresponding fusion gene. Imaging was
performed at several time points following the gene transfer, using 9-(4-
[18F]fluoro-3-hydroxymethylbutyl)guanine as imaging substrate for the
mutant kinase. The substrate is phosphorylated by the thymidine kinase and
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trapped in the cell, analogous to FDG. PET signals were already significantly
increased 4–6 h after gene transfer, maximal after 4 days, and no longer
detectable by 10 days. In vivo results were confirmed by ex vivo assays of TK
activity and green fluorescent protein.

4 Imaging: essential or nice to have

Establishment and operation of a multimodality imaging facility is rather
resource intense; therefore an important aspect to be addressed concerns the
relevance of the imaging contributions for decision making in drug discov-
ery and development. Could similar information have been generated more
economically and/or more efficiently using alternative methods, e.g., the
classical established pharmacological techniques or ‘-omics’ technologies?
What is the added value of using sophisticated imaging techniques?

Undisputed imaging applications are those which provide unique infor-
mation or when information can be obtained more efficiently or more eco-
nomically than with classical analytical methods. The possibility to derived
high-resolution structural, functional and meanwhile also cellular and mol-
ecular information in a non-invasive manner is highly relevant for pharma-
cological studies, in particular when studying chronic degenerative disease.
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Figure 5. 
Perfusion imaging of rat lung. (a) Time-of-flight angiography of major thoracic vessels. High contrast
is obtained by saturating the stationary protons, while inflowing proton spins of vascular water yields
full signal intensity. (b) Lung perfusion map recorded in the time interval 1.5–3 s following the admin-
istration of 200 µl Gd-DOTA (0.1 mM) into the tail vein. At this early time point signal enhancement
is predominantly observed in lung arteries, lung parenchyma and ascending and descending aorta.
(c) Average CA concentration in lung parenchyma as a function of time and dose of Gd-DOTA. CA-
induced signal changes are observed as early as 1 s following tail vein injection and reach a maximum
at 2 s. Data represent mean ± SEM of four rats.



Treatment efficacy can be evaluated in individuals over extended periods of
time, allowing analysis of morphological and physiological changes with
respect to a pretreatment reference state. Intra-individual variability is
thereby significantly reduced and statistically significant data might be
obtained with significantly reduced group sizes. Imaging can also be applied
for stratification of treatment groups: prior to therapy administration,
patients or animals can be classified into ‘homogenous’ treatment groups,
which should translate into data with better statistical relevance. Applica-
tions of non-invasive techniques such as imaging allow the correlation of
structural and functional imaging data with other ‘clinical’ readouts charac-
terizing the individual, such as cognitive or behavioral performance when
studying, e.g., CNS disorders. Collection of as much comprehensive infor-
mation as possible enhances the reliability of diagnosis, prognosis and ther-
apy management.

The high temporal resolution (sub-seconds to seconds) of several imag-
ing methods/protocols allows recording of dynamic data that are difficult to
assess otherwise. An example is the functional analysis of the heart.
Dynamic cardiac MRI imaging provides cardiac functional parameters such
as diastolic and systolic ventricular volumes, stroke volume and ejection
fraction [254–256]. Analogous information is provided by dynamic CT and
ultrasound imaging. In addition, MRI allows the recording of myocardial
stress maps, which can be derived when applying so-called myocardial tag-
ging techniques [257, 258]. Another example utilizing the high temporo-
spatial resolution of fMRI are functional studies of the brain following cog-
nitive, sensory or pharmacological stimulation (Fig. 6). The functional CNS
response can be recorded with a temporal resolution of seconds. Classically,
functional information is obtained in preclinical research by applying
autoradiographic procedures measuring tissue uptake of [14C]deoxyglucose
[28] or [14C]iodoantipyrine [259] or using electrophysiological recordings.
While the first approach yields high spatial, yet no temporal resolution, the
measured activity corresponding to the time-integral over the exposure
period, the second readout yields excellent temporal resolution at prede-
fined fixed locations.

Collection of high-resolution 3D structural and functional information
translates into improved quality of information. For instance, full volumet-
ric coverage of a subcutaneous tumor with clear identification of neoplastic
versus normal tissue will yield better data than caliper measurements in three
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directions. Whether this degree of quality is required depends on the specific
question asked.

Similarly, 3D imaging of a specific body region reduces the potential prob-
lem of sampling errors when collecting tissue specimen, which is of particu-
lar relevance when studying heterogeneous tissues. Of course, this has to be
balanced against the specificity of histological specimen analysis. In fact, the
two readouts are complementary: histological analysis is required for valida-
tion of the imaging approaches, while imaging-guided tissue sampling will
enhance the specificity of the specimen.

An important advantage of using non-invasive imaging readouts is the
fact that tissue is analyzed in its host environment. Any artifacts due to tis-
sue collection and processing (fixation, and histological processing, or extrac-
tion) are thereby largely reduced. For instance, tissue collection is invariably
linked to a period of global ischemia for a specimen, which will affect the lev-
els of energy metabolites. Similarly, histological processing of tissue will lead
to morphological distortions that will affect any morphometric measure-
ments. When analyzing vessel cross-sectional areas in a rat model of carotid
artery restenosis (following endothelial denudation using a balloon catheter),
significantly reduced vascular perimeters were observed in fixed carotid spec-
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Figure 6. 
High temporo-spatial resolution in fMRI studies of rat brain. (a) Transverse cross-section at the level
of caudate putamen (8 mm anterior to the intra-aural line) corresponding to the integrated intensity
over the period 0–20 min following intravenous administration of amphetamine at a dose of 1 mg/kg.
Four slices covering the forebrain of the rat were recorded simultaneously. High activity is observed
in cortical structures. This type of image corresponds to autoradiographic data. (b) Changes of CBV
as a function of time in ROI indicated in (a). Amphetamine was injected as a bolus at t = 0. Time res-
olution was 15 s per set of images.



imen as compared to the in vivo measurement using MR angiographic pro-
cedures [260]. Obviously, perfusion fixation led to significant tissue shrink-
age affecting the quantitative analysis.

Despite the significant cost associated with the installation and operation
of an imaging facility, the use of imaging may still be more economic than
conventional analysis tools that might be rather labor intense. As an illus-
tration let us consider drug evaluations using rat focal cerebral ischemia
models. Infarct volumes are typically derived from T2-weighted MR images,
which yield a high CNR, sufficient for applying intensity-based image seg-
mentation procedures during image analysis. Using standardized image
acquisition procedures it is possible to collect data from 10 rats per hour, i.e.,
data collection and analysis for drug study involving three treated groups
and a control group with ten animals each can be completed within 4 h. This
has to be compared to the classical post mortem analysis using gross-mor-
phological and/or histological tissue analysis. Brains have to be removed,
fixed, sliced, stained and analyzed – a task requiring significant personnel
resources, which will take 2–3 days. Needless to say that after the imaging
experiments the animals are still alive and can be used for additional exper-
iments, e.g., behavioral tests.

Finally, the use of imaging methods for characterizing animal models of
human disease will definitely facilitate the translation between preclinical
and clinical drug development. Similar study designs can be applied, poten-
tial biomarkers can be identified and validated, and studies in animals can
be used to rationalize experimental findings in humans using analogous bio-
medical readouts.

5 Limitations of current imaging approaches

Despite the success of imaging both as diagnostic tool and for the assessment
of therapy evaluation there is significant room for improvement to further
enhance their values for biomedical research.

Throughput of imaging is certainly an issue to be addressed. Today, the
effective data acquisition time essentially depends on the question to be
answered: For morphological or morphometric characterization of an estab-
lished lesion, the time required to acquire a dataset is the rate-limiting step.
Hence the application of fast imaging protocols will have a major impact on
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the throughput achievable. Modern MRI procedures use parallelization of
data acquisition [261], thereby shortening acquisition times, or allow collec-
tion of data from several animals simultaneously [262].

Sophisticated tools have been developed for quantification of imaging
data. Nevertheless, there is a high need further improvements in this area.
The biomedical researcher is not interested in method-specific imaging para-
meters such as relaxation time, fluorescence intensity or local activity mea-
sures. Results should be provided as physiological values such tissue perfu-
sion, oxygenation levels, tracer concentrations. In many cases, absolute val-
ues have to be derived. For instance, in cerebral ischemia models, perfusion
values in the ischemic territory are frequently expressed as percentage of con-
tralateral ‘normal’ values, which allows the identification of the affected
brain region. As there are threshold CBF values for cell function and cell sur-
vival, the relevant information would be: Is the residual perfusion above or
below these thresholds [263]? This requires a detailed understanding of the
underlying biochemical and biophysical processes and the development of
more extensive tissue models than those described in Section 2. Imaging data
might be interpreted in the context of system biological models. Multimodal
imaging approaches combining structural, functional and molecular infor-
mation should provide complementary information required to validate
such models.

A final point to be mentioned in the context of both preclinical and clin-
ical drug development is standardization. Imaging results, in particular MRI
data depend on the specific image acquisition procedure applied. This ren-
ders the comparison of data collected at different centers difficult, sometimes
even impossible. For multicenter clinical studies the use of standardized
measurement procedures in mandatory, across centers and irrespective of the
specific equipment at each center.

6 Conclusion

Imaging methods providing quantitative structural, functional and more
recently also cellular and molecular information in a non-invasive manner
have become valuable tools for the preclinical and clinical evaluation of drug
candidates. Imaging enables longitudinal studies in an individual, which is
attractive when studying chronic diseases both for monitoring the progres-
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sion of the untreated disease and for studying long-term efficacy of thera-
peutic interventions. Obvious advantages of serial data acquisition are a sig-
nificant elimination of inter-individual variability, thereby enhancing the
statistical relevance of the data, the possibility to evaluate therapy response
with respect to a pretreatment reference state, and stratification of therapy
groups to achieve homogeneous cohorts. In vivo imaging results can be cor-
related with other ‘clinical’ readouts of a disease allowing a comprehensive
characterization of a disease state.

Biomedical applications, and in particular drug development, demand
quantitative data and significant efforts have been made to rationalize imag-
ing results in the context of tissue models. Most commonly, models com-
prising multiple tissue compartments that are linked by exchange processes
have been used. Future developments in this respect are required to derive
the physiological and molecular tissue parameters of interest for the bio-
medical researcher.

An important aspect in drug development is the availability of biomark-
ers of therapeutic efficacy, which should provide a rapid readout of whether
a patient is responsive to treatment. This is relevant both for the drug devel-
oper and for the patient. Several candidate imaging biomarkers are currently
evaluated (see Section 3 of this chapter, and Chapter 9 in this volume), and
it is anticipated that they will have a major impact on the design of clinical
trials. Of course, biomarkers are not confined to imaging, techniques such
genomics, proteomics and metabonomics [264] will become highly relevant
for translational applications.

The field of non-invasive imaging is in rapid development: established
modalities such as CT, MRI, and PET are being optimized with respect to effi-
ciency of data acquisition, data analysis, and operating comfort. For all these
modalities small animal versions are currently available aimed at facilitating
translational applications. Novel techniques such as bioluminescence and
fluorescence imaging have emerged and are rapidly becoming an attractive
tool for the biologist; they are cheap, use stable reporter systems and are char-
acterized by high sensitivity. They exploit readouts widely used in molecular
biology, which can be further developed to in vivo application. However,
translation to the clinics is not straightforward due to biophysical limitations
(penetration of light) and due to the fact that many of the reporter system
are difficult or virtually impossible to apply in humans. Yet, for experimen-
tal research optical imaging methods will become highly relevant.
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Combination of the various imaging techniques currently available either
by post-processing (image fusion) or by simultaneous recording will allow a
comprehensive characterization of a biological problem. Disease processes
might be studied at the receptor level, by monitoring individual signaling cas-
cades, and finally the morphological, physiological and metabolic conse-
quences of these molecular events. As such, multimodal imaging might
become an interesting tool for system biology. It will help the drug developer
to assess, understand and optimize therapeutic intervention for the individ-
ual.
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Glossary of abbreviations
BOLD, blood oxygen level dependent imaging; CT, computed tomography; Gd-DTPA, gadolin-

ium diethylene-triamine-pentaacetic acid; MR, magnetic resonance; NCEs, new chemical enti-

ties; OCT, optical coherence tomography; PET, positron emission tomography; RF, radio fre-

quency; US, ultrasound.

1 Introduction 

Today’s biotechnology and pharmaceutical industries have created an ever-
expanding funnel of new discovery targets and new chemical entities (NCEs).
This tremendous increase in new, potentially valuable therapeutic agents is
beginning to overwhelm the capacity of most drug research and development
efforts. Such demands are forcing project teams to establish faster, improved
methods that enable key decisions to be made at an earlier stage of compound
development.

Bioimaging technologies offer one solution to address these expanding
needs in drug discovery and development. The impact these technologies can
make on the drug portfolio in the pharmaceutical business can be appreci-
ated in two ways: (1) expediting decision making processes; and, (2) reduc-
ing resource waste associated with compound attrition. Bioimaging tech-
nologies can assist project teams in making decisions regarding NCE selec-
tion, dose levels, efficacy, proof of concept, and confidence in mechanism
and safety. Bioimaging methods also are beginning to show promise as bio-
markers of disease in that they can be applied to animal models of human
diseases. In a perfect world, drugs being considered for development would
be free of toxicities. In reality, however, toxicity issues and the risks associ-
ated with them are real and must be understood and managed, if possible,
before embarking on expensive clinical trials and further development. In
this capacity, bioimaging methods have the potential to answer animal tox-
icity, pharmacodynamics, and pharmacokinetics questions that may help
identify poor efficacy or toxicity, thus allowing the advancement of safe com-
pounds with a more rapid production of high-quality therapeutics and a
reduction in overall developmental costs of an NCE.

In early NCE development, bioimaging can be applied in a variety of ani-
mal models of disease to investigate novel compound structures and subse-
quent confidence in target and development rationale. Bioimaging also can
provide efficacy endpoints and biomarkers to evaluate lead NCEs. By explor-
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ing, measuring, and characterizing the continuum between safety and effi-
cacy, these efforts can reduce candidate attrition to bridge early NCE opti-
mization studies with non-clinical toxicology studies enabling better
Go/NoGo decisions to be made prior to moving NCEs into clinical trials.
Bioimaging techniques used in preclinical studies also have the potential to
translate well into human situations. Numerous examples of these ideas and
their applications are provided in the contributing chapters of this book. This
chapter focuses upon the business and science behind risk identification and
management using bioimaging, in particular magnetic resonance imaging
(MRI), in the preclinical drug development process.

2 Magnetic resonance imaging

MRI offers several advantages over other bioimaging techniques employed
in today’s biomedical research, e.g., positron emission tomography (PET),
computed tomography (CT), ultrasound (US), and optical coherence tomog-
raphy (OCT). Using MRI, the proton-detected magnetic resonance (MR) sig-
nal relies on an absorption/emission rather than a transmission phenome-
non, meaning the properties of the MR signal are intrinsic to the tissue being
examined, rather than to a foreign, possibly labeled substance introduced
into the subject. Thus, since the intensity and contrast-to-noise characteris-
tics of the MR signal are based on properties related to the tissue (e.g., fat,
bound or free water), any process that leads to an alteration in the physical
or chemical microenvironment of the hydrogen within the tissue has the
potential to provide a tool to assess NCE-induced pathophysiological
effects/interactions.

MRI technologies utilize non-ionizing radio frequency (RF) signals, and
therefore do not cause tissue destruction, and face exposure limitations
incurred by PET and CT technologies, e.g., X-rays, radionuclides. As a non-
destructive technique, MRI lends itself well to making serial measurements
in the same subject over extended periods of time. The spatial resolution of
an MR image is a function of the strength of the external magnetic fields
(main and gradient) applied during the experiment and the arrangement,
geometry, and sensitivity of the RF detection coil relative to the tissue under
investigation. Since RF signals lose little energy while passing through tissues,
there is essentially no loss in resolution as a function of tissue depth. In addi-
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tion, the MR signal is relatively free of focus or parallax problems commonly
associated with transmission techniques, e.g., OCT, PET [1]. Unfortunately
MRI is an inherently insensitive technique compared to other bioimaging
methods, a disadvantage that is partially overcome by its low risk nature and
the ability to scan or signal average for longer periods of time with deeper tis-
sue penetration.

Like other non-invasive bioimaging techniques, in vivo MR techniques can
be applied in several different ways. MRI can be used to acquire molecular,
biochemical, physiological, and anatomical information in experimental
animals and humans. These methods can generate two-dimensional (2D) or
three-dimensional (3D) image data on soft tissues that complement infor-
mation obtained using other modalities, such as CT and PET. MRI studies of
various soft tissues, such as liver, brain, kidneys, heart, and reproductive
organs are routinely performed in the clinic. Such information has been used
to detect tumor metastasis [2–4], measure volumes of individual brain struc-
tures [5–8], evaluate muscle volume as an assessment of disuse atrophy [9,
10], cardiomyopathy [11], or congenital defect [12]. With the advent of ultra-
fast ECG-gated imaging and specialized protocols, high-resolution MRI of the
heart and coronary arteries is becoming a common clinical tool [13, 14].
Reconstruction of 3D MRI data can provide accurate non-invasive assessment
of lumen diameters and/or volume [15, 16] and can allow us to detect
changes in atherosclerotic plaque location and composition [17]. Similarly,
3D MRI of bone joints can provide accurate assessments of articular cartilage
volume and matrix integrity, synovial fluid, bone edema, and ligamentous
structures [18].

Functional and physiological information also can be obtained using
MRI. Functional MRI (commonly called fMRI) utilizes the difference in the
magnetic properties of oxygenated and deoxygenated blood to measure
changes in blood flow in the brain [19, 20]. This type of imaging (also known
as BOLD or blood oxygen level dependent imaging) can provide information
on oxygen utilization, i.e., identify neuronally active regions of the brain. As
specific areas in the brain are stimulated, blood flow and oxygenated hemo-
globin increases to these areas can be monitored as small changes in the MR
signal. While the complete mechanisms behind the BOLD effect need to be
better understood, there appears to be a real physiological basis relating
blood flow and oxygenation changes. fMRI methods have proven valuable
in assessing therapeutic efficacy in stroke [21], have proven useful in mea-
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suring abnormalities in activation patterns in Schizophrenia [22], and pro-
vide insight into tumor microvasculature, both in terms of blood oxygena-
tion and perfusion [23, 24]. Diffusion/perfusion-weighted imaging also
allows one to assess blood flow and cellular diffusion characteristics that have
been shown to be very sensitive prognostic indicators of the severity of
stroke [25]. As novel imaging protocols and pulse sequences are developed,
functional and physiological imaging of the brain, and other tissue, has the
potential to become more routine in NCE drug safety studies.

Numerous contrast agents are available and have demonstrated a wide
range of applications in MRI studies. For example, Gd-enhanced MRI is used
to detect active multiple sclerosis lesions and monitor clinical response in
patients [26]. The combination of lesion volume and anatomic location in
these studies provides valuable clinical information that can be used to cor-
relate symptoms with clinical outcome. Alternatively, the use of MR contrast
agents allow one to obtain accurate measures of vascular physiology and
changes in tissue morphology from tumors and inflammation [27, 28]. Gd-
DTPA has been used in humans to perform MR angiography [29, 30], mea-
sure changes in blood flow, blood volume, or capillary/vascular permeability
in tumors. Localized biochemical changes in the articular cartilage also can
be measured using a well-established, clinically accepted dGEMRIC protocols
that employ Gd-DTPA to provide an indirect measure of glycosaminoglycan
concentration in the cartilage. As with other non-invasive modalities, MRI
protocols with contrast agents allow repeated measurements to be made in
the same patient or animal during longitudinal studies. The most commonly
used low molecular weight MR contrast agent is gadopentate dimeglumine
(Gd-DTPA, Magnevist®, Schering AG). However, other high molecular
weight, selective or molecularly-targeted agents, and iron oxide species are
becoming increasingly important in drug development efforts [31–35].

One of the greatest potential roles MRI may play in drug discovery and
development is its ability to produce novel measures (imaging biomarkers)
that help expedite decision-making processes. Since MRI can provide
detailed, non-invasive localized information with good resolution about the
progression (and regression) of tissue disease [36], it offers unique capabili-
ties as a biomarker to probe a toxic effect a NCE may have in a therapeutic
study. Experimental examples of such a marker could include: disease pro-
gression studies in Alzheimer’s disease using diffusion tensor imaging
approaches [37], progression studies in joint inflammation/disorders, such as
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osteoarthritis (discussed above), and alterations in mass occupying lesions
such as tumors. Potentially of greater importance is the capacity of MRI, in
conjunction with molecularly targeted contrast agents, to yield information
on the cellular and molecular functional integrity and pathophysiology of
tissue. These mechanism-based biomarkers could lay the groundwork for
proof-of-concept and proof-of-mechanism studies. Other functional mea-
sures might include: regional blood flow indicating the degree of vascular-
ization of tumors, muscle strain in the heart wall, and regional changes in
cerebral blood flow following pharmacological treatment. While many of
these applications have not yet been fully validated or accepted as biomark-
ers, clinical endpoints, or surrogate markers by the FDA, they cannot be over-
looked for their potentially useful role in driving the internal decisions to
evaluate NCEs.

3 Bioimaging in safety sciences

A major factor contributing to the attrition of NCEs in the pharmaceutical
industry’s development pipeline is a result of positive toxicology findings
that cannot be managed with current assays or tools. In many cases, a lack
of mechanistic understanding behind toxic effects, or the absence of a reli-
able clinical biomarker, necessitates the elimination of an attractive com-
pound from further study. Thus,  an important goal for pharmaceutical com-
panies is to improve their ability to assess  toxicological effects, identify/man-
age the risks of moving forward with an NCE,  and reduce loss or attrition of
compounds from the drug discovery pipeline.

Within the range of toxicities typically observed for NCEs, the liver, brain,
kidney, and heart are organs frequently affected. The liver, a major target  for
toxicity effects, can display manifestations such as fatty liver, glycogen depo-
sition, hepatocyte necrosis, and cholestasis. Toxic effects in the nervous sys-
tem tend to target the neuron, axon, myelinating cell, or the neurotrans-
mitter system. Although attrition due to kidney toxicity or damage is fairly
uncommon, i.e., in chronic, late-stage development, considerable resources
already have been expended by the time renal findings are detected. Toxic
findings in the heart can be very serious and, in many cases, occur too late
to be of use as a clinical marker due to delayed release of serum markers of
cardiac damage and the limited capacity for the heart to repair itself.
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To improve development of efficacious and safe NCEs, faster, more accu-
rate investigational methods need to be established to assess preclinical
pharmacological activity and safety. A myriad of MRI methods offer attrac-
tive ways in which to achieve this goal, especially in early phases of devel-
opment. MRI techniques can accommodate a variety of animal models and
offer the opportunity to carry forward essentially the same validated
methodology into early human studies. Imaging is routinely used for diag-
nostics in the clinic, and acceptance by the general public is very high. When
surveyed, internists identified MRI and CT scanning as their top choice for
a technology that has transformed the way physicians practice medicine
[38]. Unfortunately, the adoption and acceptance of imaging methods by
clinicians to manage toxicology risks has been slow, even though the abil-
ity to investigate and understand drug effects remains critical to drug devel-
opment scientists.

When applied appropriately, imaging has the potential to provide feed-
back early in the drug discovery pipeline, allowing quicker, more effective
decisions for compound selection. Improved confidence in efficacy, mecha-
nism, and safety could lead to elimination of NCEs early in the discovery
process as opposed to later in the process. Along these lines, the following
sections highlight examples where MRI technology has played an important
role in drug development, particularly how these methods have helped over-
come problems and manage risks associated with liver, brain, kidney, and
heart toxicology during the development of NCEs. In cases where examples
of MRI-derived toxicity are not available, suggestions and some speculation
are provided as an indicator of how one might consider moving forward to
develop an imaging marker of toxicity.

3.1 Safety imaging in the liver

Because of its anatomic location and function, the liver is a major concern
when investigating toxic injury during testing of NCEs. By residing between
the gut and the body, the liver ‘filters’ or detoxifies the venous blood com-
ing from the stomach and intestine (via the portal vein) before entering the
circulation. From a safety perspective, the liver also is the key organ respon-
sible for metabolizing or biotransforming NCEs, ultimately leading to clear-
ance of the NCE, or possibly, to the generation of an actual toxic chemical

Mark W. Tengowski and John J. Kotyk

264



species that results in secondary safety concerns. By understanding how the
liver handles NCEs, how they percolate through liver sinusoids, and how they
might directly or indirectly induce pathologies, a better level of risk identifi-
cation and management can be obtained during the study of NCEs.

MRI provides a useful tool to help manage risks associated with liver dis-
ease. MRI has been used to identify/stage hepatic tumors [39], diagnose cir-
rhosis [40], and measure liver iron toxicity (and the correlation between car-
diac and liver iron levels [41]). This approach provides a particularly valuable
tool in safety studies when routine serum chemistry measures, e.g., enzyme
levels, are not detected, or where surrogate markers for toxicity cannot be
defined. For example, hepatic steatosis [42], a commonly occurring preclin-
ical finding in drug safety studies, does not always correlate with elevations
in hepatic serum enzymes. Similarly, histological change in livers of preclin-
ical species might correlate well with increased serum transaminase levels;
however, this correlation is often not observed for all animals at the dose level
being investigated. The identification of fatty liver in laboratory animal
species also can be a common finding produced by strain, diet, stress, or NCE
during drug safety studies. The development of non-invasive methods to
detect the prodromal onset, progression, and recovery from such a finding
could provide a valuable aid in early determination of compound toxicity
[43].

Using MRI, it is possible to evaluate normal versus fatty liver tissue by
exploiting the chemical shift differences between fat and water protons. One
method to accomplish this [44] acquires two images with a delay between the
RF pulse and gradient echoes, such that the phase shift between the water
and the fat MR signals is either in-phase or out-of-phase, respectively. The dif-
ference image obtained by manipulating these two components can be used
to generate separate images for both water and fat. Another protocol, the
three-point Dixon method [45–47] can also be used to produce fat or water
edited MR images. Finding ways to utilize MRI in liver safety studies provides
a potentially new biomarker for understanding early toxicity, which may sup-
port a clinical program via appropriate risk management. Although not dis-
cussed in this article, magnetic resonance spectroscopy (MRS) constitutes a
complementary attractive tool with which to probe liver metabolism and
related toxicity.

Further validation must be addressed before quantitative in vivo data dis-
cerning absolute fat/water ratios (as opposed to relative ratios) can be used
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to monitor liver toxicity. Both a distribution of signal relaxation times for
fatty tissue and inter-patient variability can lead to discrepancies between the
measured and the true fat content. Respiratory motion and organ movement
also have confounding effects, potentially shifting voxels outside of the
imaging plane during a single ventilatory cycle. For large voxels studies used
in human studies (~0.5 mm in-plane and ~1.0 mm slice thickness resolution),
these detrimental affects are smaller than they are in animal studies where
smaller voxel dimensions are needed (~100 µm in-plane resolution and
~500 µm thick slices). Acquisition of appropriate preclinical MRI data with
resolution sufficient to minimize these effects  is often difficult to achieve.
However, it should be noted even these sampling errors are significantly
improved over those associated using alternative percutaneous biopsy pro-
cedures. Ultimately, the degree to which in vivo preclinical fatty liver find-
ings can be translated to clinical efforts and used to manage risks in safety
studies depends upon the biological similarities between humans and the
animal species under investigation, and whether or not preclinical imaging
paradigms truly mimic clinical procedures.

3.2 Safety imaging in the brain

Typical disease states of the brain include stroke, cancer, or neurodegenera-
tion. These states, as well as the structural and functional changes that result
from the disease processes, represent important clinical indications and
pathologies associated with brain tissue that can accompany administration
of NCEs. A major target for drug discovery efforts in a wide variety of neuro-
logical and psychiatric disorders are γ-aminobutyric acid (GABA) receptors
that are expressed in many neurons and brain tissues. The specific sites and
mechanisms for these and other targets are beyond the scope of this chapter
and are discussed elsewhere [48–52].

Vigabatrin (Sabril®) is probably the best-known CNS compound that pos-
sesses a drug safety liability and has been successfully advanced into the
clinic. Vigabatrin has not been approved for use in the USA, but is marketed
as an anticonvulsive in many countries around the world. It functions as an
irreversible inhibitor of GABA transaminase, and was designed to enhance
CNS function by increasing brain cerebral spinal fluid concentrations of
GABA. Vigabatrin is orally absorbed with a plasma half-life approximating
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6 hours with the kidney being the major route of elimination (65% of the
administered dose is found unchanged in the urine at 24 h). Chronic admin-
istration of vigabatrin (g-vinyl GABA) in rats and in dogs [53–55] produces
reversible microvacuolation (intramyelinic edema) in discrete brain regions.
Histological changes are most notable in the columns of the fornix and
regions of the hypothalamus, thalamus, optic tract, and hippocampus.
Intramyelin edema is a histological change that is included in a diverse
group of white matter pathologies termed leukodystrophies. Advanced
lesions progress to axonal necrosis. Inflammatory changes are rarely observed
in leukodystrophies [56]. In many cases, leukodystrophies occur in juveniles
[57], yet genetic derangements do appear in adults [58].

MRI has been shown to be a sensitive technique for detecting pathologies
of white matter. For instance, Barkhof and Scheltens [59] have demonstrated
useful MRI tools for detecting the onset and recovery from drug-induced
structural changes. In a study using rats treated with vigabatrin (250 mg/kg/
day) [60], cerebellar white matter lesions were detected and quantitated via
T2-weighted relaxation time constant MRI measurements. Changes in both
morphology and relaxation time constants in these lesions correlated with
histopathology. Preece et al. [61] has extended this investigation using dif-
fusion-weighted measurements (DWI) methods to show that DWI may be a
sensitive alternative for detecting and monitoring lesions in cerebellar and
cortical white matter. In a canine study, Weiss et al. [62] showed dogs treated
chronically with vigabatrin (300 mg/kg/day) for 15 weeks, displayed an
increased T2- and decreased T1-weighted signals for the treatment group rel-
ative to the control group, with the most prominent changes from baseline
observed for the columns of the fornix and to a lesser degree in the sur-
rounding hypothalamus and thalamus. Subsequent analysis of ex vivo brain
tissues showed these data correlated highly with the presence of histopathol-
ogy and electrophysiological assessment.

When applied in longitudinal CNS studies, MRI is a valuable tool for prob-
ing and, hopefully, understanding the reversibility of a histopathologic tis-
sue finding – a key component to risk management. Peyster et al. [63] inves-
tigated the reversal of vigabatrin-induced microvacuolation which has been
well established in rats and dogs. In this study, beagle dogs were given an oral
dose of vigabatrin (300 mg/kg/day) to reproduce the microvacuolation and
were subsequently monitored in vivo during return to baseline over a 16-week
period. This study compared the changes in T2 signal intensities with
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histopathology. Notable pathology findings were observed after 4–5 weeks of
treatment, which correlated nicely with increases observed in T2 signal inten-
sities. These observations were even more prominent after 7 weeks and
increased further at 12 weeks. The reversal animal groups in this study dis-
played decreases in both MRI T2 intensity and microvacuolation at 12 weeks,
and a near complete reversal of T2 changes to normal. In addition, a com-
plete recovery of histopathology findings was detected at 16 weeks. Hence,
these preclinical efforts suggest that MRI provides a sensitive, non-invasive
probe or biomarker of reversible intramyelin edema.

Since intramyelin edema is potentially a very serious clinical risk, exten-
sion of the preclinical MRI findings to monitor in vivo toxic effects in humans
provides a critical component important for seeking drug approval. Regard-
less of the extent and basis for the toxicity observed in animals, the ability
to manage the clinical risk justified moving forward with development of
vigabatrin. Without this capability the clinical study may not have been
undertaken, or the decision to stop development may have been made,
either of which would have been costly to the drug company. Interestingly,
throughout development and post-marketing phases of vigabatrin, intra-
myelin edema has not been observed in the human brain [64], and no defin-
itive cases of vigabatrin-induced changes in human brains have been
reported [65]. The story behind the development of vigabatrin is one exam-
ple where a false-positive toxicology decision was averted, permitting clini-
cians and patients to benefit from advancement, and eventual approval of a
safe and effective therapy.

3.3 Safety imaging in the kidney

Before fully understanding how to apply MRI technologies to the kidney, one
must recognize the kidney, unlike the liver, is not a solid organ, but rather a
collection of many individual nephrons packed into a structure grossly called
the kidney. The kidney maintains homeostasis by filtering the blood and con-
serving important molecules through active and passive mechanisms creat-
ing urine. Like the liver, it can act as a filter for the NCE and its metabolites.
In addition to preserving the fluid and electrolyte balance of the body, the
cells of the nephron are the site of production for two hormones, renin and
erythropoietin. Renin is an enzyme that is part of a greater hemomodula-
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tory/vasoconstrictor system that converts angiotensinogen to angiotensin I.
Erythropoietin is a critical signal in the synthesis and release of red blood cells
from the bone marrow. In these capacities, the kidney serves as an endocrine
organ; therefore morphologic changes or disease in this organ may manifest
themselves in distant locations. For MRI to be used in drug safety studies of
the kidney, the initial investigations might best focus on either morphologic
(i.e., necrosis) or functional (i.e., renal hypertension that causes a reduction
in blood flow thereby reducing glomerular filtration rate) effects. Thus, a
good understanding of urine production and MRI contrast agent distribution
and clearance can provide insight for morphologic and functional end
points.

One of the most common observations associated with NCE-induced
nephrotoxicity is acute renal failure. Normally the tight junctions of the cells
along the nephron prevent systemic uptake of nitrogenous wastes. However,
during compromised renal function, these junctions loosen (i.e., decreases
in glomerular filtration rate) during which time excess urea can accumulate
in the blood resulting in and increase blood urea nitrogen (BUN), a common
serum chemistry marker used to estimate renal funtion. Depending on dura-
tion, these effects can lead to acute or chronic renal failure. Downstream of
the glomerulus, pathological events can produce a cast or obstruction within
the tubule which also can reduce renal blood flow and glomerular filtration
rate. Lastly, toxic agents themselves could either directly or indirectly dam-
age tubular cells, again reducing the efficiency of the tight cellular junctions
thereby permitting toxic agents to interact with a new compartment of extra-
cellular water. Understanding these effects on renal function in the context
of histopathology, available serum chemistries, and urinalysis assays, forms
a foundation for developing MRI biomarkers as predictive endpoints of tox-
icity for NCEs.

Since perfusion is key to renal function, the ability to measure this process
using MRI offers an attractive approach for evaluating morphology, tissue
integrity, and homeostatic function. Numerous MRI methods exist for mea-
suring renal perfusion, which include: the use of dynamic contrast-enhanced
approaches using MRI contrast agents, the application of arterial-spin label-
ing protocols, and the implementation of either diffusion or phase-mapping
pulse sequences. The advantages and disadvantages for each of these meth-
ods vary, along with the degrees of technical/physical complexity related to
implementing them. Ultimately, the results obtained with each of these
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approaches provide the ability to probe pathological and functional changes
in the kidney. For discussion, examples using the MRI contrast agent
approach are described below.

Vallee et al. [66] demonstrated a simple model of renal blood flow can
be used to generate realistic quantitative clinical data on renal perfusion.
These methods used a standard T1-weighted fast gradient echo MRI
sequence to collect data following an intravenous bolus injection of Gd-
DTPA. In a variety of human patients (well-functioning native kidneys,
transplanted kidneys, significant renal artery stenosis, and renal failure),
dynamic contrast enhanced images of the kidney show that the wash-in
phase of the contrast agent approximated the absolute renal blood flow
when corrected against values from the aorta signal. Differences in cortical
blood flow were measured for normal functioning kidneys (2.54 ± 1.16
ml/min per gram), for kidneys in the presence of pre-renal stenosis (1.09 ±
0.75 ml/min per gram), and for kidneys experiencing renal failure (0.51 ±
0.34 ml/min per gram). Using pre-renal stenosis and post-renal obstruction
and reperfusion animal surgical models, Pedersen et al. [67] utilized this
first-pass contrast agent uptake approach to estimate the integrated renal
blood flow of the kidney in the rat (note: an appendix is included in
Pedersen’s paper describing the mathematics used to estimate renal blood
flow and contrast agent clearance.) Similar to Vallee’s efforts, this MRI
method is amenable to rapid image acquisition and straightforward image
analysis procedures and yields accurate measures of renal damage as a func-
tion in blood flow and glomerular filtration. If decreased renal blood flow
is a possible sequelae observed during testing, then investigations into MRI
methods for a renal blood flow safety biomarker is an attractive approach,
especially given that these MRI methods have demonstrated translatability
from humans to animal models.

Cisplatin, a chemotherapy routinely used to treat testicular, bladder, lung,
esophagus, stomach, and ovarian cancers offers another example illustrating
how MRI has been used to probe renal toxicity for new drugs. Unfortunately,
Cisplatin demonstrates nephrotoxicity limiting its usefulness in the clinic,
except a last resort. The exact mechanism behind Cisplatin nephrotoxicity
is unknown, but may involve metabolic biotransformation or may be related
to molecular structure. In vitro studies into the mechanism suggest that Cis-
platin inhibits DNA synthesis and possibly transport functions. Thus, Cis-
platin may also interfere with the normal proliferative response following
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injury. Kobayashi et al. [68] generated data using a mouse model and a
gadolinium dendrimer MRI contrast agent, to suggest that MRI was able to
identify which mice had detectible nephrotoxicity following treatment with
Cisplatin. In addition, differences and changes in the MRI contrast for bands
in the inner and outer regions of the cortex or medulla appeared to correlate
with histopathology. Since each of these regions displays unique cell types
and functions, is it not surprising that image contrast differences were
detected in the MRI [69] study. 

The non-invasive in vivo capability of MRI to monitor changes in renal
perfusion allows the safety scientist to monitor the functional or morpho-
logical onset, progression and regression of toxic insults. By exploiting the
changes in tissue contrast that accompany these effects and correlating this
information with classical histopathological results, biomarkers of safety
(functional or anatomic) can be developed to help manage and evaluate toxic
responsiveness in the same animal, possibly over extended periods of time.
MRI provides localized or regionally specific information, which can be more
easily compared to histological results. In this capacity, MRI methods offer
distinct advantages over traditional methods that measure global functional
response of renal perfusion using agents like para-aminohippurate and
inulin.

Combination of imaging results with a relatively new discipline called
metabonomics provides a very attractive way to further investigate NCE
effects in the liver. Metabonomics yields a comprehensive profile of
(endogenous) metabolites of urine, or any other body fluid using spectro-
scopic techniques such as NMR or mass spectrometry. Comparing the
respective fingerprints of drug-treated and control animals using statistical
tools such as principal component or discriminate analysis identifies meta-
bolic aberrations. Advance spectroscopic investigation may allow the iden-
tification of deregulated metabolites, and thus, contribute to the elucida-
tion of the underlying mechanism leading to toxicological effects and/or
provide a pretrial marker for imminent damage. Using classical toxicologi-
cal tools, extensive toxicology studies of the metabolites would be required
to identify the inciting structure responsible for producing the morphologic
change detected in an imaging study, resulting in an alteration of renal
function. It is because of its holistic, multivariate information content that
the application of metabonomics techniques to the drug development
process will increase in use.
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3.4 Safety imaging in the heart

The heart is an organ of critical importance in drug safety studies of NCEs.
As the pump for the cardiovascular system, it has limited capacity for repair
following damage, therefore, special consideration must be given to cardio-
vascular pathologies. Some functionally-based pathologies of the heart exist
and are manageable in early clinical trials, such as alterations in electrical
activity via electrocardiogram collection. Yet structural histopathology such
as cardiomyocyte inflammation, degeneration, and necrosis lack prodromal
markers of safety and are difficult to monitor. Conventional serum bio-
markers for myocardial damage such as troponin T and troponin I exist in kit
form [70]. Their usefulness in safety studies of the heart, however, may be lim-
ited as these biomarkers are only liberated from cardiomyocytes following
cell necrosis. From a safety perspective, indicators of cardiomyocyte necrosis
will likely be too late in the toxic process to evaluate an NCE.

Doxorubicin is one example of a drug that demonstrates a myocardial
safety liability. Doxorubicin is used clinically to treat a wide spectrum of
tumors. Unfortunately, toxic effects thought to be induced by oxygen free
radical formation and oxidative stress in the cardiomyocyte, limit the Dox-
orubicin dose and cumulative exposure. The Doxorubicin-associated toxic
effects alter cardiomyocyte form and function, eventually producing degen-
eration, disorganization, and vacuolation of individual cardiac myofibrils. As
a result, Doxorubicin provides a number of exemplary, well-documented
examples of potential problems to consider when managing cardiotoxicity
for studies of NCEs. Various MRI measures have been used to probe toxic
effects and can be considered as biomarkers in cardiotoxicity studies. These
include changes in: regional myocardium wall thickness, ejection fraction,
and myocardial perfusion (via enhancement following MRI contrast admin-
istration) [71, 72].

To help build confidence in the predictive value MRI provides in cardio-
vascular studies, it would be useful to temporally correlate MRI measures to
cardiac troponin levels and histopathology. In some cases, direct experi-
mental induction of cardiotoxicity in preclinical studies with subsequent MRI
examination can provide important information for developing an imaging
biomarker. Ultimately, a detectible or predictive MRI result is desired that cor-
relates with the histopathology, i.e., end morphologic changes, and is absent
in healthy control samples. Understanding the breadth of cardiac toxicity
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and the manifestations of MRI in detecting these differences has the poten-
tial to reduce the level of false-positive decisions in screening trials.

While preclinical experiments involving known toxicants may seem far
removed from building a safety biomarker to predict toxicity, cataloguing
MRI measure(s) against known toxicants can be an important component in
developing an imaging safety biomarker strategy. Such an approach can be
especially important in the absence of knowing which specific cardiotoxic-
ity effects might occur for a given class of NCEs. For example, constant-rate
infusion of isoproterenol, acting as a positive ionotrope, produces a reversible
left ventricular hypertrophy in non-clinical species [73, 74]. Using isopro-
terenol as a negative control for Doxorubicin-like cardiac disease demon-
strates what one may want to avoid when attempting to produce an imaging
biomarker of safety. By investigating other classes of cardiotoxins (i.e., anes-
thetics, hERG channel potentiators) or agents that alter organ perfusion (i.e.,
peripheral vasoconstrictors; α2 agonists like medetomidine) or vasodilatory
agents (NO potentiators like nitroglycerin) as a mechanism for surrogate
onset, we can establish a clearer understanding and specificity for MRI bio-
markers of toxicity. Being able to identify cytotoxic drugs without a cardiac
liability will be particularly important in cancer therapeutics. Ultimately, the
advent of an imaging biomarker to help screen for cardiotoxicity will con-
tribute to understanding a compound’s efficacy, as well as its safety profile.

4 Conclusions

In conclusion, application of MRI to toxicity studies of NCEs provides an
attractive opportunity for the pharmaceutical industry. These methods can
yield information early in the discovery pipeline to help increase confidence
measures (mechanism, rationale, safety), and allow quicker, more effective
Go/NoGo decisions to be reached during selection of a new drug. Such
impact early in the discovery cycle lead to lower attrition rates later in the
development process and can offer powerful risk management and predic-
tive biomarker capabilities. These ideas become particularly important busi-
ness drivers for the pharmaceutical industry, especially when the technolo-
gies can be translated from preclinical work to clinical practice.

Risk management tools also enable NCEs to advance into early clinical tri-
als, when they might otherwise be stopped in non-clinical development as a
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result of an unmanageable safety finding. The ability to monitor real-time
drug safety in the same subject during longitudinal exposure could preclude
the need for cross-sectional serial take-off groups and dramatically reduce
clinical costs. In this manner, subjects serve as their own control, hopefully
reducing inter-subject variability, promoting accurate assessment of toxicity
and/or its regression, and providing an early indication into the dose metrics
for longer, costlier chronic studies.

Overall, the combination of the ideas described in this article can lead to
more rapid, cheap production of new high-quality therapeutics. Although no
clear regulatory guidance and few practical examples demonstrating these
principles exist, the time and cost savings that pharmaceutical companies can
realize by developing and adapting these technologies will ultimately bene-
fit the patient and translate to reducing global healthcare management costs.
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sion tomography; PK, pharmacokinetics; SUV, standardized uptake value.

1 Introduction 

Assessment of pharmacokinetics (PK) is a cornerstone in the understanding
of drug behavior and a necessary ingredient in drug development. With pre-
sent available methods, PK is, in most cases, equivalent with plasma kinetics
of drugs. However, the concentration which is inducing the therapeutic
effect is in most cases tissue concentration of drug and its time course in the
organ of interest, which may differ from plasma kinetics. The multiple fac-
tors governing the exchange of drug between plasma and tissue, will
inevitably lead to a situation in which the maximum tissue concentration is
obtained later than the maximum plasma concentration and usually with a
different magnitude. Additionally, the egress from tissue is delayed as com-
pared to elimination of drug from plasma. The drug in tissue will in turn
interact with the target system with a finite on- and off-rate and this will
induce an additional delay in time of maximum target interaction as com-
pared to time of maximum tissue concentration and a retarded time course
for fading off of the target interaction.

Hence there is a complicated relation between administration and effect,
including its rate of onset, magnitude and duration. However, for the pro-
motion of a new drug, decisions on its formulation, administration route,
dosage and dosing interval needs to be made. Traditionally plasma PK has
been the most important parameter, which can be determined experimen-
tally in humans as a means to fill the knowledge gap between administra-
tion and effect. Biomarkers are of utmost interest as potentially filling this
gap with information. In this sense, PET can give important contributions
since it can give both PK information and a set of biomarker values, includ-
ing direct effects on the target system and secondary cellular effects (Fig. 1).
It is our belief that PK/PD modeling should always be included in drug devel-
opment, as it is already today, since this allows predictions during the course
of development, which may guide the up-coming experiments. This
includes, e.g., planning of phase I and phase II studies with respect to dose
selection, group sizes, times, etc. At a later stage this modeling would aid in
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assessment of impacts of changing formulations and of population hetero-
geneity.

PET may have a very important role to play in supplying essential infor-
mation for setting up and for refinements of PK/pharmacodynamics (PD)
models. Hence, PET with a labeled drug can measure directly the drug con-
centration in tissue and define the exchange parameters in a tissue PK-to-
plasma PK model, and thereby build up the first part of the PK/PD model.
Built upon this, the first extension to include interaction with the target sys-
tem can be added, and here PET can contribute with occupancy or enzyme
inhibition information. The final part, the relation between interaction with
the primary molecular target and therapeutic effect is often more compli-
cated, depending on the character of the drug effect. Also here, PET could
contribute with important information, utilizing surrogate marker methods
such as cerebral metabolism or tumor DNA synthesis.

The present communication focuses on different ways of utilizing PET for
the assessment of PK, and attempts to explain the benefits, the technical per-
formance and use of the results [1–9].
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Figure 1. 
A purpose of pharmacology is to explain the relation between administration and effect of the drug,
with respect to rate of onset, magnitude and rate of off-set. This complex relation needs a range of
assessments from plasma and organ PK, interaction with target system to physiological biomarkers
for a full understanding and for modeling to extrapolate to different conditions of drug administra-
tion and different cohorts of patients.



2 Alternative or complementary methods

PET is in many instances an excellent method, which can give important
information during drug development, but is generally not the only method,
which should be considered. Especially during the preclinical phase a range
of other methods are used. Still we believe that it is an advantage to include
preclinical PET studies, because it simplifies the integration between pre-
clinical and clinical trials [10–13].

In humans, however, there are in general limited possibilities to obtain
organ kinetics of drugs by alternative methods to PET.

2.1 Extrapolation from animals

The most common means to assess organ kinetics in humans is to extrapo-
late information gained in animals. In its simplest form, autoradiographic or
organ sampling studies in rodents are used for this purpose. In more
advanced settings, drug administrations to higher species are followed by sac-
rifice, extraction and analysis of compound in selected organs. To refine the
extrapolation from animals, human plasma PK data together with modeling
is utilized.

A limitation of these methods is that species-specific processes can con-
found these extrapolations. Of special concern here is the transport over the
blood-brain-barrier (BBB), which can include specific carrier and efflux sys-
tems, the protein sequence of which can vary among species and render the
BBB properties species specific. The dominant species differences typically
relate to variable metabolism, absorption and elimination.

2.2 PK modeling

A kinetic analysis of human PK data can indicate the existence of different
compartments, and in some cases these mathematically deduced compart-
ments can be associated with certain organs. By including a set of assump-
tions regarding the plasma-to-tissue exchange, the organ kinetics might be
simulated based on plasma PK.
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2.3 Microdialysis

Microdialysis is an excellent method to analyze drug concentration and
kinetics in the tissue interstitium, primarily utilized in brain in animals. Very
sparse examples are available on its use in humans, since ethical aspects, espe-
cially for brain, preclude its wider application [14]. However, microdialysis
has been suggested to be used routinely in the supervision of acute trauma
patients, and this also opens up the prospect of assessing brain kinetics of
neuroactive drugs in acute care patients [15–18].

It may be appropriate to utilize microdialysis in the evaluation of drug dis-
tribution in cancer and other diseases with microdialysis probes inserted into
the pathological tissue [16–18].

Methodological difficulties in microdialysis include problems of absolute
calibration of concentration, and the fact that only the concentration in the
interstitium is measured. However, this does indeed make microdialysis an
important complement to PET, whereas PET only measures the total tissue
concentration, see below in Limitations.

2.4 Cerebrospinal fluid sampling

The only way to have access to drug-containing components representa-
tive for brain in humans, under reasonable ethics conditions, is to tap the
cerebrospinal fluid (CSF) via lumbar puncture. Using this method, drug
concentration in CSF can be measured after administration to allow esti-
mates of whether a drug enters the brain. The technique is, however,
affected by a number of methodological issues which are not easily taken
care of. The concept assumes that spinal CSF drug concentration is repre-
sentative for brain interstitial concentration. This might not necessarily be
true because of the flow pattern of CSF from choroid plexus via a pulsat-
ing ventricular system with uncertain mixing with brain tissues and pos-
sible absorption and dilution during the path to the spinal fluid compart-
ment.

Furthermore, lipophilic substances are expected to have a quite different
concentration within the water like CSF as compared to a glycoprotein-rich
interstitial space in the brain, and further different from the lipid-rich cell
membrane and cell contents.
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2.5 Biopsy or surgery

In rare cases, surgery or biopsy samples have been utilized for the assessment
of drug concentration in cancer. This method would only be sparsely avail-
able and only allow one time point after drug administration.

3 PET with mixed labeled and unlabeled drug

A labeled entity containing an appropriate positron-emitting radionuclide is
usually produced with very high specific radioactivity, typically of the order
of 10–200 GBq/µmole [19]. This means that of the order of 1 per 7000 mol-
ecules is radioactive, the remaining are unlabeled native drug compound.
However, in PET only the radioactive nuclides which undergo decay are mea-
sured, and these are taken as representatives for the unlabeled molecules.
With time after administration, the unlabeled molecules undergo metabo-
lism and elimination in the body. The labeled ones are included in exactly
the same processes, but additionally undergo radioactive decay. This latter
factor is predictably related to the half-life of the radionuclide and is readily
corrected for. Hence, after the decay correction, the ratio between radioac-
tive and non-radioactive molecules is constant and the concentration of non-
radioactive molecules is directly given from the radioactivity measurement
divided by this ratio, determined before administration.

A proper PK study should be made under conditions simulating those of
a clinical dosing, i.e., with an appropriate administered dose [20–32]. The PET
tracer in a patient batch, labeled plus unlabeled, typically constitute about
1–10 µg, which when given alone after administration would lead to typical
plasma concentrations of the order of 10–100 pM. With a therapeutic dose
of typically 1–100 mg, the plasma concentration of the drug is rather in the
range of 0.1–10 µM. It is very common that several of the processes involved
in absorption, distribution, metabolization, and excretion (ADME), or spe-
cific binding to molecular targets differ considerably at these two extremes
of concentrations. Therefore, a proper PET study to elucidate the PK of a drug,
should be made under the same conditions as in the therapeutic setting, i.e.,
the PET tracer should be mixed with the therapeutic dose and the two admin-
istered together. Also in this case, the ratio between radioactive and non-
radioactive molecules would after decay correction be constant and the drug
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concentration can be obtained readily by division of the radioactivity mea-
sure with this ratio.

3.1 Standardized uptake values

PET measures directly the radioactivity concentration in a tissue expressed in
Bq/ml. Since this value is dependent upon the amount of administered
radioactivity as well as body weight, it is common in PET to generate a nor-
malized value, standardized uptake value (SUV), enabling comparisons
between studies performed with different amount of given radioactivity and
in individuals with different weight:

SUV =
measured radioactivity concentration (Bq/ml)

(1)
administered radioactivity (kBq) per body weight (kg)

This entity SUV is very useful in PK studies. With the conservation of the rela-
tion between radioactivity and drug, the

measured radioactivity concentration   
=

administered radioactivity
drug concentration                                administered drug

Substitution of this expression into eq. (1) gives:

drug concentration (µg/ml) = SUV·(administered drug (mg) per body weight (kg) (2)

An example: A drug was labeled and the labeled entity mixed with 50 mg
native drug and co-administered to a volunteer in a PET study. The individ-
ual’s body weight was 70 kg. The PET study was performed and showed at 40
min after administration an SUV value in the brain of 1.4. This means that
the concentration of drug in brain at this time point was 1.4 × (50/70) =
1.0 µg/ml.

3.2 Intravenous administration

Even if most drugs are administered orally, there is a clear advantage in PET
to use intravenous (i.v.) administration, the reason behind is related to radi-
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ation exposure. Typically a PET study is associated with the administration
of about 300–700 MBq. Evenly distributed in the human, this gives a radia-
tion exposure of about 2–4 mSv. This is two to three times the yearly expo-
sure from natural radiation and medical use of radiation to the population
and is basically harmless.

When given i.v., it is expected that the radioactivity is rapidly distrib-
uted all over the body with the blood stream and the radiation dose to dif-
ferent organs would be relatively similar within about a factor of 10. If,
however, the radioactive substance is given orally or as an inhalation, there
is a possibility that most of the radioactivity could expose a very small vol-
ume of the mucosa, and there could be a local very high radiation dose. To
avoid this, oral administration or inhalation studies are typically per-
formed with 5–50 MBq. These doses are usually sufficient for nice imaging
of the drug at the deposition sites, but systemic delivery to distant sites,
e.g., the brain might be so low that adequate imaging and measurement is
not possible.

For this reason PET is especially suitable for studies of i.v. administered
drugs, but as indicated below there are also possibilities to recalculate infor-
mation from an i.v. PET study and apply it to another administration route
of the drug.

In a PK PET study with i.v. administration the drug needs to be formulated
for i.v. administration. It can often be an advantage to administer the drug
plus tracer as a slow infusion, to avoid sampling errors introduced when very
sharp kinetic peaks appear, and to better mimic the plasma kinetics of a ther-
apeutic dose. For example, if there is non-linearity of target organ distribu-
tion, it is better that the plasma PK has a relevant concentration kinetic pat-
tern. A computerized pump system might be used to simulate the PK from
another administration route, still utilizing an i.v. administration.

The PET study typically includes the dynamic imaging over the target and
other regions as well as sampling of radioactivity PK in plasma (Fig. 2). The
target organ drug concentration and its time course might be derived directly
by multiplication of the measured SUV by given dose per kg as indicated
above. Alternatively the plasma-to-target organ relation is modeled to extract
important parameters such as influx rate and distribution volume, or alter-
natively the modeling is utilized to simulate the target organ kinetics from
other PK profiles (Fig. 3). This is especially important if the formulation is
changed during evolution of a project. The PK modeling allows a determi-
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nation of the impact on organ kinetics from the change in formulation. The
modeling also allows a population kinetic approach for evaluation of how
individual variability affects the organ distribution, e.g., if high metabolizers
with rapid clearance of a drug still have sufficiently high target organ con-
centration of the drug.
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Figure 2.
(a) PET images after administration of an NK1-receptor antagonist, using co-administration of labeled
and cold compound. High uptake is observed in brain tissue. (b) Radioactivity in brain and plasma is
used for a recalculation to drug concentration, allowing the kinetics to be described in quantitative
terms.

a)

b)



3.3 Inhalation

PET is a very attractive alternative for the study of inhaled drugs [26, 33–40].
A major factor is that the drug itself might be labeled and, therefore, the
results are fully representative for the drug deposition and disposition, in con-
trast to scintigraphy with 99mTc-labeled particles where the results are more
representative for the properties of the inhaler.

PET is a fully three-dimensional technique and the very high spatial and
temporal resolution and excellent absolute quantification adds to the possi-
bility to perform high-quality assessments of site of deposition and rate and
route of disposition (Fig. 4). Even with rather low amounts of administered
radioactivity, of the order of 5–20 MBq, good quality images are generated
and quantitative values are obtained with better than 10% accuracy and pre-
cision. However, with inhaled drugs, one must realize that the inter-individ-
ual variability can be rather large, and to have representative results the group
sizes should be at least six to ten.
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Figure 3. 
With respect to tissue kinetics of drugs, it is necessary to consider the different factors contributing to
the drug uptake, residence and elimination and also the compartmentalization and cellular, sub-cel-
lular distribution.
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Combined with CT and a mathematical description of the lung anatomy,
the relative distributions from trachea to alveoli can be determined after
inhalation. This has been utilized to demonstrate superiority of one con-
struction of inhaler as compared to another [26, 36, 37, 39].

The route of absorption and transport to blood could be described for an
anti-migraine medication, confirming that a rapid absorption across the
nasal mucosa contributed to a rapid systemic availability (Fig. 5). Scans over
the full gastrointestinal tract indicated that a portion of the drug was
absorbed through this route, but with a significant delay in reaching systemic
circulation.

The study of inhaled pharmaceuticals should include an assessment of
plasma PK, made both for the unlabeled and the labeled drug. Comparison
of these two could reveal if there is a contribution by radiolabeled metabo-
lites. It is often not possible to make a good metabolite analysis for radioac-
tive compounds in inhalation studies since with the low amount of admin-
istered radioactivity, the radioactivity concentration in blood is generally
very low.

It can sometimes be an advantage to perform an independent measure-
ment of the vascular pool at the deposition sites. Especially lung and nasal
mucosa are very blood rich and it might be necessary to separate the contri-
bution of blood-borne radioactivity. This part is readily assessed by multi-
plying the relative blood volume, as determined in a separate PET study, with
the whole blood concentration of radioactivity.

It is in most instances of value to analyze the data with a kinetic model,
taking into consideration rate of disposition balanced against the potential
distribution of drug from blood into the organ of interest, be it the lung or
the mucosa. Such model is best set up based on complementary data from a
separate PET study in which the labeled drug is given i.v. and rates and mag-
nitudes of distribution from plasma to organ is evaluated.
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Figure 4. 
(a) After the administration of 11C-labeled nicotine from an inhaler, PET with sequential movements
over different sectors of the body, allow determination of residence of drug at different anatomical
positions and different time points. The right image shows corresponding transmission scans for
anatomical identification. (b) Transaxial slices over the chest show minimal deposition in the lung after
administration of nicotine via the inhaler as compared to administration of nicotine via a cigarette.
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Figure 5.
An 11C-labeled anti-migraine drug administered as a nasal spray shows deposition in the nasal
passage, as evidenced when overlapping the PET images on the corresponding MRI images (a).
Quantitative values over the nasal passage shows a 100% immediate deposition with 30%
absorbed or disposed within the first 10 minutes (b). About 10% has reached the stomach-
intestines within the first 10 min, while plasma concentration has reached close to its maximum.
The study supports that about 20–30% of the drug reaches the systemic circulation via the nasal
mucosa during the first 10 min.



3.4 Oral administration

There are only a few studies documented in which oral administration of
labeled drugs have been evaluated [28, 41, 42]. Reasons for this include
that the short half-life precludes formulation in tablets, and it is often
assumed that the rate of resorption is too slow to allow PET studies, espe-
cially when using 11C as radionuclide. Furthermore, the crucial informa-
tion to be obtained from an oral administration study is usually degree and
rate of systemic availability and this information can be gained from a tra-
ditional drug administration PK sampling study. There are, however,
instances when imaging, with its possibility to evaluate regional residence
of drug, can add to the understanding of drug behavior. It can be possible
to follow a drug through the intestinal tract, and evaluate dynamically
how much is resorbed in different segments of the intestines. It is also pos-
sible to evaluate liver uptake and accumulation into and emptying of the
gall bladder, and thereby describe hepatic recirculation. The PET- or accel-
erator mass spectrometry (AMS)-microdosing concepts with super-high
sensitivity could be used for the acceleration of drug development and
allow oral absorption and bioavailability to be evaluated in drug candi-
dates with limited toxicology backup, and thereby be time saving in the
drug development [43, 44]. Finally it can be of pedagogic value to describe
drug fate from administration until it reaches the target organ. Such infor-
mation is best utilized if it is backed up with PK modeling, allowing sim-
ulations of impact of changes in formulation, differences in populations,
etc.

Indeed, formulation issues are sometimes difficult to handle due to the
short time allowed by the decay of radioactivity and this might limit the
applicability of PET. Suspensions, liquids and encapsulated suspensions and
liquids can be handled, and in such cases a dominant resorption may be at
hand within the time span allowed by the radioactive decay, typically 2 h for
11C and 8 h for 18F.

Studies of orally administered 11C-labeled vinpocetine showed a rapid
resorption after about 30-min delay and, via the circulation, an uptake in the
brain was measured [23, 24, 42]. In own studies, we verified the systemic
kinetics of an 18F-labeled drug, formulated as a suspension in a gelatinized
capsule, and its kinetics in organs of interest (Fig. 6). Since in these studies
the labeled and unlabeled drug is co-administered, radioactivity measure-
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Figure 6.
(a) An 18F-labeled drug, administered as a capsule is localized with PET on its route via the gastroin-
testinal tract. Transmission scan is used for a crude anatomical localization. (b) Within the first hour
about 50% and within 3 h about 70% of the drug is absorbed from the intestines.



ments with PET describing the residual amounts in intestines and distribu-
tion to organs, is readily converted to drug amounts and concentrations.

4 PET with i.v. and drug with another 
administration route

In many cases it is not possible to use the same administration route for PET
as in the therapeutic application of a drug. It might not even be desirable,
due to the fact that the optimal information in a PET study is achieved with
i.v. administration. This does, however, not imply that a PET PK study is
meaningless under such conditions, in fact, there is a very useful way to
include a PET PK study in drug development and understanding also with
orally administered drugs. The PET study with i.v. administration of the
labeled drug can record the kinetics of the drug in an organ up to a time set
by the half-life of the radionuclide. In the same PET study, the plasma kinet-
ics is recorded, preferably with radiometabolite evaluation to derive a radioac-
tivity PK profile. These data are then combined in an organ PK model to
describe the relation between the plasma kinetics and the organ kinetics. This
model, together with its parameters can then be applied on the PK profile
obtained for the unlabeled drug with its actual administration route to cal-
culate drug concentration and PK in organs [45].

4.1 PK modeling of PET data

The modeling in PET studies has traditionally utilized arterial sampling, from
which plasma kinetics together with the measured organ kinetics have been
used in a compartment model, describing the changes in concentration and
exchange between compartments by differential equations [46–48]. The para-
meters of the model have been obtained by optimization of fitting of the cal-
culated to the actual tissue curve.

We have suggested a modification to this mode of analysis when applied
to a PK study, based on the fact that usually venous blood sampling is uti-
lized in drug PK studies. Since there may be a clear difference in the arterial
and venous plasma PK data, especially in the early time points after i.v.
administration, the relation between arterial plasma PK and organ PK might
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not be the same as between venous plasma PK and organ PK. However, arte-
rial plasma PK is best utilized for the simplest description of transfer and
exchange of drug with the organ.

To solve this dilemma, we propose the use of venous blood sampling in
the PET study, which in fact greatly simplifies the ethical aspects of PET stud-
ies. Instead a mathematical “virtual” arterial plasma PK profile is introduced.
If, additionally, a convolution modeling instead of compartment modeling
is introduced, the concept becomes easily understood and easily applied.

The organ PET data are assumed to be represented by an impulse response
from an infinitesimally small capillary plasma exposure, convolving the full
capillary plasma time-activity data:

B(t) = A(t) � I(t) (3)

where B(t) represents organ time-activity data, A(t) capillary plasma time-
activity data, I(t) the impulse response from capillary to organ tissue (trans-
fer function) and the symbol � denotes convolution.

A correction must be made for the fact that arterial and capillary time-
activity data differ from venous time-activity data. This is made with the
assumption that an impulse response can be defined to represent the relation
between capillary plasma and venous plasma:

V(t) = g(t) � A(t) (4)

where V(t) represents venous plasma time-activity data, g(t) the impulse
response from capillary to venous plasma at the sampling site. Note that the
condition ∫

�

–�
g(t) · dt = 1 must hold.

By defining g–1(t) as the inverse of g(t), the expression (3) can be rearranged
to:

B(t) = �g–1(t) � I(t)� � V(t) (5)

To solve the relation between venous plasma time-activity V(t) and brain
time-activity B(t), a program was written in MATLAB, which iteratively fitted
data in eq. (5) with I(t) described as an arbitrary tri-exponential function, and
g–1(t) described as the inverse of the arterial to venous transfer function, in
turn defined by a set of exponential functions.
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With the assumption that PET data could supply an overall impulse
response, describing the relation between organ time-activity data and
venous plasma time-activity data, and with the assumption that the relation
between organ and plasma is time invariant and linear, organ PK data from
another administration route can be obtained as a convolution of its venous
plasma PK data with this impulse response (Fig. 7).

BD(t) = �g–1(t) � I(t)� � VD(t) (6)

where now BD(t) equals organ kinetics and VD(t) the venous plasma PK of
the cold drug, while [g–1(t) � I(t)] is the overall impulse response obtained in
the PET study.

The introduction of this “virtual” arterial to venous transform is neces-
sary to obtain a reasonable fit to the organ kinetic data. This becomes clear
when observing the arterial and venous PET data together with the organ
data. The peak of the venous PK data occurs later that that of the arterial but
may also appear later than that of organ PK. It is not possible by a compart-
ment model with a direct exchange between plasma and tissue to describe a
situation where the tissue peak comes earlier than the plasma peak, and
attempts to fit data would result in a description with clear mismatch at the
early time points.
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Figure 7. 
(a) With the kinetics in plasma and brain determined in an i.v. PET study, an impulse response func-
tion is determined such that the brain kinetics corresponds to a convolution of the plasma curve with
this function. (b) The convolution of the plasma PK after another administration route with the same
impulse response function gives the brain kinetics associated with this administration.



The approach to use PET for a description of a model of relation between
organ and plasma is rational and relevant, but some additional precautions
are necessary.

The concept relies on the fact that the exchange is dose independent and
time invariant. Since exchange with tissue might be dose dependent, e.g.,
when active molecular pumps are involved in the transfer as in the BBB, a
possible influence by the magnitude of plasma concentration must be taken
into consideration, either in the modeling or in the performance of the study.

The most appropriate way to perform the study, would be to give the drug
by its actual administration route, and at the same time give the PET tracer
i.v. with an infusion which is controlled to give a plasma curve equal to the
PK data from the drug administration. An alternative simplified scenario is
to perform a PET study before administration of the drug, allowing a calcu-
lation of the exchange parameters at low drug concentrations, and a new PET
study performed at plateau plasma drug concentration. The information
from these two studies can be used to evaluate if the tissue exchange is dose
independent, and if not, to estimate the exchange with the inclusion of a
model for the non-linearity.

When a PET study is performed with the aim to allow a later application
of a PK model to drug PK data, it is seldom necessary to obtain data which
represent the very rapid phases of exchange. It is therefore more practical to
perform the PET study with a prolonged (5–15 min) infusion rather than as
a rapid bolus injection of the tracer. With this concept the plasma PK values
change more slowly with time and a more sparse blood sampling scheme can
be applied without risk of missing peak values and rapidly changing aspects
of the plasma curve.

5 PET microdosing

A PET study includes the administration of a small amount of compound, a
minor portion of which is labeled with a PET radionuclide. Each of these parts
is associated with a certain risk, the drug with possible toxic effects and the
radioactivity with a certain radiation hazard. Authorities typically accept a
radiation exposure to healthy individuals of the order of 10 mSv, which in a
PET trial involves the administration of about 2000 MBq of a 11C-labeled or
600 MBq 18F-labeled compound [49–52]. A high quality PET study with i.v.
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administration is performed with about 300–600 MBq for 11C and 150–
300 MBq for 18F. The specific radioactivity directly after the synthesis can be
as high as 20–200 GBq/µmole, and hence a PET study might be associated
with 2–20 nmoles of substance. For small organic molecules this typically
means less than 10 µg.

We have introduced the concept of PET microdosing, meaning a trial in
humans with PET methodology, where PK information is obtained with the
administration of super low amounts of active compound [44, 53, 54]. The
PET microdosing would serve either of two objectives:
- To allow early human studies, volunteers or patients, with a new chemical

entity with the aim to supply important organ distribution and kinetics
information which can aid in the drug selection and development process

- To allow human studies with a tentative or validated PET tracer, serving to
elucidate biology, physiology, pathology or drug interaction

Only the first aspect is covered in the present communication.

5.1 Regulatory aspects

Since PET microdosing studies are limited with respect to the population
exposed and the doses are very low and given as single administrations, it is
reasonable that other criteria are applied with respect to preclinical safety
assessments as compared to the development of therapeutic drugs. This has
now been accepted by the European regulatory agencies and a limited safety
package introduced (http://www.emea.eu.int/pdfs/human/swp/259902en.
pdf).

The basic features in the EMEA/CPMP concept include an acute toxicity
study in one species with single administration, different dose groups, and
evaluation at two time points, 2 days and 2 weeks. The safety margin should
be at least 1000 plus allometric scaling as compared to administered dose per
kg in the PET study. Furthermore, there should be an evaluation of genotox-
icity, in two in vitro assays, one of which should be mammalian cells. The
genotoxicity assessment is performed according to existing rules (ICH topic
2A and 2B).

In USA, the FDA has opened for a simplified toxicity assessment for imag-
ing agents (http://www.fda.gov/cder/guidance/5742pt2.htm), relatively sim-
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ilar to the European guidelines, with the addition of a study of acute phar-
macological effects, and possibly an acute toxicity safety margin of 100
instead of 1000. The preclinical toxicity assessment can be performed with a
limited use of animals, in a relatively short time, 3–6 months, and at a lim-
ited cost.

We still believe that the regulatory requirements should be modified in
some respects, e.g., the genotoxicity studies as specified by ICH (International
Conference on Harmonization) require about 4 g of compound, and includes
concentrations that are unnecessary high. The requirement to have drug con-
centrations up to 5 mg/plate means doses which are 25’000’000 times higher
than expected in a PET-microdosing study, and if associated with radiolabeled
compound would be 10‘000 times the lethal radiation dose. There is still an
uncertainty in the regulatory document with respect to the desire to perform
more than one PET study in the same individual, e.g., to follow sequentially
with time the effects of pharmaceuticals. A limit dose concept could save ani-
mals, and repeat administrations could make for a more secure toxicity study.
Finally, it could be advisable to include a study with the evaluation of poten-
tial acute pharmacological effects by the drug.

5.2 Information from a PET-microdosing study

A human PET study performed as a PET-microdosing study would be made
with PET imaging over areas of the body of interest. The PET camera typically
has a field-of-view of 15 cm, meaning that simultaneously an axial sector of
15 cm is observed. This sector is further subdivided into 63 tomographic
slices. It is possible to rapidly switch between different anatomical sectors,
and hence also cover other areas and organs. Thus, there is a choice to focus
over one part of the body and acquire rapid kinetic data, or to alternate
between two or more sectors but cover these with a more sparse kinetics.

In the images, areas of interest are identified and outlined with the cur-
sor, and the tracer kinetics within these areas determined, often expressed as
SUV. During the study, typically a number of blood samples would be taken
for the determination of tracer concentration and kinetics in whole blood
and plasma. A limited number of plasma samples are subjected to metabo-
lite analysis, allowing a calculation of the kinetics of intact (un-metabolized)
labeled drug.
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The important data coming from a PET-microdosing study include (Fig. 8):
- Plasma kinetics and elimination rate
- Organ distribution
- Concentrations of drug in the organ of interest for therapeutic effect
- Concentration of drug in organs of concern for side effects, physiological

or toxic
- Parameters describing exchange between plasma and organ, allowing recal-

culations for PK from other administration routes or formulations
- In some cases, information that the drug reaches and binds to a defined tar-

get can be documented. However, a PET-microdosing study would typically
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Figure 8. 
PET-microdosing studies with three different drugs demonstrate different degrees of passage into the
brain. Drug (A) has an excellent uptake in brain, drug (B) a limited but still measurable uptake, whereas
drug (C) is only residing in the brain vasculature, as evidenced by comparison with the regional blood
volume (D).

(a)

(b)

(c)

(d)



not allow a determination of which occupancy would result from a certain
dose, but a human PET-microdosing study could be used together with
PK/PD-modeling and preclinical data to suggest occupancy induced by a
certain dose.

PET-microdosing studies could be made with different compounds in the
same individual, to allow a more precise comparison, e.g., for selection
among lead candidates. PET typically has of the order of 5–10% variability
between studies, whereas inter-individual variability can be significantly
larger, indicating the superiority of intra-individual comparisons. Such stud-
ies must be made sequentially, allowing radioactivity from one study to
decay before performing the next study.

5.3 Validation of a labeled new drug

A PET-microdosing study can properly indicate the PK of the compound at
tracer doses; however, when the purpose is to use the information to predict
the behavior of the drug in clinical use, it will be necessary to attempt to
extrapolate the information from micro-dose levels to therapeutic levels. For
this reason it is necessary to clarify eventual lack of dose linearity. Studies
with this purpose should be made in animals, in a species thought to be rep-
resentative for the purpose. We prefer to make these studies in monkeys.

The dominant factors which may introduce lack of dose linearity are
related to biochemical systems that can be saturated at doses below the ther-
apeutic concentrations:
- Specific binding to receptors and enzymes can occur at nanomolar con-

centrations
- Specific molecular transporters at nano- to micromolar concentrations
- Metabolizing enzymes in the micromolar range
- “Nonspecific” binding to proteins in the nano- to micro-molar range
- Plasma proteins in the micromolar range
- Physiological effects such as effects on organ blood flow in the nano- to

micro-molar range.

Since the PET-microdosing study is performed with typical plasma concen-
trations of the order of 10–100 pM, specific binding to high-affinity targets
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can play an important role. The concentration ratio of specifically bound to
free drug in tissue is at concentrations significantly lower than the KD pro-
portional to Bmax over KD, and this ratio can be significantly higher than 1.
In brain studies with 11C-labeled raclopride ,the striatal dopamine D2-recep-
tor density is about 10–20 nM, and the KD of raclopride about 4 nM [55]. We
observe a specific to background ratio of about 3–5. Hence, the PET-micro-
dosing study would over-estimate the target tissue concentration by a factor
of 3–5 as compared to the case of therapeutic application of raclopride when
dosed to block 80–90% of the receptors.

In many studies with PET tracers for specific molecular targets, we observe
that the plasma curve increases after pharmacological blockade of target [56,
57]. This increase can be a factor of 2. We interpret this as being an effect of
blockade of peripheral binding sites. For example, after i.v. administrations
the first capillary encounter by the drug is in the lung, and hence a propor-
tionally high binding to targets can occur there. If this binding is blocked
pharmacologically, less tracer is cached by the lung and is, therefore, sys-
temically available.

For drugs with specific plasma protein carriers such as steroids, a low bind-
ing to liver can be at hand at low concentrations, because plasma protein
binding rescues drugs from liver metabolism. At higher drug concentrations
this plasma protein binding can be saturated meaning that excess drug is
more prone to be taken up by the liver [58].

Non-linear PK is in most cases expressed in plasma PK, and related to dose-
dependent effects by systemic elimination and metabolism. This means that
the relation of plasma kinetics to eliminating and metabolizing organs, liver
and kidney, is changed with changed doses, but not necessarily the relation
between other interesting organs and plasma. Therefore, it is in general of
interest to model this relation, and these exchange parameters might be unaf-
fected by plasma concentration of drug, even if plasma PK in itself is not. In
such cases one would be less concerned by non-linear plasma PK.

An assessment of dose linearity of PK would typically include PET scan-
ning or ex vivo measurement of organ tracer kinetics in an animal, coupled
with evaluation of plasma PK (Fig. 9). Dose escalation with added tracer and
drug would be done with a span from tracer doses to higher than assumed
therapeutic doses. The tracer SUV would be the indicator of the tracers con-
centration in tissue and in studies with added compound, the SUV values
would be unchanged if dose linearity exists.
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Studies in animals or even in humans, in which the specific target bind-
ing is blocked by other pharmacological agents which are applicable at ther-
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Figure 9.
(a) Sagittal sections in a PET study in monkey utilizing a 11C-labeled drug without and with added
cold compound. (b) The relative amount observed in the lung decreases already at low amounts of
added compound, suggesting a non-linearity at low concentrations, likely related to blockade of spe-
cific binding. (c) The relative amount of drug in the liver is increasing at high amounts of added com-
pound, likely related to redistribution from plasma protein-bound fraction.

a)

b)



apeutic doses in humans could aid in the interpretation of which factors are
involved in the tracers ADME.

Except for dose-linearity evaluation, a crucial point is to evaluate if
radioactivity in organs represents intact drug or metabolites thereof. It would
be necessary to explore in animal experiments both tissue and plasma
radioactivity content with respect to radioactive metabolites. In the human
PET-microdosing study it would then be necessary to assay the fraction of
intact radioactive compound in plasma at multiple time points. Sometimes
it would be necessary to define the exact characters of radioactive metabo-
lites and possibly explore their behavior in separate studies.

6 Mechanistic studies

PET can in some instances be used to elucidate mechanistic aspects of drug
distribution. For example, the possible impact of efflux pumps as part of the
BBB can be explored utilizing the labeled drug and studies without and with
pharmacological blockade of these pump systems, or in a reverse paradigm in
which pharmacological challenge with a drug is performed and a PET-tracer
for the efflux pump is used to indicate possible effects by the drug on the efflux
system [59–61]. In a similar fashion, other types of drug interaction studies
can be performed where the potential effect of other pharmaceuticals on a
selected drug distribution pattern is explored. These interaction phenomena
can sometimes be undesired and induce enhanced side effects, but can also
be desired, e.g., by reducing drug concentration in an organ where side effects
occur, or increase the drug concentration in the target organ.

Double studies with one PET session performed with the drug labeled in
one position and one session with the drug labeled in another position, can
be used to explore the impact of metabolism [62–64]. Similar experiments can
be made with two enantiomers as part of the exploration of the advantage of
using enantiomeric pure compounds [65].

7 Labeling perspectives

The labeling of biologically active molecules used in PET, employing 11C
and other short-lived positron-emitting radionuclides has been limited by

Pharmacokinetic studies with PET

305



the short half-life and the access to labeled building blocks [19]. The devel-
opment of [11C]methyliodide or methyl triflate as a tool to prepare various
labeled molecules has been a key factor especially for development of
labeled drug molecules or tools for occupancy or inhibition studies.
Although a successful method leading to a range of PET tracers for explo-
ration of biology, the selection of the molecules have partly been governed
by this limitation in labeling. When the aim is to label a drug candidate,
the choices in this respect is relatively limited, since there is a prerequisite
that the molecule contains an adequate methyl group. Recently significant
alternatives outside methylation, carboxylation or cyanidation reactions
have been developed, which is opening up a new scenario [19, 66]. A sig-
nificant step in the development of labeling with 11C is in our opinion the
availability of methods utilizing 11C-CO as a synthon [67–70]. Figure 10 pre-
sents schematically a summary of the new dimension of accessible labeled
precursors and synthetic methods. This new potential allows a significant
number of lead drugs to be labeled with 11C, and furthermore it will
improve our possibility to develop appropriate receptor ligands and enzyme
substrates. An additional advantage of CO-labeling methods is that they
may allow for a significantly higher specific radioactivity as compared to
most other reactions.

Labeling with 18F is also attractive for compounds containing suitable flu-
orine and can sometimes be made with high specific activity using nucle-
ophilic synthetic pathways. Exchange methods can sometimes allow the
insertion of 18F into a molecule, but typically at a rather low specific activity.
This might, however, not necessarily be of concern in studies with labeled
drug except for the PET-microdosing concept.

The increased potentials for labeling drug candidates with 11C open the
way for a new possible paradigm in drug development, in which a PET strat-
egy is initiated and run in parallel with the development of the therapeutics.
After the first screening, candidates can be selected with additional criteria
related to their potentials to be labeled for PET applications. It is especially
attractive if a general labeling method can be applied with unaffected phar-
macophore and allowance for molecular modifications to increase different
pharmacological properties such as lipophilicity and metabolism. Later in the
process, some candidates can be promoted to drug candidates, optimizing the
requirements for such use, whereas analogues with better PET-related prop-
erties can be developed as tracers for the target system.
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When labeling of a drug candidate is desired, it is very important also to
consider the labeling position. Some labeling positions could more than oth-
ers lead to labeled metabolites which can confound the interpretation [71].

Since the labeled entity is aimed for use in humans, the product ready for
administration must be qualified according to good medical practice (GMP).
A working concept for purification, sterilization and validation of the end
product has been established, taking into consideration the differences in
requirements for PET tracers and conventional drugs.

8 General limitations

PET is an attractive technique since it allows a drug to be labeled with a
positron-emitting radionuclide and thereafter in a PET study in humans be
investigated with respect to body distribution, including absolute determi-
nations of drug concentration in organs or sub-regions in organs. There are,
however, of course also a number of limitations to the method, some of
which will be discussed below.

8.1 Resolution, accuracy and precision

PET allows the measurement of tracer concentration within regions, the
minimal extent of which is set by the spatial resolution of the PET camera.
Typically present PET instruments have a resolution of about 5 mm. This
does allow small anatomical details to be imaged and identified, but if the
structure has a diameter smaller than about twice the resolution, i.e. about
10 mm, the signal measured will be impaired and not properly reflect the
true radioactivity concentration. Even structures as small as 1 mm might
be observed, but would typically require that the tracer concentration
within the structure is more than 100 times that of the surrounding tis-
sues, and the absolute measure would be severely under-estimated. With
structures larger than 10 mm an adequate measure can be obtained, but
this requires that the region of interest outlined in the image is reduced
radially from the true object edge by about one resolution element, i.e., 5
mm, otherwise the degradation of signal close to the edge would impair
the measurement.
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PET has an inherent very high accuracy, due to the precise measurements
of radioactivity, coupled to the possibility to perform accurate corrections for
the major disturbing factors which otherwise would affect the measurement.
The dominant correction is for photon attenuation, meaning that only a frac-
tion of photons can emerge out of the body unscattered. This fraction is
dependent upon size, shape and composition of the object, and can be of the
order of 1/6 for the brain and 1/50 for abdomen sections. A transmission scan
would determine these factors and enable an adequate correction. A second
disturbing factor is scattered radiation, interpreted as correct signal. This fac-
tor can typically be 20–40% and is corrected for by mathematical processing
of the raw data. Including all corrections, PET measurements are typically cor-
rect with an error within less than 5–10%.

PET images are typically very noisy, due to a limited number of photons
detected. Even if the total number of counts is of the order of 10 million, the
number of photons per detector combination is rather low. Random fluctu-
ations in the number of photons detected introduce noise in the images,
which can be of the order of 10–50%, measured as variations between indi-
vidual pixels in a uniform area. When averaging over an area, the precision
of the average is improved, but in a complicated way related to the pixel-to-
pixel variations and number of pixels in the average because of correlation
of the noise in the images.

8.2 Cellular and sub-cellular distribution

Although PET can accurately measure the drug concentration in tissue, it is
not trivial to relate this concentration to effects on target systems. One rea-
son for this is that the drug might have a very non-uniform cellular and sub-
cellular distribution. For example, lipophilic drugs are expected to have a
much higher concentration in the lipid-rich cell membranes than in the
more water-like extracellular fluid. The reverse may be the case for hydro-
philic substances. The drug concentration affecting the target will therefore
be dependent upon the exact subcellular position of the target. Similarly, the
intracellular concentration can be much lower or much higher than the con-
centration in the extracellular fluid, e.g., governed by selective in- or out-flux
pumps. Also different cell types intermingled can show different intracellu-
lar concentrations dependent upon each cell types expression of uptake or
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efflux systems. Finally, weak bases with high lipophilicity at normal tissue pH
conditions but protonizing to polar compounds at low pH can show a very
significant accumulation in acidic organelles such as lysosomes and mito-
chondria. These factors may contribute to a difference in concentration-effect
relations when comparing in vitro and in vivo assays.

8.3 Radioactive metabolites

A major concern in PET is related to the fact that the in vivo measurements
only represent amount of radioactivity in tissue, with no possibility to dis-
cern if the radionuclide is residing in the native drug compound or metabo-
lites thereof. In plasma, however, similar possibilities exist as in regular PK
analysis to separate chemical entities, e.g., by HPLC, and determine sepa-
rately what fraction of total radioactivity is constituted by native labeled
compound and by radioactive metabolites.

It is in general advisable to perform validation studies in animals which
can be sacrificed, and there evaluate fractions of radioactivity related to
intact tracer in the tissue of interest to have a feeling for the potential mag-
nitude of this problem. If needed, additional PET studies can be performed
with a radiolabeled metabolite to understand its tissue distribution and kinet-
ics. With respect to CNS active drugs, it is often so that metabolites are more
polar than a native lipophilic compound and these might not pass the BBB.
However, there are also metabolizing enzymes both within the brain
parenchyma and as part of the BBB system, and in such cases metabolites
would be formed from the native compound within the brain, and if they
are polar they might not leave the brain readily. Kinetic modeling may some-
times be used for a mathematical estimate of the metabolites' organ kinetics
and allow a subtraction of their contribution.

8.4 Short follow-up times

The two major radionuclides used in PET and drug development are 11C and
18F with half-lives of 20 and 110 min, respectively. Although radioactivity
rapidly decays, it is still usually possible to obtain adequate images and quan-
titative values up to about 4–5 half-lives, i.e. up to about 90 min for 11C- and
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up to 8 h for 18F-labeled material. Ninety minutes might seem to be a rather
short time to follow the kinetics of a drug and indeed does not allow all ques-
tions raised to be answered in a PK study. However, compared to a total lack
of information regarding the organ distribution, still this time-limited infor-
mation could contribute to a better understanding of the drugs behavior.
Under some conditions, the organ kinetics can be extrapolated to times
much longer than set by the half-lives. As indicated above, this extrapolation
can be aided by utilizing a PK model describing the relation between organ
and plasma. If, for example, an equilibrium is achieved in the organ-to-
plasma concentration ratio, the extrapolation to longer times would rely on
the application of the organ-to-plasma ratio on the plasma PK.

For drugs with questionable BBB penetration, the degree of penetration
in a short time interval can give added information, but of course a very slow
brain entry might not be possible to discern.

8.5 Radiation dose and specific radioactivity

The amount of radioactivity needed for a high quality PET investigation with
i.v. administration of labeled drug, is of the order of 300–500 MBq with 11C
and 100–200 MBq with 18F. This radioactivity is associated with about 2 mSv
of given radiation dose [49–52], which is fully acceptable also for studies in
healthy volunteers, and in turn of the same order as that given by natural
radiation from ground and space during about 1 year. It may be desirable to
use a higher amount of radioactivity in studies with long duration, especially
if metabolite analysis is performed at late time points since these give rather
low count rates. Cumulative radioactivity in a study protocol may go up to
2000 MBq for 11C and 600 MBq for 18F, meaning that each individual can be
subjected to four to six PET studies. This is a great advantage since it allows
intra-individual comparisons between different labeled drugs or the same
labeled drug before and after pharmacological challenges.

The specific radioactivity in PET is typically of the order of 20–200 GBq/
µmole which means that the administered amount of compound is typically
of the order of 1–10 µg. This amount is usually so low that no pharmacolog-
ical effect is expected. Additionally, it is so low that usually no quantitative
binding to the target systems is expected; only a minimal fraction of the tar-
get proteins will bind the tracer. For example, in a PET study with 11C-labeled

Pharmacokinetic studies with PET

311



raclopride of the order of a few percent of the dopamine D2-receptors bind
the tracer molecules. In this case the tracer affinity is about 3 nM in vitro, 9 nM
in vivo [55] and the tracer concentration in plasma less than 1 nM. However,
there might be cases in which tracer doses are also associated with such high
amounts of cold compound that a significant portion of the target system is
binding tracer molecules, and this might affect the quantitative values of tar-
get binding. This can happen, e.g., with tracers having very high affinity for
the target, high picomolar KD values [72]. To avoid this, the highest possible
specific radioactivity is desired so that with reasonable administered radioac-
tivity, the associated cold mass is minimized. This limitation is relatively sel-
dom at hand in human in vivo studies but tend to be an important limitation
in animal and in vitro experiments with PET tracers.

8.6 Limited field of view

A modern PET camera typically has a field of view of about 15 cm. This means
that a segment of the body with 15-cm thickness is covered at each time
point. This area is reconstructed to a three-dimensional volume in which the
radioactivity distribution is given in typically 63 tomographic slices with a
2.5-mm separation. The volume is divided into voxels, volume elements for
data storage and visualization with typical dimensions of 4 × 4 × 2.5 mm3.
Slices of this volume can be obtained at any direction for visualization of two-
dimensional images.

Multiple acquisitions over the field-of-view can be made according to a
desired schedule with the shortest acquisitions being typically 5 s. Practically,
such short acquisitions with 11C- and 18F-labeled compounds are too noisy
for the images to be meaningful, instead schedules contain acquisitions from
parts of minutes to several minutes, altogether constituting sufficient long
cover of kinetics. A reasonable compromise, to have good kinetic coverage
but not too much data storage, is to make about 15–20 acquisitions within
90 min, with more frequent measurements at the early times when kinetics
is changing more rapidly.

It is often desirable to cover more than 15 cm of the body, and it is possi-
ble within some seconds to move the patient on the couch and start a new
acquisition at another body segment. This, of course, means a measure of
radioactivity distribution at another time point than the first measure.
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Hence, instead of monitoring kinetics continuously over one body part,
sequential movements in-between measurements allow paradigms with
more sparse assessments of kinetics, but allowing multiple organs to be eval-
uated. If desired to cover the full body, excluding the legs, such sequential
movements would typically require 20–30 min, where after this coverage can
be repeated again.
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Glossary of abbreviations
ADC, apparent diffusion constant; AIF, arterial input function; CTp, CT perfusion; DWI, MRI

diffusion weighted imaging; FH, flow heterogeneity; GAM, generalized additive model; GLM,

generalized linear model; MMPs, matrix metalloproteases; MRA, magnetic resonance angiogra-

phy; mRS, modified Rankin Score; MTT, mean transit time of contrast agent; NIHSS, National

Institutes of Health Stroke Scale; PDF, probability density function; PET, positron emission

tomography; PWI, perfusion weighted imaging; rADC, apparent diffusion constant relative to

contralateral brain; rCBF, estimate of relative blood flow derived from rMTT and rCBV; rCBV,

estimate of blood flow derived from area under the curve of T2 hypodensity due to contrast

agent, relative to contralateral brain; rMTT, mean time of arrival of contrast agent relative to con-

tralateral brain; rTTP, time of arrival of contrast bolus peak relative to contralateral brain; TIMPs,

tissue inhibitors of matrix metalloproteases; t-PA, tissue plasminogen activator; USPIO, ultra-

small superparamagnetic iron oxide.

1 Introduction 

Despite many promising studies in animal models, the results of clinical tri-
als for ischemic stroke have been remarkable for their lack of success. Only 2
of 85 potential drugs, tested in clinical trials conducted between the 1950s
and 1999, have been found to be beneficial; tissue plasminogen activator (t-
PA), given within the first 3–6 h after the onset of symptoms, and aspirin,
which has a very modest beneficial effect [1]. This is a very high proportion
of failures compared to clinical trials for other medical conditions.

This high failure rate of clinical trials for stroke therapy can been attrib-
uted to several factors, which have been discussed at length elsewhere [2, 3].
First, etiology, site, and extent of injury in ischemic stroke vary widely but
the vast majority of clinical trials did not discriminate between underlying
pathologies and included patients with stroke lesions that were widely vari-
able in size and location, a mix of patients with thrombolytic and embolic
occlusions, and varying severity and type of symptoms. Second, the time
after symptom onset when treatment was started varied widely because the
rapid evolution of stroke and the need for prompt treatment were not widely
appreciated. Consequently, the statistical power of many of the clinical tri-
als was weak because the population under study was too heterogeneous [1].
This is in stark contrast to preclinical trials, in which the ischemic lesions are
highly controlled, treatment is typically initiated at a uniform time soon after
injury, and the animals studied are young and healthy. In preclinical trials,
drugs have been administered either before or within minutes, not hours,
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after the ischemic insult and the effects have been assessed within a few days,
although it is now known that early effects may not be sustained after a
period of weeks. In clinical trials, 3 months is now considered to be the opti-
mal time to assess drug effects [2, 3].

At this time, intravenous t-PA is the only therapy approved by the US Food
and Drug Administration (FDA) for acute ischemic stroke. This treatment is
limited to a 3-h window after initial symptoms because the risk of hemor-
rhage upon reperfusion increases with time [4]. Unfortunately, only about
15% of stroke patients arrive soon enough for treatment within this time win-
dow. Alternatively, catheter directed intra-arterial t-PA can be given within
3–6 hours after stroke onset. However, the risk of treatment-induced hemor-
rhage means that many do not meet the criteria for treatment, including
those whose symptoms are mild and those being treated with anticoagulant
therapy. Thus, only about 2% of stroke victims are currently treated with
intravenous t-PA within the requisite time window [5].

Since there are about 700 000 cases of stroke each year in the Unites States
alone [6], there is clearly a need for the development of safer therapies. Stroke
is the cause of death of about 165 000 people annually and is the most fre-
quent cause of severe disability in the United States. Presently, there are 4.8
million stroke survivors of whom 1.16 million are permanently disabled [7].
The direct and indirect costs of this disease in the Unites States in 2004 have
been estimated to be $53.6 billion [8].

Approval of a new drug by the FDA normally depends on the demon-
stration that the drug improves clinical outcome. Unfortunately, measure-
ment of the clinical outcome of stroke is not an exact science. First, the same
degree of tissue injury can cause different degrees of disability, depending
on the site of injury. Second, the functions that the clinical scales test relate
more to the ability to live independently than functional loss. For example,
patients with the same National Institutes of Health Stroke Scale (NIHSS)
score are likely to have infarction volumes in the left hemisphere that are
significantly smaller than those in the right [9] because the NIHSS places a
greater emphasis on deficits of the left hemisphere [10]. Third, similar clin-
ical presentations can be due to occlusions at a variety of different sites [11].
Consequently, there is no consensus as to which of the many assessment
scales (Rankin, Barthel, NIHSS, Fugl-Meyer, etc.) are most suitable to use in
clinical trials of stroke therapy or the number within these scales that cor-
responds to recovery [2].
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Such difficulties have led some investigators to consider imaging end-
points as more objective and perhaps of lower variance, and recommenda-
tions have been made that imaging data be included in clinical trials of drug
efficacy for stroke [11, 12]. Initial imaging data could be used in patient selec-
tion to increase population homogeneity, while differences between acute
and outcome (3 months) imaging data could be considered as an outcome
measure. Although gathering imaging data may add to the per-patient costs
of clinical trials, these imaging techniques are being used more commonly
for clinical purposes and, with greater population homogeneity, the trials will
have more statistical power and require fewer patients.

A considerable body of work has established correlations between imag-
ing data and outcome with the goal of establishing imaging as a surrogate
marker. If successful, drug development for stroke may benefit from the FDA
Modernization Act of 1997, which allows the approval of drugs for “treat-
ment of a serious or life-threatening condition … upon a determination that
a product has an effect on a clinical endpoint or on a surrogate endpoint that
is reasonably likely to predict clinical benefit” [13].

2 Clinical imaging of stroke

Over the past few years, the effectiveness of a variety of imaging techniques
in assessing stroke damage has been demonstrated, and the clinical role of
CT and MRI in examining patients with symptoms of stroke has expanded
well beyond a non-contrast CT scan to rule out hemorrhage or other causes
of stroke-like symptoms. A non-contrast CT scan is still typically the first
scan to be performed on patients who present with stroke symptoms. How-
ever, MRI has a comparable degree of sensitivity and specificity to CT for
detection of cerebral hemorrhage within the first 6 h after symptom onset,
using sequences that are sensitive to magnetic inhomogeneities caused by
the paramagnetic effects of deoxyhemoglobin [14, 15]. MRI is more accu-
rate [16, 17] than CT for detecting post-procedural hemorrhage, and is now
routinely used to screen patients after treatment with t-PA because
extravasated CT contrast agent cannot be distinguished from hemorrhage
[16].

CT angiography (CTA) can be used to visualize the site of occlusion by
scanning the brain while injected contrast agent is flowing through the arte-
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rial system. This scan can be performed in minutes following non-contrast
imaging, and high-resolution (pixel size, 0.4 mm in plane resolution or less)
CTA images can be rapidly post-processed into 3-D images, which are used
to determine whether the symptoms are due to partial or complete occlusion,
dissection, trauma damage, arteriovenous malformation, or aneurysm. CTA
images can also show calcification and some arterial wall thickening due to
atherosclerotic plaque [18, 19].

CT can also be used to obtain information about tissue level, parenchy-
mal brain perfusion after rapid injection of a small additional dose of con-
trast for dynamic first-pass bolus imaging (CT perfusion, CTp). From the
sequential images acquired as contrast passes through the tissue capillary bed,
it is possible to calculate quantitative cerebral blood flow (CBF), blood vol-
ume (CBV), and the mean transit time (MTT), on a pixel-by-pixel basis
(although as with all tracer kinetic techniques, there is some variance
between estimated flow and true flow, greater when the assumptions under-
lying a given technique are not met). However, CTp imaging is limited by the
width of the CT detectors. This typically limits perfusion imaging to a 2-cm
thick “slab” of brain per contrast bolus. Future generations of CT scanners,
available soon, will have at least double that coverage. In addition, CTA
source images can provide blood volume weighted imaging of the entire
brain, although these images may have artifacts from unenhanced CT com-
ponents as well [18].

Diffusion-weighted MR imaging (DWI) is a highly sensitive method of
detecting changes due to ischemia [20], which are seen as regions of marked
hyperdensity (Fig. 1) in the earliest moments after stroke onset. There is no
CT equivalent to DWI, and the degree of accuracy is much greater than for
stroke detection with non-contrast CT [20–23]. The sensitivity of DWI for
detecting abnormalities associated with stroke in the first 6 h after the appear-
ance of symptoms has been reported as 91–100%, with specificities of
95–100% and positive predictive values of 99% [21–24]. Consequently, DWI
is recognized as the gold standard for stroke diagnosis [25].

MR angiography (MRA) is an alternate method to image the site of occlu-
sion stroke by scanning the brain while injected contrast agent is flowing
through the arterial system, and rapid post-processing techniques are
employed to visualize the circle of Willis and major arteries major arteries as
3-D images. However, the spatial resolution of MRA is not as high as CTA [26,
27].
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Figure 1. 
MRI of 83-year-old woman with aphasia and right-sided weakness, 6 h after stroke onset: A, DWI; B,
ADC; C, FA; D, rCBF; E, MTT; F, rCBV. G, follow-up T2-weighted image, 6 days after stroke onset. In
D, region 1 is the “infarct core”, the region of hyperintensity in the DW image; region 2 is the “penum-
bra” that is destined to infarct, the region that is normal in initial DWI but shows perfusion deficit in
rCBF and MTT images; region 3 is hypoperfused tissue that remains viable, the region that has per-
fusion deficit in MTT and rCBF images but is normal on initial DWI and on T2-weighted follow-up.
From [31], with permission.



Unlike CT, MR perfusion-weighted imaging (PWI) can scan nearly the
entire brain. PWI can be used to measure several variables (Tab. 1), including
relative blood volume (rCBV), blood flow (rCBF), and mean transit time
(rMTT) [28]. Thus, PWI can be used to determine the location and volume of
the perfusion deficit, the presence of collateral flow, and measure regional
variations in the degree of perfusion deficit throughout the stroke lesion.
Often, there is a PWI/DWI mismatch [29], in which the PWI lesion is larger
than that observed by DWI. Since there is evidence that regions with a PWI
deficit but no DWI deficit have the potential to recover (Fig. 1) [30–33], imag-
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Table 1.
Non-invasive imaging techniques commonly used for ischemic stroke

Comments

Non-contrast CT Low sensitivity for acute stroke
Will show chronic stroke lesion, intracranial hemorrhage, 

tumors and other non-stroke lesions
Easy to obtain

Angiographic CTA and MRA CTA has higher spatial resolution than MRA
MRA good for detecting occlusions in the Circle of Willis

MR DWI Appear as hyperintensity
Very sensitive for diagnosis of ischemic stroke
Very high predictive value for infarction
Observed early after symptom onset, evolves over time 

through poorly understood physiological changes
Quantitative apparent diffusion constants (ADC) derived 

from DWI
CTp imaging Quantitative dynamic contrast imaging technique for 

measuring CBF, CBV, MTT, FH
CT scanning limited to 2 cm “slab” of tissue
CT contrast agents relatively toxic compared to MRI contrast

MR PWI Semi-quantitative dynamic contrast imaging technique for 
measuring rCBF, rCBV, rMTT, FH

rCBF and rMTT abnormalities with no DWI abnormality is at 
risk for infarction (ischemic penumbra)

rCBF and rMTT accuracy dependent on selection of arterial 
input function (AIF)

Range of values for rCBF and MTT that progress to infarction 
have some overlap with range of values that recover

rCBV not good predictor because of compensatory dilation 
of blood vessels with poor blood flow

FH sensitive to the range in size of non-occluded blood 
vessels and is lower when blood flow is restricted 

MR T2-weighted imaging No abnormalities observed within the first 6 h after stroke onset
T2 abnormality seen after 6 days of stroke onset corresponds to 

final infarction volume



ing data can provide predictive information that is not possible by clinical
examination. The predictive value of DWI/PWI mismatch for progression to
infarction without treatment has led to its application in the clinical setting
as a factor in decision making about the suitability of thrombolytic therapy
[27, 34–36], along with other factors that affect clinical severity and outcome,
such as age [37–39] and the location of the ischemic lesion.

Finally, T2-weighted MRI and CT are used to detect changes that appear
at least 6 h after stroke onset that are indicative of permanent infarction
(Fig. 1) [20].

As mentioned above, information from imaging, in conjunction with that
from clinical examination, is already playing a role in clinical decision mak-
ing. Consequently, it is not surprising that many authors have recognized the
potential of imaging data as a biomarker in clinical trials for stroke therapy
[12, 40–43]. With this in mind, several authors have found correlations
between lesion volumes measured by MRI and clinical outcome [44–48].

3 Correlations between imaging data and clinical 
outcome

3.1 Lesion volume

Several studies have demonstrated correlations between the NIHSS and the
volume of the initial DWI lesion (r = 0.67–0.97, p ≤ 0.0001–0.01) as well as
the NIHSS and the chronic infarction volume measured by T2-weighted imag-
ing and clinical outcome (r = 0.77–0.86, p ≤ 0.0001–0.05) [44–48].

The initial DWI lesion volume has been equated with the ischemic core
because this tissue almost invariably proceeds to infarction [32, 49]. This
observation has been confirmed by a retrospective analysis of a randomly
selected group of patients. In all cases included in the study, the DWI lesions
due to stroke tissue proceeded to infarction, although there was one addi-
tional anecdotal case known to the authors in which there was apparent
recovery. From this study, Grant et al. [50] estimated that the frequency of
full recovery in the absence of chemical thrombolysis was less than 0.4%.

There are other reports of apparent recovery of all or part of the initial DWI
lesion with no abnormality visible in follow-up T2 images. Most of these cases
have been associated with recanalization within the first day after stroke
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onset, usually in response to early thrombolytic therapy [44, 51, 52]. For
example, in a recent study of apparent recovery of initial DWI lesions after
successful chemical thrombolysis, 11 out of 31 patients who were first imaged
within 3 h showed some apparent recovery of tissue, compared to only 3 out
of 37 patients, who were first imaged between 3 and 6 h after symptom onset
[53]. Therefore, even if apparent full recovery is very rare, the entire region
with low DWI values cannot be equated unequivocally with the ischemic
core [33, 51–53].

The volume of the final infarct seen in later T2 images is usually, but not
necessarily, significantly greater than the initial DWI lesion [24, 54]. Several
studies have demonstrated that the volume of deficit, measured from PWI,
in rCBF, rCBV, rMTT, and flow heterogeneity (FH) have good sensitivity and
specificity for predicting final infarction volume [24, 55–57]. However, rMTT
deficit volume tends to overestimate, whereas rCBV volumes tend to under-
estimate the final infarct volume [56, 58, 59]. Tissue volumes that have
abnormal FH also overestimate final infarction volume but to a lesser extent
than MTT [60]. Although these studies show the potential of including imag-
ing in clinical trials, simple volume measurement is of limited use as a sur-
rogate marker because it requires between population studies that require
large numbers to achieve clinical significance.

Even though there is a great deal of individual variability in the amount
of expansion of the initial DWI lesion, measurement of lesion growth allows
within-patient measurements that increase the statistical power of clinical tri-
als. The value of within-patient controls as a measure of stroke outcome was
first supported in a study of a neuroprotective agent, citicoline as a treatment
for acute stroke therapy. The primary MRI outcome measure in this study was
lesion growth from the initial volume of DWI lesions to the volume of
infarcted tissue, measured in T2 images acquired 12 weeks after stroke onset.
This study demonstrated that the mean volume increase in the placebo
group was fivefold greater than that in the citicoline-treated group, but the
variation in the placebo group was very large and the group differences were
not statistically significant. However, it should be noted that this trial only
included 81 patients and, therefore, the statistical power was low. Neverthe-
less, there were statistically significant differences between the group treated
with citicoline compared to the placebo-treated group in a secondary out-
come measure, the decrease in lesion volume from the week 1 DWI lesion
volume and the final outcome volume (Tab. 2). This study also demonstrated
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statistically significant correlations between initial lesion volume and initial
NIHSS score, and between the final lesion volume and final NIHSS score,
Rankin score, and Barthel index [45].

A similar study on the effect of t-PA therapy on lesion growth and penum-
bral salvage demonstrated significantly smaller final infarct sizes (T2-
weighted volume at 90 days), recovery of a larger percentage of the MTT vol-
ume compared to historical controls, and improved clinical outcome, as mea-
sured by a ≥ 7 point improvement the NIHSS score 90 days after stroke onset
[30]. In more recent studies in which MRI has been used to study outcomes
after t-PA treatment, ethical reasons have prevented the inclusion of placebo-
or conservatively treated controls [61, 62]. Although these studies cannot
measure the treatment effect per se, imaging can assess the expected effect of
treatment, such as thrombolysis leading to recanalization, which MRA stud-
ies have shown to occur in patients treated with t-PA when compared with
those treated conservatively (p < 0.001) [63].

For example, the effect of increased perfusion early after stroke onset, mea-
sured by the change in volume of MTT lesions within 1.5–4.5 h after the
administration of t-PA, has been shown to correlate with improved clinical
outcome [62]. These studies have confirmed that improved clinical outcome
is highly correlated with recanalization (Tab. 3) [61, 64]. Nonetheless, resid-
ual perfusion deficits, measured by PWI, have been observed in some patients
even when MRA images show complete recanalization. Therefore, recanal-
ization of large artery occlusions cannot be equated with complete reperfu-
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Table 2. 
MRI data from a clinical trial of citicoline

Variable Placebo (n = 40) Citicoline (n = 41)

Lesion volume (mL)
Baseline DWI 31.0 ± 5.7 25.7 ± 3.4
Week 1 DWI (larger of b0 and b1000) 57.6 ± 9.3 54.1 ± 8.1
Week 12 T2-weighted 50.8 ± 9.6 37.0 ± 6.5

Change in lesion volume
Baseline to week 12 (mL) 18.9 ± 7.0 11.3 ± 4.4
Baseline to week 12 (%) 180.0 ± 107 34.0 ± 18.5
Week 1 to week 12 (mL) –6.9 ± 2.8 –17.2 ± 2.6*

*p < 0.01. Although the differences in lesion volume appear to favor the citicoline-treated group, the
variance in lesion size in the placebo group was also large, precluding a statistically significant effect
(p = 0.18). Adapted from Warach et al. [45].
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sion as observed with MRA [62]. This apparent contradiction can be
explained by the spatial resolution of MRA, which is not sufficient to observe
occlusions in small blood vessels.

In addition to recanalization, raising the oxygen partial pressure in brain
tissue can improve outcome. For example, raising blood pressure with
phenylephrine or saline to a to mean arterial pressure of 130 mg Hg has been
shown to decrease the volume of time-to-peak (TTP) lesions and to have some
clinical benefit in stroke patients [41]. Secondly, the simple measure of
administering normobaric oxygen soon after stroke onset has been shown in
a pilot study to have beneficial effects over the first few days, although they
did not appear to be sustained over a longer period [65].

Unfortunately, the limitations of using volumetric measurements as a bio-
marker could lead to lost opportunities or even misinterpretation. First of all,
simple volume measurements do not take advantage of the richness of the
data imaging provides on the variations in the degree of deficit within a
lesion’s boundaries or on the anatomical site of the lesion, which has a major
effect on the degree of disability. Secondly, measuring volumes requires judg-
ment, either human or computer-based, to determine the margins of the
lesion. This can be particularly problematic for DWI lesions, which can be
patchy and ill defined early after the onset of stroke.

3.2 Quantitative imaging biomarkers

One approach to overcome the limitations of a volume-based approach is
voxel-by-voxel analysis of quantitative parameters (Tab. 1), which can give a
more detailed assessment of the ischemic lesion. Diffusion abnormalities can
be quantified from DWI by calculating the apparent diffusion constant (ADC)
[66], and there are several quantitative parameters that relate to perfusion
[67]. Any quantitative analytical approach needs to assure that the data mea-
surements are accurate and reproducible. In this respect, positron emission
tomography (PET) has been held up as the gold standard because tracer kinet-
ics can be applied to the data and attenuation artifacts largely avoided. Atten-
uation due to CT contrast agents can easily be calibrated, although there may
be some image artifacts. However, for MRI, it is important to recognize that
variations in protocols and instrument performance make considerable dif-
ferences in the strength of signals, which makes it harder to compare data
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obtained on different instruments, especially when programmed to use dif-
ferent imaging protocols.

Variations in the rate of injection of contrast agent will also affect repro-
ducibility. Although power injectors are not normally used for MRI contrast
studies, their use to provide a consistent rate of bolus is likely to be benefi-
cial for clinical trials. It is also important to use a consistent method for select-
ing the arterial input function (AIF), and to correct for the contributions from
large blood vessels (partial volume effect); improving the reliability of brain
perfusion maps is an area of active research [68, 69].

ADC maps have been shown to have good inter- and intra-observer repro-
ducibility and reliability [70] and to be better in this regard than estimates of
DWI lesion volume [71]. Recent methods that suppress the signal from cere-
brospinal fluid (CSF) by applying a fluid attenuated inversion recovery
(FLAIR) pre-pulse appears to improve the accuracy of ADC measurement
(although at the expense of less signal-to-noise per unit time). Using this
technique ADC maps and corresponding histograms have been shown to
have a narrower range of distribution of ADC values and a somewhat lower
mean value than ADC values without the inversion pulse [72]. In addition,
scan-rescan reproducibility studies of the distribution of ADC values, mea-
sured in healthy individuals, did not show any significant differences even
when the subjects were re-positioned [72].

Quantitative studies of perfusion and diffusion have provided consider-
able insight into the progression of stroke lesions over the first few hours and
days. ADC values decrease rapidly over the first few hours, an event that has
been associated with cytotoxic edema and cell swelling [73]. During the time
frame of decreasing ADC values decrease, the volume encompassing abnor-
mal ADC values increases and is nearly always larger 1 day after the ischemic
event compared to that measured within 3 h [44]. Then, starting at about 18.5
h after initial symptoms, ADC values slowly increase, even if recanalization
does not occur [37]. However, this apparent normalization does not signify
tissue recovery. Rather, it is associated with cell death and membrane lysis,
which allows water to move more freely. Therefore, the observation of DWI
lesion “recovery” does not, by itself, indicate clinical recovery [73]. ADC nor-
malization is termed “pseudonormalization” if a T2 lesion is present indicat-
ing infarction.

PWI and MRA studies on the duration of perfusion deficit also account for
some of the variables that contribute to the natural history of stroke. As many
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as 20–30% of arterial occlusions resolve spontaneously, without treatment,
within the first 6 h; an event that is more likely to occur in cases with embolic
rather than local thrombotic occlusions [74, 75]. This compares to recanal-
ization in approximately two-thirds of patients treated with t-PA [30, 63].
Indeed, one study has shown that the correlation between recanalization and
clinical outcome had a higher statistical significance than that between t-PA
treatment and clinical outcome (Tab. 3) [63].

PWI and CTp data are usually derived from dynamic contrast imaging,
in which serial images are acquired as a bolus of contrast agent (which does
not pass through the blood-brain barrier) travels through the vasculature
of the brain. Non-contrast MRI approaches (typically referred to as arterial
spin labeling or ASL) are also in development [76], although none are as
widely used as the gadolinium-based MRI approaches. In dynamic contrast
imaging, the passage of the bolus results in an attenuation (CT) or enhance-
ment (MRI) curve that is asymmetric because the flow through the
microvasculature is slower than that through the arteries (Fig. 2). An AIF
must be determined and deconvolution methods used to correct for the ear-
lier arrival time and proportionally greater blood volume and flow in the
arteries than in the perfused tissue. In CTp, the attenuation due to contrast
is directly related to its concentration (although there may be some atten-
uation artifacts due to bony structures). However, this is not completely
true for PWI because highly concentrated gadolinium contrast agents
diminish the T2 signal, while low concentrations enhance the T1 signal.
Therefore, the PWI enhancement curve has an initial drop and subsequent
rise. Although the area under the MRI enhancement curve is proportional
to blood volume, it is not an absolute measurement because of the com-
bined T1 and T2 effects at the tail end of the enhancement curve. For this
and other reasons, MRI estimates of CBV are generally measured relative to
that in the normally perfused contralateral brain (rCBV). Nevertheless,
measurements of CBV determined by dynamic contrast imaging correlate
well with that determined by 15O-CO PET [28], as do measurements of MTT
from PWI and PET in patients with chronic carotid occlusive disease [77,
78]. In addition, the reproducibility of PWI for measuring rCBV has been
demonstrated in normal volunteers. In these experiments, the mean ratio
of blood volume in five hand-drawn regions of interest was 1.08, with a
coefficient of variation of 12% and a between scan correlation of 0.84
(p < 0.0001) [79].
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MTT or time-to-peak (TTP) maps can be derived from dynamic contrast
MR data corrected with an AIF. Microvascular blood flow relative to the con-
tralateral hemisphere (rCBF) can then be calculated from the relationship:
rCBF = rCBV/MTT [80].

In stroke lesions, the arrival time of the contrast agent in the ischemic tis-
sue can be delayed by several seconds, and there is increased dispersion of
contrast agent. Therefore, the location of the artery used to measure the AIF
influences the estimates of rCBF and MTT, which may appear to be incon-
sistent with the clinical presentation [81, 82]. For example, if a single AIF is
derived from the contralateral hemisphere to an external carotid occlusion,
rMTT and rCBF are underestimated because of the delayed arrival from con-
tralateral circulation is not accounted for [83]. On the other hand, an AIF
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Figure 2. 
Calculation of FH. The deconvolution of the tissue concentration–time curve with the AIF yields the
R(t) (upper left). The negative slope of the residue function at a given time is the h(t) (lower left).
Using the relation CBV + CBF + MTT turns this curve into a distribution of flow (right). In the graph
on the right, the x axis displays flow relative to the mean flow and the y axis displays the associated
probability – that is, the distribution of relative flow rates, or w(f). The probability density functions
of relative flow for normal and ischemic regions in one patient are shown. The functions for the
ischemic area indicate a loss of the high-flow component relative to normal tissue. The distribution
of flow becomes more narrow, and microscopic flow displays a more uniform velocity pattern, i.e, a
more homogeneous distribution of flow. From [60] with permission.



derived from the hemisphere ipsilateral and downstream of a stenosis can
produce aberrant under- or overestimations of rCBF and MTT values because
contralateral circulation arrives sooner than that predicted by the AIF [84].
Without considering the effect of dispersion, mathematical modeling has
demonstrated that if contrast agent arrival into the region of interest is
delayed by ≥ 2 s compared to the AIF, rCBF is underestimated by about 35%
and, correspondingly, MTT is overestimated by about 60%. Increased dis-
persion contributes additional under- and overestimation of rCBV and MTT,
respectively [85].

Many groups are working to improve the methodology by which CBF is
measured with MRI, and in particular to overcome the challenges presented
by delay or dispersion of the tracer. Recently, methods have been developed
that are insensitive to tracer arrival time using a block circulant matrix [86]
or an independent component analysis to determine the local AIF for each
voxel [87]. Monte Carlo simulations were used to demonstrate the greater
accuracy of the former method for the calculation of rCBF, and to show that
these values are insensitive to variability in the selection of AIF. Both meth-
ods appear to improve the specificity of PWI for diagnosis, although the data
available at this time are limited.

4 Threshold data and predictions of infarction

That there are identifiable thresholds of blood flow that affect outcome was
first demonstrated in animal models of stroke. These studies showed that if
blood flow drops below a certain threshold, there is insufficient oxygen to
produce ATP and maintain homeostasis. As a result, cells rapidly depolarize,
lose intracellular potassium, and cell death occurs within minutes. If blood
flow is slowed but remains above that threshold, the cells remain metaboli-
cally active and can recover if blood flow is restored promptly. However, if
blood supply is not restored, the cells die over a period of several days. These
studies gave rise to the concept of the “ischemic core” in which cells
inevitably die and the “ischemic penumbra”, which has the potential to
recover [88].

PET has been used to demonstrate that such thresholds exist in human
ischemic stroke, using 15O-H2O imaging using to measure blood flow, 15O2

to measure oxygen uptake, and [18F]fluorodeoxyglucose (FDG) to measure
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metabolic activity. These studies showed that when blood flow drops below
a certain rate, the oxygen extraction fraction is very low and there is no meta-
bolic activity. Tissue with these characteristics represents the ischemic core.
Where blood flow is below normal but above this threshold, the oxygen
extraction fraction is elevated in the acute phase but depressed if the same
imaging procedure is repeated more than 3 days after the initiation of symp-
toms. The conclusion drawn from these studies was that the cells in this
region, the ischemic penumbra, were able to compensate to some extent the
low rate of cerebral blood flow but, if left underperfused, the cells die and the
tissue progresses to infarction [89].

These studies were the first to show that a window of opportunity might
exist when restoration of blood flow could salvage tissue that would other-
wise progress to infarction [89]. This proved to be correct and there is now
evidence that, if blood flow is promptly restored, a substantial portion of the
ischemic penumbra will recover [90], and that there is some salvageable tis-
sue for at least 6 h after stroke onset [90, 91].

More recent PET studies have estimated the thresholds of blood flow that,
within 95% confidence limits, are predictive of infarction and recovery (4.8
and 14.1 mL/100 g/min, respectively) [92]. However, MRI is a more widely
available and practical method for evaluating patients with acute stroke
symptoms. Several attempts have been made to define thresholds that would
be predictive of infarction and recovery from quantitative imaging measure-
ments of rADC, rCBF and rMTT.

Some studies have found significant differences in ADC values in tissue
that progress to infarction compared to that in tissues that recovered [49, 93,
94] For example, Heiss et al. [94] determined an rADC threshold of 0.83,
below which infarction could be predicted (95% confidence limits). Overall,
they showed that 71% of the infarct volume corresponded to pixels with
below threshold values.

Of the hemodynamic parameters, MTT has been shown to be significantly
more prolonged (p <  0.001) and rCBF lower (p < 0.05) in regions that infarcted
compared to salvaged tissue [59]. Another biomarker of the state of the
microvascular flow, FH, has also been investigated as a predictor of infarction.
In any given voxel, rCBF is heterogeneous because the microvessels it encom-
passes vary in size and have a corresponding range of flow. The distribution
in transit times can be incorporated into an algorithm that assigns appro-
priate flows and rates in parallel vascular paths to describe the heterogeneity
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in terms of a probability density function (PDF) [95]. In normal tissue, the
PDF is very similar from region to region and from patient to patient. How-
ever, in ischemic regions, the PDF peak is narrower and less heterogeneous.
Deviations from the normal PDF can be quantified and the regions with
abnormal FH can be mapped (Fig. 1). Regions with extremely narrow range
of flow rates (very low FH) correlate with regions that progress to infarction
[96].

In another approach, PET imaging has been used to estimate thresholds
of neural viability that predict infarction and recovery. These studies imaged
the distribution of [11C]flumenazenil (FMZ), a ligand that binds to benzodi-
azapine receptor sub-units of γ-amino butyric acid (GABA). Histograms show-
ing the frequency distribution of CBF values and FMZ binding that predict
infarction and recovery show a narrower overlap of values for FMZ binding
than for CBF and a steeper positive prediction curve (Figs 2–4) [92], indicat-
ing that FMZ binding appears to be well suited to identifying tissue that is
likely to progress to infarction. Thus, the 95% limit predictive of cortical
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Figure 3. 
Relationship between CBF and ADC, normalized to that of the contralateral hemisphere (nADC) in
two groups of patients; group A (s), imaged within 4 h of stroke onset and group B, (p) imaged
between 4 and 6.5 h after stroke onset. The vertical lines represent 95% confidence limits and the
horizontal line, the nADC value below which CBF decreased sharply. From [97] with permission.
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infarction for FMZ binding of ≤ 3.2, relative to normal white matter, corre-
sponded to 84% of the tissue volume that ultimately infarcted.

However, all these methods are limited in value because, no matter how
exact, they provide only a snapshot of tissue status at a single point of stroke
evolution. For example, Butcher et al. [59] found that there was an inverse
correlation (r = 0.93, p < 0.001) between time of initial MRI scan and MTT
delay in salvaged tissue [59]. Furthermore, ADC values have a time-depen-
dent relationship with CBF. For example, the rCBF threshold for significant
ADC abnormalities was below 15 mL/100 mL/min in patients within the first
4 h after stroke onset compared to 21.5 mL/100 mL/min when imaged 4 and
6.5 h after stroke onset (Fig. 3) [97]. Therefore, we can conclude that, while
these studies provide some insight into stroke evolution, threshold values
alone are not sufficiently accurate for use as a surrogate biomarker for drug
discovery.

5 The search for more sophisticated biomarkers

None of the correlations described above made full use of the continuum of
perfusion and diffusion deficit data. However, it is likely that quantitative
measurements that reflect this continuum will be statistically much more
powerful than those that rely on volume measurements or cut-off points. In
addition, the combination of different MRI parameters may be more power-
ful than a single parameter. This idea was first proposed by Welch et al. [98]
who combined T2 and DWI to suggest “tissue signatures” that might corre-
late with various stages of tissue damage. Extending these approaches to
include perfusion data was a logical extension of the earliest animal MRI
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Figure 4. 
rCBF and relative FMZ binding in stroke patients, measured by PET imaging between 1.5 and 11.5 h
(mean 6 h) after stroke onset. (A, C) Frequency distribution of CBF (A) and FMZ binding (C) com-
pared to average values in the contralateral hemisphere. Shaded boxes show values that progressed
to infarction, as observed in follow-up T2-weighted MRI, and open columns indicates values in tissue
that was not infarcted on follow-up. (B, D) Weighted mean curves across all patients’ volume of inter-
est and corresponding 95% probability limits for predicting infarction (positive prediction curve) or
non-infarction (negative prediction curve). Relative FMZ binding has less overlap in frequencies in the
infarcted and non-infarcted tissue and a steeper positive predictive curve than rCBF. 
However, FMZ binds to cortical tissue only and is not able to predict white matter infarction. Redrawn
from [92].



approaches (indeed, the initial DWI work also included PWI). The first exam-
ple of a correlation study of final infarct size with combined DWI and PWI
showed that this method correlated better than that from correlations with
one parameter (Fig. 5) [96].

Therefore, more sophisticated means of combining these data have been
proposed, with the goal of quantitatively predicting tissue destiny. This
approach is, perhaps at first, not necessarily intuitive: if the goal is to predict
tissue is salvageable, why focus on predictive models in the absence of ther-
apy? The approach stems from the recognition that the definition of ‘sal-
vageable tissue’ requires a therapy to perform the salvage, and as there are a
potentially infinite number of therapies that might be tried in stroke, the def-
inition of salvageable must always remain tentative and incomplete. In par-

Janet C. Miller and A. Gregory Sorensen

340

Figure 5. 
Images from a patient with acute cerebral ischemia. Top row: Various input images. Bottom row: Risk
maps based on T2 and ADC, PWI, or a combination of DWI and PWI showing a range of risks. Bot-
tom right is the follow-up image with infarct outlined in red. (The green outline shows training regions
to teach the model what tissue that did not infarct looked like; further methodology described in
[101])



allel with this, the observation that the DWI/PWI mismatch has variable out-
come suggests that some spontaneous tissue recovery can occur. These two
facts lead to the concept, then, that a method that quantifies the natural his-
tory of tissue destiny can generate error bars around that which is expected
to happen in the absence of therapy – and then a given intervention can be
compared to see if any tissue was salvaged. By combining DWI, PWI, T2, and
any other predictive variable into a single probability at each voxel, inter-
ventions can be tested for efficacy against tissue that typically does not spon-
taneously recover, tissue that is highly likely to recover, and tissue with
highly variable outcome. Such additional variables may be from clinical
data, advanced MRI measures of the diffusion tensor [99], perfusion measures
such as estimations of variance due to spontaneous low frequency oscilla-
tions (< 1 Hz) (which may be due to coordinated capillary vasomotion, and
which is absent in ischemic tissue) [100], or CTp data.

5.1 Generalized linear models

Initial attempts to combine multiple datasets used a common and straight-
forward statistical technique, called generalized linear models (GLMs), to
convert DWI and PWI data into voxel-by-voxel maps of the risk of infarction,
termed “risk maps” [101]. These GLM approaches have been shown to have
high specificity and sensitivity for predicting the threshold values for infarc-
tion (Fig. 6) [84, 86, 101].

Therefore, GLMs can be used to test new therapeutic interventions by
comparing what the model predicts would happen to each voxel in the
absence of therapy with what actually happened, thus using the initial imag-
ing data to allow each patient to act as his or her own control (a so-called
change-from-baseline approach). Statistical analysis of change in the positive
predictive value of infarction in each voxel indicated by the GLM will demon-
strate any treatment effects that change the natural history of the tissue. If
the GLM predicts tissue outcome “incorrectly” and more tissue is salvaged
than expected, given the combination of diffusion, perfusion, and other
imaging changes in that voxel at that time, the positive predictive value will
be lowered. These approaches appear quite promising because they suggest
much lower variance and, therefore, lower sample sizes for clinical trials than
other MRI endpoints such as volumetric approaches.
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Table 4 provides estimates of sample sizes based on various approaches to
testing for a new stroke treatment that might have a 20% effect size in
patients, based on our own recent analysis of DWI, PWI, and GLM
approaches in a group of 71 patients [102, 103]. Of particular note is that vol-
umetric approaches have substantial variance; this suggests that their value
lies more in understanding the biological effects of a new treatment and
allowing correlations with animal models than in reducing sample size per
se. The voxel-based approach, even with the current initial approach, sug-
gests that much smaller sample sizes can be used.

A number of efforts to advance these approaches have also been suggested
[102, 104]; a clear limitation is the assumption of a linear relationship
between changes in tissue parameters such as CBV or ADC and risk of infarc-
tion. This is likely not the case; CBV may actually increase initially in tissue
at risk [105], suggesting that more mathematically sophisticated approaches
would be useful. These include generalized additive models (GAMs) [106] and
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Figure 6. 
Performance of (A) thresholding and (B) GLM methods, pooling results across 14 patients. For both
methods, the perfusion-based maps (rCBF + rCBV + rMTT) appear more sensitive than the diffusion-
based maps (rT2 + rADC + rDWI) at values of high false-positive ratio (FPR). The multivariate algo-
rithms tend to have a higher ROC curve than the univariate algorithms. When perfusion and diffu-
sion data are combined either singly (rT2 + rADC + rMTT) or multiply (rT2 + rADC + rCBF + rCBV, or
combined algorithm), an overall increase in sensitivity in areas of high specificity (FPR < 0.2) is seen.
Reprinted with permission from [101].



other approaches [102]. We have yet to see how MRI derived linear models
that take into account variations in the degree of perfusion and diffusion
abnormalities, lesion location, and other factors that affect stroke outcome
will fare in clinical drug trials for stroke therapy.

6 Future directions for imaging-based approaches

While these linear models show promise, the variance in the link between
imaging prediction and actual outcome is not yet ideal, and other fruitful
areas of research could be explored. One source of variance that could be
incorporated into a predictive model is the location of the infarction. Small
lesions in eloquent cortex can have a much larger impact on clinical outcome
than large lesions elsewhere in the brain. This leads to low correlations
between lesion size and clinical outcome. Indeed, a number of studies of
lesion size and clinical outcomes with rigorous guidelines for comparisons
show correlations only in the r2 = 0.2–0.4 range. Efforts to link lesion loca-
tion with size may reduce this variance [102].

Beyond the technical aspects of imaging techniques alone, it is increas-
ingly clear that including clinical parameters, such as age [37] and time from
symptom onset [97], will improve predictive value. Other factors, unrelated
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Table 4. 
Potential impact of MRI metrics on size of clinical trials

Sample sizes for various endpoints Mean SD ES Total sample size
(n = 74) (n = 74)

Inter-patient metrics
Clinical outcome scores Typical clinical trials require < 600–5000 patients [129]
Initial DWI volume (mm3) 34.3 39.4 0.17 1026

Final infarct volume (mm3) 54.7 52.7 0.21 734

Intra-patient metrics
Final T2 – initial DWI (mm3) 20.5 29.9 0.14 1756
GLM (PPV) 49.6% 29.8% 0.33 281

Note: the NINDs and ECASS trials each had 600–650 patients.
ES, effect size if new therapy shrinks lesion by 20%; GLM, PPV, see text.
Sample size is for a = 0.05, b = 0.8. 



to the ischemic event have also been shown to contribute to outcome. For
example, hyperglycemia is associated with a significantly worse clinical out-
come [107, 108]. Genetic factors, such as the -765G → C polymorphism of
the cyclooxygenase-2 gene, play a role in both predisposition to stroke and
stoke outcome. Individuals who carry this gene variant have been shown to
have a significantly lower incidence of stroke and to have lower levels of
MMP-9 activity in atherosclerotic plaque. On the other hand, those who carry
the apolipoprotein E4 gene are likely to experience a worse stroke outcome,
as measured by both expansion of the lesion and poorer clinical outcomes
[109, 110]. Therefore, the inclusion of genotypic and phenotypic informa-
tion will likely become be increasingly important as factors in predictive
models.

7 Imaging and targeted drug development

In addition to gathering data on perfusion and diffusion changes due to
stroke, several imaging applications have been devised for investigations
into stroke physiology and for assessments of the predicted response to tar-
geted drugs. These applications use specialized imaging agents that are
designed to visualize a particular physiological characteristic (such as blood
vessel permeability) or molecular imaging agents, which are designed to
visualize and quantify the distribution and/or activity of a biomolecular tar-
get. One example of such an agent, [18F]FMZ, has been mentioned above.
In addition, the pharmacokinetics and pharmacodynamics of novel drugs,
labeled with a suitable radioisotope, can be investigated with PET or single-
photon emission computed tomography (SPECT) [111]. Several such tech-
niques have been developed that are applicable to drug development for
stroke therapy.

Drugs development strategies for stroke therapy fall into two main camps,
those that restore blood flow and neuroprotective agents that prevent cell
death. The latter strategy is based on studies that have shown that cells in the
ischemic penumbra are initially metabolically active but are compromised by
ionic imbalance, excitotoxicity, and oxidative and nitrosative stress. These
perturbations in neurovascular function initiate several cascades of events
that result in subcellular injury. Examples of such injurious reactions include
increased production of degradative enzymes, such as matrix metallopro-
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teases (MMPs) and t-PA, and the recruitment of leukocytes and platelets,
which is initiated by the expression of intercellular adhesion molecules by
vascular endothelial cells [112–114].

The degradative activity of MMPs has several adverse effects. First, break-
down of the intracellular matrix is detrimental to cell viability; the cells
respond, over hours to days by dying through apoptotic-like cell death mech-
anisms, expanding the region of infarction. Neurons and oligodendrocytes
are especially sensitive to this process [90]. Secondly, MMP-mediated degra-
dation of endovascular intracellular matrix weakens blood vessels. Conse-
quently, high blood levels of MMPs correlate with the increased likelihood
of hemorrhagic transformation [115]. Third, MMP activity has been impli-
cated in the rupture of atherosclerotic plaque and, therefore, to initiating
stroke and other embolic diseases [116].

Human stroke studies have shown that blood levels of MMP-9 increase dur-
ing the course of ischemia [114], and that acute MMP-9 levels have a positive
correlation with NIHSS outcome [117] and DWI lesion size [113, 115, 117,
118]. Furthermore, there appears to be a link between the concentration of t-
PA and up-regulation of the MMP-9, suggesting that t-PA itself up-regulates
MMP production [112–114]. This would explain why patients treated with t-
PA have higher blood levels of MMP-9 compared to those treated with
hypothermia [114]. These lines of evidence have raised hopes that a drug that
interferes with MMP activity would be beneficial early in the course of stroke
evolution. However, tissue remodeling appears to depend on MMPs to allow
the passage of new cells and the development of new blood vessels. Therefore,
any successful therapy based on MMP inhibition would have to be aimed at
the earliest stages in stroke evolution and be withdrawn to allow for tissue
remodeling.

A novel, large diameter MRI contrast agent, monocrystalline iron oxide
nanocolloid (MION) has been used to demonstrate the effect of t-PA on hem-
orrhagic transformation in animal model of stroke. Since MION is normally
confined within the vasculature (its intravascular half-life is several hours)
but will extravasate from weakened blood vessels, it can be used in steady
state susceptibility contrast-enhanced imaging to monitor the degradation
of the vascular matrix. This imaging method has been used to demonstrate
that t-PA, when given to animals 6 h after onset of ischemia, significantly
enhances hemorrhagic transformation in the ischemic area but has no mean-
ingful effect on improving blood flow [119]. Clearly, this imaging method
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could be useful for monitoring the effect of drugs designed to protect blood
vessels from degradation.

Other imaging techniques have been devised to directly visualize in vivo
activity of MMPs. For example, optical agents have been developed that are
minimally fluorescent when they are administered but become highly fluo-
rescent when cleaved by enzyme activity [120–123]. Since these agents fluo-
resce in the near infrared, which is little absorbed by tissue, they can be
detected at depths up to a few centimeters within the body, making it possi-
ble to make in vivo tomographic images of MMP activity. Optical imaging is
an attractive and inexpensive imaging method that is particularly well
adapted to preclinical trials in small animals.

Nuclear imaging (PET or SPECT) methods have also been developed to
monitor MMP activity, and are better suited to human studies because high
energy photons are attenuated by tissue to a much lesser extent than those
in the infrared spectrum. Recently, radiolabeled broad spectrum MMP
inhibitor has been used to image MMP activity in the arterial walls of
apolipoprotein E-deficient mice [124]. In addition, a series of sub-group-spe-
cific MMP inhibitors have been developed, which are suitable for molecular
imaging of MMP activity with PET or SPECT [125].

Other lines of research into the pathophysiology of stroke have demon-
strated that ischemia increases the expression of intercellular adhesion mol-
ecules on the vascular endothelium [90]. These adhesion molecules recruit
platelets and leukocytes, initiating inflammatory responses and increasing
the likelihood of thrombus formation. As a result, re-occlusion following
recanalization is a common event in stroke evolution, occurring in an esti-
mated 17% of patients in whom recanalization has been observed [126]. A
pivotal event in thrombus formation is the adhesion of fibrinogen to a recep-
tor found on the surface of activated platelets, platelet glycoprotein IIb/IIIa
receptor. Antagonists to this receptor have been developed, including abcix-
imab, eptifibatide, and tirofiban, all of which are approved for use in patients
with acute coronary syndromes. Trials in animal models have shown that
they reduce the infarct volume in ischemic stroke models, and there are some
encouraging preliminary results in clinical trials of abciximab and a phase III
study is currently underway [127]. Although molecular imaging has not been
used to date to monitor the effect of these drugs, a radiolabeled high-affinity
glycoprotein IIb/IIIa receptor antagonist has been developed, which has been
used in clinical trials of novel diagnostic techniques [128].
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These examples of advanced imaging techniques represent a small frac-
tion of the possibilities that could be used for drug development applications.
Such applications could be highly valuable for determining whether the drug
candidate reaches its target, accumulates in other parts of the body where it
could have toxic effects, and has the desired effect on the drug target. There-
fore, these imaging techniques could be valuable for the selection of drug can-
didates that have the highest potential for success and to determine drug dose
and schedule.

8 Conclusion

Imaging is currently an important part of the clinical evaluation of stroke
patients and for decision making for clinical management. Imaging data are
increasingly applied in clinical trials for tasks ranging from identifying appro-
priate patients for inclusion in the trial to providing endpoints indicative of
successful therapy. Innovative imaging data-analytical techniques, especially
those for MRI, offer the means to reduce sample size in clinical trials of stroke
therapy by providing a change-from-baseline statistical approach. These
approaches are particularly valuable in early decision making about the
potential efficacy of treatments (go/no-go decision making). Before MRI can
be unequivocally established as a surrogate marker in pivotal clinical trials
(e.g., as a registration endpoint), it must be demonstrated that the abnor-
malities seen in images can be shown to directly correspond to the symptoms
or the survival of the patient, and that corresponding effects of therapy can
be measured reliably both by MRI and clinical examination. Measurement
implies quantification of such things as values for the diffusion and perfu-
sion abnormalities as well as lesion volume, while reliability implies that, not
only must the abnormalities be consistently present, they must also be
numerically similar when assessed by independent readers who may be in dif-
ferent institutions and using different instrumentation. Such multicenter
approaches are in various phases for a number of therapies, and soon such
tools may become the standard method for stroke trials, which in turn should
lead to more efficient evaluations of new therapies for this difficult disease.
In addition, future drug trials may benefit from advanced imaging techniques
in which molecular processes can be measured and pharmacokinetics and
pharmacodynamics can be assessed.
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drugs; IMT, intima-medial thickness; IVUS, intravascular ultrasound; JSN, joint space narrow-

ing; MRI, magnetic resonance imaging; MS, multiple sclerosis; OA, osteoarthritis; PET, positron-
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1 Introduction 

In this chapter, I will refrain from providing a list of the uses of biomedical
imaging in drug development, as much of this will be expertly covered by
other authors in this volume. Rather, I will focus on specific examples where
imaging is recognized as having an impact, and the difficulties that are being
and will be experienced in the introduction of innovative technologies into
the regulatory arena. I will also discuss present efforts by the regulators, par-
ticularly the Food and Drug Administration (FDA), and their activities regard-
ing the use of imaging methodologies into the drug approval process. It
should be noted that many of these issues are not unique to biomedical imag-
ing but are common to all innovative approaches that are presently under
review for a potential role in the drug development activities associated with
regulatory submissions.

Biomedical imaging has changed the way in which medicine is practiced.
For example, in 1985, there were between 5 and 10 magnetic resonance imag-
ing (MRI) scans. In 1998, in the US alone, there were over 7 million [1]. The
impact of biomedical imaging was celebrated with the US Post Office releas-
ing a stamp recognizing this achievement as one of the 100 most important
events of the 20th century. In terms of drug development, there are consid-
erable examples of the use of imaging in drug development in both preclin-
ical and clinical studies, many of which are addressed by other authors in this
volume. This chapter focuses on regulatory issues and implications in rela-
tion to the development and use of biomedical imaging in clinical drug devel-
opment. The regulatory environment focuses on phase III clinical studies,
drug approval, and in light of increased interest and pressure, phase IV, post-
marketing activities. In terms of phase III, some examples of imaging appli-
cations presently being utilized are discussed; however, the focus is on the
changing environment of drug development, highlighted by new therapeu-
tic strategies targeting disease modification, and the challenges to the vari-
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ous stakeholders in this rapidly developing process. These new trends in drug
development are resulting in compounds that are directly targeting specific
molecules or pathways that are associated specifically with the disease [2–4].
In order for these disease modification models to succeed, it will be essential
to understand and even define or redefine the disease itself. This provides
opportunities for application of new clinical endpoints, including clinical
molecular imaging approaches.

To exploit these opportunities we must understand the regulatory envi-
ronment and what will be required by it to gain acceptance of these tech-
nologies so that they can have the appropriate impacts.

2 Present regulatory status for specific diseases and 
therapeutic areas

2.1 Oncology

Early attempts to define tumor responses to therapies began in the 1960s [5].
In the late ‘70s and early ‘80s, the World Health Organization (WHO) defined
criteria by which such changes could be monitored. However, there were prob-
lems in the application of these criteria by various groups as specific inter-
pretations were made [6–9]. In addition, the increased use of CT and MRI and
the integration of three-dimensional (3D) data analysis provided additional
complexities [6, 7]. Awareness of these issues resulted in many modifications
to the original WHO criteria; however, the significant advances in biomedical
imaging technologies could not be suitably addressed. In response, in 1994,
the European Organization for Research and Treatment of Cancer (EORTC),
the National Cancer Institute (NCI) and the National Cancer Institute of
Canada, established a task force to develop new guidelines for measuring
tumor responses based on intensive analyses of large datasets of patients pre-
viously examined [6]. There were 3 years of regular meetings and exchanges
of ideas within the task force, followed by a drafted revision that was widely
circulated for comments from the biomedical community. This resulted in the
second version of the document which was sent out to external reviewers who
participated in a consensus meeting in October 1998, to discuss and resolve
problems and issues. Representatives from industry, academia and regulatory
agencies were present to finalize the third version of the document, which was
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officially presented to the scientific community in the 1999 American Soci-
ety for Clinical Oncology. The final version was submitted for official publi-
cation in June 1999 to the Journal of the National Cancer Institute. Data from
collaborative studies of an accumulated 4000 plus patients with tumor
response assessment was used to define the measurement criteria. The RECIST
criteria are discussed in detail by various authors [6–10]. The criteria were
meant to be used for tumor response evaluation as a prospective endpoint in
early clinical trials (typically phase II for investigational drugs or regimens).
In addition, they could be used as a prospective endpoint in more definitive
endpoint trials for patient populations. Under these circumstances, the mea-
sured tumor response for the population could be used as a surrogate endpoint
to determine clinical benefit. It could also be used in daily clinical practice to
evaluate tumor response in relation to continuation of treatment.

The following guidelines were developed: “At baseline, tumor lesions will
be classified as measurable (accurate measurement of lesions in one diameter
(longest) as > 20 mm with conventional techniques or as > 10 mm with spi-
ral CT), or non-measurable (all other lesions < 20 mm with conventional or <
10 mm with spiral CT). The term “evaluable” is not recommended. Baseline
measurements should be between treatment or no more than 4 weeks before
treatment. A similar protocol should be used following treatment effects.”

Imaging protocols are preferred to clinical examination. X-rays can be
used for chest tumors but CT is certainly preferred. CT and MRI are the most
recommended methods at present. Ultrasound is generally not recom-
mended. It can be used as an easy routine analysis for superficial tumors as a
support to clinical examination. In the documentation [11] there is consid-
erable detail regarding the radiological conditions, the types of responses, and
necessary details to standardize the measurements. Four different responses
are well documented: complete response, partial response, stable disease and
progressive disease [6, 11].

These detailed guidelines provided a standardization of tumor response,
which did not necessarily take into account the latest innovations in imag-
ing technology, but which provided a basis for comparison of one RECIST
trial to another. RECIST data did not show a good correlation with older
WHO criteria [8, 9].

So, after extensive efforts to standardize an approach to tumor response,
less than 5 years after this 5-year process was summarized and completed, a
new approach has been proposed suggesting a new approach which takes into
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account the various developments and potentialities of advancing biomedical
imaging technologies. These include 3D measurements, imaging contrast
agents and multimodal analysis [12]. There were numerous pitfalls with the
RECIST criteria that are well recognized by the scientific community.

The use of imaging in oncology highlights a fundamental problem in the
application of emerging technologies to the drug development process, that
is, the clash between technology development and clinical trial application.
Research tends to focus on innovation and development is more refinement
and improvement of existing methods. It is difficult to keep a balance. The
return on investment to innovative approaches is not easily realized in the
business world due to the required duration for development of an appro-
priate product. In spite of this, pharmaceutical companies continue to be
amongst the leading investors in R&D technologies compared to all indus-
tries. With the pressures of increasing costs in drug development and
increased attrition rates, a major contribution is expected from these innov-
ative and emerging technologies. However, to date, this has only been real-
ized in terms of additional expenses and the return on investment has not
been recognized.

2.1.1 Regulatory considerations regarding use of imaging in oncology

The pressure is increasing on regulatory agencies from numerous directions.
From the perspective of the general public, whom they are serving regarding
health and human services, the emphasis is on increased safety. Advocacy
groups continue to encourage more rapid approval of new therapies. From
the industry perspective, there is increased pressure to innovate the process.
The challenge to the regulatory agencies is to achieve all of these goals simul-
taneously! The inconsistency is evident in that increased safety generally
requires a “risk averse” position, while increasing innovation would infer
greater “risk taking”.

2.2 Multiple sclerosis

Even though multiple sclerosis (MS) was first described over 130 years ago,
the exact diagnosis still remains a challenge. It is the most common neuro-
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logical disease among young adults. The recent introduction of therapeutic
agents has raised the importance for a diagnostic procedure that stands up
to the rigors of both clinical practice and interventional clinical trials. Gen-
erally, the clinical symptomatology, the typical transient nature of the com-
plaints and the abnormal neurological signs, are sufficient diagnosis [13].
However, they are complicated and the variability in the measures makes it
extremely difficult for the development of a therapy. MRI was first used to
investigate MS in 1981 [14]. MRI dramatically changed the nature of disease
diagnosis and within less than a decade of its first use, it was universally
accepted and adopted, and chosen to be the exclusive basis for diagnosis by
most clinical neurologists worldwide. MRI was capable of detecting and cor-
relating the number of lesions, their size, and location to the clinical signs
and symptoms [13–15]. However, there are reports of poor correlation in
terms of diagnosis and distinguishing between MS and disseminated
encephalomyelitis. In 2001, McDonald and colleagues provided updated
diagnostic criteria that provided a scheme for MS diagnosis, which included
clinical signs and symptoms, MRI, and cerebrospinal fluid biochemical mark-
ers [16]. The guidelines provide precise technical details regarding the use of
MRI in diagnosis.

The sensitivity, reproducibility, metrics and objectivity of MRI are used in
conjunction with the more classical endpoints for the monitoring of exper-
imental therapies in the treatment of MS. There is evidence that the enhance-
ment of lesions and the changes of the T2 load in serial MRI scans may serve
as a valid criterion for the relapse rate in patients with relapsing-remitting MS
[17]. However, there are limited data as to the correlation between relapse rate
and disability accrual. The significant distinction in terms of MRI use for MS
must be made between its applications in a clinical trial setting or a clinical
diagnosis, in contrast to use in understanding basic mechanisms of the dis-
ease [18]. The standards of the measurement are significantly different. Due
to the high prevalence of this disease and the pressures to develop therapeu-
tic interventions, MRI has been recognized and utilized extensively in eval-
uation of therapeutic action as a disease-modifying agent. It has been used
in FDA-approved therapies, including subcutaneous interferon-β-1b (IFNβ-
1b, Betaseron), IM interferon-β-1a (Avonex), SC interferon-β-1a (Rebif), glati-
ramer acetate (Copaxone), and mitoxantrone (Novantrone), all of which are
known as disease-modifying agents (DMAs) [19]. The label for each of these
compounds has included reference to the MRI data, indicating that it has
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played a major role in the approval process. However, the labels clearly states:
“The exact relationship between the MRI patients and the clinical status of
the patients is unknown.”

This is still the case for the most recently released compound, Tysabri
(natalizumab), which was approved in November 2004 [20]. Even though
MRI is considered to be a surrogate endpoint for MS, there is no formal vali-
dation of the MRI metrics in comparison to clinical disability in clinical tri-
als. While there is considerable information as to the technical requirements
for using MRI in MS clinical trials, there is a paucity of the necessary clinical
validation. This is in part due to the continually evolving perception of the
role of MRI as a clinical endpoint and/or diagnostic. In one recent study by
Sormani and colleagues, representing the European Study Group on Inter-
feron-β-1b in Secondary Progressive MS, they claim that “the cMRI (conven-
tional MRI) metrics should not be used as a stand-alone measure of outcome
in phase III trials of IFNB in secondary progressive MS” [21].

This is further complicated by the nature of the therapeutic agents that
are not considered to be “cures” for the disease, but rather having significant
efficacious impact on the short-term outcome of the disease. With the devel-
opment of disease-modifying therapies, we are defining and/or redefining the
disease. The imaging technology is having a significant impact on this
process. The problem remains that the methodological approaches for deter-
mining drug efficacy will not be the most “cutting edge” technology or appli-
cation of the technology being employed. It is naïve to expect otherwise as
by the time the necessary clinical and technical validation are completed to
satisfy regulatory agencies such that an imaging technology may be consid-
ered “validated”, the technology will be out of date in the eyes of the tech-
nologists. Perhaps we have unrealistic expectations?

2.3 Osteoarthritis

Due to the increased aging population, osteoarthritis (OA) will continue to
develop into a major health problem. Most people over 60 will have some
form of OA, while at least half will exhibit the symptoms [22]. At present, all
therapies associated with OA treat the symptoms, i.e. pain, and not the dis-
ease itself. There are increased efforts to develop therapies that are specific
for modifying the disease, known as disease-modifying osteoarthritis drugs

David S. Lester

364



(DMOADs). Both European and US regulatory guidelines [23–25] specify that
to gain a DMOAD indication, clinical studies need to demonstrate that a new
therapeutic can slow down disease structural progression as measured by
joint space narrowing (JSN) on plain X-rays, and that this delayed JSN trans-
lates into a clinical benefit for the patients. The limitation is that JSN is not
sensitive to small changes and there is significant high precision error [26].
MRI is now being investigated as an approach to measure the cartilage itself.
Both structural and chemical changes in the cartilage can be measured over
time using MRI procedures [27, 28]. This is recognized as a more sensitive
method than JSN and measures the targeted tissue response directly. Thus,
shorter clinical trials may be possible. There are accumulated data available
on these methods, and it is generally agreed that the technology is ready for
phase II studies, but further work is need for phase III. Regulatory agencies
recognize the advances and potential of such technologies as MRI. For exam-
ple, in the FDA draft guidance for industry for the clinical development pro-
grams for regulated products related to OA, it is stated: “In the future, mea-
surement of cartilage volume using MRI may be able to replace the X-ray mea-
surement of JSN, but currently technical problems remain, and adequate
studies correlating MRI with X-rays are not yet available.”

In relation to the use of JSN as a method for measuring DMOAD efficacy,
it is stated in the same guidance: “Determining what change in JSN of the
knee or hip is clinically relevant to the patient with OA is fundamental, but
currently unknown” [23].

The Committee for Proprietary Medical Products (CPMP) of the European
Agency for the Evaluation of Medicinal Products (EMEA) in their 1998 doc-
ument on clinical investigation of OA products only referred to the JSN as a
measure of structural progression [24].

2.3.1 Regulatory considerations

The FDA shows a willingness to discuss new methodologies for measuring
efficacy in the DMOAD class of compounds that are presently under consid-
erable development. This is shown by their participation in the National
Institutes of Health Osteoarthritis Initiative. However, it is clear that signifi-
cant or at least appropriate validation needs to be done of all new approaches,
both imaging and biochemical, before acceptance. A combined pharmaceu-
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tical industry/academia/government initiative is trying to develop standards
for new endpoints [29]. The degree of change that will have to be measured
using such techniques as MRI is not yet known, and will only be determined
upon a measured response in the rate of change of the measured parameter
upon therapeutic treatment, e.g., cartilage volume. The regulators are indi-
cating that there must be clinical symptoms, i.e., pain measurements, asso-
ciated, as there must be a measurable “clinical benefit”. Using technologies
such as MRI and specific biochemical markers, we are defining the disease-
modifying measurement parameters of the OA process. An extensive OA ini-
tiative is presently in progress to evaluate the various potential biomarkers
for OA, including imaging. Participants are from academia, government and
industry (for an excellent review see http://www.niams.nih.gov/ne/oi/oabio-
marwhipap.htm). A possible scenario is that a technology will measure sig-
nificant changes in the rate of cartilage degradation but not demonstrate a
significant change in the clinical symptoms. Such a compound would not be
approved. However, in combination with an established agent for treating
clinical symptoms, the regulatory decision process will be challenged. As for
the case of MS discussed above, the science and subsequent understanding
of the disease process/mechanism will usually be significantly ahead of the
state of therapy and the clinical endpoints used to determine clinical efficacy.
This type of challenge to the regulators and the pharmaceutical industry is
prevalent in the development of new therapies in most therapeutic areas.

2.4 Alzheimer’s disease

The increased prevalence of Alzheimer’s disease (AD) continues to be syn-
onymous with the increase in aging populations. The problem with demen-
tia patients is that they often lack the ability to give informed consent due
to cognitive impairment. Subsequently, it is often required that a surrogate
decision maker serve as the guardian of the individual’s rights [30]. This dis-
tinguishes AD from other diseases and highlights the need for a surrogate
endpoint that is capable of replacing the clinical endpoint. The limitations
of the present AD clinical endpoints in terms of clinical trials for evaluating
new therapies are recognized. While there are a limited number of com-
pounds that have been successfully approved for treatment of signs and
symptoms, much of the emphasis of the pharmaceutical industry most
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recently has been on the development of compounds for purposes of pre-
vention. Subsequently, there has been a need to evaluate new compounds
in terms of modification of disease progression. The clinical signs and symp-
toms alone are not appropriate for evaluations of action of such compounds.
This has resulted in significant efforts in academia and industry to develop
biomarkers for evaluating disease progression with the ultimate goal of pro-
viding surrogate endpoints for AD disease progression. In terms of regula-
tory activities, the FDA, Division of Neuropharmacological Products, has
shown great interest in such developments by participating in conferences
and symposia and even publishing documents presenting their perspectives
[31, 32]. Imaging has received significant attention due to its non-invasive
nature with volumetric MRI (vMRI) being the most published approach [33].
Considerable studies have been made on the performance characteristics of
vMRI in terms of monitoring disease progression [34], potential risk fac-
tor/diagnostic [35], and therapeutic studies [36]. FDG-PET will also play a sig-
nificant role and has recently been approved for reimbursement for certain
AD diagnoses [37, 38]. The use of FDG-PET as an imaging endpoint for AD
clinical trials has also been investigated; however, it is limited due to the
availability of sites and the exposure to the radioactive tracer. Other imag-
ing approaches include MR spectroscopy [36], diffusion-weighted imaging
[39] and perfusion MRI [40] as other possible approaches. Another PET
methodology that has gained considerable attention is the amyloid plaque
tracers that have been developed [41]. Upon validation, these could be very
promising tools for evaluating plaque-modifying agents, or possibly as sub-
ject inclusion/exclusion criteria, or even as a diagnostic associated with pre-
scribing the therapy(ies). An extensive government/academia/industry
effort is underway to investigate and evaluate imaging procedures for AD. A
consortium has been established for this purpose with financial support
from industry and NIH (see http://www.nia.nih.gov/NewsAndEvents/Press-
Releases/ADNIQandA.htm).

There have not yet been any AD drugs approved based on imaging sur-
rogate markers. At present, FDA submission of an AD compound requires at
least two separate randomized, double-blind, placebo-controlled trials of at
least 3–6 months duration. Such trials will not be appropriate to obtain a dis-
ease-modifying approval indication. The FDA has participated and provided
considerable discussion and direction in terms of the requirements for an
AD imaging surrogate. In November 2002, the Peripheral and Central Ner-
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vous System Drugs Advisory Committee of the FDA, held a meeting to dis-
cuss the role of brain imaging as an outcome measure in phase III drug tri-
als in AD [41]. There were many of the leading experts in imaging method-
ologies making presentations on the state of the art of imaging modalities
for AD. Dr. Katz, the Director of the Division of Neuropharmacological Drug
Products, opened the proceedings with a discussion on surrogate markers.
He indicated support for the development of a surrogate marker for AD dis-
ease progression, but indicated that it was the job of the industry or the
health sciences community to provide it. The general conclusion of the
Advisory Committee was that none of the imaging modalities were vali-
dated. One would need a demonstrable effect by a therapeutic treatment
before a decision could be made regarding the validity of the imaging sur-
rogate. However, it was clear that clinical symptoms would be needed to
accompany any submission. An interesting point that was raised by Dr. Katz
“if you had a drug that effected a surrogate but had never had an effect on
cognition, I’m not sure what you’d have.” He followed this statement with
“I think it would suggest that the surrogate’s a failed surrogate.” [41]. This
statement was not disputed by any of the Committee. At the American Soci-
ety for Experimental Neurotherapeutics, in March 2004, Dr. Katz provided
an overview of this meeting with some additional comments [42]. However,
it was clear that there was little if any progress in terms of the perception
and use of imaging surrogates for AD from the Advisory Committee meet-
ing 2 years earlier. Dr. Katz has published an article on an FDA perspective
on biomarkers and surrogates in April 2004 [31]. In addition, there was a
well-written document on a regulatory perspective on the evaluation of dis-
ease-modifying drugs for AD, by Dr. Mani, from Dr. Katz’s division [31]. The
FDA should not define the requirements for such an imaging surrogate. This
can only be determined upon a successful clinical trial showing an effect of
a therapeutic on an imaging surrogate that correlates with clinical signs and
symptoms. To “validate” (and refine) the definition, subsequent therapeu-
tic studies with other agents using these imaging criteria would be needed.
As can be seen, there is a general willingness to recognize surrogate end-
points by the FDA in a number of different diseases; however, the issues vary
from one disease to another. It will be difficult to establish a standard pro-
tocol for surrogate marker validation. Perhaps some consensus general guid-
ing principles could be developed by the community to help the various
stakeholders in their efforts to pursue new surrogates.
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3 Confusion and unclear terminologies

The major debate regarding the use of imaging as a clinical endpoint gener-
ally focuses on their use as surrogate endpoints in clinical trials. There have
been considerable publications, meetings, etc. on distinguishing between
biomarkers and surrogate endpoints. At a recent FDA Pharmaceutical Sci-
ences Advisory Committee Meeting on Biomarkers and Surrogate Endpoints,
Dr. Lawrence Lesko, Director of the Office of Clinical Pharmacology and Bio-
pharmeceutics, Center for Drug Evaluation and Research (CDER), FDA, began
the proceedings by defining and distinguishing biomarkers from surrogates.
He used the following definitions which were a product of the joint NIH/FDA
Biomarkers meeting held in 1999. They are: “Biomarker (biological marker)
– characteristic that is measured and evaluated as an indicator of normal bio-
logic processes, pathogenic processes, or pharmacologic responses to a ther-
apeutic intervention. Surrogate endpoint – A biomarker intended to substi-
tute for a clinical endpoint.” As can be seen, a surrogate endpoint belongs to
the biomarker class. This is a widely accepted definition of the surrogate.

So, what distinguishes the surrogate from the general biomarker category?
The answer is in the necessary standards to reach the surrogate status. A sur-
rogate is considered to be a potential replacement for an existing clinical end-
point. Thus, the surrogate endpoint is expected to satisfy the rigorous and
demanding requirements for registration of new therapeutics. The difficulty
is that there are no written standards regarding requirements. In addition,
can it be expected that the requirements for a surrogate marker for OA will
be the same as one for cardiovascular (CV) disease or AD? Is it feasible to
establish universal standards for development of surrogates?

The innovative document published by the FDA Office of the Commis-
sioner, commonly referred to as the “Critical Path” document states: “Addi-
tional biomarkers (quantitative measures of biological effects that provide
informative links between mechanism of action and clinical effectiveness)
and additional surrogate markers (quantitative measures that can predict
effectiveness) are needed to guide product development” [43].

There are a number of examples of accepted surrogate endpoints, includ-
ing, pain measures, blood pressure, cholesterol, intraocular pressure (glau-
coma), and tumor shrinkage. All of these endpoints measure the effect of the
disease or some associated correlate, not the disease progress. Imaging end-
points could potentially determine changes in disease progression. What is
it going to take to develop new surrogate endpoints?
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At the same Advisory Committee in November 2004, Dr. Janet Woodcock,
Acting Deputy Commissioner of the FDA, made the following points in her
presentation regarding regulatory acceptance of surrogate endpoints: “re-
assessment of the idea of validation; perhaps adoption of new nomenclature”
and “replace idea of “validation” with understanding of degree of uncertainty
in various dimensions”. This demonstrated the awareness of the FDA in rela-
tion to a major hurdle for achieving surrogate status, the problem of valida-
tion.

The terms surrogate endpoint and validation are widely used in the same
sentence. The problem is that the perceived definition of these terms alone
and/or together is not aligned in terms of efforts in academia, industry and
the regulatory agencies. I would like to propose what I consider to be general
principles appropriate for validation of a technology to reach the surrogate
status. I emphasize that the ultimate acceptance by the regulators MUST be
done on a case-by-case basis.

4 Validation

As was indicated above, the term ‘validation’ has caused much misunder-
standing and lack of agreement. There are no formal definitions of how a
method should be validated. The US Federal Government has an Interagency
Committee for Validation of Alternative Methods, but this has primarily
focused on toxicity screens for environmental-related issues (see http://icc-
vam.niehs.nih.gov/). There have been numerous articles and reviews all deal-
ing or demonstrating ‘validation’ to various degrees, at least in the perspec-
tive of the author(s) [44–48]. The following distinction is proposed, techni-
cal validation vs. clinical validation.

4.1 Technical validation

This relates to the performance characteristic of the methodology, whether
it is an imaging modality or a simple biochemical assay. In terms of the use
of imaging as a surrogate endpoint, the major issues that need to be dealt with
regarding technical validation are as follows, and in should be dealt with in
the following sequential order:
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1) Instrument standardization – Either similar imaging instruments or infor-
mation collected regarding test/retest for instrument (inter- and intra-
patient variability), scanning protocols, image inclusion/exclusion crite-
ria, accuracy of instrument (phantoms), upgrades, compliance details, dif-
ferent manufacturers.

2) Subject issues – The majority of “noise” that contributes to many imag-
ing methods is due to the subject variability. This should be minimized
by standardizing location of images, number of sections, specific coils,
inclusion and exclusion criteria for subjects.

3) Site standardization – The major issue for using an imaging method for diag-
nostic purposes versus clinical trials, is that in clinical trials multiple imag-
ing sites are employed. This requires that there be some form of standard-
ization process. There are a number of imaging Contract Research Organi-
zations (CRO) which focus on this issue. The imaging centers must have
manuals (imaging protocols), training and pre-training of technicians,
monitoring of technicians and monitoring of instruments. There is also a
core reading lab (or imaging CRO) analyzing the images. They must have
manuals (SOPs for image analysis), training and re-training of readers, mon-
itoring of readers (intra- and inter-reader variability), monitoring measure-
ment hardware at the various sites through the acquired image quality.

4) Data acquisition – There must be a standardized format that is compatible
for instruments at all sites. Instrument manufacturers may have to be
involved or the core reading lab may need to prepare a standardized format.

5) Data storage – The core lab must have sufficient and appropriate storage
capabilities that are compliant with regulatory requirements. Data pro-
tection in terms of back up/redundancy and security must be constantly
maintained. It must be clear what the sponsor’s role is in this, i.e., are they
accountable or responsible for the data storage. This may depend on the
sponsor’s resources.

6) Data analysis – The software for analysis must be evaluated and validated.
Reader variability should be determined. Semi-automation where possi-
ble may reduce variability. It should be compliant with regulatory stan-
dards (21CFR part 11 for the US).

All of the above factors contribute to the variability or “noise” in the mea-
surement. It is desirable to minimize them where possible. However, the real-
ity is that the majority of the noise comes from the subject. Looking at rate
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changes over time, i.e., more than one time point is collected for each sub-
ject, can reduce this by normalizing the intra-subject variability. If the other
factors are controlled, then direct comparisons can be made over time within
a subject. The remaining contributors to the variability can be reasonably
controlled if the above factors are dealt with.

4.2 Clinical validation

Clinical validation is a much more controversial issue [45–48]. What com-
prises clinical validation has not ever been openly addressed. This relates to
whether the methodology being validated has the potential of replacing a
clinical endpoint. Below are listed a number of parameters that if addressed
will supply supporting evidence for a clinical validation program for an
imaging methodology.
1) Correlation with pathology – Non-invasive imaging data correlates with

“gold standard” pathology.
2) Endpoint correlation with risk factors – Does the imaging data predict dis-

ease progression in a manner similar to known risk factors?
3) Imaging outcomes correlate with clinical endpoints – Progression studies

correlate with clinical outcomes. Epidemiological studies.
4) A treatment effect can be measured by the imaging modality that corre-

lates with standard signs and/or symptoms.

If all four of these factors are addressed, then a clinically meaningful change
as determined in terms of the imaging methodology needs to be defined. This
definition should be considered acceptable by the various stakeholders,
including academia, advocacy groups, reimbursement agencies and to be
considered representative by a majority of the pharmaceutical industries.
This still does not provide any guarantee that the regulatory agencies will
accept the final definition.

5 The impact of imaging on atherosclerosis

Treatment of CV diseases is the most advanced of all therapeutic areas. This
is in large part due to technology development. Technologies such as elec-
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trocardiograms and sphygnamometers have allowed measurement of clini-
cal endpoints, which has lead to the development of many therapeutic
approaches. More recently, simple clinical laboratory assays of cholesterol
and low-density lipoproteins have had tremendous impacts, as can be wit-
nessed by the introduction of statin therapy. These simple tests have raised
the awareness of the public for the disease and its associated characteristics
[49]. An additional impact of these and other technologies is to provide an
enhanced understanding of CV diseases by the scientific community, lead-
ing to continued refinement of the disease definition. The imaging tech-
nologies have been rapidly developed and applied to help us better under-
stand the disease, and is leading to definition of specific risk factors. A front-
page article of the prestigious Wall Street Journal indicated that inclusion of
a rapid ultrasound procedure could significantly reduce the occurrence of
stroke [50].

For atherosclerosis, the development of technologies and their application
has occurred initially as a basic research tool, but further experimentation has
resulted in their translation as clinical trial tools. The initial imaging modal-
ity that impacted atherosclerosis was quantitative coronary angiography
(QCA) [51]. This methodology measures the lumen of the artery, which was
considered to correlate to the disease. With the development and acceptance
of Glagov’s model in the 1980s it was clear that QCA was not the most accu-
rate procedure for measuring atherosclerosis progression. This model demon-
strated that there could be significant increase in plaque formation without
any measurable change in the lumen [52]. This leads to increased efforts to
measure the plaque known as the intima-medial thickness (IMT). The first
and most accepted method developed for this purpose was carotid ultra-
sound, often referred to as carotid IMT (cIMT) [53, 54]. This method provides
one or more 2D image(s) or slice(s) of the carotid artery. More recently, a mod-
ified ultrasound approach, intravascular ultrasound (IVUS) was developed to
measure plaque volume in coronary arteries [55]. The development of the
vulnerable plaque concept led to the desire of the research community to
measure changes in the chemical composition of the plaque, as it was the
chemistry of the plaque that was considered most important to its state of
vulnerability [56]. Electron beam CT scanning provides high resolution
images of plaque calcification, which, depending on the results and inter-
pretation of the investigator, represents plaque vulnerability [57] or stability
[58]. The controversy in the method would suggest the method requires con-
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siderable investigation before use in clinical trial. More promising is MRI of
the carotid. The technique is being applied by an increasing number of lab-
oratories and methods are being standardized [59]. The in situ plaque com-
position as visualized using MRI has been shown to correlate with that found
by histological analysis of the same excised plaque [60]. This method has
been shown to be able to predict statin-induced reduction in the lipid pool
of plaque in a single study [61]. Multi-slice CT, PET and infrared approaches
are also being developed to provide functional and chemical information of
the plaque [62–64]. In addition, there are some novel molecular imaging
approaches being investigated [64]. The development of the methodologies
provides additional information on the biology of plaque. A summary is pro-
vided in Table 1.

The use of the imaging technologies in plaque research has provided
important information that may lead to development of specific therapies.
To evaluate these new therapies directed at specific targets related to the dis-
ease state, it may well require the associated technologies (e.g., MRI for
plaque composition) to be included in the clinical evaluation of the thera-
peutics. They could be a provisional primary endpoint or a secondary end-
point that could affect the labeling.

Regulatory agencies have been engaged in discussions on the use of imag-
ing for CV endpoints by participating in a number of scientific meetings. In
the published proceedings of one such meeting, the FDA representative, Dr.
David Orloff stated that “the burden to validate the method(s) chosen is on
the sponsor” [65].

As an example, I will focus on cIMT. If we are to examine the issues raised
in the previous section on technical and clinical validation, then cIMT is
probably the best example of a validated imaging method. All of the techni-
cal issues described above in terms of technical validation have been dealt
with by a number of cautious and fastidious laboratories, such that a num-
ber of facilities can now run multi-site therapeutic studies [53, 54]. Consid-
erable effort has gone into understanding the source of the “noise” in such
measurements to limit the variability.

In terms of clinical validation, I quote Dr. Orloff from the published pro-
ceedings: “For changes in vascular anatomy as assessed by a particular
method of imaging to be acceptable as a surrogate for a reduction in risk for
atherosclerotic events, mechanistic plausibility must be demonstrated as well
as adequate evidence that the imaging method accurately reflects the disease
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process. This is a tall order and must be supported by epidemiologic, patho-
logic, and clinical evidence linking changes in the “picture” of the vessel, by
whatever method used, to changes in clinical course of the atherosclerotic
disease.”

cIMT has satisfied many of the requirements outlined by Dr. Orloff such
that it fulfills the surrogate endpoint requirements for clinical validation.
Much of the clinically relevant cIMT data can be summarized as follows:
1) In three major epidemiology studies, the linkage between baseline IMT

and CV disease events involving a total of 26 684 subjects over 2.5–7 years
have been demonstrated.
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Table 1. Use of different imaging modalities in clinical evaluation of atherosclerosis progression
and characterization

Imaging modality Characteristic Stage of Use in Invasive (I) or Refs
development clinical trials noninvasive (NI)

Quantitative Lumen volume Routine diag- Yes NI (contrast 
coronary angio- nosis and reagent)
graphy (MRI) clinical use

Carotid intima- 2D carotid Validated for Yes NI [53, 
media thickness plaque thickness diagnostic and 54]
(B-mode ultrasound) clinical use

Intravascular 3D coronary Used in Yes I [55]
ultrasound (IVUS) plaque volume clinical setting

Electron beam Coronary artery Used in Yes NI [57, 
computed tomo- calcification clinical setting 58]
graphy (EBCT)

Fluorodeoxyglucose Macrophage- Experimental No NI (radiotracer) [63]
positron emission related clinical
tomography inflammation 
(FDG-PET) and in coronary 
FDG-PET/CT plaque

Carotid magnetic Carotid plaque Experimental No NI [59,
resonance imaging composition clinical 60,
(MRI) (lipid core and 61]

fibrous cap)

Infrared spectroscopy Coronary plaque Early No I [64]
composition experimental 
(lipid core) clinical



2) In nine clinical trials, the link of IMT progression to events was examined
and demonstrated using a total of 6352 subjects over a 2- to 4-year period.
Studies were performed in USA, Europe (Finland, The Netherlands) and
Japan.

Dr. Orloff goes on to expand by suggesting that two different imaging modal-
ities measuring two different vascular beds in active control studies will be
necessary. For example, cIMT can be used for the carotids, and IVUS for the
coronary arteries. While there is not the quantity of information on IVUS that
there is on cIMT, we can take advantage of what has been learned from cIMT
and develop the validation in a more focused manner. In reality, in some ways
IVUS is a “refined” IMT application.

The difficulty with both of these methods as pointed out by Dr. Orloff at
a number of recent presentations is that there are no data addressing the min-
imum change in vascular anatomy by these methods that denotes a clinical
benefit (coronary heart disease risk).

In contrast, the Europeans have indicated in their Note for guidance on
Clinical Investigation of Medicinal Products in the Treatment of Lipid Disor-
ders [66]: “Atherosclerosis progression can be measured by validated and reli-
able techniques … its validity should be justified properly. As stated in section
2.3, today these parameters are not considered as surrogates for hard clinical
endpoints, but they may constitute appropriate secondary endpoints to sup-
port information on progression or regression of atherosclerosis.” At a recent
CV Biomarkers meeting, the European regulatory representative presented an
uncompromising position compared to that of the FDA representatives.

However, while these imaging techniques may help in terms of evaluat-
ing efficacy, it must be emphasized as stated by Dr. Orloff “that there is still
a need for large, long-term safety exposures before approval because these sur-
rogate imaging endpoints may not … be sufficient to define the safety pro-
file of the drug.”

As clearly stated by Dr. Robert Temple, Director, Center of Drug Evalua-
tion and Research (CDER), FDA: “even if coronary ultrasound predicted event
rate, would you really want to treat tens of millions of people without rea-
sonable outcome data”. (PhrMA 2004 Scientific Regulatory Meeting, May 4,
2004).

In conclusion, it should be noted that even if all of the criteria I have sug-
gested have been fulfilled from the sponsor’s perspective, it will always be at
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the discretion of the regulators to decide whether the data is suitable as a sur-
rogate endpoint.

6 Tracer technologies – Molecular imaging

PET has been a major issue of attention over the last decade in terms of the
FDA. A section was included in the FDA Modernization Act of 1997 [67]. This
provides definition of a PET agent that is regulated.

The term “compounded positron-emission tomography drug” (1) means
a drug that:
(A)exhibits spontaneous disintegration of unstable nuclei by the emission of

positrons and is used for the purpose of providing dual photon positron-
emission tomographic diagnostic images; and

(B)has been compounded by or on the order of a practitioner who is licensed
by a State to compound or order compounding for a drug described in sub-
paragraph (A), and is compounded in accordance with that State’s law, for
a patient or for research, teaching, or quality control;

and (2) includes any nonradioactive reagent, reagent kit, ingredient, nuclide
generator, accelerator, target material, electronic synthesizer, or other appa-
ratus or computer program to be used in the preparation of such a drug.

This was followed by the preliminary draft for the Current Good Manu-
facturing Practice for Positron Emission Tomography Drug Products pub-
lished in Federal Register in April 2002 [68]. The final product was the detailed
“Guidances for Industry on Medical Imaging Drug and Biological Products”
released in June 2004. Three different sections were published: (1) Conduct-
ing Safety Assessments [69], (2) Clinical Indications [70], and (3) Design,
Analysis and Interpretation of Clinical Studies [71]. There is a detailed analy-
sis for the development of such agents not limited to PET agents exclusively
but other contrast reagents for additional imaging modalities including MRI,
ultrasound, CT, etc. These agents were historically regulated by the Center
for Device and Radiological Health as they regulate the performance of the
imaging instruments. The standards for development of such agents are as
rigorous and demanding as the compounds are treated as “drugs”. This is not
the most favorable situation for development of PET ligands for clinical use
as many of the sites producing ligands, e.g., hospital facilities, do not have
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the GMP capabilities. If the PET ligand is to be used as an internal decision
making tool, the requirements are not as rigorous and do not necessarily
demand the GMP requirements listed in the Guidance. However, if the data
are to be included in the submission package to the Agency, they should be
consulted for verification.

The use of PET has had considerable activity over the years. If a success-
ful tracer can be developed, it can impact dosing, both concentrations and
regimens [72–74]. Such data could be requested for review by the regulatory
agencies. The FDA has shown some interest in the use of PET in microdos-
ing, but it presently has had limited application in the pharmaceutical indus-
try [75]. There is considerable caution in introducing new technologies.

Molecular imaging technologies are extremely popular and a number of
agents are being developed for application as tools for clinical trials and stud-
ies [76, 77]. They will be developed according the regulatory guidance docu-
ment that was released last year. This provides a positive environment for
development of such agents, even if the requirements are stringent. It is
expected that such agents will be readily used as tools for clinical efficacy and
safety measures in pre-submission or phase IV clinical studies where the reg-
ulatory requirements will focus on the therapeutic compounds rather than
the imaging agents.

7 Safety approaches

In Dr. Woodcock’s presentation to the Pharmaceutical Sciences Advisory
Committee meeting in November 2004, she mentioned the potential for
imaging for development of new safety endpoints. There have been very few
examples of safety impacts. There have been limited examples where imag-
ing has had an impact on the safety evaluation of therapeutic agents except
in the field of oncology where PET is used routinely in clinical studies and
has significant impact on management of patients. It is used for toxicity-
based decisions for dose setting and tumor size, simultaneously [72, 78].

Imaging modalities have been used in preclinical studies for safety evalu-
ation. For example, PET and MR spectroscopy have been used to evaluate
long-term toxicity of 3-nitropropionic acid in rat brain [79]. High-field MRI
has been used to evaluate lesions due to toxins in numerous animal tissues
[80]; however, they have not been translated to clinical studies.
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An interesting example is the evaluation of vigabatrin, a compound that
was approved for refractory epilepsy. In 2-week treatments in rats a variety of
lesions were identified in rat brains including microvacuolation using MRI
and histology [81]. However, an MRI study in humans found no significant
effects [82]. These controversial animal data resulted in a “black box” on the
label indicating toxicity to animals. More recently, vigabatrin has been
removed from the US market for other safety reasons, ocular toxicity, but is
still being used in Europe.

A number of probes have been developed for monitoring apoptosis. One
in particular, a PET/SPECT probe, is commercially available and has been
shown to be of use in oncology and CV applications [83, 84]. These probes
are not routinely used in clinical trials, but there still continues to be con-
siderable interest, particularly in the field of oncology.

There are many publications on the use of imaging for monitoring safety
in animals; however, few of these have translated over to clinical studies [73,
74, 85], except in the therapeutic area of oncology [72, 84]. It would seem
that, as there is greater emphasis on pediatric therapeutic evaluation, non-
invasive approaches such as imaging could prove important. The identifica-
tion of potential imaging applications in clinical safety should be driven by
necessity, as is the case for all innovative technologies.

8 Conclusion

While there continues to be a tremendous interest in the use of imaging in
drug development, the impact has not been as great as was originally
expected. This is not that surprising when it is considered that the clinical
evaluation of new drugs tends to be driven by the regulations, and the flex-
ibility of the regulations are limited as they must focus on safety. Thus, ther-
apeutic approval based on a new technology or clinical endpoint may be per-
ceived by regulators as increasing the risk.

In addition, the challenges from the global regulatory community make
the acceptance of imaging technologies an even riskier investment. As shown
above, the FDA has shown a general willingness to consider imaging tech-
nologies. The problem in Europe is that, while the EMEA is viewed as an over-
seeing regulatory body, it really serves as an advisory group for all of the asso-
ciated countries. The reality is that the imaging data needs to be evaluated
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by a number of European countries, many of which have different standards.
Add to this the complexity of the situation in Japan and the challenge gets
greater. It would be ideal if there were global standards for the regulatory
requirement for acceptance of imaging endpoints as surrogates, but this may
be naïve considering we cannot get a consensus amongst the investigators
using and developing them.

In spite of this complex environment, the continued development and
application of imaging methods in clinical trials must continue to advance,
the one feature that has consensus agreement by all stakeholders in new ther-
apeutic development and approval.
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