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Selfextensional Logics with Implication

Ramon Jansana

Abstract. The aim of this paper is to develop the theory of the selfextensional
logics with an implication for which it holds the deduction-detachment the-
orem, as presented in [8], but avoiding the use of Gentzen-systems to prove
the main results as much as possible.
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1. Introduction

Abstract Algebraic Logic (AAL) is the area of algebraic logic which studies the
process of algebraization of the different logical systems. For information on AAL
the reader is addressed to [10]. The concept of logic that is taken as primary in the
AAL field is that of a consequence relation between sets of formulas and formulas
which has the substitution-invariance property; informally speaking this means
that if Γ is a set of formulas and ϕ is a formula that follows according to the logic
from Γ, then for every pair (∆, ψ) of the same form as (Γ, ϕ), ψ follows from ∆.
A logic in this sense may have different replacement properties. The strongest one
is shared by classical, intuitionistic and all the intermediate propositional logics.
It says that if �S is the consequence relation of S, for any set of formulas Γ, any
formulas ϕ, ψ, δ and any variable p

if Γ, ϕ �S ψ and Γ, ψ �S ϕ, then Γ, δ(p/ϕ) �S δ(p/ψ) and Γ, δ(p/ϕ) �S δ(p/ψ),

where δ(p/ϕ) and δ(p/ψ) are the formulas obtained by substituting ϕ for p and ψ
for p in δ respectively. This strong replacement property can be seen as a formal
counterpart of Frege’s compositionality principle for truth. Logics satisfying this
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replacement property are called Fregean in [6]; the origin of the name comes from
the studies by R. Suszko on his non-Fregean logic. Several important logics are
not Fregean, for instance almost all the logics of the modal family. Many, like
the so-called local consequence relation of the modal logic K, satisfy a weaker
replacement property: for all formulas ϕ, ψ, δ,

if ϕ �S ψ and ψ �S ϕ, then δ(p/ϕ) �S δ(p/ψ) and δ(p/ψ) �S δ(p/ϕ).

A logic is said to be selfextensional if it satisfies this weaker replacement property.
In algebraic terms this means that the interderivability relation between formulas
is a congruence relation of the formula algebra. R. Wójcicki coined the name in
[17].

The class of protoalgebraic logics is the class of logics for which the theory
of the algebraic-like semantics of its elements is the best understood in AAL. A
logic is protoalgebraic if it has a generalizad implication, i.e. a set of formulas in
two variables, which we denote as ⇒(p, q), with the generalized modus ponens
rule (from p and ⇒(p, q) infer q) and such that for every ϕ ∈ ⇒(p, q), ϕ(q/p)
is a theorem. Roughly speaking protoalgebraic logics are the logics for which the
semantics of logical matrices is well behaved from the point of view of universal
algebra, in the sense that many of the results of universal algebra have counterparts
of specific logical interest in the theory of logical matrices for protoalgebraic logics.
A logical matrix is a pair 〈A, F 〉 where A is an algebra and F is a subset of the
domain of A; it is said to be a model of a logic S if A is of the type of S and F
is closed under the interpretations in A of the inferences of S, namely if for every
set of formulas Γ, every formula ϕ and every interpretation v of the formulas in
A, if Γ �S ϕ and the interpretations by v of the elements in Γ belong to F , then
the interpretation by v of ϕ belongs to F . If this is the case it is said that F is an
S-filter of A.

Several interesting logics are not protoalgebraic. For non protoalgebraic logics
logical matrix semantics is not so well behaved. For instance, the class of algebras
that the theory of logical matrices canonically associates with a non-protoalgebraic
logic does not necessarily coincide with the class one would intuitively expect to be
associated with it. An illustration of this phenomenon is found in the conjunction-
disjunction fragment of classical logic. Here the expected class of algebras is the
class of distributive lattices, but, as is shown in [11], this class is not the class of
algebras the theory of matrices provides.

In [8] a general theory of the algebraization of logic is developed using gen-
eralized matrices (where they are called abstract logics) as possible models for
logical systems. A generalized matrix is a pair 〈A, C〉 where A is an algebra and
C the family of closed sets of some finitary closure operator on the domain A of
A. It is said to be a model of a logic S if A is of the type of S and C is a family
of S-filters of A. Using generalized matrices, in [8] a canonical way is proposed to
associate a class of algebras AlgS with each logical system S that in the known
non-protoalgebraic logics supplies the expected results and for protoalgebraic log-
ics gives exactly the class of algebras the theory of logical matrices associates with
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them. In [8] several general results are proved that sustain the claim that the
class of algebras AlgS is the natural class of algebras that corresponds to a given
deductive system S, and a way to obtain AlgS as the result of performing the
Lindenbaum-Tarski method suitably generalized is given in [5] and [10].

Among the class of generalized matrices that are models of a given deductive
system S we find the class of the full g-models of S. A full g-model of S is a
generalized matrix 〈A, C〉 which from the logical point of view is equivalent to a
generalized matrix of the form 〈A, FiSA〉, where FiSA is the set of all S-filters of
A. The generalized matrices of this last form are called basic full g-models of S
and the study of the class of full g-models can thus be reduced to their study. The
class of full g-models of a deductive system was singled out in [8] as an important
class and their systematic study was started.

Given a generalized matrix A = 〈A, C〉, its “interderivability” relation is
defined as follows: two elements are related if they belong to the same elements of
C. This relation is called the Frege relation of A. Hence a logic S is selfextensional iff
the Frege relation of the generalizad matrix 〈Fm,ThS〉, where Fm is the algebra
of formulas and ThS the family of the theories of S, is a congruence of Fm.
Among the selfextensional logics there is an important class introduced in [8],
the class of fully selfextensional logics (note that there they are called strongly
selfextensional). A logic S is fully selfextensional if for every full model 〈A, C〉 of
S the Frege relation of 〈A, C〉 is a congruence of A, which is equivalent to saying
that for every algebra A the relation of belonging to the same S-filters of A is
a congruence. The class of fully selfextensional logics is included properly in the
class of selfextensional logics as shown in [1].

The present paper studies a class of protoalgebraic selfextensional deductive
systems using the tools of the semantics of generalized matrices. It is the class of
selfextensional deductive systems S with a binary formula, or term, p ⇒ q which
has the deduction-detachment property, that is such that for every set of formulas
Γ and all formulas ϕ, ψ,

Γ, ϕ �S ψ iff Γ �S ϕ ⇒ ψ.

Many deductive systems belong to this class, for instance the modal local conse-
quence relations given by classes of Kripke frames in the standard language for
many-modal logic. Hardly any of these are Fregean.

In [8] selfextensional deductive systems are studied using Gentzen systems
as one of the main tools. The present paper develops part of the theory developed
in [8] of the selfextensional deductive systems S with an implication ⇒ with the
deduction-detachment property without recourse to Gentzen systems. In this way
we provide new and much simpler proofs of the following two results in [8].

1. For every deductive system S with an implication with the deduction-detach-
ment property the class of algebras AlgS is a variety (Theorems 4.27 of [8]).

2. Every selfextensional deductive system S with an implication with the deduc-
tion-detachment property is fully selfextensional (Theorems 4.31 and 4.46 of
[8]).
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In [13] it is proved that for every algebraic similarity type with a binary term
∧ there is a dual isomorphism between the set of selfextensional deductive systems
where ∧ is a conjunction, ordered by the extension relation, and the set, ordered
by inclusion, of all the subvarieties of the variety axiomatized by the semilattice
equations x ∧ x ≈ x, x ∧ (y ∧ z) ≈ (x ∧ y) ∧ z and x ∧ y ≈ y ∧ x. We prove the
parallel result for selfextensional logics with an implication that has the deduction-
detachment property, namely:
(3) for every algebraic similarity type and any of its binary terms ⇒ there is a

dual isomorphism between the set of selfextensional deductive systems where
⇒ has the deduction-detachment property, ordered by the extension rela-
tion, and the set, ordered by inclusion, of all the subvarieties of the variety
axiomatized by the Hilbert algebra equations H1-H4 below.
In our way to prove these results without recourse to Gentzen systems we

characterize the selfextensional logics with a binary term x ⇒ y that has the
deduction-detachment property, as the logics S for which there is a class of algebras
K such that the equations that define the Hilbert algebras
H1. x ⇒ x ≈ y ⇒ y
H2. (x ⇒ x) ⇒ x ≈ x
H3. x ⇒ (y ⇒ z) ≈ (x ⇒ y) ⇒ (x ⇒ z)
H4. (x ⇒ y) ⇒ ((y ⇒ x) ⇒ y) ≈ (y ⇒ x) ⇒ ((x ⇒ y) ⇒ x).
hold for the term ⇒ in K and the following two conditions are satisfied:

1. ϕ0, . . . , ϕn−1 �S ϕ iff ∀A ∈ K ∀v ∈ Hom(Fm,A)

v(ϕ0 ⇒ (. . . ⇒ (ϕn−1 ⇒ ϕn) . . .)) = 1.

2. ∅ �SK
ϕ iff ∀A ∈ K ∀v ∈ Hom(Fm,A)v(ϕ) = 1.

The deductive systems with these properties are called Hilbert-based in this paper.
At the end of Section 3 we give a characterization of the Hilbert-based deduc-

tive systems which are regularly algebraizable: they are the Fregean ones which
are Hilbert-based. In Section 4 we obtain some results on these systems and a
different proof of a result of Czelakowski and Pigozzi in [6]. Finally, in Section 5
we deal with Gentzen systems and we give a different, simpler proof of Proposition
4.47 (iii) and Proposition 4.44 in [8] using the results obtained in Section 3.

2. Preliminaries

In this section we survey the elements of AAL that will be used in the paper and
we fix notation. For detailed expositions we address the reader to [2], [4], [8], [10]
and [18].

Let L be an algebraic similarity type (or set of connectives) that we fix
throughout this section. All algebras considered, etc., will be of this type. The set of
all homomorphisms from an algebra A to an algebra B is denoted by Hom(A,B).

Let Fm be the absolutely free algebra of type L with a denumerable set V ar
of generators. The elements of V ar will be called, as usual, propositional variables.
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The algebra Fm is called the formula algebra of type L and the elements of its
domain Fm are the formulas of type L. A deductive system of type L is a pair
S = 〈Fm,�S〉 where �S is a relation between sets of formulas and formulas such
that

1. If ϕ ∈ Γ, then Γ �S ϕ.
2. If Γ �S ϕ and for every ψ ∈ Γ, ∆ �S ψ, then ∆ �S ϕ.
3. If Γ �S ϕ, then for any substitution σ, σ[Γ] �S σ(ϕ), where a substitution is

an homomorphism from the formula algebra Fm into itself.
From (1) and (2) it follows that:
(4) If Γ �S ϕ then for any ψ, Γ ∪ {ψ} �S ϕ.

The relation �S is called the consequence relation of S.
A deductive system S is said to be finitary if for every set of formulas Γ∪{ϕ},

Γ �S ϕ implies that Γ′ �S ϕ for some finite Γ′ ⊆ Γ. All the deductive systems we
deal with in the paper are finitary, so from now on when we say ‘deductive system’
we understand finitary deductive system. A theory of a deductive system S, or S-
theory for short, is a set of formulas Γ that is closed under the consequence relation
of S, that is, for every formula ϕ, if Γ �S ϕ, then ϕ ∈ Γ. The set of S-theories will
be denoted by ThS.

A deductive system S is said to be selfextensional if its interderivability
relation, denoted by �S�, is a congruence of the formula algebra, and it is said to
be Fregean if for every set of formulas Γ, the interderivability relation modulo Γ,
namely the relation defined by Γ, ϕ �S ψ and Γ, ψ �S ϕ, is a congruence of the
formula algebra.

Given a deductive system S and an algebra A with universe A, a set F ⊆ A
is an S-filter if for any homomorphism h from Fm into A, any set of formulas
Γ and any formula ϕ, if Γ �S ϕ and h[Γ] ⊆ F , then h(ϕ) ∈ F . If the deductive
system is finitary the condition can be replaced by the corresponding condition
that requires in addition that Γ is finite. We denote the set of all S-filters of an
algebra A by FiSA. The set of all S-filters of the formula algebra Fm is exactly
the set ThS of all the theories of S. A logical matrix, abbreviatedly a matrix, is a
pair 〈A, F 〉 where A is an algebra and F is a subset of the universe of A. A matrix
M = 〈A, F 〉 is a (matrix) model of a deductive system S if F is an S-filter of A.
Therefore the matrix models of S on the formula algebra are the matrices of the
form 〈Fm, T 〉 where T is an S-theory.

A finitary closed-set system on a set A is a family C of subsets of A that
contains A and is closed under arbitrary intersections and under unions of upward
directed subfamilies with respect to the inclusion relation. If C is a finitary closed-
set system on a set A the closure operator CloC on A associated with C is the
closure operator defined by

CloC(X) =
⋂

{F ∈ C : X ⊆ F},
for each X ⊆ A. The closure operator CloC is finitary in the following sense: if
a ∈ CloC(X), then there is a finite Y ⊆ X such that a ∈ CloC(Y ). Moreover, given
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a finitary closure operator C on a set A, the family CC of all C-closed subsets X of
A, i.e. such that C(X) = X, is a finitary closed-set system. It is well known that
CloCC

= C, and that if C is a finitary closed-set system, then CCloC = C.
A generalized matrix, g-matrix for short, is a pair A = 〈A, C〉 where A is an

algebra and C is a finitary closed-set system on the universe A. Usually we will
denote the closure operator determined by C on A by CloA. We will also refer to
the closed-set system of a matrix A by CA. Notice that for every finitary deductive
system S the structure 〈Fm,ThS〉 is a generalized matrix. Its associated closure
operator can be identified with the consequence relation �S . The finitarity of S
is essential for obtaining that ThS is closed under unions of upwards directed
subfamilies (by the inclusion order). Generalized matrices are exactly the finitary
abstract logics of the monograph [8].

A generalized matrix A = 〈A, C〉 is a generalized model, g-model for short,
of a deductive system S if every element of C is an S-filter, that is, if C ⊆ FiSA.
The g-matrix 〈Fm,ThS〉 is obviously a g-model of the deductive system S.

Given a generalized matrix A = 〈A, C〉, its Tarski congruence, denoted by
Ω̃A(C), is the greatest congruence of A compatible with every element of C, that
is, such that for every F ∈ C and every a, b ∈ A, if 〈a, b〉 ∈ Ω̃A(C) and a ∈ F ,
then b ∈ F . Sometimes we will denote Ω̃A(C) by Ω̃(A). A generalized matrix
A = 〈A, C〉 is reduced if its Tarski congruence is the identity. The class of the
algebraic reducts of the reduced g-matrix models of S, denoted by AlgS, is the
class of algebras that according to the general algebraic semantics for deductive
systems developed in [8] deserves to be considered the canonical class of algeras of
S. This class turns out to have the following simpler description that is the best
for working purposes in the present paper:

AlgS = {A : 〈A, FiSA〉 is reduced}.
A strict homomorphism from a g-matrix A = 〈A, C〉 to a g-matrix B =

〈B,D〉 is a homomorphism from A to B such that C = {h−1[F ] : F ∈ D}.
Bijective strict homomorphisms are called isomorphisms, and surjective strict ho-
momorphisms are called bilogical morphisms in [8]. If there is a strict surjective
homomorphism from A = 〈A, C〉 onto B = 〈B,D〉 we write A  B. In other words
this means that B is a strict homomorphic image of A. The most typical surjec-
tive strict homomorphisms appear in the process of reducing a g-matrix. Given
a g-matrix A = 〈A, C〉, its reduction is the g-matrix A∗ = 〈A/Ω̃(A), C/Ω̃(A)〉,
where A/Ω̃(A) is the quotient algebra and C/Ω̃(A) = {F/Ω̃(A) : F ∈ C}. The
projection homomorphism π : A → A/Ω̃(A) is a surjective strict homomorphism
from A onto A∗. It is known ([8] Proposition 1.14) that if A  B, then A∗ is
isomorphic to B∗.

The notion of full g-model of a deductive system is one of the main notions
introduced in [8]. A generalized matrix A = 〈A, C〉 is said to be a basic full g-model
of a deductive system S if C = FiSA and it is said to be a full g-model of S if
there is a basic full g-model B of S such that A  B, that is, if one of its strict
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homomorphic images is a basic full g-model of S. In [8] it is proved that if A  B,
then A is a full g-model of S iff B is so. Since the logical properties of the g-matrices
are the properties which are preserved under strict homomorphisms, the class of
full g-models is then the natural class of models one has to deal with. Moreover,
it has many interesting properties that make it a very useful tool in the study of
deductive systems, in particular for relating the algebraic treatment of a deductive
system with the algebraic treatment of the several Gentzen calculi that define it.
We will see this in the last section of the paper. Another important feature is that
AlgS is the class of the algebraic reducts of the reduced full g-models of S.

Given a g-matrix A = 〈A, C〉, its Frege relation Λ(A) is defined by

〈a, b〉 ∈ Λ(A) iff CloA({a}) = CloA({b}).
It is easy to see that Ω̃(A) is the largest congruence of A included in Λ(A). We
will also denote the Frege relation of 〈A, C〉 by ΛA(C). For any deductive system
S, the interderivability relation (ϕ �S� ψ) is the Frege relation of the g-matrix
〈Fm,ThS〉. Thus, a deductive system S is selfextensional iff the Frege relation
of 〈Fm,ThS〉 is a congruence. We denote the Frege relation of this g-matrix by
Λ(S).

A deductive system S is said to be fully selfextensional when the Frege re-
lation of every of its full g-models is a congruence. Thus, every fully selfexten-
sional deductive system is selfextensional. The converse is not true as is shown
in [1]. A deductive system S is said to be fully Fregean, if for every algebra A
and every S-filter F of A, the Frege relation of the g-matrix 〈A, FiSAF 〉, where
FiSAF = {G ∈ FiSA : F ⊆ G}, is a congruence of A. Clearly every fully Fregean
deductive system is Fregean. In [1] it is shown that not every Fregean deductive
system is fully Fregean.

Each deductive system has an associated variety, the variety KS generated
by the algebra Fm/Ω̃(S), which is the free algebra over a denumerable set of
generators of KS (see [8], [13]). The class KS is called the intrinsic variety of S in
[13]. This variety plays an important role in the proof of the main theorems of the
paper. The variety KS can be described as the variety whose valid equations are
the equations ϕ ≈ ψ such that 〈ϕ, ψ〉 ∈ Ω̃(S). Thus

KS |= ϕ ≈ ψ iff ∀δ ∈ Fm ∀p ∈ V ar δ(p/ϕ) �S� δ(p/ψ).

In particular, if S is selfextensional,

KS |= ϕ ≈ ψ iff ϕ �S� ψ iff 〈ϕ, ψ〉 ∈ Λ(S).

The relation between the classes of algebras AlgS and KS associated with a
deductive system S is that of inclusion: AlgS ⊆ KS . Moreover, KS is the variety
generated by AlgS. Thus, when AlgS is a variety, the two classes are equal. This
is for instance the case for classical logic and for intuitionistic logic. But there are
deductive systems S for which the inclusion is proper: for example the algebraizable
logic BCK is such that AlgBCK � KBCK.
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To conclude this section on preliminaries we recall the definitions of al-
gebraizable deductive system and regularly algebraizable deductive system. A
set of formulas ∆(p, q) in at most two variables is a set of equivalence formu-
las for a deductive system S if for every algebra A and every S-filter F of A,
ΩA(F ) = {〈a, b〉 ∈ A × A : ∆A(a, b) ⊆ F}. A set of equations τ (p) in at most one
variable is a set of defining equations for a deductive system S for every algebra
A ∈ AlgS the least S-filter of A is the set of solutions in A of the equations in
τ (p), that is the set {a ∈ A : A |= τ (p)[a]}. A deductive system S is algebraizable
if it has a set of equivalence formulas and a set of defining equations. An alge-
braizable deductive system S is regularly algebraizable if for any set of equivalence
formulas ∆(p, q) the G-rule holds, that is, p, q �S ∆(p, q).

3. Hilbert-based deductive systems

Let S be a deductive system; we say that a binary term ⇒ has the deduction-
detachment property, or is a deduction-detachment term, if for every set of formulas
Γ and every formulas ϕ, ψ,

Γ, ϕ �S ψ iff Γ �S ϕ ⇒ ψ.

A deductive system S is said to have the uniterm deduction-detachement property
(u-DDP) relative to a binary term ⇒ if the term ⇒ has the deduction-detachment
property, and it is said to have the uniterm deduction-detachement property if it
has the uniterm deduction-detachement property relative to some binary term.

Notice that if S has the u-DDP relative to ⇒ and relative to ⇒′ then

p ⇒ q �S� p ⇒′ q.

Thus, if S is selfextensional, for all formulas ϕ, ψ, 〈ϕ ⇒ ψ, ϕ ⇒′ ψ〉 ∈ Ω̃(S).

Definition 1. A class K of algebras is Hilbert-based relative to a binary term ⇒ if
the following equations are valid in K:
H1. x ⇒ x ≈ y ⇒ y
H2. (x ⇒ x) ⇒ x ≈ x
H3. x ⇒ (y ⇒ z) ≈ (x ⇒ y) ⇒ (x ⇒ z)
H4. (x ⇒ y) ⇒ ((y ⇒ x) ⇒ y) ≈ (y ⇒ x) ⇒ ((x ⇒ y) ⇒ x).

Thus K is Hilbert-based relative to a binary term ⇒ if for every A ∈ K the
algebra 〈A,⇒A〉 is a Hilbert algebra. We will refer to the equations (H1)-(H4) as
the Hilbert equations.

Definition 2. We say that a class of algebras is Hilbert-based if it is Hilbert-based
relative to some binary term.

A class of algebras Q is said to be pointed if there is a term ϕ(x0, . . . , xn)
with the property that ϕ(x0, . . . , xn) ≈ ϕ(y0, . . . , yn) is valid in Q for all variables
y0, . . . , yn. Thus for every A ∈ Q and any two valuations v, v‘ on A, v(ϕ) = v′(ϕ).
Such a term is called a constant term since it behaves like a constant. Once fixed
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we will usually refer to it by �. Any Hilbert-based class of algebras K is pointed,
because the term x ⇒ x is a constant term, that is, for every algebra A ∈ K and
all a, b ∈ A, a ⇒ a = b ⇒ b. Let us denote the constant interpretation of x ⇒ x in
A by 1A or simply by 1. Given a Hilbert-based class of algebras K and an algebra
A ∈ K we define the relation ≤A on A by

a ≤A b iff a ⇒ b = 1. (1)

We will omit the superscript in ≤A when no confusion is likely.

Definition 3. Given a Hilbert-based class of algebras K relative to ⇒ and an algebra
A ∈ K, a set F ⊆ A is an ⇒-implicative filter of A if

1. 1 ∈ F
2. for all a, b ∈ A, if a ⇒ b ∈ F and a ∈ F , then b ∈ F .

Definition 4. A deductive system S is Hilbert-based relative to a binary term ⇒
and a class of algebras K which is Hilbert-based relative to ⇒ if for all formulas
ϕ0, . . . , ϕn, ϕ,

ϕ0, . . . , ϕn �S ϕ iff ∀A ∈ K ∀v ∈ Hom(Fm,A), (2)

v(ϕ0 ⇒ (. . . ⇒ (ϕn−1 ⇒ (ϕn ⇒ ϕ) . . .)) = 1
and

�S ϕ iff ∀A ∈ K ∀v ∈ Hom(Fm,A), v(ϕ) = 1. (3)

Property (2) is independent of the order in which the formulas ϕ0, . . . , ϕn

are taken because for any permutation π of {0, . . . , n}, v(ϕ0 ⇒ (. . . ⇒ (ϕn−1 ⇒
(ϕn ⇒ ϕ) . . .)) = 1 iff v(ϕπ(0) ⇒ (. . . ⇒ (ϕπ(n−1) ⇒ (ϕπ(n) ⇒ ϕ) . . .)) = 1. In the
sequel when we say S is Hilbert-based relative to ⇒ and K we assume that K is
Hilbert-based relative to ⇒.

We say that S is Hilbert-based if there is a binary term ⇒ and a Hilbert-based
class of algebras relative to ⇒ such that S is Hilbert-based relative to them.

If S is Hilbert-based relative to ⇒ and K then it is also Hilbert-based relative
to ⇒ and the variety generated by K. The remark in the next proposition together
with Corollary 8 show that if S is Hilbert-based there is only one variety relative
to which it is Hilbert-based. We can denote it by V(S).

Proposition 5. If S is a Hilbert-based deductive system relative to K and ⇒ and
relative to K′ and ⇒′ then the varieties generated by K and by K′ are the same.

Proof. Assume that ϕ ≈ ψ is an equation valid in K. Then for every A ∈ K
and every v ∈ Hom(Fm,A), v(ϕ) = v(ψ). Therefore v(ϕ ⇒ ψ) = v(ψ ⇒ ϕ) = 1.
Hence, ϕ �S� ψ. Then for every A ∈ K′ and every v ∈ Hom(Fm,A), v(ϕ ⇒′ ψ) =
v(ψ ⇒′ ϕ) = 1. Therefore, v(ϕ) = v(ψ). Hence, ϕ ≈ ψ is valid in K′. Analogously
we obtain that the equations valid in K′ are valid in K. �

Remark 6. Condition (2) in the definition of Hilbert-based deductive system im-
plies that if S is Hilbert-based relative to K, then ϕ �S� ψ iff K |= ϕ ≈ ψ.
Therefore, ϕ �S� ψ iff V (S) |= ϕ ≈ ψ.
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Notice that the definition of Hilbert-based deductive system implies that
there cannot be two different deductive systems which are Hilbert-based relative
to the same variety.

Proposition 7. If S is Hilbert-based relative to ⇒, then
1. S is selfextensional,
2. ⇒ has the deduction-detachment property in S,
3. the variety V (S) is the intrinsic variety KS , thus S is Hilbert-based relative

to its intrinsic variety.

Proof. Assume that S is Hilbert-based relative to ⇒ and the variety K. (1) Let
us see that Λ(S) is a congruence. If ϕ �S� ψ then V (S) |= ϕ ≈ ψ, therefore
for every formula δ and every variable p, V (S) |= δ(p/ϕ) = δ(p/ψ), which, by
the above remark, implies that δ(p/ψ) �S� δ(p/ψ). (2) Let us show that S has
u-DDP relative to ⇒. Assume that Γ, ϕ �S ψ. Let ϕ0, . . . , ϕn−1 ∈ Γ such that
ϕ0, . . . , ϕn−1, ϕ �S ψ or ϕ �S ψ. Therefore for every A ∈ K and every v ∈
Hom(Fm,A), v(ϕ0 ⇒ (. . . ⇒ (ϕ ⇒ ψ) . . .)) = 1 or for every A ∈ K and every
v ∈ Hom(Fm,A), v(ϕ ⇒ ψ) = 1. Hence, Γ �S ϕ ⇒ ψ. On the other hand, if
Γ �S ϕ ⇒ ψ, it is also easy to seen that Γ, ϕ �S ψ. (3) From the definition of the
intrinsic variety of S and the selfextensionality of S we have

KS |= ϕ ≈ ψ iff ϕ �S� ψ.

Therefore, by the above remark, V (S) = KS . �

Corollary 8. If S is a Hilbert-based deductive system relative to ⇒ and also relative
to ⇒′, then for every ϕ, ψ, ϕ ⇒ ψ �S� ϕ ⇒′ ψ, and 〈ϕ ⇒ ψ, ψ ⇒ ϕ〉 ∈ Ω̃(S).

Proof. The first part follows immediately from the fact that, under the assump-
tions, by the above theorem both ⇒ and ⇒′ are deduction-detachment terms for
S. The second part follows from the selfextensionality of S. �

Proposition 5 and Ccorollary 8 allow us to speak simply of Hilbert-based
deductive systems when convenient.

Theorem 9. A deductive system S is selfextensional and has the uniterm deduction-
detachment property iff it is Hilbert-based.

Proof. By the proposition above we have the implication from right to left. To
prove the other implication assume that S is selfextensional and has u-DDP rela-
tive to ⇒. Let us consider the algebra Fm/Λ(S). It is not difficult to check that
{Fm/Λ(S)} is Hilbert-based relative to ⇒. Moreover,

ϕ0, . . . , ϕn−1 �S ϕ iff �S ϕ0 ⇒ (. . . ⇒ (ϕn−1 ⇒ ϕ) . . .)
iff ϕ ⇒ ϕ �S� ϕ0 ⇒ (. . . ⇒ (ϕn−1 ⇒ ϕ) . . .)
iff Fm/Λ(S) |= ϕ0 ⇒ (. . . ⇒ (ϕn−1 ⇒ ϕ) . . .) ≈ 1
iff ∀v ∈ Hom(Fm,Fm/Λ(S)),

v(ϕ0 ⇒ (. . . ⇒ (ϕn−1 ⇒ ϕ) . . .)) = 1,
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and

�S ϕ iff ϕ ⇒ ϕ �S� ϕ
iff Fm/Λ(S) |= ϕ ≈ 1
iff ∀v ∈ Hom(Fm,Fm/Λ(S)), v(ϕ) = 1.

Thus S is Hilbert-based relative to the variety KS = V(Fm/Λ(S)) and ⇒. �

Let K be a Hilbert-based variety relative to ⇒. We define the deductive
system S⇒

K as follows:

ϕ0, . . . , ϕn �S⇒
K

ϕ iff ∀A ∈ K ∀v ∈ Hom(Fm,A)

v(ϕ0 ⇒ (. . . ⇒ (ϕn−1 ⇒ (ϕn ⇒ ϕ) . . .)) = 1

and
�S⇒

K
ϕ iff ∀A ∈ K ∀v ∈ Hom(Fm,A) v(ϕ) = 1.

From the definitions it follows straightforwardly that:

Proposition 10. For every Hilbert-based variety K relative to ⇒ the deductive sys-
tem S⇒

K is Hilbert-based relative to K and ⇒ and V(S⇒
K ) = K.

Let us fix a binary term ⇒. From the results above it follows that there is
a bijection between the Hilbert-based deductive systems relative to ⇒ and the
Hilbert-based varieties relative to ⇒. This bijection is in fact a dual isomorphism
when we order the deductive systems by extension and the varieties by the relation
of being a subvariety.

A Hilbert-based deductive system S is determined exactly by its Frege re-
lation, that is by the pairs of formulas 〈ϕ, ψ〉 which are interderivable in S, and
the extension relation between Hilbert-based deductive systems corresponds to the
inclusion relation between their Frege relations.

Proposition 11. Let S and S ′ be two Hilbert-based deductive systems. Then

Λ(S) ⊆ Λ(S ′) iff S ′ is an extension of S.

Therefore, if Λ(S) = Λ(S ′), then S = S ′.

Proof. It is clear that if S ′ is an extension of S then Λ(S) ⊆ Λ(S ′). Assume that
Λ(S) ⊆ Λ(S ′). Then

ϕ0, . . . , ϕn−1 �S ϕ iff �S ϕ0 ⇒ (. . . ⇒ (ϕn−1 ⇒ ϕ) . . .)
iff ϕ0 ⇒ (. . . ⇒ (ϕn−1 ⇒ ϕ) . . .) �S� ϕ ⇒ ϕ

then ϕ0 ⇒ (. . . ⇒ (ϕn−1 ⇒ ϕ) . . .) �S′� ϕ ⇒ ϕ
iff �S′ ϕ0 ⇒ (. . . ⇒ (ϕn−1 ⇒ ϕ) . . .).
iff ϕ0, . . . , ϕn−1 �S′ ϕ

and
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�S ϕ iff ϕ �S� ϕ ⇒ ϕ
then ϕ �S′� ϕ ⇒ ϕ
iff �S′ ϕ.
iff �S′ ϕ.

Thus S ′ is an extension of S. �

To state the theorem, given an algebraic similarity type L with a binary term
⇒ let KL

⇒ denote the variety axiomatized by the Hilbert equations (E1)-(E4).

Theorem 12. For every algebraic similarity type and every one of its binary terms
⇒ there is a dual isomorphism between the set of Hilbert-based deductive systems
relative to ⇒, ordered by extension, and the set of all subvarieties of the variety
KL
⇒, ordered by inclusion. The isomorphism is given by S �→ KS .

Proof. Recall that for a selfextensional deductive system S the Frege relation de-
termines exactly the equations that hold in the variety KS , that is, 〈ϕ, ψ〉 ∈ Λ(S)
iff ϕ ≈ ψ holds in KS . Thus if S and S ′ are Hilbert-based relative to ⇒ and
KS = KS′ , then Λ(S) = Λ(S ′). By Proposition 11, S = S ′. Thus the function
S �→ KS is injective. Clearly it is onto since by Proposition 10 every Hilbert-based
variety K defines a Hilbert-based deductive system whose class of algebras is K.

From Proposition 11 it follows that S is an extension of S ′ iff KS is a subva-
riety of KS′ . Therefore the function S �→ KS is a dual isomorphism. �

We proceed to show that for any selfextensional deductive systems S with
the uniterm deduction-detachment property, its class of algebras AlgS is a variety,
indeed we will show that it is the intrinsic variety of S. This will give the following
reformulation of the theorem above.

Theorem 13. For every algebraic similarity type and every one of its binary terms
⇒ the map S �→ AlgS is a dual isomorphism between the set of Hilbert-based
deductive systems relative to ⇒, ordered by extension, and the set of all subvarieties
of the variety KL

⇒, ordered by inclusion.

Lemma 14. Let S be a Hilbert-based deductive system relative to ⇒. Then for every
algebra A ∈ KS , the S-filters of A are the implicative filters of A.

Proof. Let S be a deductive system which is Hilbert-based relative to ⇒. Let
A ∈ KS and let F be an S-filter of A. Since �S p ⇒ p and p, p ⇒ q �S q it
is clear that F is an implicative filter. Conversely, if F is an implicative filter
of A, assume that ϕ0, . . . , ϕn−1 �S ϕ and that v ∈ Hom(Fm,A) is such that
v(ϕ0), . . . , v(ϕn−1) ∈ F , then we have v(ϕ0 ⇒ (. . . ⇒ (ϕn−1 ⇒ ψ) . . .)) = 1 ∈ F .
Thus, we conclude that v(ψ) ∈ F as well. This shows that F is an S-filter. �

Lemma 15. Let S be a Hilbert-based deductive system. Then for every algebra
A ∈ KS , the Frege relation of the g-matrix 〈A, FiSA〉 is the identity and therefore
the matrix is reduced and has the congruence property.
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Proof. Let a, b ∈ A be different elements. Consider the sets Fa = {c ∈ A : a ⇒ c =
1} and Fb = {c ∈ A : b ⇒ c = 1}. It is easy to see that they are implicative filters,
hence by Lemma 14 they belong to FiSA. Clearly, if Fa = Fb, then a ⇒ b = b ⇒
a = 1. Hence, a = b. Thus, if a �= b, a �∈ Fb or b �∈ Fa. Hence 〈a, b〉 �∈ ΛA(FiSA).
This shows that the Frege relation of the g-matrix 〈A, FiSA〉 is the identity, which
implies that 〈A, FiSA〉 is reduced and has the congruence property. �
Theorem 16. If S is a Hilbert-based deductive system then

1. AlgS = KS = V(S).
2. AlgS is a variety.
3. S is Hilbert-based relative to AlgS.

Proof. 1. We know that AlgS ⊆ KS always holds. By the previous lemma we
obtain that KS ⊆ AlgS. 2 follows from 1 because KS is a variety. 3 follows from
1 and item 3 in Proposition 7. �

In [8] it is proved that every selfextensional deductive system with the u-DDP
is fully selfextensional. We are going to give a proof of this fact that does not make
use of Gentzen systems.

Theorem 17. Every selfextensional deductive system with the u-DDP is fully self-
extensional.

Proof. Let S be a selfextensional deductive system with the u-DDP relative to ⇒.
By Theorem 9 and the corollary to its proof, it is Hilbert-based relative to ⇒ and
KS . By Theorem 16, KS = AlgS. Thus, by Lemma 15, if A ∈ AlgS, ΛA(FiSA) is
the identity relation on A; and therefore it is a congruence. If A is a full g-model
of S, its reduction A∗ is of the form 〈B, FiSB〉 for some B ∈ AlgS. By what we
have just proved this g-matrix has the congruence property and by Proposition
2.40 in [8] this property is preserved by surjective strict homomorphisms (bilogical
morphisms). Therefore, A has the congruence property too. We can conclude that
S is fully selfextensional. �

Given a pointed quasivariety variety Q with constant term � the �-assertional
logic of Q is the deductive system SASLQ = 〈Fm,�SASLQ〉 defined by

Γ �SASLQ ϕ iff ∀A ∈ V ∀v ∈ Hom(Fm, Q)(v[Γ] ⊆ {1A} =⇒ v(ϕ) = 1A),

where 1A is the interpretation of the constant term � in A. We will characterize
the selfextensional deductive systems S with the deduction-detachment property
such that S is equal to the �-assertional logic of AlgS, where � is x ⇒ x for the
deduction-detachment term ⇒ of S.

A pointed quasivariety Q with constant term � is said to be relatively point-
regular if for every A ∈ Q and all the congruences θ, θ′ of A such that A/θ,A/θ′ ∈
Q, 1A/θ = 1A/θ′ implies θ = θ′.

The regularly algebraizable deductive systems are the assertional logics of
the pointed quasivarieties that are reletively-point regular. If S is a regularly al-
gebraizable deductive system, then all theorems of S are equivalent, so any one
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can be taken as the designated constant term � and S is the �-assertional logic
of AlgS.

Theorem 18 ([6] Thm. 1.34). A deductive system S is regularly algebraizable iff
AlgS is a pointed and relatively-point regular quasivariety and S = SASLAlgS.

Theorem 19. Let S be a selfextensional deductive system with the uniterm deduct-
ion-detachment property. Then, S is regularly algebraizable iff S = SASLAlgS.

Proof. Let S be a selfextensional deductive system with the uniterm deduction-
detachment property for ⇒. Then AlgS is a pointed variety. By the theorem
above, if S is regularly algebraizable, then S = SASLAlgS. Assume now that
S = SASLAlgS. We show that AlgS is point-regular. Let A ∈ AlgS and let
θ, θ′ ∈ CoA be such that 1/θ = 1/θ′. Suppose that 〈a, b〉 ∈ θ. Then 〈a ⇒ a, a ⇒
b〉 ∈ θ, that is 〈1, a ⇒ b〉 ∈ θ. Thus, Thus, 〈1, a ⇒ b〉 ∈ θ′. Similarly, 〈1, b ⇒ a〉 ∈ θ′.
Hence, in A/θ′, 1 = a/θ′ ⇒ b/θ′ and 1 = b/θ′ ⇒ a/θ′. Since AlgS is a variety,
A/θ′ ∈ AlgS. Therefore, 〈A/θ′,⇒〉 is a Hilbert algebra. Hence a/θ′ = b/θ′. Thus,
〈a, b〉 ∈ θ′. By a similar argument we get the other inclusion. Now by the above
theorem S is regularly algebraizable. �

In [8] (Thm. 3.18 and Prop. 3.20) it is shown that for any fully selfexten-
sional deductive system S, S is a Fregean, protoalgebraic deductive system with
theorems iff S is regularly algebraizable. Thus, since every deductive system with
the deduction-detachment property is protoalgebraic and has theorems, Theorem
17 implies that a selfextensional deductive system with the deduction-detachment
property is Fregean iff it is regularly algebraizable. Moreover, Czelakowski and
Pigozzi prove in [6] (Corollary 80) that if a deductive system is protoalgebraic and
Fregean, then it is fully Fregean. Thus we have the equivalences below:

Theorem 20. Let S be a selfextensional deductive system with the uniterm deduct-
ion-detachment property. The following statements are equivalent:

1. S is Fregean;
2. S is fully Fregean;
3. S is regularly algebraizable;
4. S = SASLAlgS.

4. Fregean logics with a deduction-detachment theorem

We will obtain some results on Fregean logics with a uniterm deduction-detachment
theorem using our results on selfextensional logics with a deduction-detachment
theorem. In particular we give a different proof of the second part of Theorem 66
of Czelakowski and Pigozzi in [6].

Lemma 21 ([6]). If S is a deductive system and ⇒ is a deduction-detachment term
for S, then S is Fregean iff the set {p ⇒ q, q ⇒ p} is an equivalence set of formulas
for S.
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If S is a selfextensional deductive system with a DDT-term ⇒, then for all
formulas ϕ0, . . . , ϕn, ϕ and every permutation π of {0, . . . , n},
ϕ0 ⇒ (ϕ1 ⇒ (. . . ⇒ (ϕn ⇒ ϕ) . . .) �S� ϕπ(0) ⇒ (ϕπ(1) ⇒ (. . . ⇒ (ϕπ(n) ⇒ ϕ) . . .).

In general, for every full model 〈A, FiSA〉 the analogous result holds, that is for ev-
ery a0, . . . , an, b ∈ A and every permutation π of {0, . . . , n}, the sets CloFiSA(a0 ⇒
(a1 ⇒ (. . . ⇒ (an ⇒ b) . . .)) and CloFiSA(aπ(0) ⇒ (aπ(1) ⇒ (. . . ⇒ (aπ(n) ⇒
b) . . .)) are equal.

Given a sequence ϕ0, . . . , ϕn of formulas and a formula ψ we introduce the
notation ϕ ⇒ ψ to refer to the formula ϕ0 ⇒ (ϕ1 ⇒ (. . . ⇒ (ϕn ⇒ ψ) . . .).
Similarly, given a sequence a0, . . . , an of elements of an algebra and an element b,
a ⇒ b is the element a0 ⇒ (a1 ⇒ (. . . ⇒ (an ⇒ b) . . .).

Proposition 22. Let S be a selfextensional deductive system with a DDT-term ⇒.
S is Fregean iff for every n-ary connective �, every k and every different variables
p0, . . . , pk, q0, . . . , qn−1, r0, . . . , rn−1 the quasiequations

(
∧

i<n

p ⇒ (qi ⇒ ri) ≈ � ∧
∧

i<n

p ⇒ (ri ⇒ qi) ≈ �) −→ (4)

p ⇒ (�(q0, . . . , qn−1) ⇒ �(r0, . . . , rn−1)) ≈ �
are valid in AlgS.

Proof. Let S be a selfextensional deductive system with a DDT-term ⇒. Then S is
protoalgebraic. Suppose S is Fregean. By Theorem 20 it is fully Fregean. Let A ∈
AlgS. Then, A = 〈A, FiSA〉 is a Fregean g-matrix. Assume that v ∈ Hom(Fm,A)
is such that for every i < n, v(p ⇒ (qi ⇒ ri)) = 1 and v(p ⇒ (ri ⇒ qi)) = 1.
Then, letting X = {v(p0), . . . , v(pk)}, for every i < n,

CloA(X, v(qi)) = CloA(X, v(ri)).

Hence, 〈v(qi), v(ri)〉 ∈ ΛA(CloA(X)). Therefore,

〈�(v(q0), . . . , v(qn−1)), �(v(r0), . . . , v(rn−1))〉 ∈ ΛA(CloA(X)).

Thus, since S is fully Fregean

CloA(X, �(v(q0), . . . , v(qn−1))) = CloA(X, �(v(r0), . . . , v(rn−1))).

Hence, �(v(r0), . . . , v(rn−1)) ∈ CloA(X, �(v(q0), . . . , v(qn−1))). Therefore,

v(p ⇒ (�(q0, . . . , qn−1) ⇒ �(q0, . . . , qn−1))) ∈ CloA(1).

This implies that v(p ⇒ (�(q0, . . . , qn−1) ⇒ �(q0, . . . , qn−1))) = 1.
Suppose now that the quasiequations (4) of the statement of the propo-

sition hold in AlgS. Let A = 〈A, FiSA〉 be a reduced full model of S. Then
A ∈ AlgS. Let X be a finite subset of A. We will show that ΛA(X) is a con-
gruence. Let � be a n-ary connective. Suppose for every i < n, 〈ai, bi〉 ∈ ΛA(X).
Then, CloA(X, ai) = CloA(X, bi), for every i < n. We can assume without losing
generality that 1 ∈ X. Thus, consider any sequence X of all the elements of X
of length the cardinality of X, X ⇒ (ai ⇒ bi) ∈ CloA(1) and X ⇒ (bi ⇒ ai) ∈
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CloA(1). Thus, X ⇒ (ai ⇒ bi) = 1 and X ⇒ (bi ⇒ ai) = 1. Hence, using the
quasiequations (4), X ⇒ (�(a0, . . . , an−1) ⇒ �(b0, . . . , bn−1)) = 1, and similarly,
X ⇒ (�(b0, . . . , bn−1) ⇒ �(a0, . . . , an−1)) = 1. Hence, CloA(X, �(a0, . . . , an−1)) =
CloA(X, �(b0, . . . , bn−1)). Thus, 〈�(a0, . . . , an−1), �(b0, . . . , bn−1)〉 ∈ ΛA(X). �
Lemma 23. Let A be an algebra and ⇒ a binary term such that 〈A,⇒〉 is a Hilbert
algebra. The quasiequations in (4) are valid in A iff for every n-ary connective �,
letting X be any sequence of all the elements of the set {qi ⇒ ri, ri ⇒ qi : i < n},
the equations

X ⇒ (�(q0, . . . , qn−1) ⇒ �(r0, . . . , rn−1)) ≈ 1 (5)
are valid in A.

Proof. Suppose that the quasiequations in (4) are valid in A. Since 〈A,⇒〉 is a
Hilbert algebra, the equations X ⇒ (qi ⇒ ri) ≈ 1 and X ⇒ (ri ⇒ qi) ≈ 1 are
valid in A. Hence, using the quasiequations (4), the equations

X ⇒ (�(q0, . . . , qn−1) ⇒ �(r0, . . . , rn−1)) ≈ 1

and
X ⇒ (�(r0, . . . , rn−1) ⇒ �(q0, . . . , qn−1)) ≈ 1

are valid in A.
Suppose now that the equations

X ⇒ (�(q0, . . . , qn−1) ⇒ �(r0, . . . , rn−1)) ≈ 1

are valid in A. Then so are the equations

X ⇒ (�(r0, . . . , rn−1) ⇒ �(q0, . . . , qn−1)) ≈ 1.

Let p0, . . . , pk, q0, . . . , qn−1, r0, . . . , rn−1 be different variables. Let v∈Hom(Fm,A)
be such that v(p ⇒ (qi ⇒ ri)) = 1 and v(p ⇒ (ri ⇒ qi)) = 1 for every i < n.
From known facts on Hilbert algebras it follows that v(p ⇒ (�(r0, . . . , rn−1) ⇒
�(q0, . . . , qn−1))) = 1. �
Corollary 24. A Hilbert-based class K of algebras relative to ⇒ is the variety
AlgS of a Fregean deductive system S with ⇒ as binary term with the deduction-
detachment property iff it is a subvariety of the variety axiomatized by the Hilbert
equations and, for every connective �, the equations

X ⇒ (�(q0, . . . , qn−1) ⇒ �(r0, . . . , rn−1)) ≈ 1 (6)

where X is a sequence of all the elements of the set {qi ⇒ ri, ri ⇒ qi : i < n}.
Given an algebaric similarity type L and a binary term ⇒, let HI⇒L be the

variery axiomatized by the Hilbert equations for ⇒ and the above equations in
(6). As a corollary we have:

Theorem 25. For every algebraic similarity type L and every one of its binary terms
⇒ there is a dual isomorphism between the set of Fregean Hilbert-based deductive
systems relative to ⇒, ordered by extension, and the set of all subvarieties of the
variety HI⇒L . The isomorphism is given by S �→ AlgS.
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5. Selfextensional logics with a deduction-detachment theorem and
Gentzen calculi

Given a similarity type L, in the present paper a sequent of type L will be a pair
〈Γ, ϕ〉 where Γ is a possibly empty finite set of formulas and ϕ is a formula. We
will write Γ � ϕ instead of 〈Γ, ϕ〉.

A Gentzen-style rule is a pair 〈X, Γ�ϕ〉 where X is a (possibly empty) finite
set of sequents and Γ � ϕ is a sequent. A substitution instance of a Gentzen-style
rule 〈X, Γ � ϕ〉 is a Gentzen-style rule of the form 〈σ[X], σ[Γ] � σ(ϕ)〉 for some
substitution σ, where σ[X] = {σ[∆] � σ(ψ) : ∆ � ψ ∈ X}. A Gentzen-style rule
〈X, Γ � ϕ〉 is initial if X is empty. We will use the standard fraction notation for
Gentzen-style rules

Γ0 � ϕ0, . . . ,Γn−1 � ϕn−1

Γ � ϕ

For the purposes of this paper, a Gentzen calculus is a set of Gentzen-style
rules. Just as for Hilbert style axiom systems there is the notion of proof from an
arbitrary set of premises, given a Gentzen calculus G we can define the notion of
proof from an arbitrary set of sequents in a similar way. A proof in a Gentzen
calculus G from a set of sequents X is a finite succession of sequents each one of
whose elements is a substitution instance of an initial rule of G or a sequent in
X or is obtained by applying a substitution instance of a rule of G to previous
elements in the sequence. A sequent Γ�ϕ is derivable in G from a set of sequents
X if there is a proof in G from X whose last sequent is Γ � ϕ; in this situation we
write X �G Γ � ϕ. If Γ � ϕ is derivable from the emptyset of sequents it is said
to be a derivable sequent of G. A rule 〈X, Γ � ϕ〉 is a derived rule of a Gentzen
calculus G if X �G Γ � ϕ. Notice that if a rule is a derived rule, so are all its
substitution instances, and that, by the definition, every (primitive) rule of G is
a derived rule.

A Gentzen system is a pair G = 〈Fm,�G〉 where Fm is the algebra of formulas
and �G is a finitary closure operator on the set of sequents that is substitution-
invariant. This means, using the notation X �G Γ � ϕ, where X is any set of
sequents, instead of the notation Γ�ϕ ∈ �G (X) typical for closure operators, that
if

{Γi � ψi : i < n} �G Γ � ϕ, (7)

then for every substitution σ ∈ Hom(Fm,Fm)

{σ[Γi] � σ(ψi) : i < n} �G σ[Γ] � σ(ϕ). (8)

We say that a Gentzen system G = 〈Fm,�G〉 satisfies a Gentzen-style rule

Γi � ψi : i < n

Γ � ϕ
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if {Γi � ψi : i < n} �G Γ � ϕ; in this situation we also say that the rule is a sound
rule of G. A Gentzen system G = 〈Fm,�G〉 is said to be structural if it satisfies
the structural rules of Weakening and Cut, and the Identity rule 〈∅, p � p〉 1.

A Gentzen calculus G determines the Gentzen system GG = 〈Fm,�G〉. If G
has the structural rules (either as primitive or derived), the Gentzen system GG is
structural.

Every structural Gentzen system G defines a deductive system SG as follows

Γ �SG ϕ iff there is a finite ∆ ⊆ Γ such that ∅ �G ∆ � ϕ.

We will say that a Gentzen system G is adequate for a deductive system S if
S = SG .

Generalized matrices can be used as models of Gentzen-style rules, Gentzen
calculi and Gentzen systems. The double nature of g-matrices as models of both
deductive systems and Gentzen systems allows us to study in a natural way the
connections between the algebraic theory of deductive systems and the algebraic
theory of Gentzen systems. We explore some of these connections here for selfex-
tensional logics with a deduction-detachment term.

A g-matrix A = 〈A, C〉 is said to be a model of a Gentzen-style rule

{Γi � ψi : i < n}
Γ � ϕ

if for every homomorphism h ∈ Hom(Fm,A), h(ϕ) ∈ CloC(h[Γ]) whenever for all
i < n h(ϕi) ∈ CloC(h[Γi]). It is a model of a Gentzen calculus if it is a model of
all its rules, and it is a model of a Gentzen system if it is a model of all its sound
rules. The following observations follow immediately from the definitions:

1. if a g-matrix is a model of a Gentzen-style rule, it is also a model of all its
substitution instances,

2. if a g-matrix is a model of a Gentzen calculus, then it is a model of the
Gentzen system that it defines,

3. if a g-matrix is a model of a Gentzen system G, it is a g-model of the associated
deductive system SG .

The congruence rules for an n-ary connective � are the Gentzen-style rules
of the form

{ϕi � ψi, ψi � ϕi : i ≤ n}
�(ϕ0 . . . ϕn−1) � �(ψ0 . . . ψn−1)

We say that a Gentzen calculus has the congruence rules if the congruence rules
of every connective are derived rules. A Gentzen system has the congruence rules
if it satisfies the congruence rules of every connective.

Let S be from now on a selfextensional logic with the deduction-detachment
property for ⇒. Recall that then on every A ∈ AlgS the operation ⇒A defines

1We do not need to consider the other structural rules - exchange and contraction - because we
consider sets of premises in our sequents and not successions.
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by condition (1) an order that we denote by ≤A. We say that a Gentzen calculus
G adequate for S is AlgS-order-sound if whenever

{ϕi � ψi : I ∈ I} �G ϕ � ψ,

then for every A ∈ AlgS and every valuation v ∈ Hom(Fm,A)

if for all i ∈ I, v(ϕi) ≤A v(ψi), then v(ϕ) ≤A v(ψ).

We say that it is AlgS-order-complete if the converse of the main implication in
the above statement holds.

Lemma 26. If G is a Gentzen calculus adequate for S which is AlgS-order-
complete, then it has the congruence rules.

Proof. Let � be an n-ary connective. Let A ∈ AlgS and v ∈ Hom(Fm,A). Assume
that for ϕi, ψi with i < n, v(ϕi) ≤A v(ψi) and v(ψi) ≤A v(ϕi). Thus, v(ϕi) =
v(ψi). Therefore, v(� ϕ0 . . . ϕn−1) = v(� ψ0 . . . ψn−1). By AlgS-order-completeness
it follows that the congruence rules for � are derived rules of G. �

We say that a Gentzen calculus G has the DDT rules if the rules of the forms
Γ, ϕ � ψ

Γ � ϕ ⇒ ψ

Γ � ϕ ⇒ ψ

Γ, ϕ � ψ

are derived rules.

Remark 27. If G has the DDT rules then for every sequent Γ � ϕ,

Γ � ϕ �G� � � Γ ⇒ ϕ.

The remark implies the lemma below.

Lemma 28. Let G be a Gentzen calculus with the DDT rules, then for every family
of sequents {Γi � ϕi : i ∈ I} and every sequent Γ � ϕ the following statements are
equivalent:

1. {Γi � ϕi : i ∈ I} �G Γ � ϕ

2. {� � Γi ⇒ ϕi : i ∈ I} �G � � Γ ⇒ ϕ.

Lemma 29. If G is a structural Gentzen calculus adequate for S which is AlgS-
order-sound, has the DDT rules and has the congruence rules, then it is AlgS-
order-complete.

Proof. Assume that the family of sequents with elements ϕi � ψi with i ∈ I and
ϕ � ψ is such that for every A ∈ AlgS and every valuation v ∈ Hom(Fm,A), if
for all i ∈ I, v(ϕi) ≤A v(ψi), then v(ϕ) ≤A v(ψ). Then, setting � := p ⇒ p for
some fixed variable p,

{ϕi ⇒ ψi ≈ � : i ∈ I} |=AlgS ϕ ⇒ ψ ≈ �.

Thus by completeness of the quasiequational logic of AlgS and the fact that AlgS
is a variety, there is a proof of the equation ϕ ⇒ ψ ≈ � from the equations in
{ϕi ⇒ ψi ≈ � : i ∈ I} and the equations which are valid in AlgS, which are the
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equations δ ≈ ε such that δ ��S ε. An easy inductive argument will show that for
every equation γ ≈ δ in such a proof

{ϕi � ψi : i ∈ I} �G γ � δ, δ � γ.

If γ ≈ δ is ϕi ⇒ ψi ≈ � with i ∈ I, then the above remark and the fact that (using
Identity, the DDT rules and Weakening) �G ϕi ⇒ ψi �� gives the result. If γ ≈ δ
is valid in AlgS, then γ ��S δ; therefore the sequents γ � δ, δ � γ are derivable
in G and we have the result. Now if γ ≈ δ follows by symmetry of the equality
from previous equations in the proof, then it is clear. If it follows by transitivity
of equality, then Cut gives the desired result. Finally, if it follows by replacement
from previous equations in the proof, applying the congruence rules and Cut we
obtain the result. Hence, by the induccion principle we obtain that � � ϕ ⇒ ψ
is derivable in G from {ϕi � ψi : i ∈ I}. Thus ϕ � ψ is also derivable from this
set. �
Corollary 30. If G is a structural Gentzen calculus with the DDT rules which is
adequate for the deductive system S and which is AlgS-order-sound, then G is
AlgS-order-complete iff it has the congruence rules.

From the corollary follows that there is always a structural Gentzen calculus
which is adequate for the deductive system S and is AlgS-order-sound and AlgS-
order-complete. It is the Gentzen calculus GS defined by the following rules:

1. the structural rules of identity, weakening and cut,
2. the congruence rules for the connectives,
3. the DDT rules
4. for every finite Γ and every ϕ such that Γ �S ϕ, the initial rule

Γ � ϕ

That this calculus is AlgS-order-sound follows easily from Lemma 28 and the
fact that AlgS is Hilbert-based with respect to ⇒. The AlgS-order-completeness
follows from the corollary. We will denote by G(S) the Gentzen system of the
calculus GS .

If we have a nice Hilbert style axiomatization of S we can consider the
Gentzen calculus like the one described above except that, instead of the rules
in (4), it has the Gentzen-style rules that naturally correspond to the axioms and
rules of the Hilbert style axiomatization.

Remark 31. From Remark 27 it follows that any two structural Gentzen calculi
adequate for S and with the DDT rules which are AlgS-order-sound and AlgS-
order-complete define the same Gentzen system.

We say that a Gentzen system adequate for a deductive system S with the-
orems is fully-adequate if the g-matrix models of the Gentzen system are the full
g-models of S. This notion is introduced in [8] under the name ‘strongly adequate’.
We give a different, simpler proof of Proposition 4.47 (iii) in [8]. We will use the
lemma below.
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Lemma 32. Let S be a Hilbert-based deductive system. If A = 〈A, C〉 is g-matrix
model of S such that its Frege relation is the identity, then C = FiSA and A ∈ KS

Proof. Since the Frege relation of A = 〈A, C〉 is the identity, this g-matrix is
reduced, so A ∈ AlgS ⊆ KS . To prove that C = FiSA assume that F ∈ FiSA. By
Lemma 14, F is an implicative filter. We show that F = CloA(F ). If b ∈ CloA(F ),
then let a0, . . . , an ∈ F such that a ∈ CloA({a0, . . . , an}). Since A is a model of
the DDT rules, a ⇒ b ∈ CloA(�). Therefore, CloA(�) = CloA(a ⇒ b). Thus,
a ⇒ b = �. Since � ∈ F because it is an implicative filter, a ⇒ b ∈ F . Hence,
since a0, . . . , an ∈ F and F is an implicative filter, b ∈ F . �

Theorem 33. Let S be a deductive system with the deduction-detachment property.
Then, S is selfextensional iff the Gentzen system G(S) is fully adequate for S.

Proof. If the Gentzen system G(S) for S is fully adequate, then the full model
〈Fm,ThS〉 is a model of G(S), thus of the congruence rules. This implies that S
is selfextensional. Assume now that S is selfextensional. Then, by Theorem 17, S
is fully selfextensional. Thus, if 〈A, C〉 is a full g-model of S, then it is a model
of the congruence rules of every connective and of the sequents Γ � ϕ such that
Γ �S ϕ. Clearly it is also a model of the structural rules. Moreover, by Theorem
2.48 of [8] 〈A, C〉 has the deduction-detachment property. Thus it is a model of
the DDT rules. Therefore, it is a model of the Gentzen system G(S). To finish
the proof it is enough to show that if A = 〈A, C〉 is a reduced g-matrix model of
G(S), then C = FiSA. If A is a reduced g-matrix model of G(S) it is a model of S
and of the congruence rules. This implies that its Frege relation is a congruence;
therefore since A is reduced, its Frege relation is the identity. Moreover, A is a
model of the DDT rules. Lemma 32 implies that C = FiSA. �

The notion of AlgS-order-sound and AlgS-order-complete structural
Gentzen system is strongly related to the notion of algebraizable Gentzen sys-
tem. We recall this notion here.

A structural translation t of sequents into equations is a mapping that maps
every sequent to a finite set of equations and satisfies the following structurality
property: for every sequent Γ � ϕ and every substitution σ,

if t(Γ � ϕ) = {εi ≈ δi : i < n}, then t(σ[Γ] � σ(ϕ)) = {σ(εi) ≈ σ(δi) : i < n}.
A structural translation s from equations into sequents is a mapping that maps
every equation to a finite set of sequents and has the corresponding structurality
property, that is, for every equation ε ≈ δ and every substitution σ,

if s(ε ≈ δ) = {Γi � ϕi : i < n}, then s(σ(ε) ≈ σ(δ)) = {σ[Γi] � σ[ϕi] : i < n}.
If t is a translation of sequents into equations and X is a set of sequents, the set
of equations t(X) is defined by

t(X) =
⋃

{t(Γ � ϕ) : Γ � ϕ ∈ X}.
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If s is a translation from equations into sequents and E is a set of equations, the
set of sequents s(E) is defined by

s(E) =
⋃

{s(ϕ ≈ ψ) : ϕ ≈ ψ ∈ E}.
A Gentzen system G is said to be algebraizable if there is a class of algebras

K and a structural translation t from sequents into equations and a structural
translation s from equations into sequents such that the following two conditions
hold

{Γi � ϕi : i ∈ I} �G Γ � ϕ iff t({Γi � ϕi : i ∈ I}) |=K t(Γ � ϕ). (9)

ϕ ≈ ψ |=K t(s(ϕ ≈ ψ)) and t(s(ϕ ≈ ψ)) |=K ϕ ≈ ψ, (10)

where |=K denotes the equational consequence defined by the class of algebras K
as follows:

{ϕi ≈ ψi : i ∈ I} |=K ϕ ≈ ψ iff ∀A ∈ K and ∀h ∈ Hom(Fm,A),

if ∀i ∈ I h(ϕi) = h(ψi), then h(ϕ) = h(ψ).

When to the right of “ |=K ” there is a set it means that every element of the set
follows from the equations in the set to the left of “ |=K ”.

From [16] it follows that if a Gentzen system G is algebraizable, there is always
a quasivariety K, which is unique, such that (9) and (10) are satisfied for some
structural translations t and s. This quasivariety is called the equivalent algebraic
semantics of G.

The notion of algebraizable Gentzen system was introduced in [15] and its
theory developed in [16]. The theory of algebraizable Gentzen systems is an exten-
sion to these objects of the theory of algebraizable deductive systems developed
by W. Blok and D. Pigozzi in [2]. It is also a particular case of the notion of
equivalence between Gentzen systems introduced and studied in [16].

Let us fix a selfextensional deductive system S with the deduction-detachment
property for ⇒. We define the structural translation t from sequents to equations
and the structural translation sq from equations to sequents respectively by

t(Γ � ϕ) = � ≈ Γ ⇒ ϕ sq(ϕ ≈ ψ) = {ϕ � ψ, ψ � ϕ}.
Theorem 34. For every selfextensional logic S with the deduction-detachment prop-
erty for ⇒, the Gentzen system defined by the Gentzen calculus GS is algebraizable
with equivalent algebraic semantics AlgS and translations t and sq.

Proof. By the results above GS is AlgS-order-sound and AlgS-order-complete,
thus Lemma 28 gives condition (7) of the definition of algebraizable Gentzen sys-
tem holds. Condition (8) holds because in any Hilbert algebra, a = b iff a ⇒ b = 1
and b ⇒ a = 1. �
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