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Abs t rac t .  Security against divide and conquer correlation attacks of bi- 
nary keystream generators based on regularly or irregularly clocked shift  
registers combined by a function with or without memory is discussed. 
A comprehensive survey of the  results  published in the literature is pre- 
sented, some  ne w concepts  are introduced, and many open problems are 
pointed out. 

1 Introduction 

Stream ciphers with keystream generators are generally considered as reliable 
tools for secure communication, although it appears practically impossible to 
prove that any particular keystream generator scheme is secure. One can only 
prove that a scheme is secure against certain types of divide and conquer crypt- 
analytic attacks. However, little is published regarding the cryptanalysis of such 
schemes, except for some elementary ones. 

In this paper we consider the immunity of shift register based binary keystream 
generators to divide and conquer correlation attacks. Shift registers can have lin- 
ear or nonlinear feedback~ can be autonomous or not, can be clocked regularly 
or irregularly, and can be combined by a memoryless function or a function with 
memory. The secret key is assumed to control the shift registers initial contents 
and the initial states of the clock-generators appearing in the scheme. The prob- 
lem is to find out the conditions under which it is possible or impossible to 
reconstruct the initial contents of individual shift registers knowing a segment 
of the keystream generator output sequence, based on the correlation/statistical 
dependence between the keystream sequence and a set of the shift register se- 
quences. If instead of the blind search over the initial contents of the correspond- 
ing shift registers a faster search is possible, then we deal with the so-called fast 
correlation attacks. 

Another type of cryptanalytic attacks on clock-controlled shift registers is 
a divide and conquer attack on the initial state of a clock-generator based on 
the collision test Anderson [i] or, more generally, on the linear consistency test 
Zeng, Yang, Rao [42], Anderson [2]. Cascades of (0, l)-clocked (stop-and-go) 
and (k, rn)-clocked shift registers were cryptanalysed in Chambers, Gollmann [3] 
and Gollmann, Chambers [18], respectively, based on a specific lock-in effect. 
Recently, Menicocci [24, 25] has developed correlation-like attacks on cascades 
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of stop-and-go shift registers. Intrinsic repetition of symbols in stop-and-go shift 
registers seems to be a cause for their potential insecurity. In this paper, only the 
clock-controlled shift registers that  are clocked at least once per output symbol 
are considered. 

Note that  in general, an arbitrary shift register based binary keystream gen- 
erator seems to be vulnerable to a divide and conquer attack in which the over- 
all initial state uncertainty is reduced by the initial content uncertainty of the 
longest shift register, based on the fact that  the output keystream sequence is 
known, see Dawson, Clark [7], Dawson [6], and Rubin [33], for example. 

2 R e g u l a r  c l o c k i n g  a n d  n o  m e m o r y  

When the shift registers are clocked regularly and the combining function is 
memoryless, it is possible to apply the well known ciphertext-only correlation 
attack based on the Hamming distance between two binary sequences of the 
same length Siegenthaler [37]. He showed that,  given a sufficiently long segment 
of the generator output sequence, one can statistically reconstruct with arbi- 
trarily small error probability the initial content of any register whose output  is 
correlated to the generator one. He also obtained an estimate of the necessary 
length of the observed keystream sequence which is essentially linear in the shift 
register length. This attack also applies in general, to an arbitrary ruth-order cor- 
relation immune Boolean function. Recall that  according to Siegenthaler [38], a 
Boolean function f of n variables is said to be mth-order correlation immune, 
0 ~ m _< n - 1, if m is the maximum integer such that  the random variable f 
is statistically independent of every set of m random input variables, assuming 
that  the input variables are balanced and independent. It is interesting to note 
that  m < n - 1 holds for nonlinear Boolean functions Siegenthaler [38]. Due to 
Xiao, Massey [39] the output of a ruth-order correlation immune function is cor- 
related to at least one linear function of exactly m + 1 input variables. It is worth 
noticing that  there may exist a nonlinear function of these m + 1 input variables 
that  is more correlated to the considered Boolean function than the linear ones. 
Consequently, the initial contents of the corresponding m + 1 shift registers can 
be recovered by applying the same correlation attack. Use of the contingency 
statistical tests, which take into account the full statistical dependence between 
the m + 1 inputs and the output, is also possible if m is not large. When the 
m + 1 shift registers have linear feedback and their feedback polynomials f~, 
0 < i < m ,  are pairwise coprime, it is even possible to reconstruct their initial 
contents separately. For example, the generator output and the output of the 
shift register with the feedback polynomial f0 become mutually correlated when 
filtered through the linear filter with the transfer function ] l f 2 . . . f , ~ .  This es- 
sentially means that  every memoryless combiner becomes zero-order correlation 
immune when the inputs are not regarded as purely random binary sequences. 

Although being a divide and conquer one, the described statistical procedure 
requires the exhaustive search over all possible initial contents of the correspond- 
ing shift registers. The concept of a fast correlation attack was first introduced 
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in Meier, Staffelbach [21] where a bit-by-bit reconstruction procedure based on 
iterative probabilistic and threshold decoding is proposed for linear feedback 
shift registers. The basic underlying ideas regarding the probabilistic decod- 
ing of low-density parity-check linear codes can be found in Gallager [10] and 
Massey [19]. After the pioneering work of Meier and Staffelbach, various al- 
gorithms of this type have been published and theoretically or experimentally 
analysed so far Zeng, Huang [40], Forr@ [9], Zeng, Yang, Rao [41], Mihaljevi6, 
Golid [26, 27, 28, 30], Chepyzhov, Smeets [4], and Zivkovi6 [43]. All of them 
share two basic features, that is, an iterative error-correcting algorithm and a 
method of obtaining low-density parity-checks. If one uses a simple method for 
parity-check generation proposed by Meier, Staffelbach [21], then the computa- 
tional complexity remains essentially linear in the shift register length, but the 
reconstruction capability is limited. If one forms all the parity-checks up to a 
certain weight and length, based on all the multiples of the feedback polynomial 
Chepyzhov, Smeets [4], the performance is improved but at a cost of the compu- 
tational complexity exponential in the shift register length. Another method of 
obtaining orthogonal low-density parity-checks based on the powers of the shift 
register state-transition matrix was proposed by Mihaljevi6, Golid [26, 30]. 

On the other hand, the convergence of various iterative error-correcting al- 
gorithms has been analysed both experimentally Meier, Staffelbach [21], Mihal- 
jevi6, Goli6 [26, 27] and theoretically Zeng, Huang [40], Zeng, Yang, Rao [41], 
Zivkovid [43], Chepyzhov, Smeets [4], and Mihaljevi~, Goli6 [28]. It appears that 
the Bayesian iterative error-correcting algorithm Meier, Staffelbach [21], Zivkovi5 
[43], Mihaljevid, Golid [27], based on iterative recalculation of the noise posterior 
probabilities using the posterior probabilities from the current iteration as the 
prior probabilities for the next one, is the most efficient one suggested so far. 
However, deriving an analytical expression for a necessary and sufficient condi- 
tion for this algorithm to converge to the true solution, still remains an open 
problem. Zivkovi5 [43] obtained a mathematical characterisation of the conver- 
gence process, but not a convergence condition in terms of the parameters of the 
problem as well. A convergence condition theoretically derived in Mihaljevi6, 
Goli5 [28] seems to be a good approximation of the desired necessary and suffi- 
cient condition. It essentially claims that the Bayesian iterative algorithm based 
on orthogonal parity checks converges to the true solution if and only if 

1 - p  e~i " --(1 2p) TM > 1 (1) 

where p is the correlation noise probability, Nw is the number of parity checks 
of weight w, the weight being defined as the number of bits involved in a parity 
check minus one, and t9 is the set of possible weights used in a given attack. 
More precisely, this condition applies to a simplified iterative algorithm in which 
in each iteration the prior probabilities are assumed to be equal for every bit of 
noise. 
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3 R e g u l a r  c l o c k i n g  a n d  m e m o r y  

Use of functions with memory in keystream generators in order to avoid the 
trade-off Siegenthaler [38] between the linear complexity and correlation ira- 
munity was suggested by Rueppel [34]. He extended the notion of correlation 
immunity to combiners with memory and showed that one can achieve the max- 
imum order correlation immunity, regardless of the linear complexity, by using 
only one bit of memory. Several combiners with one bit of memory have been 
proposed so far, for example, the summation generator Rueppel [35], Massey, 
Rueppel [20] and the universal logic sequences Dawson, Goldburg [5]. Meier and 
Staffelbach [23] investigated a general combiner with one bit of memory from the 
bitwise correlation standpoint. Namely, they considered the correlation between 
each bit of output and linear functions of successive inputs and derived the corre- 
sponding sum of the squares of the correlation coefficients, thus extending their 
result for memoryless combiners Meier, Staffelbach [22]. They also introduced 
the concept of the correlation conditioned on the output. 

A general case of regularly clocked shift registers combined by an arbitrary 
function with M bits of memory was investigated by Goli(" [14]. He showed that 
for a general combiner with M bits of memory there exist a linear fimction of 
at most M + i successive output bits and a linear function of at most M + 1 
successive input bit vectors that produce correlated binary sequences. Also, an 
efficient procedure based on the linear sequential circuit approximation of a 
Boolean function with memory for finding such pairs of linear functions is de- 
veloped. Moreover, when the shift registers have linear feedback with pairwise 
coprime feedback polynomials, it is demonstrated how to obtain correlated linear 
functions of the output and individual inputs, respectively, which would imply 
that every such combiner with memory is zero~order correlation immune. How- 
ever, unlike memoryless combiners, it might happen that every linear function 
of an input that is correlated to the output is identically equal to zero, which 
means that the correlation attack is not possible. Note that the complete initial 
content reconstruction is possible only if the polynomial corresponding to the 
input linear function is relatively prime to the shift register feedback polynomial. 
If the shift register feedback polynomial divides the linear function polynomial, 
then the reconstruction is not possible at all. Once a pair of suitable correlated 
input and output linear fimctions is obtained, it is then possible to apply the 
same fast correlation attacks as for the memoryless fimctions. It follows that the 
noise probability is in general closer to one half than in the memoryless case, 
which makes these schemes more secure, especially when M is large. Accord- 
ing to the linear sequential circuit approximation attack, large distance from 
the affine functions for the balanced output function and for all the component 
functions in the next-state fimction of the combiner with memory proves to be 
a good criterion, along with the well-known one of not using the low weight 
feedback polynomials. It is interesting to see whether other design criteria for 
functions with memory can be derived as well. 

We proceed by pointing out some still open problems. First, assume that the 
shift registers have linear feedback with pairwise coprime feedback polynomials. 
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When the function is memoryless, we have shown in the previous section that  
there always exists an input and a linear function of it, correlated to a linear 
function of the output, with the corresponding polynomial relatively prime to 
the shift register feedback polynomial, which enables the correlation attack. The 
problem is to determine the conditions under which this also holds for a function 
with memory and the conditions under which an input can be decorrelated 
from the output. The analogous problem also holds when the shift registers 
are allowed to be non-autonomous. Note that  it seems plausible that  a linear 
feedback shift register may be decorrelated from the generator output when it is 
non-autonomous. Second, it remains an open question whether similar or more 
efficient procedures than the one described in Goli5 [14] exist for finding linear 
functions of the output and input that  are mutually correlated. Third, one can 
try to generalise the result from Meier, Staffelbach [23] regarding the functions 
with one bit of memory and thus derive the sum of the squares of the correlation 
coefficients between all the linear functions of M + 1 successive output bits and 
all the linear functions of M + 1 successive input bit vectors, for any function 
with M bits of memory. 

Finally, since the linear sequential circuit approximation attack Golid [14] 
is in principle applicable to arbitrary finite-state machines, it remains to in- 
vestigate its application to a general keystream generator and, especially, to a 
generator containing clock-controlled shift registers. For example, stop-and-go 
shift registers seem to be vulnerable to such attacks. 

4 Irregular clocking and no memory 

There are numerous results in the literature showing that  the use of irregu- 
larly clocked shift registers in keystream generators is a good way of obtaining 
sequences with long periods, high linear complexities, and nice statistical prop- 
erties, see Gollmann, Chambers [17], Rueppel [36], Ding, Xiao, Shan [8], and 
Goli5, Zivkovi5 [11]. Several cryptanalytic attacks on clock-controlled shift reg- 
isters have already been pointed out in Section 1. In this section, we concentrate 
on the correlation attacks on irregularly clocked shift registers combined by a 
memoryless function. The registers are assumed to be clocked at least once at a 
time. 

When the shift registers are clock-controlled and the combining function is 
memoryless, it is n o longer possible to apply the correlation attacks from Section 
2, because the Hamming distance between binary sequences of different lengths 
makes no sense. However, in Golid, Mihaljevid [12, 13] it is shown that  in this case 
one can use the so-called constrained Levenshtein-like distances and then apply 
basically the same statistical correlation attack as in the regular clocking case. 
Recall that  in general the constrained Levenshtein distance (CLD) is defined 
as the minimum sum of elementary distances associated with edit operations of 
deletion, insertion, and substitution needed to transform one sequence into the 
other, under given constraints. In our case, insertions are not allowed and the 
constraints result from the characteristics of the clock-controlling sequences. A 
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typical constraint relates to the maximum number of consecutive deletions. The 
problem of how tO compute the CLD efficiently was resolved in Golid, Mihaljevi5 
[13], by a recursive algorithm similar to dynamic-programming ones. 

So, when the memoryless function is zero-order correlation immune, by a cor- 
relation attack based on the Levenshtein-like distances it is in principle possible 
to reconstruct the initial content of the shift register whose output is corre- 
lated to the generator output, regardless of the initial contents o~[ other shift 
registers and regardless of the clock-generators appearing in the scheme. It still 
remains an open problem to find out the conditions under which the described 
procedure yields an arbitrarily small error probability given a sufficiently long 
segment of the output sequence. The problem appears to be very difficult and 
related to the one of deriving the lower bounds on the capacity of certain types 
of communication channels with synchronisation errors. 

Consider now the case when no substitution noise is present, that  is, the 
case of a single clock-controlled shift register. When two or more consecutive 
deletions are not allowed, that  is, when the register is clocked once or twice at 
a time, a constrained embedding correlation attack was developed by Zivkovid 
[44]. The embedding attack consists in trying to embed a given segment of the 
keystream sequence into a twice as long segment of the regularly clocked shift 
register sequence for each assumed initial state, not allowing two or more con- 
secutive insertions except at the end of the shorter sequence. The constrained 
embedding probability for a given string is defined as the probability that  it 
can be embedded into a twice as long purely random binary string, under the 
given constraints. Zivkovid [44] derived an upper bound on this probability that  
exponentially tends to zero when the length of the observed keystream sequence 
increases. Accordingly, the initial state reconstruction is possible if the length 
of the observed keystream sequence is greater than a value linear in the shift 
register length. Note that  the embedding attack is essentially the same as the 
constrained Levenshtein distance attack, since the embedding is possible if and 
only if this distance is minimal. A still open problem is to examine the general 
case when the maximum number of consecutive deletions is an arbitrary integer 
greater than one. In particular, it would be interesting to see whether by making 
this number large one can render the clock-controlled shift register theoretically 
immune to constrained embedding attacks. 

Another related problem is to investigate the unconstrained embedding at- 
tack in which one employs the embedding without constraints. This attack is ap- 
plicable to an arbitrary clock-controlled shift register that  is clocked at least once 
per output  symbol. A similar attack based on a variation of the unconstrained 
Levenshtein distance was suggested in Mihaljevid [29], but without theoretical 
results about its effectiveness. 

In Golid, Petrovid [15], it is shown that  instead of using the Levenshtein-like 
distances, one can use a probabilistic constrained edit distance (PCED) which 
actually represents the probability that  one sequence is t ransformed into the 
other for an appropriately defined statistical model. A recursive algorithm for 
its efficient computing is also derived in Golid, Petrovid [15]. The PCED results 
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in the maximum posterior probability decision rule and, hence, is statistically 
optimal for the adopted statistical model. This also implies that the PCED is 
statistically better than the CDL, which has indeed been supported by exper- 
iments. It is in principle possible that the Levenshtein-like distance correlation 
attack may not be effective in some cases, whereas we conjecture that the proba- 
bilistic correlation attack is successful whenever the correlation noise probability 
is different from one half, provided that the length of the observed keystream 
sequence is sufficiently large. 

By a suitable generalisation of the constrained Levenshtein distance from the 
one-to-one to many-to-one string case, it is demonstrated in GoliS, Petrovid [16] 
how the described correlation attack can be extended to the general case of an 
arbitrary mth-order correlation immune memoryless function. The probabilistic 
constrained edit distance can be generalised analogously. Further work on reduc- 
ing the space and time complexities of the recursive algorithms for the efficient 
computation of the described edit distances might be useful. 

At present, there are no fast correlation attacks on noised clock-controlled 
shift registers reported in the literature and in general it appears unlikely that 
they would be feasible in the near future. In this sense, these schemes can be 
considered as very secure. Consequently, irregular clocking is not only a way of 
achieving long periods and high linear complexities, but is also a way of obtaining 
the immunity against the fast correlation attacks. 

Finally, it is interesting to note that besides the irregular clocking, one may 
also introduce the irregular interleaving of two or more individual keystream 
generators in order to obtain the output sequence. However, correlation attacks 
on these schemes may also be possible by using the Levenshtein-like or prob- 
abilistic distances that allow insertions besides deletions and substitutions, see 
Petrovi~, Goli~ [31]. 

5 I r r e g u l a r  c l o c k i n g  a n d  m e m o r y  

Consider now the most general case so far, of irregularly clocked shift registers 
combined by a function with memory. A question is whether these schemes are 
not immune to divide and conquer correlation attacks. A step in this direction 
is made in Petrovid, Goli~ [32] where a special constrained edit distance (CED) 
of the many-to-one string type is defined to cope with the memory. This work 
has not been published yet. We now describe briefly the main ideas. An edit 
transformation from a set of input strings into an output string is defined in such 
a way that one first deletes the symbols from the input strings thus reducing them 
to the strings of the same length, then transforms these strings by a function 
with memory into a combination output string, and finally substitutes for the 
symbols in this string in order to obtain the given output string. The constrained 
edit distance (CED) is defined as the minimum sum of elementary distances 
associated with edit operations of deletion and substitution needed to transform 
the input strings into the output string, under given constraints related to the 
maximum number of consecutive deletions in each of the input strings. Efficient 
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computat ion of the CED in the memoryless case can be obtained by introducing 
the partial  constrained edit distance W(el, . . . ,etv,s) as the CED between the 
prefixes of the K input strings of lengths ei + s, 1 < i < K, and the prefix of 
the output  string of length s, see Golid, Petrovid [16]. Namely, it is shown that  
W(el,  ...,eg, s) can be computed recursively. However, when the function has 
memory this is no longer possible. The problem can be solved by introducing 
the partial constrained edit distance W(S, el, ...,eg, s) where the variable S 
represents the memory state produced during the last substitution Petrovid, 
Goli6 [32]. 

We now explain briefly how the CED defined as above can be used in a divide 
and conquer correlation attack. First note that  the output  and the next-state 
functions of a combiner with memory can always be put into the form 

= + t _> o (2) 

= C'(s ,xD, t > 0 (3) 

where x__~ is a subvector of the input vector x t at t ime t, s_~ is a subvector of the 
state vector s t at time t, Yt is the binary output  at t ime t, and e is a nonbalanced 
Boolean function. This actually means that  the output  sequence is correlated 
to the sequence produced by a reduced binary combiner with memory, whose 
output  and next-state functions are f '  and G', respectively. Accordingly, it is 
easy to see that  the appropriately defined CED can be used for a divide and 
conquer correlation attack on the shift register sequences producing x~. Note 
that  even if the dimensions of z__~ and x__ t and of s~ and s t are equal, respectively, 
we still have a divide and conquer attack on the initial contents of the shift 
registers regardless of the initial states of the clock-generators. In this case e is 
zero and there is no reduction of the combiner with memory. It is important  to 
note tha t  the recursive computation of W(S, el, ..., eg, 8) is exponential in the 
number of the reduced memory bits. One should take this into account when 
estimating the effective key uncertainty reduction for this divide and conquer 
attack. Accordingly, the memory size thus proves to be an important  security 
parameter.  Another design criterion that  follows is that  a function with memory 
should not have the reduction property. 

An interesting and promising problem is to find out an appropriate con- 
strained edit distance related to the correlated linear functions of the output  
and input determined by the procedure from Golid [14] which hopefully would 
not have the computational limitation regarding the number of memory bits. The 
problem of deriving the corresponding probabilistic constrained edit distances is 
also interesting. 

A solution to the problem of designing a fast correlation at tack on irregularly 
clocked shift registers combined by a function with memory seems to be not 
conceivable yet. These schemes seem to be immune to such attacks. Furthermore,  
the use of non-autonomous clock-controlled shift registers may be a good way of 
increasing their security. 



98 

6 C o n c l u s i o n  

In this paper,  the security against correlation attacks of binary keystream gen- 
erator  schemes based on regularly or irregularly clocked shift registers combined 
by a function with or without memory  is discussed. Judging from the results 
reported in the l i terature so far and from the ongoing research known to the 
author,  these generators do not appear  theoretically immune to divide and con- 
quer correlation attacks.  Further research into analysing the effectiveness of the 
proposed at tacks as well as into defining the new ones is needed. 

The published fast correlation at tacks apply only to combiners with regu- 
larly clocked linear feedback shift registers. Their performance is limited in tha t  
they could hardly deal with large correlation noise. Therefore, from the prac- 
tical s tandpoint  it appears  possible to resist the correlation at tacks even with 
regularly clocked shift registers combined by a memoryless function. More com- 
plex schemes based on clock-controlled, possibly non-autonomous,  shift registers 
combined by a function with memory  seem to be considerably more secure. 
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