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Foreword

Geographic information is essential to building the global economy, main-
taining sustainable environments, and shaping education for the 2F' cen-
tury. There is a continuing need to expand and advocate for research in ge-
ographical information science and technology, thereby enhancing numer-
ous applications of geographical information to meet the many challenges of
our current era. The International Symposium on Spatial Data Handling is a
long-standing expert forum that stands at the leading edge of geographical
information developments.

The First International Symposium on Spatial Data Handling (SDH) was
organized by the International Geographical Union Commission on Geo-
graphical Data Sensing and Processing in Zurich in 1984. The Commission
was succeeded by the Commission on Geographic Information Systems, the
Study Group on Geographical Information Science and the Commission on
Geographical Information Science (http://www.igugis.org/). Over the inter-
vening 26 years, the Symposium has been held in:

15 - Zurich, 1984
2nd _ Seattle, 1986
3rd _ Sydney 1988
4t _ 7urich, 1990
5th _ Charleston, 1992
6'h - Edinburgh, 1994
7th - Delft, 1996
8t _ Vancouver, 1998
9th _ Beijing, 2000
10" - Ottawa 2002
110 - Leicester 2004

This volume contains the proceedings of the 12" International Sympo-
sium on Spatial Data Handling, which was held in Vienna, Austria, on
July 12-14 2006 as part of the conference “Geoinformation Connecting
Societies — GICON 2006” in conjunction with the International Cartographic
Association (ICA), the International Society for Photogrammetry and Re-
mote Sensing (ISPRS) as well as local associations that focus on geoinfor-
mation. The International Symposium on Spatial Data Handling is a fully-
refereed conference. All the papers in this book were submitted as full papers
and blind reviewed by at least two members of the Program Committee. 125
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papers were submitted and the 56 that are included here are clearly of a high
standard.

The papers cover the current scope of research challenges in Geographic
Information Science, ranging from information sharing (ontology, semantics
and participation), through uncertainty and surface modeling to social and
policy issues of the use of spatial information. As a result this volume con-
tains valuable contributions to researchers in many specializations.

This publication is the third in a Springer Verlag series, and follows Dr.
Peter Fisher’s edited volume of the 11" Symposium Proceedings, Develop-
ments in Spatial Data Handling. The Commission on Geographical In-
formation Science is pleased to recognize the continuing support of Springer
Verlag.
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The Devil is stillin the Data:
Persistent Spatial Data Handling Challenges
in Grassroots GIS

Sarah Elwood

Department of Geography & Regional Development, University of
Arizona, 409 Harvill Building Box 2, Tucson, AZ 85721, USA

1 Introduction'

In the past decade we have seen tremendous expansion and diversification
of the loosely-knit ‘community’ of GIS users. Simpler user interfaces,
more powerful desktop applications, declining relative costs, and the in-
creasing availability of digital geospatial data have lowered barriers to GIS
adoption and use for some new users. The growing involvement of com-
munity activists, local-level civic institutions, and non governmental orga-
nizations in governance roles has also contributed to this diversification of
GIS users. Many of these groups, in urban and rural settings around the
world, have begun to use GIS and geospatial data to inform their planning,
problem solving and service delivery activities. Participatory GIS (PPGIS)
research has devoted nearly a decade of work to understanding the needs,
resources and constraints of these grassroots GIS users and examined how
their GIS applications are shaped by the social, political, and economic
contexts in which they occur.” Researchers have developed conceptualiza-

' This material is based upon work supported by the National Science Foundation
under Grant No. 0443152.

I use the term grassroots GIS users to describe a diverse range of local-level,
community-based, or NGO-initiated GIS efforts. In spite of tremendous varia-
tion in their political motivations and strategies, relationship to and interaction
with structures of government, topical areas of GIS application, and social and
political contexts, these GIS users share some common experiences, needs, and
barriers.

2



2 Sarah Elwood

tions of the social and political impacts of GIS use by grassroots institu-
tions (Elwood 2002), examined the strategies they use to sustain GIS and
spatial data access (Leitner et al. 2000), and specified the political, organi-
zational, and technological factors that shape grassroots GIS use (Harris
and Weiner 1998; Sieber 2000).

A common argument in PPGIS has been that existing geospatial data
from public sources tend to be inappropriate for grassroots GIS users, and
researchers have focused on how these users might incorporate their own
local knowledge into a GIS (Leitner et al. 2000; Sieber 2004). This focus
has meant that while spatial data are clearly an essential variable in grass-
roots GIS sustainability and effectiveness, PPGIS research has had less en-
gagement with GIScience research on spatial data infrastructures (SDIs).
In this chapter I will argue that grassroots users are far more actively seek-
ing and using public spatial data than is reflected in the existing literature
and thus, that the accessibility and utility of local SDIs is far more impor-
tant than has been illustrated previously.

For twenty years or more, GIScience researchers have argued that insti-
tutions and their creation and management of digital spatial data matter
tremendously in shaping the social and political impacts of GIS (Chrisman
1987). This foundational tenet has shaped a longstanding concern in GIS-
cience with the ‘human’ side of spatial data representation and analysis, in-
forming research that examines SDIs as socio-technological systems that
extend far beyond technologies and policies for spatial data handling. Such
work has studied the roles and influence of individuals and institutional ac-
tors in producing, sustaining, and transforming SDIs, as well as the signifi-
cance of governmental and organizational rules and resources (Evans
1999; Harvey 2001; Crompvoets and Bregt 2003; Craig 2005). Research-
ers have also examined the impact of local and national variability in legal
and other regulatory structures that govern accessibility and use of public
spatial data (Craglia and Masser 2003; Onsrud and Craglia 2003; William-
son et al. 2003).

Recently researchers and policymakers have become particularly con-
cerned about local data integration in SDIs, coordination between local and
national levels, and public participation in spatial data development and
policies (Martin 2003; Nedovic-Budic et al. 2004: Van Loenen and Kok
2004; Onsrud et al. 2005). In spite of this notion that highly localized insti-
tutions, data, and users matter tremendously, this part of the literature tends
to focus primarily on ‘traditional’ GIS and data users, such as local gov-
ernment, planners, and developers. Grassroots GIS and spatial data users
remain relatively absent in these discussions. The growing involvement of
grassroots groups in local government in many cities in North America and
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Europe makes this omission increasingly problematic. Grassroots groups
are making key urban policy recommendations and decisions, and a grow-
ing number of them demand GIS and public spatial data to inform these ac-
tivities (Craig et al. 2002). In spite of the success of PPGIS research in
documenting the unique needs of these users, existing local SDIs and
modes of access still do not meet their needs. This paper is motivated by
these persistent difficulties of spatial data handling at the grassroots.

2 The Humboldt Park GIS Project

Against this backdrop of changing geospatial technologies and data poli-
cies, I began a project with two Chicago community development organi-
zations in 2003. The Humboldt Park GIS Project (HPGIS Project) is a par-
ticipatory action research effort designed to develop strategies for
sustaining GIS capacities in community-based organizations, and to better
understand the role of GIS and geospatial data in the spatial politics of ur-
ban planning and redevelopment.” Humboldt Park is an area on the north-
west side of Chicago that faces a variety of challenges experienced by
many U.S. inner city neighborhoods: higher crime rates, housing and other
infrastructural problems, gentrification and problems of residential and
small business displacement, and higher levels of unemployment and pov-
erty. Many local non profit agencies are involved in efforts to ameliorate
these problems, and the HPGIS Project involves two of these organiza-
tions. The participating agencies are broad-based community development
groups working on policy advocacy, housing and economic development,
and community organizing.

Through the HPGIS project, both groups acquired software, hardware,
spatial data, and staff training to begin using GIS to inform and support
their activities. In this collaboration, my role and that of project research
assistants is to facilitate GIS skill-building in these two groups, but not to
shape the substantive direction of their GIS applications and choices about
spatial data development and acquisition. Our participant observation of
GIS development and use in the HPGIS Project provides a rich opportunity
to assess opportunities and barriers of local SDIs for grassroots groups. I
incorporate details from this case study not to suggest that they can neces-
sarily be generalized to the experiences of all grassroots GIS initiatives,
but rather because they highlight areas in which GIScience theory and

* For more detailed discussion of the HPGIS project, see Elwood (2006a) and El-
wood (2006b).
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practice must be extended to more fully conceptualize and meet the needs
of grassroots GIS users.

Given the array of participatory technology and data development
strategies emerging from PPGIS research, I anticipated that we would use
GIS to include local spatial knowledge in neighborhood planning and revi-
talization processes, perhaps using multimedia GIS techniques or incorpo-
rating qualitative representations of community knowledge. With the ex-
pansion of online GIServices, and geoportals for facilitating public access
to spatial data infrastructures, I expected data acquisition and development
from public sources to be relatively straightforward. The reality has been
quite been different. Community participants in the Humboldt Park GIS
(HPGIS) Project have articulated a clear preference for fairly traditional
applications of GIS and they rely heavily upon public spatial data acquired
from local government sources. The biggest challenges to the sustainability
and impact of the HPGIS Project stem from persistent problems of data ac-
cess, appropriateness, and accuracy.

In this paper, I will draw on evidence from the HPGIS Project to suggest
that many of the persistent challenges of grassroots GIS are rooted in is-
sues of spatial data and spatial data handling. Heterogeneity between
community spatial knowledge and official public data records, data acces-
sibility and compatibility problems, and difficulties in data dissemination
continue to hamper grassroots GIS efforts. While a great deal has been
gained from the past decade of critical GIS and PPGIS research, the persis-
tence of these difficulties suggests that spatial data handling in grassroots
GIS needs further investigation. I suggest that we need to consider the in-
fluence of new spatial data handling technologies, policies, and structures;
and that we need to draw on a broader range of conceptual and practical
resources from across GlScience research. In particular, I will argue that
addressing these challenges necessitates building stronger linkages be-
tween PPGIS and a diversity of GIScience research on spatial data han-
dling, including work on ontologies, data integration, interoperability, and
spatial data infrastructures (SDIs).

3 Geospatial Data in Grassroots GIS

PPGIS researchers have long emphasized the significant role of geospatial
data in shaping grassroots GIS efforts, focusing on grassroots groups’ dif-
ficulties in gaining access to existing data, the inappropriateness of many
public and private data sources for grassroots activities and priorities, and
the inability of some digital databases and GIS software to fully include
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and represent community knowledge (Barndt 1998; Elwood and Leitner
2003; Merrick 2003). The HPGIS Project has underscored the extent to
which these data problems remain a central challenge of grassroots GIS. In
this project, we could rely on a host of alternative practices for incorporat-
ing non-traditional representations of spatial knowledge in a GIS, includ-
ing sketches, photographs, animations, text, or audio files. But the partici-
pating community organizations insist that they need a diverse spectrum of
GIS practices and forms of geospatial data, ranging from alternative and
non-traditional applications and data to more conventional applications and
data types commonly used by local government. They argue that this di-
versity is essential to their political influence. Many of the decisions about
urban spaces, structures, and land uses that they seek to influence are nego-
tiated through terminologies, data, and policies set by local government.

In this context, the success of grassroots GIS initiatives rests not just on
an ability to provide effective alternative GIS practices, but also upon our
ability to ensure that more conventional technologies, infrastructures, data,
and policies meet grassroots GIS and geospatial data needs. Evidence from
the HPGIS Project clearly indicates our failure to do so. For all our pro-
gress in identifying technological, financial, and human resources for sus-
taining grassroots GIS, a major constraint continues to be consistent access
to appropriate and accurate data for community-level GIS applications.

3.1 Data Appropriateness

With respect to the appropriateness of data from existing spatial data infra-
structures for grassroots GIS applications, there remain significant gaps be-
tween the attribute systems used in public records data and the spatial at-
tributes that grassroots groups use to characterize community needs and
conditions. These disjunctures involve semantic or schematic differences
in how public spatial data records represent urban spaces and structures
and how grassroots groups characterize them. As a result, HPGIS Project
participants frequently find that local government data must be signifi-
cantly revised before being used. One organizer explained:
‘...[The County uses] like 20 different codes just for an empty parcel. At
one time there may have been a single family home and it had just been va-
cant, and there may have been a structure in the back of the lot. So it would
have a different code like “vacant structure with detached structure” or
whatever, something like that. Or maybe it’s just a totally vacant parcel that
may have been used for who knows what, and it may just be recorded as
something else. There’s so many different codes that the County
uses...[For us] if it’s vacant, it’s vacant. That’s pretty much the code we
use. If it’s vacant, we just code it as vacant’. (Alonso 2004)
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The organizer went on to describe how he retained the County’s desig-
nations for future communications with government officials, but added a
new field for his organization’s own use, populating with a simpler catego-
rization scheme. It comes as no surprise that not all local government data
are appropriate for all users. However, I would underscore here the dispro-
portionate challenges that less expert users such as grassroots groups face
in transforming these data into more appropriate forms.

Problems with appropriateness of public data for grassroots GIS applica-
tions are sometimes also rooted in epistemological differences. For exam-
ple, in contemporary discourses of urban community development, grass-
roots groups often try to portray community spaces and needs through
“asset-based” strategies that focus on community resources rather than
problems. Such assets might include social capital, effective community
institutions, or deep experience in effective community activism. HPGIS
Project participants note that information that would be useful in assessing,
locating, or expanding these assets is not part of local public data records.
An ongoing complaint about geospatial data from all levels of government
is that these data lend themselves to portraying problems or deficits (such
as infrastructural problems or poor property conditions). One community
participant offered an example of this data challenge describing multiple
perspectives on a single street in his neighborhood:

‘...People talk about “Division Street, that’s a horrible place”. But then
other people talk about, “Paseo Boricua is such a wonderful place”.
They re the same physical space, but psychologically, they’re two different
environments, two different realities. And the problem is how do you show
that? How do you show the plus and the minus of that’? (Rey 2005)

The critical point here is that these epistemological differences create
unique challenges for developing spatial data. The kinds of representations
most readily developed from existing spatial data are not always appropri-
ate for grassroots groups or may require significant modification in order
to be useful.

3.2 Data Accuracy

Another problematic aspect of spatial data handling in grassroots GIS in-
volves data accuracy. Here, the highly localized perspective of grassroots
groups is important. HPGIS Project participants work extensively with
spatial and attribute data for individual property parcels, obtained from
City of Chicago and Cook County records. Errors in these data, including
incorrectly addressed parcels, missing parcels, polygon slivers, and errors
in recording owners, taxpayers or zoning designations are a persistent
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problem for GIS applications (and neighborhood improvement efforts) that
rely on these data. Because of their immediate lived connection to the
spaces represented in these data, the community organizers readily per-
ceive these errors, as well as potential community development problems
that could result from them:

‘See these parcels here? I don’t know if maybe the City has something
wrong [in its database] ... but if this [address] is 1518, then these two parts
should belong to 1518 too. See? But, I'm wondering if he — the person who
owns the 1518 property — owns those two little squares in the back of 1506
and 1508. ...I'm wondering if those owners know that. My worry as an or-
ganizer is that...say a developer is going to be sneaky. They’re going to see
this and say “Let me buy all the back lots”. So they pay the taxes for those
little parcels. Do the owners know that those little parcels exist separate
from the front section’? (Teresa 2005)

The highly localized scales at which these grassroots institutions intervene
in urban life mean that they need highly localized data from the spatial data
infrastructure. They are in the position to readily recognize errors in data
obtained from the local SDI, because of their intimate knowledge of local
conditions. But simultaneously, these errors are extremely problematic for
their work, more so than for institutions whose work is not so spatially fo-
cused. While HPGIS Project participants express pride in their ability to
recognize and correct errors in local government data, they express frustra-
tion with the absence of any formalized means of communicating these ob-
servations back to the local SDI. In theory, their expertise could position
them as important and knowledgeable participants in the local SDI, per-
haps resulting in a system better able to meet their data needs. This possi-
bility remains unrealized.

3.3 Data Accessibility

Constraints on data access have been well documented in the PPGIS litera-
ture, argued to stem from a range of socio-political, technological, and ex-
pertise barriers. Researchers have noted that grassroots users sometimes
experience difficulty in navigating complicated bureaucratic structures to
obtain public data, occasionally encounter resistance in their attempts to
obtain these data, or may be unable to afford cost-recovery fees sometimes
charged by public agencies (Laituri 2003). My evidence suggests that ac-
cess remains a problem, but not always for the reasons articulated in exist-
ing research. Certainly we have encountered problems of uncooperative
local data stewards, incompatible data formats, and other barriers discussed
in the existing literature. But some structures and relationships not previ-
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ously articulated in PPGIS literature are proving to be important influences
upon data accessibility.

While some existing research has focused on the role of data stewards
and public agencies in limiting grassroots access to digital spatial data, our
early observations suggest that the constraints operate in two directions.
Grassroots groups are just as reticent to share their data with local govern-
ment. In the HPGIS Project, the difficulty of obtaining data from the local
SDI seems to create a political economy of scarcity in which individuals
and institutions are even more reluctant to share data. As the HPGIS Pro-
ject has matured, local government officials have themselves begun to re-
quest data and maps from the community organizations. Sometimes they
ask for basic spatial data that in theory should be readily available from
within their own networks of government. As one organizer observed, fol-
lowing such a request by local officials:

‘Now the maps [showing vacant properties and land use], I kind of didn’t
want to give it to them because they have that resource already as part of
their service through [the City]’. (Teresa 2005).

In a system of scarce resources, this organizer resists sharing data with in-
stitutions that may already have access to this information.

New technologies for disseminating and sharing spatial data are also
changing issues of data access at the grassroots. The advent of online GIS-
ervices or geoportals has dramatically altered public access to geospatial
data. The City of Chicago, like many other local governments in the U.S.,
has created a geoportal that enables download of some basic infrastructural
and administrative spatial data, and provides online mapping and other
GIServices. HPGIS Project participants suggest that in spite of these myr-
iad new services, data access is still a problem. Participants noted that they
are still unable to obtain highly localized data such as parcel boundaries,
building footprints, or local streets. Some of the Internet GIS sites they
have attempted to use were designed specifically for grassroots groups, but
participants found that many of these do not enable spatial data download,
only online query and mapping. They noted that online GIServices, while
helpful, still do not address their needs for raw data. Raw data access is es-
sential, they argue, so that they can integrate their own information, correct
errors, and create their own maps and analysis. Flexibility and autonomy in
spatial data handling are essential priorities for grassroots GIS users, and
are not necessarily achieved through current trends in making spatial data
available to the general public.

In spite of these ongoing challenges of data access, appropriateness, and
accuracy, grassroots groups proceed in using these data anyway. They do
so with a highly detailed understanding of potential problems. PPGIS re-
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search includes many cases in which grassroots groups reject public spatial
data and instead strive to include their own spatial information in a GIS
(Craig et al. 2002). Evidence from the HPGIS Project does not refute this
characterization but underscores the ongoing importance of public spatial
data in many grassroots GIS efforts. Grassroots groups use these data with
a detailed critical assessment of the potential difficulties and an eye toward
inserting their own information and observations. Participants in the
HPGIS Project take the position that public data are useful if they are able
to add their own information or rework these existing data:

The nice thing about [the regional planning commission’s data] is that
they’ve got a bunch of existing databases. So they have all the licensed
health care facilities from the State [of Illinois]. That is probably not going
to include everything that is in our area, but if they give us that basic data,
then our health committee can say, “Wait, there’s that clinic there, there is
that source there”.” (Kate 2005).

This willingness to proceed with use of public spatial data records, in spite
of their problems for grassroots GIS, is in part a recognition that these offi-
cial data are the currency through which certain kinds of spatial change are
negotiated — most especially when the grassroots groups work in concert
with local government. As well, it is a reflection of the local expertise that
is held by grassroots groups, and enables them to rework and extend public
data records.

Perhaps informed by the demonstrated local expertise of grassroots
groups, as well as broader governmental restructuring, we are seeing shifts
in the roles and interactions of grassroots groups and public institutions in
spatial data development and use. In the HPGIS Project, community par-
ticipants and local government officials alike are calling for more effective
means of connecting the intimate local knowledge of grassroots groups to
the local SDI. One official, commenting on his own reliance on such local
knowledge data argued,

‘I mean, [local government data] is not as updated. I don’t think they have
the man-power to update these things at the same level that a community
organization can. A community organization is always in that community.
They’re always in and out of streets and alleys, and so they’re able to tell
you the most current information’. (Julio 2005).

He went on to echo the calls of community participants for a system that
would enable grassroots groups to contribute information to public data-
bases. The community participants emphasized their unique position with
respect to local spatial data development, including their nearness to rap-
idly changing conditions and their knowledge of the broader contextual de-
tails:
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‘Most [local officials] are not out in the field. They just ... get the informa-
tion from the [County] Assessors or whatever ... They don’t know is it
[operated by] Hispanic Housing, is it this, is it that ... And we can tell them
that, because we’re out there. So in that way we have an advantage, even
with the department of planning ... Even [they] ask us what’s for sale,
what’s for rent’. (Teresa 2005)

These remarks by both local government officials and grassroots groups
articulate a shared desire for collaborative interaction around spatial data
collection and revision, albeit unrealized. This situation stands in contrast
to the dominant framing in the literature of an oppositional, or at least dis-
tant, relationship between local government and grassroots in creating and
using spatial data.

These brief examples from the Humboldt Park GIS Project illustrate a
number of the continuing spatial data handling challenges of grassroots
GIS. These data challenges of appropriateness, accessibility, and accuracy
have long been observed as part of the unique landscape of grassroots GIS.
But simultaneously, they are being altered by new developments such as
grassroots groups’ growing demand for public spatial data records in spite
of their problems, new technologies for gaining access to these data, and
calls for stronger interactions of public and grassroots actors in developing,
revising and using local geospatial data. An important element in efforts to
address these new and persistent data challenges involves broadening our
engagement with a diversity of GIScience research, especially work on
spatial data handling.

4 Intersecting with GIScience Research on
Spatial Data Handling

In their efforts to improve grassroots access to geospatial data and tech-
nologies, PPGIS strategies have focused on altering GISystems and geo-
spatial databases, as well as the processes in which they are used. Some re-
searchers have sought ways of embedding GIS in more participatory data
development, analysis and decision making processes (Kyem 2004; Wil-
liams and Dunn 2003). Others have focused on altering GISystems to ex-
pand their epistemological and representational flexibility in handling spa-
tial knowledge, such as Kwan’s (2002, 2004) efforts to incorporate time-
space concepts, emotion, or ethnographic narrative into GISystems, to Sie-
ber’s (2004) proposal to create flexible attribute systems that use new
markup languages. Such work has made tremendous contributions to our
ability to conceptualize (and intervene to alter) the socio-political, techno-
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logical, and representational practices of GISystems. But the persistence of
data-related challenges in grassroots GIS suggests that we need also to fo-
cus more directly on spatial data handling.

Spatial data handling has been an area of tremendous change and new
development in GIScience in the past decade. Many pertinent questions in
GIScience focus specifically on geospatial data: interoperability and inte-
gration of large diverse data sets; challenges posed by semantic, schematic,
and ontological heterogeneity in geospatial data; conceptual, technological,
and policy issues for spatial data infrastructures (Goodchild et al. 1999;
Hunter 2002; Van Loenen and Kok 2004). For the most part, GIScience re-
search on these topics has been conducted without reference to the con-
cerns and empirical contexts of grassroots GIS. Conversely, PPGIS re-
search agendas have not directly engaged these areas of research in
GIScience. Yet many of the most intractable challenges of grassroots GIS
are rooted in the same spatial data handling issues that underlie GIScience
research on data interoperability, integration, or SDIs. Spatial data han-
dling is a critical missing link in our attempts to understand grassroots GIS
practices. As grassroots GIS becomes ever more embedded in the spatial
decision-making processes that shape our cities, towns, and neighbor-
hoods, addressing these problems of accuracy, access, and appropriateness
are imperative. Making stronger links to a diversity of GIScience research
related to spatial data handling may be a productive way to begin.

The examples of the previous section, for instance, illustrate that a major
issue in grassroots GIS is heterogeneity in geospatial data. Data are repre-
sentational systems, so it is unsurprising that we would see differences be-
tween the data of government and grassroots institutions. Schematic het-
erogeneity figures highly in the example of a community organizer’s
difficulty with County property records that use multiple categorizations to
represent the status of a vacant lot. His solution of reclassifying the data
into a simpler schema is an attempt to address this problem. If these and
other public data records are to be appropriate for grassroots users, and
relatively easily incorporated into their GIS applications, some of level of
scalability is needed so that users can browse or acquire spatial data at
multiple levels of complexity and attribute detail. The community orga-
nizer accomplished this scalability after the fact, acquiring the data and
then reclassifying into a simpler attribute scheme. While he was successful
in producing a useful spatial data set, the additional time and skill needed
to adapt the data set are important to note as potential limitations within the
comparatively resource-poor context of grassroots GIS.

Some of the challenges discussed in the previous section can be read as
issues of data interoperability. That is, with respect to exchange of geospa-
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tial information between local SDIs and grassroots groups, divergent se-
mantic systems or the variable levels of detail needed by different data us-
ers create an interoperability challenge. GIScience research offers a wealth
of proven and proposed practices for dealing with data interoperability.
Many of these approaches intervene at the database level. Flexible stan-
dardization practices, such as Schuurman (2002) proposes, could serve as a
means to facilitate this sort of flexibility at the database level, as grassroots
GIS users browse and acquire spatial data. Alternatively, metadata offer an
existing structure through which we might be able to enhance the appropri-
ateness and accessibility of spatial data for grassroots users. While current
metadata standards call for inclusion of technical details about data collec-
tion and representation, metadata could certainly also duplicate these de-
tails in language accessible to non-expert users.

Strengthening links to spatial data handling research in GIScience is im-
portant not just for addressing persistent problems in grassroots GIS, but
also for realizing future possibilities. The HPGIS Project illustrates grass-
roots groups and government officials calling for mutually interactive local
spatial data development and revision. Reinforcing this empirical example,
the current literature on SDIs also asserts the value of local knowledge,
emphasizing the importance of locally-integrated SDIs in fostering good
governance and informed decision making (Williamson et al. 2003). But
implementing a way for grassroots groups to contribute local knowledge to
public databases and then integrating this knowledge into existing data sets
is a challenging proposition from technological, administrative, and epis-
temological standpoints.

At the technological level, enabling grassroots groups to contribute raw
data or revisions to existing data would require network architectures to
support a two-way flow of data as well as verification and pre-processing
of local knowledge contributions, perhaps building on existing geoportal
architectures to support these functions. Policies would be needed to estab-
lish which individuals and institutions would be able to contribute their ob-
servations. Well-documented epistemological and ontological differences
between grassroots spatial knowledge and the ‘expert’ terms of public spa-
tial data records would pose significant data integration challenges. While
participants in the HPGIS Project clearly articulate the value of local
knowledge contributions for improving the accuracy and relevance of pub-
lic data, it is also clear that these types of spatial knowledge are often
rooted in very different epistemological and ontological systems.

GIScience research on ontologies, linked to the challenges of integrating
large diverse data sets, has not been specifically oriented toward grassroots
GIS. However, it could make essential contributions in efforts to foster
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stronger integration of local knowledge into public spatial databases. For
instance, Fonseca et al.’s (2002) ontology-based GIS model is an effort to
increase interoperability among divergent data sets by building ontologies
directly into a GIS and enabling some user control in defining or modify-
ing ontologies. At the conceptual and technological level, their prototype
initiative is a long way from widespread use. But it focuses on a funda-
mental spatial data challenge that cuts across GIScience and affects grass-
roots GIS practice: the difficulty of integrating and sharing data across di-
verse ontological systems. These commonalities are precisely why some
cutting edge GIScience research has relevance for spatial data challenges
in grassroots GIS.

5 Conclusions

In sum, as a grassroots GIS initiative that relies heavily upon a local SDI,
the HPGIS Project enables a more specific explication of some of the chal-
lenges that local SDIs pose for such users. The PPIGS literature has tended
to focus on financial, time, and expertise constraints, or the failure of insti-
tutions and policies to include grassroots groups. I have attempted to ex-
pand this focus to include critical issues of spatial data, its development
and its administration. For instance, problems of the appropriateness of
public spatial data for grassroots GIS have been commonly identified by
PPGIS researchers but this literature has not as clearly specified underlying
causes, such as epistemological differences that foster heterogeneity in
spatial data of grassroots groups versus local SDIs. With respect to data
accuracy and completeness, it is clear that highly localized actors and their
decisions are more strongly affected by these problems. While grassroots
groups are well positioned to contribute information about errors and in-
consistencies, no widely used formal mechanisms exist to enable such in-
volvement. Finally, with respect to accessibility, this case illustrates that
while geoportals, online GIServices, and Internet GIS show great promise
for extending SDI access to the general public, they often do not meet the
needs of grassroots groups.
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How then might these challenges be addressed? In the previous section,
I outlined some research directions in GIScience that might be fruitful, as
part of a broader effort to strengthen the intellectual engagement between
PPGIS and other GIScience research. Additionally however, public institu-
tions and their policies must more consistently recognize grassroots GIS
users as an important part of local SDIs, both as users and as potential par-
ticipants in data and policy development. In practical terms, this means in-
cluding grassroots groups in focus groups, advisory boards, and user re-
sponse surveys when new data structures and modes of provision are
developed. It also might mean establishing systematic procedures and sup-
porting technologies to enable grassroots groups to contribute and revise
highly localized data. Finally, public officials must actively commit to
policies that guarantee the ability of grassroots groups to access public
data. Too often in the relationships between local government and grass-
roots groups, information that is legally public is nonetheless made ex-
tremely challenging to obtain. Such barriers much be shifted if grassroots
groups are to be willing to participate in local SDIs in meaningful ways.

Efforts to address epistemological, technological, and socio-political
challenges of grassroots GIS have benefited greatly from PPGIS research
and its efforts to modify GISystems and their application. But spatial data
handling issues in grassroots GIS has been relatively under-examined and
doing so will require strengthening our engagement with spatial data han-
dling research across GIScience. Incorporating ideas, concepts, and prac-
tices from contemporary spatial data handling research into PPGIS is a
small step within a larger project of continuing to strengthen PPGIS’s link-
ages with other aspects of GIScience research. PPGIS research and prac-
tice have been developed with a strong emphasis on alternative practices to
those being developed and used in other areas of GIScience. PPGIS has
rich basis in social and political theory, but has had relatively less engage-
ment with theories and concepts from areas of GIScience such as spatial
data handling, cognition, or decision support. We cannot underestimate the
positive impacts of the alternative practices that have emerged from
PPGIS, but it is equally important to examine productive intersections of
PPGIS research and methods, and ‘mainstream’ GIScience research. Creat-
ing these productive conceptual and technological collisions is challenging,
without a doubt, but it is critical to our capacity to build effective, accessi-
ble, and flexible geospatial data and technologies.
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Abstract

Virtual worlds, and especially the Internet, become increasingly important
for advertisement, planning purposes, and simulation. Concepts that
proved useful in the real world have been transferred to the Internet. A fre-
quently seen example is the concept of navigation processes. In the real
world such processes are based on the properties of space. A transfer to the
virtual reality of the Internet is only useful if the properties of real space
and virtual space are similar. In this paper we present different concepts of
space and discuss their suitability for the Internet.

1 Introduction

The size of the Internet as a virtual world increased dramatically in the last
years. The number of hosts advertised in the DNS (Domain Name System)
doubled between January 2003 and July 2004 (Internet Software Consor-
tium 2005). This development underlines the growing importance of the
Internet in private and business life.

This work has been inspired by concepts of space embedded in the land
administration sector and the cadastral system such as boundaries, owner-
ship, and transactions. There are concepts that are used in the real world
and are transferred into the Internet. For example, we speak of navigation
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in the Internet and in the physical world and we also speak of purchasing
web space and purchasing land. The concept of navigation has been ad-
dressed by Hochmair and Frank in combination with mental maps, to show
how we define a destination and navigate towards that destination
(Hochmair and Frank 2001). Hochmair and Raubal discussed the trans-
formation of topologic and metric decision criteria from the real world to
the Internet (Hochmair and Raubal 2002). This paper discusses the suit-
ability of different concepts of space for the Internet.

2 Concepts of Space

Talking about space has never been straightforward. From the inception of
science till now, “place” and “space” lingers within a large range of defini-
tions and points of view (Pontikakis 2005). For Aristotle “place” holds a
large list of quantitative and qualitative properties such as the replacement,
dimensions, enclosure, inclusion, occupation by a separable physical ob-
ject, characterized by two universal directions namely up and down, forces
resulting in motion or rest and as such connected to time, void, etc. (Aris-
totle 1941). Couclelis and Gale propose that an algebraic structure of space
can assist in transcending the disarray dominating the scientific community
when facing the issue of space. They schematize space from the perspec-
tives of Euclidean, physical, sensorimotor, perceptual, cognitive, and sym-
bolic points of view and provide the algebraic axioms and operations that
govern each of the above types of space (Couclelis and Gale 1986). Frank
proposes algebras as a means for describing spatial features (Frank 1999).
The equivocal notion of space is transduced to all its semantically related
derivatives, “spatial” being one of them. “Spatial” is defined as pertaining
to or involving and having the nature of space (Merriam-Webster 2003).

Montello connects space to locomotion and perception and differentiates
between figurative, vista, environmental and geographical space (Montello
1993). Among other things these different scales imply differences in the
spatial communication and the validity of simulations.

Frank states that geometries are connected to transformations. He pro-
poses to look at the properties of the different aspects of space that are left
invariant when answering questions related to transformations within a
certain type of geometry (Frank to appear). He lists four questions to in-
vestigate: a) the reason for multiple representations, b) transformations,
¢) invariants, and d) operations.
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3 Physical and Web Space

The Internet consists of two different conceptual layers. The Internet is a
network of computers and simultaneously a pool of information. These
layers have different types of queries. Whereas in the network, questions
on geographic locations or availability of servers are of importance, the In-
ternet as an information pool shall combine data from various sources and
places.

The Internet as a computer network consists of nodes and lines. The In-
ternet as used today developed from the ARPANET (Wikipedia 2005),
which was a computer network for research sites in the USA. One of the
fundamental considerations was the reliability and the availability of the
communication paths (Wilkov 1972) leading to network structures. The
design of networks lead to optimization processes and design studies for
the topology of distributed computer networks, e.g., by minimizing the
costs for lines connecting the computers (Gerla and Kleinrock 1977). Later
design studies included the geographic concept of landmarks (Siegel and
White 1975) for routing large networks (Tsuchiya 1988).

Transfer of data between the nodes requires identification of the receiver
and sender. Identification of computers within a network is done by Inter-
net Protocol (IP) addresses. An IP address consists of 4 numbers between 0
and 255. The unique nature of IP addresses allows tracking the computer
that has sent a specific message. The assignment is not done arbitrarily.
Typically an Internet service provider requests the assignment of a net-
block from a registry. Thus, each computer is georeferenced by the IP ad-
dress because at least the postal address of the Internet service provider is
known. Companies like geobytes, MaxMind, or Quova provide services to
locate computers based on their IP address. Fraud prevention in business is
an application of these locating services (Quova Inc. 2005).

The concept of the computer network is independent of the data carried
by it. The network transports the data without knowledge on the data itself
or its purpose (Clark and Partridge et al. 2003). Hochmair and Raubal
stated that the Internet consists of Web pages and connecting hyperlinks
(Hochmair and Raubal 2002). This, however, in not necessarily true for the
whole Internet. There may be pages without hyperlinks pointing to these
pages. Still, these pages may contain important information. In addition,
the navigation process as described by Hochmair and Raubal assumes that
there is a step of refinements leading towards the goal. This is true for buy-
ing sneakers, but what about other tasks?

Hyperlinks need an identification of the target Web page. The uniform
resource locator (URL) provides this identification (Wikipedia 2005).
URLs identify the resource by their primary access method, usually http or
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ftp. A more general structure is the uniform resource identifier (URI).
They can also refer to telephone numbers, email addresses, or embedded
data. A URL has three main parts: Access method, server name, and path.
The URLSs pointing to Web pages stored on one server thus only differ in
the last part, the path.

4 Geometric Aspects of Interest

Geometries deal with elements situated in space that comprise construc-
tions. Geometries define the ways we conceive space (Frank to appear).
Topology is a branch of geometry that defines the spatial relationships
among adjacent or neighboring features (Theobald 2001; Frank to appear).
Topology is linked to the notion of continuity in space. Frank generalizes
from the continuous line to the continuous space that is conceptualized as a
set of points (Frank to appear). Topology is linked to the areas neighbor-
hoods, interiors, exteriors, and boundaries. Topological relations remain
the same under homeomorphic transformations. Homeomorphic transfor-
mations are reflexive, symmetric, and transitive and assume the existence
of a reverse.

4.1 The Concept of Boundaries

The concept of boundaries is closely related to continuous space. Although
space is continuous, it is the imposed structure that creates discontinuities
such as holes. The interior of a feature and its boundary comprise a closed
set, namely the feature. Everything else is the exterior. A feature has no
hole if for any two points in the interior of the feature there is a path con-
necting the points, which lies entirely within the interior of the feature.
Frank suggests partially open and partially closed objects as in the cases of
cadastral and river bed boundaries (Frank to appear).

Smith and Varzi suggest a distinction between bona fide and fiat
boundaries. Bona fide boundaries apply to apples and oranges. Fiat
boundaries apply to political boundaries (Smith and Varzi 1997).

4.2 Partition

A partition of space shall fulfill two major requirements: The partition
shall cover the whole space and there are no overlaps. Gill provides a defi-
nition for a partition (Gill 1976: p 15):
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Let pi be a set of non-empty subsets of A. The set pi is called a partition
of A if every element of A is in exactly one of the sets in pi.

A partition can only contain specific topological relations. A partition
consists of different areas. These areas must not overlap. Thus, the rela-
tions contains, inside, covers, is covered by, and overlap are not possible
for partitions. The remaining topological relations are thus equal, disjoint,
and touch.

4.3 Change within Partitions

Egenhofer relations describe the topological relations between two objects.
Egenhofer and Al-Taha showed that in a conceptual neighborhood graph
different types of change result in different transitions between relations
(Egenhofer and Al-Taha 1992). They limit their discussion on relations be-
tween two regions.

Discussion of changes in partitions may not be restricted to two regions.
Figure 1 shows an example of a partition. The two situations differ by only
one element that changed from being a member of one set to being a
member of another set. From a topological point nothing changes because
there are still touching relations between each pair of sets. The boundaries,
however, changed significantly and all boundary lines are influenced.

Topology can be defined by simplicial complexes. Simplicial complexes
are combinations of simplices. A simplex represents a point, line, triangle,
or tetrahedron. Changes in the topology occur if points are added or re-
moved. A point moved out of the surrounding triangle changes the topol-
ogy. However, this cannot be caused by numeric problems since simplicial
complexes do not rely on numerical computations.

@) (b)

Fig. 1. Partition with boundaries (a) before and (b) after a change in the set
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Fig. 2. Point moving from the surrounding triangle

5 Application of Geometry to Physical and Web Space

There are similarities between the physical world and the web. Previous
efforts have looked into the way finding and distance issues (Hochmair
and Raubal 2002). We suggest that the issues of boundaries, partitions,
transactions, and ownership are equally important.

5.1 Boundaries and Partitions

Boundaries in land administration are boundaries as discussed in Section 4.
On the web, the servers and connections between them comprise bona fide
boundaries. The content however, is subject to semantic limitations — see
the semantic web for an example.

A practical example for a partition in the physical world is the cadastre.
A cadastre splits the world in small areas and assigns a legal situation to
each of these areas. Overlapping areas result in ambiguous legal situations.
Uncovered areas result in land without an owner. Cadastral systems shall
avoid both situations. Thus, the areas in a cadastre form a partition.

The points in the web space can be clustered in a way that the result is a
partition. The IP addresses allow creating a partition. Each address only
exists once. Thus, a partition of the IP addresses is easily possible. Using
the geographic locations of the identified computers also provides a parti-
tion. Simple connected regions in the space of IP addresses can create re-
gions with holes or unconnected regions. We have a region with a hole if
not all computers within a geographic region belong to the corresponding
IP-address region. The computers outside the IP region will create holes in
the geographic region.

As discussed in Section 3, the web pages and the connecting hyperlinks
form a network. The Web pages are identified by their URL. Hyperlinks
contain the URL of the target page. It is easy to identify hyperlinks to
pages located on different servers because the URL shows the server
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name. A subdivision of the web pages that is based on the server names for
separating the different parts is a partition. The Web pages on each server
form a subset of the set of Web pages. Each page can only be located on
one server. Thus, each page is part of exactly one subset. This is true only
if the pages are really stored once. Methods to improve performance in-
clude buffering pages recently accessed. This is done in different places
like the local machine of users or proxy servers in computer networks.
However, these methods still use the URL to identify the pages. These
mechanisms can be ignored since they are only a performance issue and
the URLs remain unchanged. Thus, the Web pages can be structured in a
partition.

The hyperlinks provide connections between the Web pages. The links
within a server are irrelevant for the partition because they only define the
internal structure of the subset. The links to other servers are directed con-
nections between subsets. A connection between two subsets usually
points to the existence of a touch relation between these subsets as defined
by Egenhofer and Al-Taha (1992). However, the unidirectional nature of
the hyperlink presents a problem. Let us assume there are two servers A
and B and there is a hyperlink from a Web page on A to a Web page on B.
Thus, A touches B. B however does not touch A if there is no hyperlink
from B pointing to A. We observe therefore a lack of reversibility in this
case.

5.2 Change

The example of the cadastre used in the last section also provides an ex-
ample for change. Change has been discussed intensively for social sys-
tems like a cadastre (e.g., Navratil and Frank 2004). The cadastre repre-
sents the legal situation. The legal situation changes over time and thus the
cadastre changes. Since the cadastre forms a partition, the changes must be
performed in a way that keeps the partition. Cadastral systems use docu-
ments to reflect the change and the change is either applied completely or
not at all. Situations where a change is partially applied do not exist. In the
notion of database systems, this parallels the principle of atomicy.

The physical computer network forming the base for the Internet is not
stable. Computer networks change whenever a computer is added or re-
moved. Each of these changes influences the network and thus the topol-
ogy. Typical changes are removing or adding servers or replacing one
server by another server with a different IP address. Routing algorithms
must adapt to these changes.
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The topology of URLs also changes with each new or changed URL.
Creation of new Web pages or deletion of existing pages will change the
topology as does the setup of new servers or the eliminations of existing
servers. Changes in the physical computer network may change the topol-
ogy of URLs if the added or removed computer is a name server. Moving a
server from one IP address to a different IP address may or may not
change the physical network and the topology of URLs. These changes are
independent from each other and not each change in the physical network
will be visible to the URLs.

Removing a Web page may result in broken links. A broken link is a
URL pointing to a non-existing Web page. Links to other servers are usu-
ally updated by different persons than the target servers and therefore a
large number of broken links exits.

Change also applies to the content and involves the semantic boundary.
Many Web pages have a “news” section. The content of that section is fre-
quently updated. Links pointing to this section may therefore point to dif-
ferent content at different times and semantic differences may become im-
portant. A newspaper may, for example, provide a page with the most
important news of the day. This may be the notice that the Olympic games
started or a report on a natural disaster. Both reports are news but semanti-
cally different.

5.3 Ownership and Access

A part of society deals with legal aspects. One of the most important rights
is the right of land ownership. Public infrastructure, such as streets, is situ-
ated on land for public use owned by the state. We differentiate here be-
tween private and public land ownership. Public infrastructure like streets,
sidewalks, and fire hydrants are owned by various levels of government.

The situation is similar with the Internet. The servers and the lines are
owned by different persons. The persons may be real persons like the
authors of this text or juridical persons like companies or public authori-
ties. Most of the infrastructure is owned by private companies.

The concept of ownership changes when looking at the Web pages and
their content. Web pages, like all digital content, can be copied easily.
Thus, they must be protected in a different way than physical entities like
land or servers. Web pages are protected by copyright law. The creator of
the content has the copyright and by making the page publicly available he
allows others to read and use the material.

Access to a land parcel is defined by law. We have cases of privately
owned land, publicly owned land, and privately owned land with access



Physical vs. Web Space — Similarities and Differences 25

corridors to other public or private bodies. All these cases define different
legal situations. On the web, we observe two types of situations: sites
which are open to everybody and those restricted to a specified user group.
In this sense, we observe similarities between access rights of physical
places and web sites.

6 Conclusions and Future Research

We observe similarities and differences between physical and web space.
Navigation and metric issues have been previously addressed. We suggest
that the issues of boundaries, partitions, change, and ownership are equally
important.

In the web space we observe bona fide and semantic boundaries while
the physical space is characterized by bona fide and fiat boundaries. In
both, the physical world and the Web, we observe the concept of partition.
Change is an important aspect of the real world and the cadastre, for ex-
ample, reflects changes in the legal situation of land. There are only com-
plete changes in order to keep a valid partition. Changes apply on the Web
by changing the bona fide or the semantic boundary. The concept of own-
ership is similar in the physical and web space.

At various points in this paper, we imply the use of algebraic axioms to
describe the above issues. We believe that research will benefit from the
use of algebras. These algebras will show possible homomorphisms be-
tween the physical and web space. In this paper, the topic of the container
scheme that applies to both physical and web space is left for future re-
search. The container scheme can also be examined using algebraic axioms
as suggested above.
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Abstract

Spatial reasoning is a fundamental part of human cognition, playing an
important role in structuring our activities and relationships with the
physical world. A substantial body of spatial data is now available. In or-
der to make effective use of this large quantity of data, the focus of GIS
tools must shift towards helping a user derive relevant, high quality infor-
mation from the data available. Standard GIS tools have lacked focus in
this area, with querying capabilities being limited, and requiring a user to
have specialized knowledge in areas such as set theory, or Structured
Query Language (SQL). A fundamental issue in standard GIS is that, by
relying entirely on numerical methods when working with spatial data,
vagueness and imprecision can not be handled. Alternatively, qualitative
methods for working with spatial data have been developed to address
some key limitations in other standard numerical systems. TreeSap is a
GIS application that applies qualitative reasoning, with a strong emphasis
on providing a user with powerful and intuitive query support. TreeSap’s
query interface is presented, along with visualization strategies that ad-
dress the issue of conveying complex qualitative information to a user. The
notion of a relative feature is introduced as an alternative approach to rep-
resenting spatial information.
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1 Introduction

An immense volume of spatial data is now available [1]. Modern GIS
commonly provide powerful tools that allow a user to manipulate, query
and view this geographic information, however, many limitations have
emerged relating to user interaction and query expressiveness [1,2]. To
make effective use of the spatial information available, it is not enough
that GIS simply display data to a user [1,2]. People need accessible, intel-
ligent query tools that allow the extraction of specific, relevant information
from the raw data provided [1,2]. Standard GIS tools have lacked focus in
this area, with querying capabilities being limited, and requiring a user to
have specialized knowledge in areas such as set theory, or Structured
Query Language (SQL).

A fundamental shortcoming of current GIS is that they rely entirely on
numerical approaches when working with spatial data [1,2]. People find
numerical methods non-intuitive, for example, a statement such as “The
café is at latitude 23 minutes, 8 degrees, and longitude...” is far less natu-
ral than “The café is opposite the art gallery on Symonds St” [1,3]. Further
to this, numerical approaches cannot handle uncertainty in information, de-
spite uncertainty being an intrinsic property of information about the
physical world [3]. For example, it is impossible to define the boundaries
of a coastline with absolute numerical accuracy, due to physical limitations
of measurement precision, and the issue of information becoming out of
date [4,5]. Another example is the inherent vagueness in a statement such
as “The Forest is near the Pond”. Despite this, humans still reason with
imprecise and vague spatial information [3].

In everyday situations, humans often reason about spatial information in
a qualitative manner, in particular, working with uncertainty [1,5]. A num-
ber of formalisms have been developed that apply qualitative techniques to
reason about space. These approaches have been strongly influenced by
Allen’s qualitative temporal logic [3,4,6]. Allen presents a set of thirteen
atomic temporal relations that describe relationships between time inter-
vals. He describes key attributes for effective qualitative reasoning, that
have been extended to the spatial domain [5]:

* The logic must handle imprecision in the data, given that people often
express spatial information in a relative manner, with no reference to an
absolute coordinate [5].

* Uncertainty in the data must be handled, so that a partial relationship
between two features is accepted by the calculus, if the exact relation-
ship is not known [5].
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Freksa in [7] presents a generalized approach to Allen’s temporal logic,
by introducing semi-intervals as the basic reasoning unit, along with the
notion of conceptual neighbours [7]. This approach supports reasoning
with incomplete temporal information, and reduces the computational ef-
fort required during the inference process, by compacting the underlying
knowledge base [7].

In [8] we introduce a one-dimensional spatial logic directly based on Al-
len’s original temporal logic [8]. The central idea is to represent relative
spatial relationships between objects rather than using absolute object posi-
tions [8]. This approach is extended to represent spatial relationships of
higher dimensions by using an n-tuple of relations between each pair of
objects [8]. Each component of the tuple represents a different dimension
of the modelled scene [8].

Region Connection Calculus (RCC) proposed by Randell et al. [9] is
another approach to qualitative spatial reasoning. RCC describes relation-
ships between different spatial regions based on their topological proper-
ties, and is thus independent of any coordinate system [9]. Regions are de-
fined to be the primitive type, with a primitive relation ‘X connects with
Y’: C(X,Y) [4,9]. RCC8 is a system which selects a set of eight of these
basic relations, such that the set covers any possible physical relation be-
tween two regions, and such that there can be no physical relation which is
an instance of two basic relation types [4,9].

While the above approaches address the issue of imprecision, and at-
tempt to provide a more human-friendly system for working with spatial
data, they do not typically address the issue of vagueness in spatial rela-
tions [3,4]. In order to overcome the limitations of either exclusively nu-
merical or qualitative approaches to spatial reasoning, Al techniques have
been applied, such as fuzzy logic, to qualitative formalisms [3,4]. By ap-
plying fuzzy logic, the formalisms manage both imprecision and vague-
ness in spatial relations, and allow qualitative relations to be combined
with numerical data [3,4].

Qualitative formalisms can extend a standard GIS by providing more in-
tuitive, sophisticated and powerful querying tools. The primary aim of this
work is to show that key issues in GIS (non-intuitiveness, imprecision and
vagueness) can be resolved through the use of qualitative spatial reasoning
techniques in a software application, and that these formalisms are suitable
for practical application to real geographic information.
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2 Qualitative Proximity Formalism

Qualitative methods are a coarser, language based approach to working
with information, and have been used to specify spatial relationships and
properties [3,4,5]. The Qualitative Proximity (QP) formalism is an adapted
version of the Fuzzy Proximity formalism described in [10], and is used to
reason about distance relationships between spatial objects. The possible
relationship types, in order of increasing distance, are: touching, very near,
near, moderately near, moderately far, far, very far. Figure 1 illustrates two
example relationships between a pair of objects, A and B.

Ais nearB |:|

Ais far from B |:|

Fig. 1. Subset of the distance relationships defined in QP,
where A and B are objects or regions

To address the issue of vagueness in spatial information, we have com-
bined qualitative methods with fuzzy logic [3,4]. To illustrate this, con-
sider the following query: “Find all objects near A”. As shown in Figure 2,
a “near” membership value is assigned to every distance relationship that
A shares with some other object, indicating how closely each relationship
matches the “near” relationship type. More generally, the standard alpha
notation can be used [3,4,10], where 00 indicates the highest possible
membership (a value of 100%, where the relationship is definitely consid-
ered a “near” relationship), and:

O >0, > 03 >...

indicating decreasing membership values, where the exact values of «,, a,,
a5,... can be determined according to the application [3,4,10].

Fuzzy membership values are thus assigned to relationship types of the
QP formalism using the conceptual neighborhood approach proposed in
[3,4]. Membership grades are assigned to relations according to the dis-
tance the relation is from a reference relation in the conceptual neighbor-
hood graph [3,4]. The further away a relation is from the reference rela-
tion, the lower its membership grade [3,4]. Figure 3 illustrates the
assigning of membership grades to relations with respect to the “near” re-
lationship type.
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Ais 100% near B

Ais 50% near C

Ais 0% near D @

Fig. 2. Results of the query “Find all objects near A”. A fuzzy membership value
is assigned to every relationship that A shares with another object, representing
how well each relationship matches the definition of “near”. A is considered defi-
nitely “near” B, however A is definitely not “near” D. A is considered partially
“near” C

-y O

(touching) (very near) (near) (moderately near)
(o 0} a4 Qo a4

Fig. 3. Extract from the set of QP relations, arranged according to their conceptual
neighborhood. Membership values (alpha notation) have been assigned with re-
spect to the “near” relationship type

A complete network of qualitative relationships is constructed [3,4],
based on the raw numerical data [10]. The first step is to take the distances
between each pair of objects. For example, in a 2D scene, this can be ac-
complished by computing the minimum distance between each pair of ob-
jects, a and b, using (see Eq. 1):

distance(a,b) = min(\/(xb—xa)2+(yb—ya)2) (1)

The next step is to normalize the distance values to a number between 0
and 1. Thus, a decision needs to be made as to what value is considered a
“near” distance. The normalized distance value (d) is then transformed into
a fuzzy membership value. If the normalized distance value is O, then the
two objects are touching [10], resulting in a fuzzy value of 1. As the nor-
malized distance value increases, we consider the two objects to be in-
creasingly further apart [10], resulting in a decreasing fuzzy value (be-
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tween 1 and 0). The following function [10] was used in this case, how-
ever, any function with similar properties may also be suitable (see Eq. 2):

Fuzzy membership value = 1+1d2 (2)

This fuzzy value is then mapped to one of the seven QP relation types
(from “touching”, to “very far away”). The set of qualitative relationships
(between every pair of objects) makes up the complete relationship net-
work, which can then be referred to, in order to facilitate more advanced
query support [3,4].

3 GIS Interface and Usability

Usability and human-computer interaction is a key aspect in introducing
qualitative spatial reasoning into GIS [1]. A significant part of the limited
usability of current tools in GIS is that they are not intuitive to the pre-
dominance of users [1].

To extract any specific piece of information from a large dataset, the
user must be able to express arbitrarily complicated queries. That is, if the
query tool is not expressive enough, certain users will not be able to pre-
sent the appropriate criteria to the system. To ensure that all users can ex-
press their criteria, it is best to not place any restrictions on the complexity
of a query. Further to this, the query tool must be intuitive and simple to
use, to ensure that it is accessible to all users, not just experts. Many issues
arise when a user must provide complicated input:

* A query may be malformed, such as a syntax error in SQL.

* The input may be erroneous or semantically nonsensical, such as incor-
rect data types being entered into a field.

* A challenge is also in teaching a user how to operate a query interface
that allows arbitrarily complex input, at the same time minimizing the
potential for a misunderstanding of the system. The user thus requires
constant feedback, and reassurance that the intended query is accurately
represented by their actual input.

* A user may be required to learn and remember numerous commands
and keywords (such as “select”, “where”, “drop index” from SQL), in-
creasing learning time, along with the chance of a misunderstanding or a
syntax error.

* A direct reflection of the underlying formalisms is also desirable, as it
allows a user to develop an accurate understanding of how the spatial in-
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formation is being managed. A user can then benefit from the full poten-
tial of the formalisms.

e A further issue relates to the structuring of a query. If a complicated
query has poor structure, or has a format that is too general, then the
query may become either ambiguous, or far too difficult to understand.
On the other hand, if a query format is too strict, then it may lose the de-
sired expressiveness.

The TreeSap GIS application was produced to address these issues, by
demonstrating a qualitative reasoning approach along with different visu-
alization methods. TreeSap’s querying and visualization approaches are
discussed in the following sections.

4 TreeSap — Qualitative Reasoning GIS

TreeSap (Topographic Reasoning Application) is a desktop GIS applica-
tion that provides powerful spatial reasoning tools, with a strong emphasis
on usability. TreeSap was produced as an example of how the interface
into a powerful query tool can be intuitive and simple to use, without re-
quiring an understanding of mathematics, computer science, or artificial
intelligence. Effectively conveying a mixture of qualitative and numerical
information to a user is also an important issue. Standard geographic in-
formation can be extremely detailed. This is further complicated when
qualitative and numerical information are combined, as the data can then
express uncertainty and imprecision, along with the standard numerical de-
tails. TreeSap was also developed to help address this issue, by demon-
strating visualization strategies that convey complex qualitative informa-
tion to a user.

TreeSap provides standard functionality found in current GIS, including
presentation and organization of geographic data. In addition to this, two
qualitative spatial reasoning tools have been introduced: qualitative query-
ing and relative features. This was accomplished by applying the Qualita-
tive Proximity formalism.

Qualitative reasoning has been applied in two stages of the reasoning
process; both in how the query is specified, and in how the system deter-
mines which features satisfy a query. Queries are specified in a qualitative
manner, that is, the criteria, which the query consists of, are described us-
ing qualitative constraints on geographic features. For example a qualita-
tive query might be “Find all Roads near all Railways”, rather than provid-
ing some numerical distance value. Qualitative reasoning is also used in



34 Carl P.L. Schultz, Timothy R. Clephane, Hans W. Guesgen, Robert Amor

the processing of the qualitative queries. The generated relation networks
are used to find solutions to the qualitative queries, while also providing
the user with an indication on the viability of the results.

5 Qualitative Querying

TreeSap allows a user to specify a qualitative query with an arbitrary num-
ber of conditions. The query interface, illustrated as a screen shot in Fig-
ure 4, places a strong emphasis on being intuitive and simple to operate,
while providing a user with the full benefits of the underlying qualitative
formalisms. The query tool is natural language driven, attempting to reflect
the underlying qualitative formalisms as directly as possible. The user con-
sequently does not require specialized knowledge in areas such as set the-
ory, or SQL.

[=Find Roads with the Following condions

The Roads must be Railwa
—1-The Roads must be Coastine
The Coastline must be Mangrove
=1-The Roads must be Buildings
Ihe  Buldings must be
The Zoastline must be

#-(7 Roads
+ Buildings
+ Coastine
= Railway
Ralway_c.1 [@
Ralway_d.2 |5
) Railway_d.3 =
) Rallway_d.4 | v

Fig. 4. Screenshot of the interface used to specify a query.
The user builds a natural language query tree using the mouse

The user builds their query as a hierarchical tree structure of conditions,
where nodes of the tree are search criteria, or constraints. These criteria are
described in terms of a subject, and its qualitative spatial relationship with
another object. The query tree allows nested relationships to an arbitrary
depth, thus allowing for a query of arbitrary complexity. The hierarchical
structure allows the complicated queries to be organized in a natural and
intuitive manner.

Each nested condition acts to constrain its parent. For example, consider
the condition from Figure 4 “The Roads must be very near Buildings”. The
buildings are, in turn, constrained by the nested condition that states: “The
Buildings must be moderately near Coastline”. A further level of nesting
now constrains the coastline: “The Coastline must be moderately near
Railway”.
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A query is built up in stages, and at each stage the user is presented with
the results of the partial query, visualized on a map. This constant feed-
back is important, as it allows a user to develop a thorough and accurate
understanding of how the query tool works.

The query building process is entirely mouse driven, and thus has a num-
ber of usability advantages as follows:

* A query can never be malformed, due to the nature in which it is built.
This is not the case for other approaches such as SQL, where the query
could have syntax errors.

* There is no possibility for erroneous or invalid input, such as incorrect
data types being entered into a field. Input is always valid, thus mini-
mizing the opportunity for a misunderstanding to develop.

* The user is given immediate feedback through the mouse-driven inter-
face. When the mouse moves over an interactive component (such as a
button), the component lights up, as illustrated in Figure 5. This implic-
itly suggests to the user that the component is interactive. This is rein-
forced by a message that explicitly tells the user what interactions the
component supports. This feedback encourages a user to explore and
familiarize themselves with the interface.

Find {pease specify an item) Find Lk

:

Fig. 5. Screenshots illustrating how interactive components provide
the user with feedback. As the mouse moves over an interactive component,
the component changes colour (right)

e All user communication and interaction (such as component highlight-
ing, tool-tips, popup selection boxes, and messaging) happens near the
mouse pointer. This simplifies the query building process, as it is likely
that the user’s attention will be focused on the mouse. It also reduces
user effort, by avoiding large eye and mouse movements between tar-
gets.

* Being mouse driven, the interface is easy to operate, as it does not re-
quire a user to learn or remember commands or keywords.



36  Carl P.L. Schultz, Timothy R. Clephane, Hans W. Guesgen, Robert Amor

The nature of progressively building a tree, which describes each of the
user’s desired constraints, ensures that the query building process is sim-
ple, while also providing constant feedback (the results of the query are
immediately displayed whenever a condition is specified). Further to this,
the use of qualitative formalisms to describe the spatial relationships in the
query makes it intuitive and easy to learn. Future work will involve allow-
ing a user to combine numerical statements with qualitative statements in a
query, for example, “Find all Cafes near the Railroad, such that the Rail-
road is within 5km of Downtown”. Also, the current query structure uses
an implicit AND to join the conditions. This could be extended to include
other conditional operators, such as OR, and XOR.

6 Qualitative Visualization

Standard geographic data is often large and detailed. The data that results
from a qualitative query is even more complicated, with the introduction of
fuzzy values on top of the large, detailed datasets. Further to this, there is a
need to reflect the innately ambiguous qualitative notions that are present
in the underlying formalisms. The key challenge is to present this informa-
tion to a user in an intuitive manner, while avoiding an approach that re-
quires knowledge in disciplines such as mathematics, artificial intelli-
gence, or database languages. TreeSap addresses the issue of conveying
complex qualitative information to the user by demonstrating two visuali-
zation strategies: using transparency, and using a display threshold.

6.1 Transparency

In the first strategy, transparency is used to represent how well a feature
fulfills the query criteria, as demonstrated in Figure 6. Features that fulfill
the query criteria to a high degree are displayed completely opaquely,
while features that are less relevant to the query are displayed transpar-
ently. The level of transparency used is proportional to how poorly a fea-
ture fulfills the query criteria.

Using this method, all elements displayed to the user directly convey
spatial information. Opaque features represent the solution to the query,
and are therefore the most important pieces of information being dis-
played. These features appropriately attract a user’s attention, by being
displayed more distinctly than non-solution features. By displaying neigh-
boring, non-solution features very faintly, the user is implicitly given some
spatial context, to assist in the interpretation of the solution. In this respect,
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transparency offers an intuitive and visually efficient technique for con-
veying qualitative information.

Fig. 6. Screenshot of the transparency method used to visualize results
of the query: “Find all Roads near a Specific Building (black circle)”

This strategy presents the user with a static snapshot of the solution,
with all the information relating to the query result being provided in a
single image. This method is thus ideal if it is required that the query solu-
tion be ported onto a hardcopy medium, such as a hardcopy report docu-
ment, or a newsletter.

6.2 Threshold Display

A limitation of the transparency approach is that, while it can provide an
instant overview of a query result, it does not effectively convey subtle
trends and details. For example, the exact location with the highest solu-
tion quality is not always obvious, as subtle differences in transparency
can be difficult to recognize. To address this issue, a second approach is
proposed that uses a threshold to determine how much information is pre-
sented to the user at a given point in time.

Some features fulfill a query’s criteria more than others. The notion of a
solution quality is thus used to indicate how well each feature meets the
given criteria. 100% indicates that a feature meets all the criteria, while 0%
indicates that a feature does not meet the criteria in any way. The user can
then control a display threshold by dragging a slider. All features that have
a solution quality above the threshold are displayed opaquely, and any fea-
tures with a solution quality that do not meet this threshold are not dis-
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played at all. A scenario is illustrated in Figure 7, where more roads are
displayed as the threshold is lowered, revealing an underlying trend.

1wove | 73%

Fig. 7. Screenshot of the display threshold method used to visualize results of the
query: “Find all Roads near a Specific Building (black circle)” for differing
thresholds

This strategy is a dynamic representation of a query result, with differ-
ent parts of the solution being revealed at different points in time. A key
aspect of this method is that the user has control over the dynamic property
by adjusting the threshold, thus revealing trends and patterns in the way
that the solution unfolds. For example, consider the scenario that a city
council is looking for a site to transform into a reserve for growing native
New Zealand kauri trees. After applying the appropriate query, it is ob-
served that one small area meets the criteria by 100%, but a much larger
area meets the criteria by around 78%. This second part of the solution will
be expressed as a small, independent pocket appearing and growing rap-
idly, once the threshold has dropped to 78%. This suggests that, with mi-
nor adjustments, the larger area may be a more appropriate, long-term so-
lution. Thus, the display threshold approach offers a deeper understanding
of the query solution.
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7 Relative Features

People often describe spatial features in a relative manner [1,2]. Despite
this, standard GIS only allow a user to describe the location of a feature
with absolute numerical coordinates [1,2]. In order to support a more intui-
tive method for expressing the location of features, TreeSap introduces the
notion of a relative feature. The difference between a standard feature and
a relative feature is that the position of a relative feature is described solely
by qualitative relationships that it has with other features.

To describe the location of a relative feature, the user builds a relation-
ship tree. This process is based on the procedure for specifying a query,
and as a consequence, is also natural language driven. The user defines re-
lationship constraints, such as “The Café is near some Roads”. The rela-
tionships can be arbitrarily complex, for example “The Café is near a
Coastline, such that the Coastline is far away from a Port”. Once a relative
feature has been defined, TreeSap can search for a possible numerical lo-
cation that fulfills the criteria given. The feature is then positioned on the
map, and the user is provided with a percentage indicating how well the
location meets the relationship criteria. Figure 8 illustrates an example
where a user is looking for an appropriate location to build a day care cen-
tre.

=I-Day Care Centre is defined by the following relationships

Day Cere Cerfre is Highway

Day erkre is Roads

Day Cere Cerkre is Buildings
‘ﬁm

\
)

/

Fig. 8. Defining a day care centre as a relative feature. The relationship constraints
that define the location of the day care centre are described using a relationship
tree (top). TreeSap can then present a possible instantiation of the relative feature,
along with a percentage indicating how well the criteria have been met (bottom)
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A key aspect of this method is that it allows a user to determine loca-
tions that are consistent with partially defined, or incomplete, qualitative
spatial information. For example, consider that a police service uses Tree-
Sap to help isolate the exact position of an emergency. The police station
receives a message that an accident has occurred in the Auckland Domain,
near the motorway. A user of the application creates a new relative feature
to represent this information, and assigns it the label
“EMERGENCY_332”, along with the partial information relating to its lo-
cation. TreeSap then attempts to position the relative feature according to
the given criteria. As more partial qualitative information is received at the
station, the actual position of the emergency is refined. This process would
be considerably more complicated if the user could only specify features
using numerical coordinates.

This tool provides a user with an intuitive approach to specifying the lo-
cation of features, compared to standard numerical methods. It allows a
user to describe a relative feature with arbitrarily complex relationships,
without requiring a user to have specialized knowledge in areas such as
SQL or set theory. Further to this, it can handle incomplete spatial infor-
mation, providing the user with a more powerful system for describing fea-
tures.

8 Future Works

Currently, TreeSap can only handle small to medium sized datasets. This is
due to limited available memory, as the relations network is stored in local
RAM. TreeSap could be extended to handle large datasets by storing the
network in a database.

Further qualitative spatial formalisms could also be incorporated into
TreeSap. For example, the current system generates a relationship between
every pair of features in the data. This will cause problems when moving
to larger datasets. Formalism could be implemented that groups the data
into clusters, and then layers these clusters, producing more sophisticated
relation networks. For example, a query such as “is London near New Zea-
land?” can be translated into two query steps:

1. Where is London? — England
2. Is England near New Zealand?

This would avoid the need to have inter-layer relationships, such as a rela-
tionship between London (a city) and New Zealand (a country), vastly re-
ducing the size of the network.
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Another example is the Region Connection Calculus (RCC), which
specifies containment relationships between regions, such as “The Wharf
is within Downtown”, or “A overlaps B” [4]. This would provide a natural
extension to TreeSap’s querying capabilities.

The notion of relative features could be extended into a form of auto-
mated design. Rather than basing relative features on absolute numerical
data, a spatial specification could consist entirely of qualitative spatial con-
straints between different entities. This abstract specification could then be
implemented by a computer system, to determine a number of possible
numerical configurations that meet all the criteria to some fuzzy degree. A
user could then make small modifications to the automatically generated
design, and receive feedback on how well the adjusted designs meet the
initial qualitative constraints. For example, this could be used in town
planning, product design, packaging, bin packing, and other areas that in-
volve spatial reasoning. The concepts demonstrated through TreeSap (par-
ticularly qualitative reasoning and more natural human-computer interac-
tion) are not restricted to GIS, or even the spatial domain. Future work
could involve researching the applicability of qualitative reasoning in a
wide variety of different scenarios and disciplines, particularly areas that
work with large amounts of data, such as manufacturing, business services,
plan verification, bioinformatics, and others.

9 Conclusions

The amount of stored geographic data has grown significantly [1]. Several
key problems exist in standard GIS, due to the reliance on numerical ap-
proaches when working with spatial information, including the problems
of non-intuitive interfaces (including user controls and data visualization),
and the inability to reason under vagueness and imprecision [1].

The area of qualitative spatial reasoning provides powerful formalisms
for reasoning about spatial objects, and their relationships, in a ‘natural’
and intuitive manner. The application of fuzzy logic allow these formal-
isms to reason under vagueness and imprecision [3,4]. As a consequence,
qualitative reasoning formalisms offer benefits to both usability and query-
ing capability in GIS, as demonstrated by TreeSap, thus resolving many of
the existing key issues. The notion of the ‘relative feature’ offers a com-
pletely new approach to representing spatial information that can be effec-
tively combined with possibly incomplete, absolute numerical data, to de-
rive further relevant information. Qualitative spatial reasoning formalisms
are a promising approach for improved power and flexibility when reason-
ing about, and interacting with, geographic data.
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Abstract

Current navigation services assume wayfinders new to an environment. In
contrast, our focus is on route directions for wayfinders who are familiar with
the environment, such as taxi drivers and couriers. We observe that people
communicate route directions to these wayfinders in a hierarchical and gran-
ular manner, assuming some shared knowledge of the environment. These
route directions do not focus on the route but rather on the destination. In
this paper we solve the first problem of automatically generating route di-
rections in a hierarchical and granular manner: finding the initial entity of
such a communication. We propose a formal model to determine the initial
entity, based on Grice’s conversational maxims, and applied to a topological
hierarchy of elements of the city. An implementation of the model is tested
for districts in a political subdivision hierarchy. The tests show a reasonable
behavior for a local expert, and demonstrate the efficiency of granular route
directions.

1 Introduction
Current navigation services provide turn-by-turn route directions to human

users. In contrast, route directions given by people are significantly different
[13, 12, 4]. For example, people chunk route segments together, depending
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on various structural characteristics of the route [14], and they refer to spe-
cific salient elements in the environment, such as landmarks, paths, nodes,
districts and edges [16].

In particular, people usually adapt route directions to the level of famil-
iarity with the environment shared by the wayfinder. If direction givers can
assume that the recipients have some familiarity with the environment, they
initiate route directions by reference to an element at a coarse level of gran-
ularity replacing the destination, such as ‘Ikea ...is in Richmond’. They ex-
pect that the recipient shares knowledge of the environment at least at this
coarse level, and will be able to find a way to this element autonomously.
The direction givers continue then with increasingly detailed directions to
the destination starting from this initial element, such as ‘In Richmond, at
the town hall, take ... .

The above mentioned elements of the city form a functional hierarchy of
levels of granularity, and exploiting this property in route directions produces
what we call granular route directions. We argue that current navigation
services with their detailed turn-by-turn directions serve only a subgroup
of wayfinders with low familiarity with the environment. A large group of
potential users of navigation services are neglected: people living in a city
and having a general idea of its structure. People in this group may perceive
turn-by-turn directions patronizing, and hence, they are not satisfied with the
quality of service. They are better served by granular route directions.

In this paper we study the initial entity of granular route directions for
recipients who are familiar with the environment. We are interested in deter-
mining the element of the city that has to be included as the initial entity in
such a communication. This element needs to be shared by both agents’ men-
tal models. Our hypothesis is that the choice of the element depends on the
hierarchical relationship between the start and the destination of the route.
The hypothesis builds on the concept of relevance, as defined in maxims
for communication acts first identified by Grice [8]. These maxims postulate
that information conveyed to the recipient should be neither too coarse nor
too detailed.

We propose to deduce the relevance of elements of the city to the route
from their position in the hierarchy in relation to the start and destination of
the route. We formulate conditions that determine the amount of information
to be communicated to the recipient, and integrate these conditions into a
formalized model. This model is further translated into an executable speci-
fication such that its behavior can be demonstrated and tested. Furthermore,
specific tests for districts are introduced and explained. The discussion of the
test results enable parallels to be drawn for the extension of the model for the
remaining elements of the city: paths, landmarks, nodes, and edges.
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This paper is structured as follows: Section 2 introduces the basic theo-
retical foundations from spatial cognition and communication theory upon
which we build our proposed model. We then develop our model of granular
route directions (Section 3), which is formalized for implementation in Sec-
tion 4. The algorithm for the identification of an initial entity is formalized
in Section 5. The test cases are described and discussed in Section 6, and
followed by conclusions in Section 7.

2 Route Communication

2.1 The Structure of Urban Environments

People living in an urban environment learn the spatial layout of that envi-
ronment through frequent, repetitive interactions, such as wayfinding [17].
The accuracy of the acquired knowledge increases with the continuing in-
teraction with the environment, and so increases the accuracy of the agent’s
mental model [26]. The evidence that such models contain hierarchically or-
ganized knowledge was demonstrated by Hirtle [11, 10]. Hierarchical con-
ceptualization of space enables granular spatial reasoning, for example in
wayfinding on a hierarchic path network [25], as well as communication
of route knowledge in a granular manner [28, 20]. In comparison to these
works, our approach is different by not communicating the full path from
the start to the destination, but instead try to describe the destination in a
granular manner.

2.2 Communicating Route Directions

Current navigation services provide no direct interaction with the recipient.
The communication situation corresponds to indirect human communica-
tion: route directions are read by the recipients, who then try to realize their
understanding of the directions in the physical environment. In this sense
route directions form narratives, and direction givers are narrators [27].

Human communication of route directions has been the object of investi-
gations for decades now [13, 12,7, 2, 4, 15]. Despite that, there is so far no
study that specifically looks into human route communication to wayfinders
familiar with the environment. Our observations and examples are, however,
consistent with those described in [23, 20].

Past research of direct route communication explored collaboration on ref-
erences to objects, either mutually known and visually accessible by the re-
cipient [1, 9], or unknown and inaccessible by the recipient [5]. Unlike these
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studies, the emphasis of this paper is on the selection of the element com-
municated by a narrator from the set of available elements. The process de-
scribed is still an indirect one, as the narrator infers which element to refer
to from context and builds a narrative from that suggestion.

2.3 Relevance

In his seminal work, Grice [8] made a contribution to the studies of prag-
matics by formulating four maxims of conversation, well applicable to ef-
fective and efficient information transmission: the maxim of quality, quan-
tity, relevance and clarity. Route directions are a specific type of information
communication which is deeply pragmatic and rich in content. This paper
explores the impact of the maxims of guantity (“make your contribution as
informative as required by the purpose of the exchange; do not make your
contribution more informative than is required.”), relevance (“be relevant.”)
and clarity (“avoid obscurity of expression; avoid ambiguity; be brief (avoid
unnecessary prolixity); be orderly.”) on route directions generation. We as-
sume that the maxim of guality (“do not say what you believe to be false;
do not say that for which you lack adequate evidence”) is respected, as a
prerequisite for usable route directions.

3 Route Communication to Familiar Wayfinders

3.1 Relevance in Route Directions

Information that is too coarse is of no value for the recipient. Imagine a pas-
senger entering a taxi at Melbourne University for a trip to the train station.
If he says ‘To Melbourne, please’ the surprisal value of this information —
being in Melbourne and going to Melbourne — is low [22, 29]. In a different
context, for instance in Geelong (next to Melbourne), the same order makes
perfect sense to the taxi driver, at least for a first leg of the trip. If a message
has the appropriate surprisal value, its pragmatic information content [6] is
maximal and thus it has high relevance for the recipient [24].

In such directions, direction givers refer to an element of the city [16] as
small as possible-here, a district. The choice is further limited by the other
constraints—the necessity to refer always to shared concepts and to avoid
ambiguity. Ambiguity occurs if at a level of granularity several possible ref-
erences exist. For example, the taxi passenger from Melbourne University
should not say ‘To the train station, please’: there are several of them close
by. The surprisal value is too high and the taxi driver is confused.
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Thus, a direction giver strives to provide a reference to the finest element
presumably shared with the recipient that just avoids ambiguities. This phe-
nomenon was previously observed by Rumelhart in 1974 (as described by
Shanon [23]). Shanon then suggests topology as selection criteria for appro-
priate references.

3.2 Granular Route Directions

Granular route directions represent a specific case of referring expressions as
defined by [3]: “[A referring expression is] ...an expression uniquely iden-
tifying a specific object”. They represent a concatenation of multiple refer-
ences to entities with an increasingly fine level of detail. This zooming in
route directions was previously observed by Plumert et al. [20, 21].

Granular route directions have the potential to be significantly shorter than
turn-by-turn directions, with the length measured by the number of refer-
ences. The difference increases with the length and complexity of the route.
For example, a current navigation system needs 18 turn-by-turn directions
from Melbourne Airport to ‘Turnbull Alley’ in the city center. A system us-
ing granular route directions could instead deliver a human-like message:
“In the city, off Spring Street, opposite the Parliament’, consisting of three
entities.

Formulating the basic principles of selection of spatial entities from a hi-
erarchical structure of the city enables to construct granular route directions.
Human route directions are a mixture of references to various elements of the
city, with complex interdependencies. This paper starts the exploration of the
subject by considering only a single type of element, districts. Considering
a hierarchical partition of the city, we define the conditions for selecting the
initial entity of granular route directions, 7.

A granular communication process depends on the identification of the
context, which is often sufficiently clear in human communication. Consider
the taxi scenario again: the passenger concludes from the situation that the
driver is familiar with the city. The passenger may also know from experi-
ence that taxi drivers typically do not know specific destination addresses.
Furthermore, the passenger and driver both share the knowledge of the start
of the route: their current location.

In the indirect communication situation of a navigation system the system
has to presume that the wayfinder shares the knowledge of some elements of
the environment. It can do so by profiles of users, or profiles of standardized
application areas. Furthermore, we expect that future systems will be able to
conduct dialogs, and thus, can correct wrong assumptions.
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3.3 Granular Route Directions in Communication

The quest to keep the amount of information communicated to the necessary
minimum provides a means to start the route description at the maximum
possible detail and still keep the certainty of the information transmitted, all
in accordance with Grice’s maxims [8]. If the wayfinder is familiar with the
environment, the narrator will refer to this shared knowledge, in order to
keep the amount of transmitted information low. The narrator will typically
refer to a well-known element of the city in the proximity or containing the
destination. This element is at the finest level of shared knowledge, and its
communication would be sufficient and most effective.

In some cases, such as those of entities with ambiguous names, the narra-
tor needs to refer to elements at coarser levels in the hierarchy, to uniquely
identify the referent. For example, when referring to a destination close to
the opera building in Sydney, one could just refer to the Opera, and for
any wayfinder in Sydney this would be sufficient. If the start of the route
is not in Sydney, a disambiguation is necessary, by referring to the Sydney
Opera. This is a granular route description including two levels of granular-
ity: Sydney and Opera. A similar process of referring in a document hier-
archy was described in [18]. In this work, the authors referred to the effect
caused by such ambiguous references as lack of orientation. Consider Fig-
ure 1, which represents the complete communication process of the narrator
and the wayfinder. The spatial relation of the start s and the destination ¢ of
the route provides sufficient clues to start the granular route description. An
insufficient overlap of the knowledge of the wayfinder and the narrator may
require a collaborative identification of the destination in a negotiation seg-
ment (V). This process iteratively enables the narrator and the wayfinder to
find a shared element at a certain hierarchical level in their respective mental
models of the environment.

A similar negotiation process occurs upon reaching the finest shared ele-
ment, and is followed by turn-by-turn directions. This can also occur in the
middle of the route directions, in the case of structural differences in the
mental models of the narrator and the wayfinder.

Fig. 1. Negotiations about references and in route direction in the context of the
route (see text)
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4 A Formal Model for the Initial Element Identification

4.1 Model Constraints and Assumptions

Building on the representation theory of Worboys [29], to reach consensus
between the narrator and the wayfinder the representation of the information
in the narrator’s domain N has to be transmitted through a communication
process and matched to the correct representation in the wayfinder’s domain
W (see Fig. 2). Both N and W are subsets of the domain R, (N,W C R),

';\‘\

Fig. 2. Domain formation and matching process (see text)

which represents the reality. The domains N and W are mental models of the
reality, which can be incomplete and imperfect with regard to R, as they are
constructed by learning through interaction with the environment. We call
these mapping processes n (reality — narrator) and w (reality — wayfinder)
respectively.

Let us consider Figure 3. The domain R, and therefore also N and W, con-
sist of elements e, of any of Lynch’s five types of elements of the city. These
elements are organized hierarchically in levels [. Note that the hierarchies iy
and hyy are not necessarily subtrees of the hierarchy hg, (o(hx, by C hRr)).
As we can see in the hierarchies of the domains N and W, differences in
granularity levels between the reality and the mental models occur, includ-
ing omissions of elements. Therefore, the hierarchies hy and hy are not
necessarily identical (¢(hy # hyw)). The intersection of the domains N and
W is the subset of elements S that are shared by both agents (N N W = §)
with identical tree structure hg.

During the communication, a process c, (¢ : ey — ey ), representing the
communication, associates respective elements from the domain N to the
domain W. To reach consensus between the narrator and the wayfinder, the
process n and the process w have to associate the respective representations
en and ey of an element eg. If these processes are successful, the agents
in effect exploit the elements of the domain S in the communication (see
Fig. 3).
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Fig. 3. Domain .S and the route hierarchy reconstruction (see text)

In our model, we assume the preservation of relative ordering of elements
in the hierarchies (if [y (e1) > In(e2) then lyy(e1) > Iy (e2)). If an ele-
ment e is present in the mental model of the wayfinder and the narrator, its
place in the hierarchical structure of the domains N and W is such that the
relative ordering between the adjacent elements in the tree is preserved. A
violation of the relative ordering condition would result in an incompatible
mental model (e.g. cities composed of countries). If this condition is not met,
the narrator and the wayfinder have to engage in communication about the
reference made.

As an implication, the hierarchies of elements in the two domains may
have different depths, e.g., be flatter or deeper. Any elements not shared by
both domains N and W can only be found on the finest levels of the respec-
tive hierarchies.

In order to describe the whole route, several elements of descending levels
of granularity have to be identified and matched through the communication
process c. Let us call this set of elements C, (C' C S). This process leads to
the reconstruction of a subtree hc of the hierarchy hg. The initial entity re-
ferred to in granular route directions is a member of the subtree /- (element
ez in Figure 3).

Worboys [29] considers the different contexts of two agents engaged in
communication. In our case we limit context formally to the knowledge of
the agents (narrator and wayfinder), represented by domains with internal
structure hy and hy. These contexts are, in general, different. A typical
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example is the situation where the narrator knows the destination, but the
wayfinder does not (otherwise route directions are not necessary). The nar-
rator, initiating a wayfinding communication, anticipates the context of the
wayfinder. In order to construct successful granular route directions, the con-
ditions on the two domains and their internal structures need to be met, and
the context of the wayfinder is correctly anticipated. Otherwise, the agents
will enter in a new cycle of negotiation, as discussed in Section 3.3.

4.2 Initial Element Identification

We now apply the basic principles described earlier to the identification
of the initial entity ¢ of the granular route directions. These principles are
grounded in information relevance and explore the topological relation of
the start (s) and target (¢) element of the route within the hierarchy hg (see
Fig. 3).

The selection is grounded in a translation of Grice’s maxims into the as-
sessment of the information value brought by inclusion or omission of a
certain element from a hierarchical partition of space into route directions.
Possible topological relations between the start and destination elements of
the route in a hierarchical tree structure were analyzed. The topological rela-
tionships tested consider only the inside and the boundary of an element (dis-
trict). Two districts are considered neighbors only if they share a boundary, a
one dimensional space. The following conditions can be defined (applies to
the selection in a set of districts):

1. start and destination must be member of the shared set of elements
(s, €9);

2. start and destination must not be identical (but may meet, be neighbors)
(s #1);

3. the start and the destination should not be neighbors (9s N 9t = 0));

4. the start and the destination should not have neighboring direct super-
ordinate elements (0.Sups N OSup; = 0).

The conditions 2 and 3 must be separated, as they verify a different behavior.
If s and ¢ are identical (and thus they have overlapping interiors and bound-
aries), it is not possible to construct route directions (a route is two dimen-
sional and thus requires a star and a target). If s and ¢ are neighbors, route
directions are possible, but the topological distance between the specifica-
tion of the start and the specification of the target is insufficient to generate
granular route directions.
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Thus, the third and the fourth conditions excludes cases where the start and
destination are too close in the hierarchy and turn based directions should be
applied.

Consequently, sets Super; of superordinate elements of ¢ and Super, of
superordinate elements of s can be formed. The set Super; is a candidate set
for the initial element :. Superordinate elements of an element e are elements
of coarser granularity than e that have e as descendant. This property is tran-
sitive. From now on, the notation Sup, will be used for a parent element of
e. The element 7 is retrieved from the candidate set Super; (i € Super;).
Further conditions apply for selection of the element ¢ from the candidate
set:

5. element ¢ must not be shared by Supers and Supery, (i ¢ Supers);
This condition excludes elements that are superior to both the start and
the destination, and so do not add information value to the route direc-
tions.

6. element 4 should not be neighbor with an element in Super; (0i ¢ S);
This condition excludes elements that are in a neighboring relation with
an element of the hierarchy Super, (e N Sup; # 0, e € Super,). This
assures a minimal topological distance between the initial reference and
the start s, in order to only add information with sufficient surprisal
potential (and thus adhering to the maxim of information quantity). If
the condition is not fulfilled, an element one step deeper in the hierarchy
should be employed .

These conditions assure that the information communicated through the ele-
ment ¢ has value for the wayfinder. In condition 5, the wayfinder would get
information that was too coarse. For example, Australia is not an appropri-
ate initial element for route directions from Sydney to Melbourne Central
Business District, as it is a superordinate element of both.

The second condition assures that the information is detailed enough—
mentioning Victoria would not provide our wayfinder enough information
either. In principle, the granularity level of the resulting element ¢ would be
correct, but there is not enough topological distance between the destination
and the start element to justify its inclusion. Note that New South Wales and
Victoria are in our hierarchy neighbors, and Vicroria is a direct superordinate
element of Melbourne (see Fig. 4). And indeed, telling somebody traveling
from Sydney to Melbourne that she has to go to Victoria does not provide
any information value. In this case, the starting element of the granular route
directions should be Melbourne. This element is not a neighbor of any el-
ement of the hierarchy of the start element, nor of any of its superordinate
elements. Any coarser level of granularity would not satisfy these conditions
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and would result in a route description violating Grice’s maxim of relevance.
The conditions mentioned above assume that there is no element with two
children with the same identifier. It is, however, possible to have a repetition
of identifiers within the domain.

The conditions 1-6 are serialized in an algorithm (Alg. 1), and further
implemented in Haskell (Section 5).

Algorithm 1: Initial element ¢ identification (district hierarchy)

Data: The urban hierarchical structure of districts: domain .S, starting district s
and destination district ¢ of the route
Result: The initial element ¢ for route directions from s to ¢
1case(s,t¢S)V(i#s)V(iNs=0)V(i#s)
2 Error: cannot generate granular directions, lack of relevant elements or
bad topological context

otherwise

4 Construct candidate set Super; and Supers, where
Supers = [8,81...8m], Wwhere ls,, = 0,l,, =m — x;
Supery = [t,t1 .. .t,], where l;, = 0,1, =n —y;

5 Compare hierarchies h syper, s RSuper, such that

(Vsz,ty € (Supers x Supery)):

if (Sups, = Supy,) V (Sups, N Sup;, # 0) then

Return list 7" of ¢,;

w

Retrieve the element ¢, of 7" with the finest granularity level (I;, = max);
Return 7 = t;

o e A

5 Model Implementation

Algorithm 1 is now implemented in Haskell [19]. Haskell is a purely func-
tional programming language that enables implementation of an executable
version of the algorithm, with a focus on the whar instead on the how. Ef-
ficiency of our code is neglected, however, some efficiency is gained by the
lazy execution paradigm of Haskell.

We call the main analytic function of the program rd (for route direc-
tions). The function first verifies the four conditions in Section 4.2:
rd :: String -> String -> [Object] -> String
rd a b ¢
| (!testObj a ¢ || !testObj b c) = error
| (a == b) error
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| testShareBounds (obj a c) (obj b ¢) = error
| (super (obj a c)) == (super (obj b c)) error
| otherwise describe a b ¢

The custom data type Object contains a name for each object (a string),
and other parameters. Names of the objects are identifiers searched for in the
above functions. For example, the function ob7j returns the object specified
by a name from the list of all objects.

The function rd requires the names of the start and destination ele-
ments of the route as input parameters (in our case districts, but in principle
also other elements of the city), as well as the name of the list of objects,
objects, on which the selection will be performed. Afterwards, the pro-
gram reconstructs the superordinate hierarchies of the start and destination
elements, bound on the one side by these two elements, and on the other by
the root element of the hierarchical tree. These hierarchies are represented as
lists of objects, which are then compared according to the conditions 5 and
6 (see Section 4.2). The comparison returns a list of objects — a subset of
elements of Super;. The first — coarsest — element of this list, is the element
i (Alg. 1).

describe :: String -> String -> [Object] -> String

describe a b objlist = fetchName (compareHierarchies
(findObjects (obj a objlist) objlist)
(findObjects (obj b objlist) objlist))

where

compareHierarchies :: [Object] -> [Object] -> Object

compareHierarchies start [] = error
compareHierarchies [] dest = error
compareHierarchies start dest = head [y |
x<-start, y<-target,
super x == super y || superShareBounds x y]

The element 7 is the initial entity of a sequence of granular route direc-
tions. A deeper illustration of the principles summarized in the algorithm
and implemented in the program follows.

6 Model Verification and Testing

We have devised a set of tests to verify the behavior of the algorithm. The test
data vaguely mirrors the spatial layout of the relations between some admin-
istrative districts in Victoria and New South Wales, Australia (see Fig. 4).
With this data we will assess the results of the algorithm for plausibility.
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Our effort is focused on verifying that the conditions for retrieving the ele-
ments from the structure of the city provide an amount of information similar
to that provided by humans, as drawn from empirical evidence and a small
reference corpus from co-workers. More extensive comparison by human

subject testing is needed in the future.

Australia

Victoria

Melbourne

1

Carlton
w 20
il -
i‘ El
o
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1

Geelongyes

Australia
Victoria NSV
g . Iy ¥
Geelong Melbourne Sydney
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Avaloh Altong Parkville Docklangs South

Fig. 4. Test data set

For the test, the Object data type for districts is structured as follows:
Object Level Super ObjectName Polygon

data Object =

A district Melbourne would have the form (cf. Fig. 4):

ob4 = Object 2 "vIC" "Melbourne" [22,15,16,17,18,9,10]
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expressing that Melbourne is of level 2 in the given hierarchy, is part of
Victoria and is bound by a polygon of some named edges.

The following eight test cases were devised, to test all the possible even-
tualities. Each test case consists of a pair of input districts (start and des-
tination) from arbitrary hierarchical levels, and the list of all objects of the
hierarchy, os. Results of each test case are shown behind the hyphen in each
line:

rd "SydneyNorth" "Parkville" os - "Melbourne"

rd "Parkville" "SydneySouth" os - "Sydney"

rd "Carlton" "GeelongWest" os - "GeelongWest"

rd "SydneyNorth" "Melbourne" os - "Melbourne"

rd "SydneyNorth" "Park" os - "input not in os!"

rd "SydneyNorth" "SydneyNorth" os - "start = target!"

rd "SydneyNorth" "SydneySouth" os - "neighbors; TBT dirs"
rd "Parkville" "Docklands" os - "same super; use TBT"

This set of tests checks the behavior of different possible topological rela-
tions between the input objects. Let us have a detailed look at the operation
of our test function rd, using the first case as an example. The function first
tests the inputs against the basic conditions, and if fulfilled, the search for
the initial element starts. The hierarchies of the superordinate elements of
the start and the destination are then reconstructed, resulting in the following
lists:

[Object 3 "Sydney" "SydneyNorth" [30,31,32,34],

Object 2 "NSW" "Sydney" [6,29,30,31,32,33],

Object 1 "Australia" "NSW" [3,4,5,6,7,13],

Object 0 "World" "Australia" [1,2,3,4,5,6,7,8,9,10,11,12]]

and

[Object 3 "Melbourne" "Parkville" [23,24,25],

Object 2 "vVictoria" "Melbourne" [22,15,16,17,18,9,10],
Object 1 "Australia" "Victoria" [1,2,13,8,9,10,11,12],
Object 0 "World" "Australia" [1,2,3,4,5,6,7,8,9,10,11,12]]

The elements of these lists are then compared on a one—to—one basis through
the function compareHierarchies, applying the conditions mentioned
in Section 4.2. We are looking for a list of objects from the list of the su-
perordinate elements of the destination that satisfies these conditions. The
resulting set is:

[Object 2 "Victoria" "Melbourne" [22,15,16,17,18,9,10],
Object 1 "Australia" "Victoria" [1,2,13,8,9,10,11,12],
Object 0 "World" "Australia" [1,2,3,4,5,6,7,8,9,10,11,12]]
Finally, the first element of this list, Melbourne, is returned as the element of
finest granularity. This element is proposed as the initial element of granular
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route directions from Sydney North to Parkville. And indeed, when asking for
route directions from a starting location in Sydney North (a suburb of Syd-
ney, New South Wales), to a location in Parkville (a suburb of Melbourne,
Victoria), a familiar wayfinder is likely to expect Melbourne as the element
representing the initial entity of route directions. This element provides the
optimal trade off of information value and length of the route directions, is
not ambiguous and omits irrelevant information. Remaining test cases also
produce plausible results, as can be checked with Figure 4 by the interested
reader.

7 Conclusions

This paper contributes to bridging the gap between the natural, human way
of communicating route directions in a granular manner, using various ele-
ments of the urban environment, and the turn-by-turn approach implemented
by most of the current navigation services. We focus on the determination of
the initial element usable for granular route directions, building on the prin-
ciples of information content relevance. Topological relations between the
member elements of the start and destination element hierarchies are ana-
lyzed to identify this element. The conditions for analyzing the hierarchical
structures are formalized, and the algorithm is then implemented in Haskell.

The test in this paper focuses on the analysis of district hierarchies, dis-
tricts being one of the elements of the city most frequently included in human
route descriptions, and often the first reference in granular route directions.
Our approach enables the use of any type of region, be it with crisp or vague
boundaries, as long as they can be organized in a hierarchy. Based on the in-
puts and the hierarchy, the algorithm returns the initial element. The formal-
ized topological conditions conform with the observations made previously
by Rumelhart and explored by Shanon [23], and conform to the findings in
the area of hierarchical spatial reasoning. Our further work will strive to in-
tegrate the remaining elements, especially paths and landmarks. This will
also lead to a more natural definition of topological relationships, depending
also on connectivity, and not only on simple relationships between the inte-
riors and boundaries. Connectivity analysis can also provide means to define
district hierarchies better reflecting the inherent structure of a city. The anal-
ysis of such district hierarchies can provide the basis for identification of the
remaining elements, as some dependencies between districts and landmarks
[10] or paths were identified.
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Abstract

In this paper, we present an object-oriented approach to modeling mobile
data and algorithms operating on such data. Our model is general enough
to capture any kind of continuous motion while at the same time allowing
for encompassing algorithms optimized for specific types of motion. Such
motion may be available in a specific form, e.g., described by polynomials
or splines, or implicitly restricted using bounds for speed or acceleration
given by the application context.

Key words: spatio-temporal data; object-oriented modeling; algorithm en-
gineering

1 Introduction

Over the past years, mobile data, such as points, lines, and regions whose co-
ordinates change according to some time-variant function, has been the sub-
ject of increasing interest in Geographical Information Science and closely
related fields. The Spatio-Temporal Databases community has contributed to
the modeling and representation of such data, whereas algorithmic aspects
have mainly been investigated in the field of Computational Geometry. Two
recent surveys [2, 32] not only list the main results but also identify a number
of issues that arise when handling mobile data; these issues include the ques-
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tion of numerical robustness, the incorporation of more realistic descriptions
of motion, and the question of how to trade off realism and efficiency.

Efficient algorithms for processing and analyzing mobile data usually
build on assumptions about the nature of the object’s trajectories; commonly,
these trajectories are assumed to have a representation based upon piecewise
linear or (fixed-degree) polynomial curves — see, e.g., [1, 6, 18, 21, 25]. It
has been noted, however, that such an assumption should be avoided wher-
ever possible to allow for more realism [5, 13, 29, 37], especially since these
assumptions are crucial only for the analysis of the running time but rather
seldom for the correctness of the algorithm. In contrast, real-world scenarios
may involve heterogeneous sets of objects whose motion should not be over-
simplified by using a single type of motion description such as polynomials.
Examples include (air) traffic control, monitoring meteorological phenom-
ena, or tracking wildlife. Furthermore, a complete motion description of the
objects may not be known at all or the objects may not be able (or willing)
to publish this description, e.g., in the context of mobile services.

The most general (if not: minimalistic) interpretation of the trajectory of a
mobile object considers it simply as a continuous function f(¢). Hence, a tra-
jectory is modeled as a black box whose interface consists of a single method
that allows to obtain the position of the object at any given point in time of
its lifespan. Clearly, the trajectory of any “real-world” object can be modeled
using this approach; this, however, raises a number of new issues such as the
closure of the model and the efficiency of operations on trajectories.

Applications in which the analysis of mobile objects is required can be
classified as either real-time or retrospective; in the first scenario, data can
only be accessed at the current point in time (and thus only in increasing
chronological order), whereas the second scenario allows random access to
data at any point in the past. Application contexts may also provide addi-
tional information about mobile objects, e.g., bounds on speed, acceleration,
or turning radius, and we need to be able to incorporate such information.

1.1 Related Work

Collision Detection and Motion Restrictions. A frequently performed task
in managing mobile data is collision detection and collision warning, and Lin
and Manocha [26] review the broad body of literature. Most practical meth-
ods are considered in a real-time setting, e.g., interaction in virtual-reality
environments, and thus cannot make any assumption about the description
of motion. To cope with this, most methods use hierarchical decompositions
of the objects or temporal coherence for fast pruning of the search space.
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A notable exception is the work by Hayward et al. [23] (and the concep-
tually similar model by Kahan [24]) that relies on a completely different
concept: to quickly identify objects that are most likely (or most unlikely)
to collide, it uses a restriction-based approach in which, for each mobile ob-
ject, bounds on the maximal or minimal speed are known. Note, however,
that if no such bounds are known (and exploited), the correctness of the ap-
proach cannot be guaranteed. Similar concepts have been used in the context
of spatio-temporal indexing [31] and in the context of managing uncertainty
in spatio-temporal databases [12, 28, 30, 36].

Kinetic Data Structures. A variety of algorithmic problems involving mo-
bile objects has been addressed successfully in the context of kinetic data
structures [5, 6]. A kinetic data structure (or: KDS) for a set P of mobile
objects maintains a time-variant combinatorial description of some property
of P, e.g., its extent as given by the convex hull — see Guibas’ survey [19] of
recent KDS-related results. Even though the objects are moving according to
some known, continuous “flight plan” (which may or may not be updated),
the combinatorial structure maintained in the KDS will change only at some
discrete points in time. To obtain these points in time, the KDS repeatedly
identifies roots of so-called certificate functions that guarantee the validity
of the combinatorial description.

The main requirement for a meaningful theoretical analysis of the effi-
ciency of a KDS is that the motion, and thus the description of the certifi-
cates as well, is given as a polynomial function of time. A major benefit of
working with polynomials is that there exists a variety of numerically robust
methods for isolating roots — see, e.g., the survey by Schirra [33]. Several of
such methods have been integrated in an upcoming extension package [20]
for the Computational Geometry Algorithms Library CGAL [14] thus pro-
viding efficient support for working with KDSs. The question of whether or
not polynomials provide a “good” level of realism for modeling the motion
of real-world objects has been raised (and answered) by Basch who con-
cludes that using polynomials may be “too restrictive to be of much use in
applications, although it is perfectly adequate for theoretical purposes” [35,
p 103].

Modeling Mobile Data. In the context of spatio-temporal databases, a num-
ber of approaches to modeling mobile data has been presented [7, 15, 22]. In
this paper, we revisit a model that we have proposed earlier [7], and we refer
the reader to our original paper for a discussion of related approaches.
Recently, Mount et al. [27] presented a framework that changes the con-
cept of kinetic data structures to make them applicable to the real-time set-
ting: In contrast to the original approach, this framework follows an earlier
model of Kahan [24] and is based on incremental updates that involve small
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time steps. Unlike a classical KDS framework, it does not require complete
knowledge of the kind of motion but instead estimates future locations re-
visiting these estimates whenever safety constraints are violated. Again, the
correctness depends on the presence of motion restrictions. Kahan’s model
has also been revisited in the context of the competitive analysis of on-line
algorithms — see [11] and the references therein.

1.2 Our Results

The main purpose of this paper is to present a general framework for mod-
eling and engineering algorithms for mobile data. This framework has been
successfully implemented in the context of the GOODAC object-oriented
geo-database kernel [8], and it makes a first attempt at addressing the issue of
engineering robust algorithms for more realistic and possibly heterogeneous
motion data. It builds upon a representation scheme we have proposed ear-
lier [7], but whereas our earlier scheme focused on representing and storing
moving objects in an object-oriented database management system, we now
extend it to also support spatio-temporal (main-memory) algorithms. The
main features of our approach are the use of a minimalistic interface (thus
allowing for arbitrary continuous motion description) and a strict isolation
of algorithmic primitives (thus allowing for better algorithm engineering); it
can be seen as extending the concept of kinetic data structures to encompass
more general motion description. We use the problem of collision detection
for a heterogeneous set of objects as a running example and present cor-
responding primitives for both the real-time and the retrospective setting as
well as an improved approach that exploits the properties of the retrospective
setting.

2 Representing Mobile Data

Our approach to representing mobile data [7] is based upon two assumptions:
(1) the trajectory of a moving point (and thus also of a segment’s endpoint
or a polygon’s vertex) is a t-monotone, continuous curve f(¢), and (2) the
representation f(¢) can be evaluated at any point in its domain. These two
assumptions are the most basic assumptions that can be made about trajecto-
ries and do not imply any restrictions for the representation of the motion of
real-world objects.

Almost all motion data obtained from real-world moving objects is ei-
ther available in advance as a complete motion description or is given as a
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collection of timestamped locations, e.g., obtained through the use of GPS-
based devices. In order to convert the latter discrete points to a continuous
function, interpolation and approximation techniques are applied. It has been
noted frequently that there is no single interpolation technique, e.g., piece-
wise linear or polynomial, that is optimal over a wide range of scenarios; the
trajectory of an airport’s ramp-agent or of a plane being towed on ground
level may be represented by a piecewise linear function, but the trajectory of
an airborne plane with a limited possible turning radius can be represented
in a much more realistic way using v-splines; that is, even if we are working
with a single class of objects, e.g., planes, their motion may have completely
different characteristics.

These considerations result in a class design (see Fig. 1) whose core class
mpoint(d) represents a time-variant point in d dimensions. Each instance of
mpoint(d) stores a collection of timestamped location data, and the (contin-
uous) representation of the motion restricted to each dimension can be (re-)
constructed using a specialization of the Function interpolation class. More
specifically, an instance of mpoint(d) aggregates d instances of specializa-
tions of Function and delegates the evaluation of the trajectory to them.

When working with this framework, a number of issues have to be taken
into consideration, most notably the issue of maintaining the model closed
under (concatenated) operations such as (time-variant) difference or distance
computation. For a more detailed description of the framework and for a dis-
cussion of the practical efficiency of its implementation we refer the reader
to our previous paper [7].

d:int
mpoint 1 d F ion 0.* 1 Fi ionRules
) : trajectory " : uses " ;
+evaluate( Time ) : Point<d> +evaluate( Time ) : Point +evaluate( Time ) : Point
+getinTimeData() : List<InTimeData> +createTrajectory( List<InTimeData> ) : Function
| | i
0" sample points
InTimeData Linear Spline i i inear
-timestamp : Time
-classifica:jion  ctype +evaluate( Time ) : Point +evaluate( Time ) : Point +evaluate( Time ) : Point
-position : Point<d>

Fig. 1. Class diagram for representing mobile point data (see [7])
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3 Modeling Algorithms for Heterogeneous Sets
of Mobile Data

As we have mentioned in the introduction, polynomials are a very popular
type of curves for modeling motion. A main reason for this is that there
exists a variety of numerically robust methods for isolating the roots of a
polynomial; this is exploited, e.g., in the context of (certificates for) kinetic
data structures. However, in certain applications involving mobile objects
(such as in the above-mentioned airport scenario), it is necessary to consider
sets of objects that have different motion characteristics.

In this section, we extend the model sketched in the previous section to
allow for modeling algorithms for heterogeneous sets of mobile objects. In
Section 4, we discuss how to provide means for a more efficient treatment of
special instances for which additional information about the objects involved
is available.

Example. Our exposition proceeds using the following well-known prob-
lem setting as a running example: Given a set of mobile objects that move
along the real axis, find all collisions between them. In the two-dimensional
(t,y)-parameter space, this setting translates to the problem of finding all
intersections induced by a set of ¢-monotone curves. At first, this seems
identical to what templated algorithms for z-monotone curves can handle,
e.g., the industrial-strength methods of CGAL’s Arrangement 2 class. A
closer look, however, reveals that the implementation of such methods al-
ways assumes that the curves belong to the same class of functions, e.g.,
polynomials, and since we do not make any assumption about the nature
of the objects involved, our setting is much more general and thus encom-
passes a wider range of scenarios. Any (two-dimensional) specialization of
our Function class, on the other hand, would work fine in the context of
the Arrangement 2 class as long as all primitive operations required by the
corresponding algorithm are realized. This issue is addressed as part of the
following discussion.

3.1 Isolating Primitive Operations from Algorithms

Our design for modeling algorithms for heterogeneous sets of mobile objects
follows a classic “black box”-based approach, that is, we isolate from the
general algorithm all operations (primitives) that are dependent on the type
of trajectory. For each kind of primitive, e.g., intersection-finding, we have
a Decider class that encapsulates knowledge about how to handle different
types of trajectories. Whenever the algorithm needs to process heterogeneous
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motion descriptions, it polls a Decider-instance which, depending on the
types of motion, selects an appropriate specialization of the primitive (see
Fig. 2).

Decider to arguments PrimitiveOperation

Fig. 2. Handling heterogeneous sets of mobile objects using a Decider-object

Example. In our intersection-finding example, the main operation that needs
to be isolated is the test for whether or not two given trajectories intersect in
some given (possibly unbounded) time interval [begin, end]; Boissonnat and
Vigneron [10] declare this predicate as “mandatory”. Assuming that we have
to check two curves s and ¢, this test is implemented as follows:

if ( s.intersectsWithin(t, begin, end) ) /* ... */

In the above situation, the class of which s is an instance needs to provide a
polymorphic version of the method intersectsWithin for each additional
type of trajectory that is supported by the system.

Using a Decider-instance, we decouple the knowledge about other classes
in the system from the class representing a certain trajectory type. This
knowledge (and thus the main administrative burden) is encapsulated in the
corresponding Decider-class, and the above code fragment then looks as
follows:

IntersectionPred ip = myIntersectionDecider.poll(s, t);

if ( ip.eval(s, t, begin, end) == true ) /* ... */

The “Double Dispatch”-Problem. The problem we have addressed in this
section is known as the double dispatch problem [16] where the (type of)
result of an operation depends on the type of its operands. While some pro-
gramming languages, e.g. Smalltalk, provide mechanisms to directly address
this issue, the generic solution is to employ the so-called Visifor design pat-
tern [16] which reduces the problem to type-dependent single-argument dis-
patching. As we show in Section 4.2, our algorithms not only depend on the
type of objects but also on (a combination of) their properties. Thus, the Vis-
itor pattern cannot be used, and we feel that our solution discussed above is
the best-suited approach for the problem at hand.
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3.2 Modeling Compound Functions

For our running example of intersection-finding, we observe that finding in-
tersections between two curves s and t is equivalent to determining the ze-
ros of s — t. At this point, the minimalistic interface provided by the class
mpoint(d) (see Section 2) turns out to be a strong design advantage: the
concatenation of continuous functions again is a continuous function (with
the necessary care taken for the case of division). A modification of the base
framework allows to represent compound functions (such as Difference)
that are composed of other functions, and we have implemented the frame-
work given in Figure 3.

d:int d:int
,,,,,,,,,,,,, i AU
mpoint 0.1 1 Function 2 operands
trajectol
+evaluate( Time ) : Point<d> ! v +evaluate( Time ) : Point<d> 2 operands
+getinTimeData() : List<InTimeData> T
LN T a0 e
.| sample points id - int 1 id:int |
. - e o3
Inter ionFunction 0.* ComposedOfFunction
InTimeData
-timestamp : Time
-classification : ctype dimensions ﬁ
-position : Point<d>
d ‘ ‘ Distance ‘ ‘ Difference ‘
[ | o |l ]
I I i 0.* [ J [ J
OneD unction uses o ? 0“’?
+evaluate() : Point<1>
‘ 1 OneDi i ionRules
Linear Spline i i inear +evaluate( Time ) : Point<1>
+createTrajectory( List<InTimeData> ) : OneDimInterpolationFunction

Fig. 3. Class diagram for representing mobile point data (extensions highlighted)

To allow for a nested composition of functions, we need to slightly modify
the original framework (cf. Fig. 1): in our extended setting, each instance of
class mpoint(d) now aggregates a single d-dimensional function instead of
d one-dimensional functions.

Example. Assuming that we have a Decider-instance for selecting an ap-
propriate specialization of the root-finding primitive, the code for intersection-
finding can be rewritten as follows.

Difference diff = new Difference(s, t);
ZeroFinderPred zfp = myZeroFinderDecider.poll(diff);

if ( zfp.eval(diff, begin, end) == true ) /*x ... x/



Modeling and Engineering Algorithms for Mobile Data 69

4 Handling Motion with Known Restrictions

The example at the end of the previous section reduces the problem of
intersection-finding to the problem of isolating roots, and there exists a
number of numerical and algebraic methods for isolating roots of functions
whose mathematical description is known. For example, if both trajectories
are given by cubic polynomials, the difference between them is a cubic poly-
nomial as well, and we may use an algebraic approach to implementing a
root-finding primitive. If, on the other hand, one trajectory is approximated
using a wavelet while the other is approximated using a v-spline, we have
to resort to iterative numerical methods. In Section 4.2, we demonstrate that
an iterative algorithm can be guaranteed not to miss any root if we can ex-
ploit additional information such as upper bounds on the velocity of both
objects. Figure 4 illustrates a simple iteration rule: If f(¢;) and g(t;) are
known, no root of f — g can occur prior to time ¢;,; which is determined
by assuming that f and g move towards each other at maximum speed. The
time ¢;41 at which f — g can have its “next” root is the time of the intersec-
tion of bounded-slope segments extending the trajectories of f and g from
time t; onwards—or, equivalently, the root of a bounded-slope linear func-
tion extending the trajectory of f — g. This method is referred to as Lqye as
it involves one linear function.

If no restrictions are known, the only feasible approach to root-finding
is to employ “classical” numerical methods such as Newton’s Method, the
Secant Method, or Bisection. However, as these methods may fail to produce
the roots in chronological order, skip roots, or even fail to converge [35], the
correctness of algorithms using them as a primitive cannot be guaranteed.

Fig. 4. Intersection-finding by exploiting an upper bound on the velocity
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4.1 Modeling Algorithms: The Case of Known Restrictions

By design, our class model does not make any assumption about the type of
trajectories (except for assuming continuity). To fully integrate known results
for handling classes of trajectories for which additional information is avail-
able, we introduce the concept of restrictions.' A realization of the interface
MotionRestriction models additional information about a trajectory (or a
composition thereof); examples are “real-world” restrictions such as bounds
on speed or acceleration given as part of the application context.> Such re-
strictions are defining features for applications involving mobile real-world
data and distinguish our setting from related settings involving ¢-monotone
curves.

Figure 5 displays the extension to our class diagram resulting from the
inclusion of the concept of restrictions: In addition to the design discussed
above, an instance of (a non-abstract specialization of) class Function can
aggregate any number of instances of realizations of MotionRestriction,
and different realizations are distinguished by unique identifiers.

Function 0.r <<interface>> O
. resfrictions - | MotionRestriction

+evaluate( Time ) : Point<d> - — -
+evaluateDerivative( Time, order, dimension ) : Point<1>| +uniqueRestrictionID() : int
+getRestriction( ID ) : MotionRestriction ~

+getRestrictionIDs() : List<int>

ProvidesExplicitMathRepresentation % I Absolt ity % % HasBoundedAbsoluteA ation
| |
+getMaxAbsoluteVelocity() : double % % +getMaxAbsoluteAcceleration() : double
L
| L
HasDerivatives 3 HasComponentBoundedVelocity 3 3 HasComp dedA ion
+getDerivativeOrder() : int [d] ’ +getMaxVelocity( dimension ) : double T +getMaxAcceleration( dimension ) : double

Fig. 5. Additions to the class diagram to model motion with known restrictions

L A preliminary version of the approach discussed in this subsection has been pre-
sented in our previous work [9].

2 The European Organization for Safety of Air Navigation maintains a database
http://www.eurocontrol.fr/projects/bada of the inflight behavior, e.g., velocity or
descent speed, of over 250 aircraft types to support exact modeling. For obtaining
a correctness guarantee, it is sufficient to use conservative estimates for velocity
or acceleration.

3 The data type double is to be read as a placeholder for the actual numeric data
type used in the application.
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To allow for easy access to motion status data, e.g., speed and velocity,
we enhance the interface of Function, such that derivatives at a given time
can be evaluated. Whether or not such information is available, is modeled
by class HasDerivatives, a realization of MotionRestriction.

We also use a realization of MotionRestriction to indicate whether or
not we may explicitly access a mathematical representation such as the coef-
ficients of a fixed-degree polynomial; this allows a Decider-instance to also
consider (semi-)algebraic methods and thus to encompass the techniques dis-
cussed for the polynomial-based KDS-framework of Guibas et al. [20]. The
representation can be accessed using the well-known Facrory design pat-
tern [16] or using a language-dependent construction, such as the Java Re-
flection API [4].

4.2 Designing Primitives: The Case of Known Restrictions

In this section, we continue to consider our running example and focus on
primitives for root-finding. The iterative approach L. uses a velocity-based
restriction to determine a “next” iteration point ¢;41 such that [t;,¢;11] is
guaranteed not to contain a root. We show that acceleration-based restrictions
can be used to obtain a similar result; an important observation is that such
a restriction can lead to more efficient algorithms in the retrospective setting
than in the real-time setting.

As a proof-of-concept we present two restriction-based methods for our
running example that we have implemented within our framework. Due to
space constraints we omit proofs for their correctness and efficiency; the
reader may find these proofs in the thesis of one of the authors [34].

Methods for Root-Finding Using Acceleration-Based Restrictions. Let
us assume that the objects subject to collision detection have an upper bound
bacc on their acceleration. The earliest collision after time ¢; can be computed
by assuming that both objects move towards each other with maximum pos-
sible acceleration. The resulting “exclusion region” for occurrence of the
next possible root is induced by a parabola (see Fig. 6 left), and ¢;4; can be
computed — assuming w.l.0.g. that f(¢;) > 0 — as follows [34, Sec. 4.3.1]:

1

t =t (FE)+ VIt +2 b f(1)) )
acc

This approach, which we refer to as P,y since it involves one parabola,

has also been used for collision detection. An alternative, more efficient ap-

proach, computes the earliest possible point in time ¢;,; at which a second

root may occur. The earliest such occurrence coincides with a double root
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+ + + +—t
ti tin t ti tert tin t

Fig. 6. Intersection-finding by exploiting an upper bound on the acceleration

of the distance function, i.e., the (real-world) objects touch each other. The
continuity of motion and speed implies that this point in time ¢;;; can be
computed by first extending f — g by a parabola P as in Py, but then to
model the deceleration by an inverted copy P of P that continuously extends
P such that the vertex of P lies on the t-axis (thus inducing a double root)
— see Fig. 6 (right). If even a maximal deceleration cannot avoid a collision,
the extension of the distance function by P from ¢; onwards intersects the
t-axis, and we choose its first intersection point as ¢;1. In both cases, ¢;41
can be computed in the following, surprisingly simple way [34, Sec. 4.3.1]:

! ( 1)+ V2 f2(t) + 2 bace - f(tz-)) i1 (t) > /2 bace £ (1)

bace

balcc (—f/(ti) — \/f/2 (tl) -2 bacc . f(tl)) else (collision unavoidable)
2

tiv1 = i+

If f — g has the same sign at time ¢; and at time ¢;, 1, no root lies within
[ti, ti+1], and we iterate. Otherwise we can employ Newton’s Method to effi-
ciently find the root inside [tjef, t;41], Where tiog is determined as in Ppye.*
Since this approach involves two parabolas, we refer to it as Piyo.

Quality and Applicability of the Methods P, and P,,. Equations 1
and 2 indicate that the cost of computing the next increment, i.e., the number
of arithmetic operations, is almost identical for both methods; the cost is ex-
actly the same if our cost measure is the number of invocations of evaluate
and evaluateDerivative. We analyzed increment and order of conver-
gence:

Fact 1 ([34, Sec. 4.1]) The increment Ap,, is always larger than Ap,.:

4 The correctness of Newton’s Method is guaranteed since there is exactly one root
inside [tieft, tit1]. Also, due to the bound on the acceleration, the method can-
not leave [tiefe, ti+1] — for a better understanding of this crucial property, see,
e.g., [35].
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APone < Atho S (\/2 + 1) : APone‘
For decelerating compound speed, e.g., when approaching a root, we have:
V2-Ap,. < Ap,, < (V2+1)-Ap,..

Fact 2 ([34, Sec. 4.2]) P, and Py, both converge quadratically while Ly,
converges linearly.

However, as both methods use a global bound on the acceleration, their
actual quality inside some time interval depends on how much the accelera-
tion locally deviates from this global bound. Thus Py, is “better” than P, .,
since it eventually switches to Newton’s Method, which then is guaranteed
to have quadratic convergence with a (globally) good asymptotic error con-
stant [35]. We conclude that fully exploiting the power of the retrospective
setting, i.e., being able to move forward and backward in time, can lead to
more efficient algorithms than “simply” using known real-time algorithmic
primitives.

4.3 Generalizations

Combination of Restrictions. We mention in passing that we can also engi-
neer primitives for trajectories that underlie a combination of restrictions [34,
Sec. 2.3]; one of these primitives, for example, combines Lope and Piyo. All
of these primitives can be implemented using the methods evaluate and
evaluateDerivative provided by class Function. All such specializa-
tions of a primitive can be incorporated into the framework we have pre-
sented: the only necessary modification is the incorporation into the decision
process represented by the Decider-class associated with the respective kind
of primitive.

Applications to Kinetic Data Structures. Many problems in the context of
KDSs can be reduced to tracing the relative position of objects and hyper-
planes, and algorithms employ root-finding primitives for real-valued func-
tions to check for changes. Our framework thus can be used to extend the
concept of KDS to encompass more realistic motion descriptions. Moreover,
we can transfer the idea underlying the method Py, to the above certifi-
cate functions: using a bound on the acceleration we can — in a retrospective
setting — determine the earliest possible point in time at which the relative
position of an object and a hyperplane can have changed twice.
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Collision Warning in Multiple Dimensions. The problem of collision warn-
ing is to find the time intervals during which the distance between two ob-
jects is smaller than some threshold € > 0. This problem can be solved, e.g.,
by solving a collision detection problem in which one of the objects is ex-
tended by a buffer of width ¢, see, e.g., [36]. The boundary of this buffer can
be seen as a replacement for the hyperplane used in the context of a KDS
certificate, and — provided that the description of the buffer is not too com-
plicated — we can again employ a retrospective Piy.-like approach whose
efficiency unfortunately diminishes for very small values of €. A real-time
P,e-like approach is discussed by Hayward et al. [23]. Note that the seem-
ingly more fundamental problem of collision detection in a multidimensional
spatio-temporal setting reduces to intersection finding of curves in more than
two dimensions; for this problem, no (theoretically) efficient algorithms are
known — even if the curves are straight lines. This is in contrast to the col-
lision warning setting where (at least for the three-dimensional case) non-
trivial algorithms are known [3].

5 Conclusions

We have presented an object-oriented approach to modeling mobile data and
algorithms operating on such data. Our model is general enough to cap-
ture not only polynomial motion descriptions but also more general (and
thus more realistic) descriptions of continuous motion, e.g., of motion re-
stricted only by bounds for the absolute speed or acceleration. In addition
to being able to encompass “classical” exact algorithms for polynomials,
our approach addresses the problem of numerical robustness and efficiency
by modeling and efficiently utilizing motion restrictions. Using algorithmic
primitives for collision detection as a proof-of-concept, we have shown how
to engineer and to implement efficient algorithmic primitives that exploit
such restrictions. A beneficiary side effect of our approach is that these prim-
itives also have a direct applicability in the context of kinetic data structures;
thus they extend this concept to encompass more realistic motion descrip-
tions.
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Abstract

Current Geographic Information Systems (GISs) adopt spatial database mod-
els that do not allow an easy interaction with users engaged in spatial anal-
ysis operations. In fact, users must be well aware of the representation of
the spatial entities and specifically of the way in which the spatial reference
is structured in order to query the database. The main reason of this inad-
equacy is that the current spatial database models violate the independence
principle of spatial data. The consequence is that potentially simple queries
are difficult to specify and strongly depends on the actual data in the spatial
database.

In this contribution we tackle the problem of defining a database model
to manage in a unified way spatial entities (classes of spatial elements with
common properties) with different levels of complexity. Complex spatial en-
tities are defined by aggregation of primitive spatial entities; instances of
spatial entities are called spatial grains.

The database model is provided with an algebra to perform spatial queries
over complex spatial entities; the algebra is defined in such a way it guaran-
tees the independence principle and meets the closure property. By means of
the operators provided by the algebra, it is possible to easily perform spatial
queries working at the logical level only.
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1 Introduction

Current Geographic Information Systems (GISs) are successfully exploited
to support applications dealing with complex spatially referenced data. How-
ever, spatial databases supporting GISs are not easy to use, in particular as
far as query formulation and spatial data analysis are concerned.

In fact, the need to model complex situations leads the database designer
to structure the database schema in such a way that does not ease the formu-
lation of queries. As it will be shown in Section 3, the structure of the spatial
entities and their interrelationships constrain the formulation of spatial oper-
ations that can be performed on the database. For example, many common
operations of spatial allocation/localization of resources on the territory need
long sequences of spatial operations for identifying the suitable places where
to allocate/localize a given resource.

The main reason of this inadequacy of current GIS is that they adopt spa-
tial database models that do not clearly separate the database model, which
describes spatial entities with their properties (such as countries, rivers, mo-
tor ways with their valued properties), and the representation model of the
spatial component, which actually represents spatial references of spatial en-
tities (in terms of points, polylines, regions, etc.). Consequently, the set of op-
erations that can be performed instance of spatial entities strongly depends
on the particular representation chosen for their georeference; the result is
that the independence principle is violated [8].

Another important limitation of database models for GISs is their inability
to flexibly deal with complex spatial entities and environments. This is the
case of technological infrastructures, such as communication networks, wa-
ter supply infrastructures, etc., that are usually composed of heterogeneous
components. Although current GISs allow to model these environments,
their intrinsic heterogeneity makes very difficult to query the database, re-
quiring to write very complex and unnatural queries.

In this paper, we tackle the problem of defining a spatial database model
suitable for complex and heterogeneous spatial entities. It is provided with
an algebra that guarantees the independence of queries by the particular rep-
resentation of spatial references and the closure property. To achieve this
goal, we rigorously separate the database level and the representation level;
at the database level, spatial operations can be performed on any type of spa-
tial entity, irrespective of its actual representation modality and structure; at
the representation level, the specific spatial operations to perform are chosen
by the system, depending on the actual representation of the involved spatial
objects. In this paper, we concentrate on the database level.
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In Section 2 we will review the related works, in Section 3 we will describe
an example of spatial query depending on the structure of the database that
is needed in a current GIS to perform spatial analysis. In Sections 4 and
5 the database model and the algebra for the main spatial operations are
defined, respectively; we will recall the example in Section 3 and show how
the spatial analysis is simplified by adopting the new database model and
algebra. Finally Section 6 will draw the conclusions.

2 Related Work

Two main types of approaches were proposed to incorporate in a GIS
database functionalities, hybrid approaches and integrated approaches [8].
Hybrid approaches use a DBMS to store and manage non-spatial data, and
spatial data are separately managed by either a proprietary file system (e.g.,
ARC/INFO) [6] or a spatial data manager (e.g., Papyrus [5]). Integrated ap-
proaches extend the relational data model by adding new data types (Spa-
tial Abstract Data Types, SADT) and operations to capture spatial semantics
[4,1,7,9,3].

These approaches however showed their shortcomings in real applications
as it discussed in the next section.

Some authors pointed out that a suitable approach to solve this deficiency
of GISs would be to adopt an object-oriented database model [11], and sev-
eral GISs based on an object-oriented or an object-relational database model
(that adds object capabilities to relational databases) were proposed.

As an example, the publicly available freeware package PostGIS' “spa-
tially enables” the PostgreSQL server, allowing it to be used as a spatial
database for GISs. PostGIS, used both by the open source GRASS system
(http://grass.itc.it/) and by the Open Geospatial Consortium GeoTools GIS,
follows the “Simple feature specification for SQL” (which aims at becoming
the standard extension of SQL to support storage, retrieval, query and update
of geospatial features), proposed by the Open Geospatial Consortium.

However, while these systems show that the object-oriented approach is
suitable for representing spatial references, they still keep together both the
database level and the representation level.

The work which is most closely related to this paper is [10]. The authors
propose a database model able to represent thematic maps: a map is a com-
pound object, whose components can be in turn compound; an algebra for
querying maps is provided. the model and algebra in [10]. Nevertheless, this

L http://postgis.refractions.net/
2 http://docs.codehaus.org/display/GEOTOOLS/Tutorials
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model presents some limitations: first of all, the components of a thematic
map are homogeneous, i.e., they must belong to the same class of spatial
entities; consequently, the model is unable to flexibly deal with maps com-
posed of heterogeneous components, such as the case of technological infras-
tructures. Second, the query algebra deals with nesting mainly as far as the
definition of aggregate operations over numerical attributes are concerned,
while it seems not to consider the problem of flexibly dealing with spatial
references. In formulating our proposal we had in mind the overcoming of
these problems as it will be discussed in the next sections.

3 Spatial Querying in Current Spatial Databases

In order to represent a reality in a spatial database, it is necessary to undertake
a three level abstraction process, as outlined in [2].

To clarify the dependency of the operations on the representation and
structure of spatial entities, we illustrate and discuss a simple example of
querying in a GIS based on the relational model [10]. We recall that most of
the commercial GISs are still based on the relational model and on spatial
extensions of the SQL language for querying the database.

First we consider the schema representing the administrative units in a
Country consisting of Regions and Provinces. This schema can be imple-
mented in the relational model by defining a relation for each entity.
Country(country code, country name)

Region(region code, region name, country code)
Province(province code, province name, region code, population,
geometry)

Underlined attributes identify the primary key of relations. Attribute
geometry in table Province is defined over the spatial data type
polygon; it is the spatial reference of provinces.

Notice that, in the reported schema, the spatial reference appears only at
the level of Province. This design choice avoids redundancy; however, to
obtain the spatial reference for regions, it is necessary to explicitly perform
the union of spatial references of provinces.

Let us now consider a highway network schema, which is a typical and
well known application of GISs ([8]). The geometry of a highway, a poly-
line, does not appear in the Highway relation but it appears at the level of
sections. Then, we define two relations: Highway and Section.

Highway (highway code, highway name, highway type)
Section(section code, section name, number of lanes,
city start, city end, highway code, geometry)
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Attribute geometry in table Section is of type 1ine. Similarly to the
previous case, to obtain the full spatial representation of highways, it is nec-
essary to aggregate the spatial references of all the component sections.

Consider now the request for the highways going through Italian regions.
We must specify the query reported in Figure 1.

SELECT h.highway name, s.section_code, t.region name,
OverlapsLP(s.geometry, t.geometry) AS geometry
FROM Highway AS h INNER JOIN Section AS s
ON h.highway code=s.highway code
INNER JOIN
(SELECT region_code, region_name,
RegionUnion(p.geometry) AS geometry
FROM Province AS p INNER JOIN Region AS r
ON p.region code=r.region_code
INNER JOIN Country AS c
ON r.country code=c.country_ code
WHERE c.country name='Italy’
GROUP BY region _code, region name) AS t
ON OverlapsLP(s.geometry, t.geometry) ISNOT NULL

Fig. 1. A Spatial SQL query in current GIS

Let us examine the nested query. It is necessary to obtain the spatial repre-
sentation for Italian regions: in fact, the GROUP BY clause groups together
provinces belonging to the same region. Then, for each region, it is possible
to obtain the overall spatial representation by means of the aggregate spatial
function RegionUnion. This function takes a set of polygons as arguments,
and returns the Region that contains all the input polygons. Notice that, even
though provinces are modeled as polygons, it is necessary to obtain geomet-
rical regions, since islands are not geographically connected to the rest of
their country. This shows that often queries inside GISs based on the rela-
tional model can be implemented only being aware of the model of data.

The external query combines the aggregated description of regions with
highway sections if (join condition) spatial references of sections and regions
overlap. Function OverlapLP returns the 1ine that results by overlapping
a line and a polygon, or the null value in case they do not overlap. This
function is used both to join tuples in relation s (sections) with tuples in
relation r (regions), and to produce attribute geometry. Thus, the query
returns, for each administrative region, the sections of highways that traverse
it.

Notice that to write the query, it is necessary to be strongly aware of how
spatial objects are represented. Furthermore, spatial aggregations are not im-
plicitly supported by the system, but the user is required to build complex
queries (see the nested query) to obtain the desired aggregation level.



84  Gloria Bordogna, Marco Pagani, Giuseppe Psaila

4 Model

The spatial database model that we propose borrows some notions on which
it is founded from the object oriented database model. It is based on the
notion of spatial entity, considered as a class of spatial elements sharing a
common set of attributes. This definition is the same as that of class in the
context of object oriented databases. Then, rivers, mountains, buildings cor-
respond to spatial entities. In defining a spatial database schema based on
our model, one should not be aware of the specific representation of spatial
references of the entities. In effect, the spatial reference might be defined
among spatial data types, e.g., point, line, polyline, polygon, region, etc. as
it occurs in object oriented databases for basic attributes of entities defined
among primitive types (integer, real etc.); nevertheless, different represen-
tation models can be adopted for physically representing spatial data types,
such as the spaghetti model, the network model, and the topological model
[8], for which the Open Geospatial Consortium defined several spatial oper-
ations.

In our proposal, the Representation Level deals with the actual repre-
sentation of spatial references; the Database Level deals with elementary
and complex entities, whose instances are associated with a spatial refer-
ence. A Spatial Reference is referenced by the database level by means of
a unique identifier ID; it is responsibility of the Representation Level to en-
sure uniqueness of IDs and perform all operations and transformations over
spatial references, such as union, intersection, and so on of points, polylines,
regions, etc.

4.1 Spatial Entities and Spatial Grains

Let us define the ingredients of the database model.

Definition 1: Spatial Entity. A Spatial Entity describes a particular class of
spatial elements; any two instances of the same spatial entity have the same
set of properties (attributes).

Spatial entities can be named or unnamed;, the former ones are uniquely iden-
tified by a Name, i.e. explicitly defined; the latter ones are not identified by
a name and are derived and not explicitly defined. O

Definition 2: Spatial Grain. A Spatial Grain sg is an instance of a spatial
entity as occurs in the object orirnted database model. It has both values for
attributes and a value for the spatial reference. O

In practice, a spatial entity specifies the common characteristic of an ho-
mogeneous set of real spatial elements in the world, an intensional definition;
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the real spatial elements are named spatial grains and constitute the exten-
sional definition of the spatial entity. In other words (see next definitions)
spatial entities define the schema for spatial grains. We hereafter distinguish
between Elementary and Complex spatial entities.

Definition 3: Elementary Spatial Entity. An Elementary Spatial Entity
ESE describes elementary (i.e. not compound) spatial grains. The schema
of an elementary spatial entity ESE is the tuple

Schema(ESE) : (€ : string, A: (P1. A1, ..., Py.Ap))

where £ is the (possibly missing) name of the spatial entity, A is the set of
descriptive (non spatial) attributes; each attribute is denoted as F.A;, where
P; is a prefix and A; is the attribute name; with Dom/(F,.A;) we denote the
domain of the attribute. O

In the following, given an elementary spatial entity F, we use the notations
E.A and Schema(E).A to denote the list of attributes in its schema; the
same notations hold for an entity name.

Note that attributes are identified as F,. A.i, where P, is a prefix. Although
not essential, the prefix is very useful to semantically group attributes some-
how correlated: two attributes with the same prefix describes two correlated
properties, for instance, River.ID and River .Name denotes the identi-
fier (ID) and the name of a river, respectively.

Definition 4. Complex Spatial Entity. A Complex Spatial Entity CSE
describes spatial grains obtained as aggregation of other spatial grains. The
schema of a complex spatial entity C'SE is the tuple

Schema(CSE) : (€ : String, A: (P1.A1,...,Pn.An), CE€ : {N1,...Nn})
where £ is the (possibly missing) name of the spatial entity, A is the set of
descriptive (non spatial) attributes, defined as in Definition 3. CE is a set of

entity names Nj; it denotes that a spatial grain defined over a complex entity
aggregates spatial grains defined over named entities in CE. O

Notice that /N; can be either an elementary or complex spatial entity name.
In the following, given a complex spatial entity F/, we use the notations F.A
and Schema(F).A to denote the list of attributes in the schema, while we
use the notations E.CE and Schema(E).CE to denote the set of component
entities in its schema; the same notations hold for an entity name.

Definition 5: Elementary Spatial Grain. An Elementary Spatial Grain
esg defined over an elementary entity E is a tuple
esg : [Values : (vi,...,v,), Sref : spatial reference |

where Values is the tuple with actual attribute values (with v €
Dom(P;.A.i) U{null} and P;.A; € E.A), while Sref is the spatial ref-
erence identifier (ID) of the grain. O
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In the following, given an elementary spatial grain g, we adopt the notation
g.Values and g.Sref to denote the grain’s attribute value tuple and the
spatial reference, respectively.

Definition 6: Complex Spatial Grain. A Complex Spatial Grain csg de-
fined over a complex entity F is a tuple

esg : [Values: (vy,...,v,), Components: {gx} |

where Values is the tuple with actual attribute values (with vy €
Dom(P;.A.i) U{null} and P;.A; € E.A).

Components is the set of spatial grains aggregated by the complex grain;
for each g € Components, g is an instance of an entity Fj € E.CE.
Sref, the spatial reference of the grain, is not explicitly specified, but is de-
rived; it is defined as: Sref = Uy gi.Sref for each g, € Components
(the union of spatial references is autonomously performed by the represen-
tation level). O

In the following, given a complex spatial grain g, we adopt the notation
g.Values g.Components and g.Sref to denote the grain’s attribute value
tuple, set of aggregated grains and spatial reference, respectively.

Example 1: In our model, the concepts of highway and section, as well as the
concepts of country, region and province can be modeled by the following
spatial entities. Observe that we introduce an entity named Connection,
which models connections between highways and external roads; conse-
quently, a highway is composed by sections and connections (thus, a high-
way is representative of spatial entities composed of heterogeneous compo-
nents).

Notice that the relationships between regions and provinces, and between
countries and regions are not described by means of attributes, but in terms
of composition: a Region is composed by Provinces, and a Country
is composed by Regions.

(€ : Province, A : (Province.code, Province.name,
Province.population))
(€ : Region, A :((Region.code,Region.name), CE : { Province })
(€ : Country, A: (Country.code, Country.name),CE : { Region })
(£ :Ssection, A :(Section.code,Section.name,Section.number of lanes,
Section.city start, Section.city end))
(€ : Connection, A : (Connection.code, Connection.name))
(€ : Highway, A : (Highway.code, Highway.name, Highway.type),
CE : { section, Connection }) U
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4.2 Spatial Database

Defined the concepts of spatial entity and spatial grain, we are now ready to
define the concept of Spatial Database, starting from its basic element, the
concept of Container.

Definition 7: Spatial Grain Container. A Spatial Grain Container is a
set of spatial grains defined over a given spatial entity. In particular given
a container ¢, with Entity(c) we denote the spatial entity over which the
container is defined, with Schema(c) = Schema(Entity(c)) we denote
the schema of the container (which is the schema of the entity).

The Instance of the container Instance(c) = {g¢;} is a possibly empty set of
grains g; for which it must hold that g; is-instance-of Entity(c) (the grain is
an instance of the entity over which the container is defined).

Similarly to entities, containers can be named or unnamed. O

Definition 8: Spatial Database. A Spatial Database SD B is defined by
the tuple

SDB: (&,C)
where £ is a possibly empty set of named spatial entities, while C is a pos-

sibly empty set of named spatial grain containers. To be correct, a spatial
database must meet the following condition:

Ve € C = Entity(c) € €

i.e. each container in the spatial database must be defined over a named entity
defined in the database.
£ is also called the schema of the database, while C is also called the instance
of the database (denoted as Schema(SDB) = £ and Instance(SDB) =
0). O
Example 2: Suppose that the schema of the spatial database is constituted
by entities defined in Example 1. The instance might contain two named
containers: the first one, named EU Countries represents countries in the
European Union; the second one, named EU Highways, represents high-
ways in the EU.
EU Countries = { grtaiy = [("ITA", "Italy"),{9r1taly.1---})s

gFrance = [("FR", "France"),{¢grrance,1s---}t]>---}
Grains grsqiy,; describe Italian regions, which in turns aggregates grains de-
scribing provinces, as follows.

Jrtaly,1 = [("LOM", "Lombardia"),{grom.1;--.}]
grLom,1 = [("MI", "Milano", xxx), Srefy]
grom,2 = [("VA", "Varese", yyy), Srefu]

If we consider container EU Highways, its instance might be the following.
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EU Highways =

{ga1 =[("ITA-A1", "Al", "Pay Toll"),{gai,s1,---,9AtLcl,---}],
gas = [("ITA-A4", "A4", "Pay Toll"),{ga4a,s1,...,gAdc1,.--}],
gas = [("ITA-A3", "A3", "Free"),{gassi,.--,gA1,cly---})s---}

Grains ga1,s; (and similarly for other highways) describes highway sec-
tions and connections. Some of them might be the following.
gai1,s1 = [("Al1-01", "MI-BO", 4, "Milano", "Bologna"), Srefi_oi]
gas,s1 = [("A4-01", "TO-MI", 3, "Torino", "Milano"), Srefus_oi]
gas,s2 = [("A4-02", "Milano", 3, "West Milano", "East Milano"),
Srefas—oo]
ga4,s3 = [("A4-03", "MI-BG", 3, "Milano", "Bergamo"), Srefi_os]

The same is for some grains describing connections on highway "A1".

gai,e1 = [("Al-Parma", "Parma"), Srefi_paral
gai,c2 = [("Al-Modena", "Modena"), Srefai_modena] U

5 Algebraic Operators

Once defined the database model, we are now ready to define an algebra to
derive containers from containers. The operators that constitutes the algebra
are all defined to be independent of the specific representation of grains and
to meet the closure property. The operators are inspired to classical relational
algebra operators.

5.1 Selection, Projection and Renaming

Let us start with the adaptation of the classical set of operators for selec-
tion,, projection and renaming. In particular, we define two distinct types of
projection.

Definition 9: Selection. The selection operator ¢ selects a subset of spatial
grains in a container. It is defined as follows.

Opred : ¢ — ¢ (written ¢ = opyeq (€ ))
where ¢ and ¢ are spatial grain containers, while pred is a boolean predicate
over attributes in Schema(c).A.

Schema. Entity(c') = Entity(c), both ¢ and ¢ are defined over the same
entity.

Instance. Instance(c’) = {g1,...,gq} is the set of all g; € Instance(c)
such that eval(pred, gi.Values, Entity(c).A) = true (where function
eval : pred, (vi,...,vx), (P1.A1,. .., P..Ax) — {true, false} evaluates
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the predicate pred over the values (v, ..., v) which instantiate attributes
<P1.A1, R ,PkAk>) O

Definition 10: Projection over Attributes The projection over attributes 7
projects a container over a subset of its attributes. It is defined as follows.

Tauist - ¢ — ¢ (written ¢ = 56 (€ ))
where ¢ and ¢ are containers, while attlist =< P;.Aq,..., P,.A; > (with
I > 0) is a list of attributes (with [ > 0) such that VE.A; € attlist it is
P;.A; € Entity(c).A.
Schema. ¢ is defined over a new unnamed spatial entity.
If Entity(c) is an elementary spatial entity, Entity(c) is an elementary spa-
tial entity as well, and Entity(d).A = attlist.
If Entity(c) is a complex spatial entity, Entity(d) is a complex spa-
tial entity as well, with Entity(d)).A = attlist and Entity(C").CE =
Entity(c).CE.
Instance. Given a grain ¢, g € Instance(d) if and only if 39 €
Instance(c), Vv, € ¢'.Values it is vj, = v; such that v; € g.Values
with j = Pos(P;.A;, Schema(c).A) (Pos : P.A,(P.Ay,...,Py.Ag) —
natural-number is a function that returns the position of an attribute within a
list of attributes); furthermore, if Entity(c) and Entity(d) are elementary
entities, then it is ¢.Sref = g.Sref, while if Entity(c) and Entity(c)
are complex entities, it is ¢ .Components = g.Components. O

Definition 11: Projection over Components The projection over compo-
nents 7 projects a container over grains in the Components, w.r.t. entity
names. It is defined as follows.

Tentityset + C — d (written d = Tentityset ( c ))
where ¢ and ¢ are containers defined over complex entities, while
entityset = {N1,...,N;} (with [ > 0) is a set of entity names such that
VN; € entityset itis N; € Entity(c).CE.
Schema. ¢ is defined over a new unnamed complex spatial entity.
Entity(c').A = Entity(c).A and Entity(c').CE = entityset.
Instance. Given a grain ¢}, ¢ € Instance(c’) if and only if
dg € Instance(c), such that ¢.Values = g¢.Values and
Vg, € g¢g.Components it is g, € ¢ .Components if and only if
Schema(Entity(g,)).E € entityset. O

Definition 12: Attribute Renaming The operator for attribute renaming p
renames attributes in the schema of a container. It is defined as follows.

} —— ;o
Pattlist—attlist' © ¢ — ¢ (written ¢ = pagtist—atttist (€ ))
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where ¢ and ¢ are containers, while attlist =< P;.Ay,...,P.A; > and
attlist’ =< P[.A},..., P|.A} > (with [ > 0) are lists of attributes such that
VP;.A; € attlist itis P;.A; € Schema(c).A.

Schema. Entity(c) is a newly generated unnamed entity.

If Entity(c) is an elementary spatial entity, Entity(d) is an elementary spa-
tial entity as well, and Entity(d).A = attlist).

If Entity(c) is a complex spatial entity, Entity(d) is a complex spatial
entity as well, with Entity(d).A = attlist and with Entity(c).CE =
Entity(c).CE).

Let us define attlist. For each attribute P;.A; € attlist (with len(attlist) =
[), one of the two following situations must hold: F;.A; = PF;.A;, with
P;.A; € Schemal(c). A, if P.A; & attlist; P;.A; = P;.A;-, with j =
Pos(P;.A;, attlist) and PJ’AE € attlist’, if P,.A; € attlist (Pos
P.A (P.Ax,..., Py.Ax) — natural-number is a function that returns the
position of an attribute within a list of attributes).

Instance. Instance(c') = Instance(c). O

Example 3: By means of the following expression, the user selects the Italian
highway coded "ITA-A4", but is interested only in the name and in high-
way sections (connections must be discarded); furthermore, she/he changes
attribute name Highway.type into HighWay.PayToll.

4.¢ = T{section} (
T(Highway.name, Highway.PayToll)(
2. P(Highway.type)— (Highway.PayToll) (
L O(Highway.code="1TA-A4")(EU Highways))))

First of all (line 1.), only the grain corresponding to the desired high-
way is selected. Then (line 2.)attribute Highway.type is renamed into
HighWay.PayToll. Line 3. projects over attributes Highway.name
and Highway.PayToll). Finally, line 4 projects the components over en-
tity Section. We obtain the following container (with one single grain).

d={g=1("n4", "Pay Toll"),{gass1,---} }

Here, we report the sequence of schemas produced by each line. The
schema generated by line 4. is the schema of the resulting container. Notice
that schemas in lines 2., 3., 4. are unnamed.

4. (€ :,A:(Highway.name, Highway.PayToll),
CE : { section})
3.(£:,A:(Highway.name, Highway.PayToll),
CE : { section, Connection })
2.(€£:,A:(Highway.code, Highway.name, Highway.PayToll),
CE : { section, Connection })
1. (£ : Highway, A : (Highway.code, Highway .name, Highway . type),
CE : { section, Connection })
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5.2 Un-nesting of Grains

An important issue concerning nested grains is to be able to un-nest them.
We define a basic operator, named Push-up and three derived operators.

Definition 13: Push-up of Grains The push-up of grains x extracts grains
from within the components of grains in a grain container, composing the
external and internal grains’ attributes. It is defined as follows.
T:¢c— ¢ (written ¢ =7 (¢))

where ¢ and ¢ are containers, with ¢ defined over complex entities. Given
¢, either VE € Schema(c).CE E must be an elementary entity, or
VE € Entity(c).C€ E must be a complex entity. Furthermore, VE €
Entity(c).CE, it must be Entity(c). ANE.A= 0.

If VE € Entity(c).CE, E is an elementary entity, ¢ is as follows.
Schema. Entity(c’) is a new unnamed elementary entity.
Let us denote with SCE = Sort(Entity(c).CE)) the list of component enti-
ties sorted in alphabetical order;
Entity(c).A = Entity(c).Ae (Ey.Acomp Es.Acomp ... comp E,.A)
where attlist; comp attlist;11 = attlist; e (attlist;1 — attlist;) (Where
e is the classical sequence composition operator).
Instance. Given a grain ¢, g € Instance(d) if and only if 39 €
Instance(c) and 3g € g.Components such that the following holds.
Vo, € ¢'.Values, it is v, = v;, with v; € g.Values, if P,.4; €
Schema(c').A and P;.A; € Schema(c).A; v = v;, with v; € g.Values
and j = Pos(P;.A;, Schema(g).A), if P;,.A; € Entity(c').A and P;.A; €
Entity(g).A (Pos : P.A,(P1.A1,...,P..Ax) — natural-number is a
function that returns the position of an attribute within a list of attributes);
vl = null if P;.A; € Entity(c').A and P;.A; ¢ Entity(g).A.

If E € Entity(c).CE is a complex entity, ¢ is as follows.
Schema. Entity(c’) is a new unnamed complex entity.
Entity(c').A is defined as in the previous case.
Entity(c).CE = Ug Entity(E).CE,VE € Entity(c).CE.
Instance. Given a grain ¢, g € Instance(d) if and only if 39 €
Instance(c) and 3g € g.Components such that .Values is defined as
in the previous case, while ¢.Components = g.Components. O

Example 4: Consider the following expression.
¢ =1 (EU Highways)

The expression generates a new spatial grain container whose schema and
instance are reported hereafter.
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Schema(c) = (£:, A:(Highway.code, Highway.name, Highway.type,
Connection.code,Connection.name, Section.code,
Section.name, Section.number of lanes))

Instance(c’) = { g1 =[("ITA-Al", "Al", "Pay Toll", null, null,

"Al-01", "MI-BO", 4, "Milano", "Bologna"),

Srefm—m]s
g2 =[("ITA-A1", "Al", "Pay Toll",

"Al-Parma", "Parma"

null, null, null, null, null), Sref_pamal,
g3 =[("ITA-A1", "Al", "Pay Toll",

"Al-Modena", "Modena"

null, null, null, null, null), Srefi_wodena],

!
In the schema, notice that all attributes in the nested grains are pushed-up;
attribute prefix is then useful to distinguish different attributes with the same
name. In the instance, from the initial grain of highway "Al" we obtain
three grains: g; describes a section, while ¢ and g3 describe connection
(obviously, the set is not completed). O

Now three derived operators are defined, called selective push-up, extrac-
tion, selective extraction; the later two unnest grains loosing external grains’
attributes.

Definition 14: Selective Push-Up. The selective push-up of grains T ex-
tracts grains from within the components of grains in a grain container,
in such a way only grains defined over a sub-set of component entities are
pushed-up. It is defined as follows.

Tentityset re—d (Written d = Tentityset ( ¢ ))
where ¢ and ¢ are containers, with ¢ defined over complex entities. Given
either ¢, VE € (Entity(c).CE Nentityset) E must be an elementary entity,
or VE € Entity(c).CE€ E must be a complex entity. Furthermore, VE €
Entity(c) — CE, it must be Entity(c). AN E.A = 0.
d = Tentityset (C) =1 (Trentityset (C))

|

In practice, this operator allows to select a subset of entities, in order to
extract only grains defined over these entities.

Definition 15: Extraction of Grains The extraction of grains y extracts
grains from within the components of grains in a grain container, loosing
external grains’ attributes. It is defined as follows.

X :c— ¢ (written d = x (¢))
where ¢ and ¢ are containers, with ¢ defined over complex entities. Given
either ¢, VE € Entity(c).CE E must be an elementary entity, or VE €
Entity(c).CE E must be a complex entity.

d = x(c) = maist(T (€)).
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where attlist = Entity(] (c)).A — Entity(c).A. O

Definition 16: Selective Extraction. The extraction of grains Xpyityset
extracts grains from within the components of grains in a grain container.
It is defined as follows.

Xentityset re—d (Written d = Xentityset ( c ))
where ¢ and ¢ are containers, with ¢ defined over complex entities. Given c,
either VE € (Entity(c).CE Nentityset) E must be an elementary entity, or
VE € Entity(c).CE E must be a complex entity.

d = Xentityset(c) = X(T‘—entityset (C))
Since x is in turn a derived operator, we obtain X.ptityset(C) = Tartist (T
(Tentityset(€))), where attlist = Entity(7 (c)).A — Entity(c).A. O
In practice, this operator allows to select a subset of entities, in order to
extract only grains defined over these entities.
Example 5: Let us continue Example 4. The expressions
= T{Section}( EU Highways ),
co = x( EU Highways ), c3 = X{Section}( EU Highways )
generates three containers ¢, co and cs, hereafter reported. The reader can
see that: the selective push-up operator extracts only grains defined over en-
tity Section (attributes of entity Connection are not reported); the grain
extraction and selective grain extraction operators behave similarly to push-
up operators, but attributes of entity Hi ghway are automatically discarded.
Schema(ci) = (£ :, A:(Highway.code, Highway.name, Highway.type,
Section.code, Section.name, Section.number of lanes))
Instance(c’) = {g1,1 = [("ITA-Al", "Al", "Pay Toll", "Al-01",
"MI-BO", 4, "Milano", "Bologna"), Srefai_oi],
)

Schema(cz) = (£ :, A:(Connection.code,Connection.name,
Section.code, Section.name, Section.number of lanes))
Instance(c’) = { g21 = [(null, null, "Al-01", "MI-BO",
4, "Milano", "Bologna"),Srefi_oi,
92,2 = [("Al-Parma", "Parma", null, null,
null, null, null),Srefai—parmal,
92,3 = [("Al-Modena", "Modena", null, null,
null, null, null),Srefai mwedenal--- }

Schema(c2) = (£:, A:(Section.code,Section.name,
Section.number of lanes))
Instance(c’) = {gs1 =[("Al-01", "MI-BO", 4, "Milano", "Bologna"),
Srefm_m], } O
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5.3 Overlay Operator

The overlay operator performs the operation also known as spatial join; it
allows to combine containers based on the spatial intersection of grains.

Definition 17: Overlay. The overlay operator > combines two spatial
grains in two containers, having a common spatial intersection. It is defined
as follows.

DI:c1,cg — ¢ (written ¢ = ¢ X ¢p)
where ¢; and ¢, are containers such that Entity(c;)..AN Entity(cy).A =0

Schema. Entity(c') is a new unnamed elementary entity.

It is Entity(d).A = Entity(c1).A e Entity(cs).A.

Instance. Given a grain ¢}, ¢} € Instance(c’) if and only if there exist two
grains g; € Instance(cy) and g2 € Instance(cz) such that
Overlap(g1.Sref, go.Sref) = true (Overlap is a boolean function that
returns true if two spatial references overlap).

For each v} € ¢’.Values, the following two alternatives must hold: ¢} = v;,
with v; € g1.Values, if i < len(Entity(c1).A); v; = v;_r), With
v(i—r) € g2.Values,ifi > len(Entity(c1).A) (L = len(Entity(c1).A)).
g'.Sref = Intersection(g1.Sref, go.Sref) (function Intersection gen-
erates a new spatial reference corresponding to the intersection of the operand
spatial references). O

Example 6: Consider the SQL query in Figure 1. With our operators, we ob-
tain the following equivalent formulation, that extracts the sections of high-
ways traversing Italian regions.

/ p—
4. ¢ = T(Highway.name, Section.code, Region.name) (

L. ("(Highway.name, Section.code) ( T{Section} (EU Highways) ) )
3 >

2. (X (o(country.name = "Italy")(EU Countries))))

The query is extremely simple. Line 1. pushes up grains defined
over entity Section from within highways (see Example 5), and
projects the resulting container only on attributes Highway.name and
Section.code.Line 2. selects the grain describing Italy from within con-
tainer EU Countries, then extracts grains describing Italian regions. The
containers (highway sections and Italian regions) are joint by line 3.: a grain
in this new container describes a piece of highway section traversing a spe-
cific region; each grain has a new generated spatial reference that geograph-
ically describes the intersection of the original section with the region area.
Observe that it is not necessary to specify how to compute the region area:
this is automatically done by the system. Finally, Line 4. projects the con-
tainer only on the desired attributes. A sketch of container ¢ is the following,
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where Sref, Sref, and Sref} are new spatial references resulting from
the intersection of joined grains.

Schema(c’) = (£:, A:(Highway.name, Section.code, Region.name ))
Instance(c’) ={g; =[("A1", "Al-01", "Lombardia"),Srefi],

g =[("A4", "A4-01", "Lombardia"),Srefs],

g =[("A4", "A4-02", "Piemonte"),Srefs],...} d

5.4 Set-Oriented Operators

Finally, we redefine the classical set-oriented operators.

Definition 18: Union, Intersection, Difference. The union, intersection
and difference operators combines two containers having the same set of
attributes. They are defined as follows.

U:cr,ca — ¢ N:ci,cg — ¢ /:c1,c0 — ¢
where ¢; and c¢; are containers such that Schema(c).A = Schema(cs). A
Schema. ¢ is a container of elementary grains, i.e.
Schema(cd') = Schema(Entity(c)) = (A : (P1.Ay,. .., Py.Ap)).
It is Schema(cd). A = Schema(cy).A.

Instance. In case of wunion, Instance(d) = ¢(Instance(cy) U
Instance(ca)).
In case of intersection, Instance(d) == ¢(I), where I = {g;} such that

either g; € Instance(cy) and 3 g € Instance(cg) such that g;.values =
g.values, or g; € Instance(cy) and 3 g € Instance(c;) such that
g;.values = g.values.
In case of difference, Instance(d) = ¢(D), where D = {g;} such that g; €
Instance(cy) and A g € Instance(cz) such that g;.values = g.values.
¢ is a function that fuse into one single grain all grains with the same at-
tribute values, i.e. given a set of grains {¢i, ..., gx} such that g; .values =
. = gx.values, they are fused into an elementary grain g such that
g.values = g;.values and g.Sref = fusion(g;.Sref,...,g;.Sref)
(with fusion we mean the spatial transformation that generates one single
spatial reference obtained fusing the k spatial references). O

In practice, all grains having the same attribute values are fused together
into a unique elementary grain; in particular, the union fuse all grains in both
operands, the intersection fused together grains if and only if they are in both
the operands.

The reader can easily verify that, based on the previous definition, the
intersection can be derived as ¢;Nca = (c1Uca)/[(c1/c2)U(c2/c1))]

Example 7: Suppose we have a database that describes in which European
regions languages are spoken. By performing a few queries, we might obtain
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the following containers, one describing languages spoken in French and one
languages spoken in Switzerland.

France ={ gr1 = [("French"), Sref,] }
Switzerland = { gs,1 = [("French"), Srefs], gs2 = [("German"), Srefs],
gs,;3 =[("Italian"), Sref4]}

By means of the set-oriented operators, the union obtains where French, Ger-
man and Italian are spoken in France and Switzerland (Sref ' is the fusion
of Sref; and Srefs,), the intersection obtains where French is spoken in
both countries and the difference obtains where languages not spoken in
France are spoken in Switzerland.

France U Switzerland =
{gv1 =[("French"),Sref’], gs> = [("German"), Srefs],
gs,3 = [("Italian"), Sref4]}
France N Switzerland ={gs1 = [("French"), Sref’]}
Switzerland / France =
{gs2 =[("German"), Srefs], gs;3s = [("Italian"), Sref4]} U

6 Conclusions and Future Work

The proposed database model is able to represent complex spatial entities,
composed of possibly heterogeneous entities; this is the case of common
environments, such as technological infrastructures. Nevertheless, the rigid
separation between the database level, and the representation level (where
actual spatial references are represented) allows us to define a query alge-
bra that is independent of spatial reference representations, simple to use
and able to flexibly deal with complex entities composed of heterogeneous
components.

The algebra is defined in such a way it meets the closure property; fur-
thermore, by writing simple expressions, it is possible to perform complex
queries over the database. The algebra of the most common spatial opera-
tions have been also formalized so as to meet the closure property: in fact,
all the operators works on spatial grain containers, thus remaining in the
same data model.

Examples, discussed through the paper, show the use of the various spa-
tial operators; furthermore, they show that the proposed algebra allows the
specification of simple queries, even though complex entities are queried.

The next step of the work is the definition of the interface between the
database level and the representation level, for which we plan to exploit a
current spatial DBMS.
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Abstract

Many emerging applications of location-based services continuously
monitor a set of moving objects and answer queries pertaining to their lo-
cations. Query processing in such services is critical to ensure high per-
formance of the system. Observing that one predominant cost in query
processing is the frequent accesses to the database, in this paper we de-
scribe how to reduce the number of moving object to database server
round-trips by caching query information on the application server tier.
We propose a novel-caching framework, named QACHE, which stores
and organizes spatially-relevant queries for selected moving objects.
QACHE leverages the spatial indices and other algorithms in the database
server for organizing and refreshing relevant cache entries within a config-
urable area of interest, referred to as the cache-footprint, around a moving
object. QACHE contains appropriate refresh policies and prefetching algo-
rithms for efficient cache-based evaluation of queries on moving objects.
In experiments comparing QACHE to other proposed mechanisms,
QACHE achieves a significant reduction (from 63% to $99%) in database
roundtrips thereby improving the throughput of an LBS system.

Key words: location-based services, query processing caching
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1 Introduction

Location-based services (LBS) [10] typically operate in a three-tier archi-
tecture: a central database server that stores past and current locations of
all moving objects, applications that register to the database server their
queries that are pertaining to the moving objects locations, and a set of
moving objects that continuously change their locations (as shown in
Fig. 1). As moving objects report their changing locations periodically,
new answers are delivered to the applications when certain criteria are met.
These queries on moving objects may contain predicates on the spatial lo-
cations as well as any other non-spatial attributes associated with the mov-
ing objects.

Moving Objects Application Server Database Server

“—-_---
Location

— Moving Objects
update __- — A
e - Spatial Queries
Business Rules
7
il L a e
L (0) W T
@ —  Location

__ Subscribe

“ Notification
Application
Application User/Service
Server subscriber

Fig. 1. Location-Based Services

Consider the following motivational scenario: a LBS system for local
restaurant promotion sends appropriate restaurant information to nearby
tourists. A registered restaurant specifies an area around its location using
a spatial predicate (e.g., within-distance operator in commercial spatial da-
tabases: see [5] for more details) and restricts promotions only to tourists
(identified by checking for “area_code != restaurant_area_code”) who are
interested in its specific type of food (specified by predicate
“user_food_interest == Chinese”). [12] describes how to specify such que-
ries in Oracle database. Upon location updates of all mobile users, the LBS
system must quickly decide whether one (or more) user matches all query
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criteria of a registered restaurant so that the promotion message can be sent
before he/she travels out of the target area.

A critical problem about answering such queries in LBS is that any de-
lay of the query response may result in an obsolete answer, due to the dy-
namic nature of the moving objects (in our example, tourists). This re-
quires highly efficient query evaluation. On the other hand, while moving
objects frequently report their location updates to the database server,
many of the updates do not result in any new query answer. Take the
above scenario as an example, the service system receives location updates
from all tourists once every minute; it is too expensive to evaluate all loca-
tion updates against the query criteria of all registered restaurants in the
database server. Yet it is not necessary to do so because each query in-
cludes both spatial criteria and non-spatial criteria [8, 12] and an answer
update should be delivered only if both criteria are met, e.g., location up-
dates of tourists preferring Indian cuisine need not be evaluated even if
they are in the area of Chinatown; likewise, location updates of tourists
that are too far away from Chinatown need not be evaluated even if they
do like Chinese food. In summary, query evaluation against irrelevant up-
dates should be avoided as much as possible to reduce database burden and
average response time.

To improve the performance of LBS on the delivery of in-time query
answers, we focus on reducing query evaluation cost by minimizing the
number of database accesses and the amount of computation required dur-
ing evaluation. One effective technique toward this goal is to cache rele-
vant data for fast answer delivery. In a three-tier LBS system, caching can
be achieved on any of the three tiers.

* On the mobile devices of end users: queries are assumed to be issued
by mobile users asking about its vicinity; when a user issues a query, the
received answers are stored and used for answering future queries since
spatial queries issued by the same mobile user usually exhibit high spa-
tial locality. Unfortunately, this approach can only be used to cache ob-
jects that are static. Moreover, it highly relies on the tight processing
and storage ability of the mobile devices and thus is not widely applica-
ble.

* On the database server: most frequently referenced data and most fre-
quently executed query plans can be cached by the database server to
improve the performance of query processing. However, this approach
increases burden on the already heavily loaded database server with
large volume of incoming location updates [13].
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* On the middle-tier, i.e., application server: relevant data items can be
stored in the application server that serves as an external cache. When
location updates are received, the application server can frequently use
the cached data to process the updates and respond to the application
users efficiently; location updates that cannot be evaluated are for-
warded to the database for further processing.

In this paper, we adopt the third approach because it has the following
advantages: (1) caching on the application server does not rely on the lim-
ited processing and storage ability of end users and it does not impose ad-
ditional burden on the database server; (2) the application server can effec-
tively cache data coming from heterogeneous sources to a single applica-
tion; (3) the application server can provide caching for each moving object
and this granularity is usually desirable in LBS, because a moving object
may frequently be monitored for a series of events; and (4) the application
server can filter out many of the updates that will not result in any new
query answer and thus avoid unnecessary database accesses.

We present QACHE, a dynamic query-caching framework on the appli-
cation server in LBS. This framework builds and improves on existing re-
search solutions based on safe distance [7]. The main goal of QACHE is to
improve the system performance in spatial query monitoring. To achieve
this goal, QACHE identifies the most relevant spatial queries for the mov-
ing objects (in the sense that the upcoming location updates may result in
new answers to these queries), and cache information of these queries in
the application server. QACHE has the following characteristics:

* The items cached are not the moving objects but are the pending spatial
queries pertaining to the moving objects. Since moving objects update
their locations frequently, caching their locations would involve fre-
quent cache replacement and update, and introduce significant over-
head. In contrast, pending spatial queries are relatively stable' and
should be cached to improve query response time.

* The granularity of the cache is per moving object, i.e., session-wise. The
cache entry for a moving object stores queries that are interested in the
moving object and are close to its current location. In addition, different
sessions can share queries in the cache to minimize the storage require-
ment.

! The pending spatial queries may also change due to insertion or deletion, or
modification to the query patterns etc. However, these changes occur much less
frequently than the location updates.
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* For a given moving object, only those queries that match the non-spatial
(static) predicates can be cached in the cache entry.

e The queries cached are carefully organized to support efficient access
for query answer update. In the cases where database access is neces-
sary after cache access, the number of disk accesses can still be reduced
by using the information stored in the cache.

* QOur cache is dynamically updated as moving objects change their loca-
tions, so that queries that become farther away from a moving object are
removed from the cache to make space for queries that get in the vicin-
ity of that object.

* We propose the concept of cache-footprint for a cache entry, which is
configured in terms of the minimum time interval between consecutive
updates of the cache entries. This is represented as a distance D, from

the location of the moving object based on its known maximum velocity
(D, = refresh_interval x max_velocity ). For a fixed size of the cache

entry, QACHE employs a two-pronged approach of storing the closest
queries in true detail and the rest of the queries in cache-footprint region
as approximations. The queries in true detail provide exact answers for a
moving object whereas the approximated query regions reduce the false-
positives. This two-level filtering improves the cache-effectiveness
thereby increasing the throughput of the LBS system.

The rest of this paper is organized as follows. Section 2 presents the re-
lated work. Section 3 describes the main components of QACHE and Sec-
tion 4 elaborates on its implementation details. Section 5 describes our ex-
perimental evaluation results. Finally, Section 6 concludes the paper.

2 Related Work

Various techniques have been proposed to efficiently process spatial que-
ries in LBS. The main approaches can be categorized as follows: (1) re-
ducing the amount of computation when location updates are received by
grouping pending queries using grid or similar indexing structures and
conducting spatial join between moving objects and pending queries [6];
(2) reducing the number of queries performed by introducing safe dis-
tance/region for moving objects [7]; and (3) reducing the number of disk
access by building a query index for all pending queries [7]. Unfortu-
nately, the above techniques either focus on optimizing the performance
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within the database and hence fail to make use of the processing and stor-
age power provided by the middle-tier, or have certain constraints on real-
istic applications. For example, many of the frequent location updates from
the moving objects will not generate any new query answer and it is thus
unnecessary to evaluate the pending queries against these updates.

Caching has been extensively studied in the area of operating systems,
web information retrieval and content delivery networks. For example, the
middle-tier data caching products developed by Oracle [3] was designed to
prevent the database from being a bottleneck in content delivery networks.
The main idea is to cache data outside of the database server to reduce da-
tabase access load. QACHE differs from the traditional caches in that the
items cached are queries instead of data. More importantly, the cached
data is carefully organized for efficient access to minimize overhead. Re-
cently, caching has also been applied to the area of mobile computing. The
prevailing approach is to cache received answers at the client side for an-
swering future queries. A Furthest Away Replacement (FAR) cache re-
placement policy was proposed in [9] where the victim is the answering
object furthest away from the moving object's current location. Proactive
caching for spatial queries [4] extends the caching granularity to per query
object level. The compact R-tree presented in this work facilitates query
processing when the cached item cannot answer the query. We use a simi-
lar approach in QACHE that treats both the database (query) index and the
query data as objects for caching and manage them together to reduce the
cache miss penalty.

3 Overview of QACHE

In this section we first briefly state the assumptions held when building the
QACHE framework and provide an overview of the architecture and main
components of QACHE. We then describe how QACHE handles location
updates and maintains correct query answers.

3.1 Assumptions

The basic assumptions of QACHE are as follows:

1. Moving objects have the ability to determine their current location
through GPS device. They also have the ability to communicate
with the server periodically to report their location updates.

2. The only constraint on the motion of moving objects is that they
are subject to a maximum speed.
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3. All moving objects report their location updates to the server syn-
chronously. Please note that this assumption simplifies our simula-
tion and performance analysis, but is not necessary for QACHE to
function correctly.

4. The queries stored in the database are indexed using spatial indi-
ces, such as the R-tree [1, 5].

3.2 System Architecture

Location Update
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CSession Manager)—o( Cache Sweeper )
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Fig. 2. System Architecture

As illustrated in Figure 2, QACHE has five main components: an inter-
face that accepts location updates from moving objects, a session manager
that manages the safe distance for each connected session (moving object),
a cache manager that manages the cached contents for selected sessions, a
shared storage manager that actually stores the spatial queries loaded from
the database, and a cache sweeper that evicts invalid entries and prefetches
new entries into the cache.
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e Session manager: The session manager maintains a look-up directory
that keeps, for each moving object, current location, a reference location
called the base location, the safe distance from the reference location
which is defined as the distance to the closest query region [7] and meta
information about the corresponding cache-entry (such as cache-
footprint if relevant). This look-up directory is indexed for efficient ac-
cess. For objects that do not match any non-spatial predicates in any
query the safe distance is set to infinity. The session manager could also
maintain a location-logger that records all location updates and has them
flush back to the database periodically.

* Cache manager: For each selected moving object, its cache entry con-
sists of all relevant query regions in true detail/approximation. The
cache manager manages such entries for moving objects whose safe dis-
tance does not exceed the cache-footprint. Due to memory constraints,
the cache manager may create cache entries only for a subset of such
moving objects based on their probability of being relevant to a query as
described in Section 4.

* Shared storage manager: While the cache manager maintains cache
entries for selected moving objects on a per session basis, it does not
store the actual cached queries. Instead, all cached queries are managed
by the shared storage manager to avoid duplication and thus save mem-
ory space. This is because a single query may be interested in multiple
moving objects and hence may be cached more than once in QACHE.
When a cache entry is accessed from the cache manager, a pointer is
provided to visit the shared storage manager where the actual query is
stored.

* Cache sweeper: The purpose of the cache sweeper is to refresh cache
entries, evict invalidated cache entries and prefetch new entries that are
not currently in the cache manager. Cache sweeper may refresh a cache
entry for a moving object as it approaches boundary of the cache-
footprint (refer to Section 4.2) and prefetch those prospective queries
into QACHE. The refreshed/prefetched cache entry will center on the
latest location of the moving object, i.e., within D,,,, distance from the
latest location. Note that although prefetching introduces extra accesses
to the database server, the operation is performed asynchronously thus
the disk access is not on the critical path for query evaluation. Instead,
when the prefetched queries do need to be evaluated against the next lo-
cation update, no database access is necessary because those queries are
already in QACHE thanks to prefetching. The cache sweeper can be
implemented as background process that operates cooperatively with the
cache manager.
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3.3 Processing Location Updates

Figure 3 illustrated how QACHE handles location updates. When a loca-
tion update from a moving object is received, the session manager first ex-
amines its look-up directory and checks whether the moving object is a
new session. If so, the moving object is registered to the session manager,
and the location and maximum speed of this moving object are used to
query the database server for query evaluation and safe distance calcula-
tion. The safe distance calculated is then inserted into the look-up directory
for future updates. If the calculated safe distance is less than the cache-
footprint for the moving object, the corresponding cache-entry is created
and inserted into the cache manager. On the other hand, if the location up-
date is from an existing session, the session manager first examines its
lookup directory and checks whether the moving object is still in its safe
distance. If so, nothing needs to be done. Otherwise, the corresponding
cache-entry is accessed to decide if this moving object has entered any
query region. Note the cache entry has query regions in true detail or in
approximate form.

Location Update

Session in
look-up directory

Query the
Database

!

Compute Safe

NO

Within safe
distance

Distance
Query the cache
l Do nothing
Update look-up
directory
NO YES
Within cache
footprint
YES Update query Access database
answer server
Build Cache Entry
l A J
—( Update/Invalidate/Evict/Prefetch cache entries

Fig. 3. Handling Location Updates in QACHE
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For all true-detail query regions that the moving object matches, the
query results are propagated to the application. For the matching approxi-
mate query regions, additional processing is performed in the database tier.
This database processing is also required when a cache entry is missing
(due to memory constraints, or invalidation by the cache sweeper).

In summary, when a new query is registered to the system, it is initially
stored in the database and evaluated against all moving objects in the look-
up directory of the session manager. A cache entry may be created, or an
old cache entry may be replaced by the cache sweeper.

4 Design and Implementation of QACHE

This section elaborates on the design and implementation of three key
components of QACHE, i.e., session manager, cache manager, shared
storage manager. We describe: (1) how session manager maintains the safe
distance for each moving object; (2) how cache manager selects moving
objects and maintains a cache entry for each selected object to support ef-
ficient evaluation on location updates; and (3) how cached items are man-
aged by shared storage manager and shared across selected moving objects
to avoid duplication.

4.1 Maintaining the Safe Distance

The safe distance is the minimum distance within which a moving object
will not enter any query region. Location updates of a moving object that
are not beyond the safe distance need not be evaluated against any query,
which indicates that the safe distance can serve as a filter in query process-
ing.

When a moving object first registers to the application server, an initial
safe distance is calculated for it by performing a nearest neighbor search
on queries from the database server; the safe distance is then stored in the
look-up directory of session manager. When a cache entry is created for
this moving object, depending on the cache replacement policy such as
LRU, the new safe distance must be recalculated and updated by the cache
sweeper that mediate between the session manager and the database.
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4.2 Building a cache entry

For each moving object, its corresponding cache entry (if presents) stores
selected queries that are interested in the object. The selection of queries is
decided by: the QACHE refresh period (QRP), i.e., the time interval be-
tween two consecutive cache updates, the maximum speed of the moving
object V_ _ and the cache entry size B, i.e., the maximum number of items
that can be stored in each cache entry.

QACHE attempts to cache queries within the cache-footprint of the
moving object. Cache-footprint is described by a maximum distance D _

(see Eq. 1):

Dmax =Vmax XQRP (1)

Ideally, any query within distance D_, to the moving object should be
cached since the moving object is very likely to enter the query region be-
fore the next cache refreshing. However, if the number of such queries ex-
ceeds the maximum size B of each cache entry, QACHE can't possibly
cache all queries in full detail and has to aggregate some of them. Based
on our assumption 4 in Section 3.1, queries are indexed using an R-tree in
the database and hence the internal nodes of the R-tree can be used as an
approximation of query aggregation.

As a consequence, each cache entry with a capacity of B stores two
categories of items: (1) query regions that are stored in true detail: any
moving object that satisfies such query regions is a true-positive match. A
hit on this cached item indicates the moving object is a query answer; (2)
query regions that are stored using approximations: any moving object that
satisfies any such query approximations could be a false-positive. Addi-
tional processing needs to be done for such queries in the database. Mov-
ing objects not intersecting either category of regions is a true-negative
and no further processing is required. This multi-category-based filtering
serves as the backbone for the performance of QACHE in pending query
evaluation.

To efficiently process location updates, QACHE organizes the cached
items of each cache entry using an in-memory R-tree, i.e., the content of
each cache entry is the internal nodes of the R-tree, while the actual cached
items are managed by the share storage manager (please refer to Sec-
tion 4.3). The algorithm used in QACHE for the construction of a cache
entry is presented below. The algorithm starts by descending the query-
index tree in the database from root and recursively explores child nodes
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that may contain eligible objects. A priority queue stores all nodes that are
within distance D_, of the moving object. When a node is met, its chil-
dren are enqueued; when a query object is met, it is added to a query list
given that the non-spatial criteria of the query are also satisfied. This proc-
ess terminates when the total size of the priority queue and the query list
reaches the cache entry capacity B, or when the priority queue becomes
empty. The query list stores all queries that are explicitly cached and the
priority queue stores all cached nodes that aggregate the rest of eligible
queries.

Algorithm 1 Create a cache entry
Input: Query-index tree in the database R, location {x, y}, maximum speed V,,4x, QRP,cache
entry size B
Output: Cache tree R
1: Priority queue Q <= 0, query list L <= 0
2: Dpax <= Vinax X ORP
3: Enqueue(root(R))
4: while Q not empty AND (Q.size() + L.size()) < B do

5: e <dequeue(Q)
6: if ¢ is a leaf node of R then
7: ¢ < e’s closest child to {x, y}
8: e <= ¢ — ¢, // remove the child from the node
9: if distance(c,{x,y}) < Dyax AND Expression(c) evaluates to ’true’ then
10: Enqueue(c)
11: end if
12: if e not empty AND distance(e,{x,y}) < Dy then
13: Enqueue(e)
14: end if
15:  elseif e is an internal node of R then
16: ¢ < ¢’s closest child to {x, y}
17: e <= e — ¢, // remove the child from the node
18: if distance(c,{x,y}) < Djqx then
19: Enqueue(c)
20: end if
21: if e not empty AND distance(e,{x,y}) < Dpqy then
22: Enqueue(e)
23: end if
24:  else {// e is a qualifying query object}
25: Add eto LC
26:  endif
27: end while

28: Create R-tree R from objects in Q and L
29: return R
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For example, in Figure 4, O is the current location of a moving object
for which a cache entry is to be constructed. 7 is the root of the database
R-tree with three children: I, I,, and I,. The circle illustrates the region
that is within distance D_, to the moving object; queries that intersect this
region should be explicitly or implicitly cached. Suppose that the cache en-
try size B is set to five. I is first dequeued, it's three children are then ex-
amined. Only I, and I, are enqueued because they are within D_,_ (Step
2). 1, is then dequeued and its three children are added to the query list
(Step 3, 4, 5). So far, four items are cached: Q,, O,, O, in the query list
and I, in the priority queue. Subsequently I, is dequeued; its closest child
O, is added to the query list, while Q,and Q,are re-aggregated to a new
node which is put back to the priority queue (Step 6). At this time we have
exactly five items in total: Q,, Q,, O, and Qs in the query list and Q, + O,
in the priority queue. These five items are then used to build a in-memory
R-tree for the cache entry

Stepl  Step2  Step3  Step4 StepS  Step6

Priority +0, ’ ) o+ Qs
R R ] T ke

queune

Query Q. Q.
fist H

CR|e

Q

Q
Q
Qs

Fig. 4. Example: Create a Cache Entry

4.3 Sharing Cache Contents Among Sessions

One novelty of QACHE is its session-wise granularity. When a location
update is received, it need not be evaluated against all queries in the cache
because queries that are interested in this particular moving object are al-
ready selected into its own cache entry. Unlike conventional approach, this
prevents the non-spatial predicate of a query to be evaluated every time:
the non-spatial predicate is evaluated exactly once when the cache entry is
create, while the spatial predicate may be evaluated on every subsequent
location update.

However, this session-wise granularity has its own deficiency: potential
waste of memory space. A query may be interested in multiple moving ob-
jects, and hence may be cached in multiple cache entries. To solve this
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problem, we implemented a shared storage manager that actually holds the
data cached in memory. Each cache entry only stores pointers to the corre-
sponding slots in the shared storage manager. This guarantees that only
one copy of each query/node is kept in memory at any time.

The shared storage manager is implemented as a hash table that is a tu-
ple of index, data, and a reference counter. When a query or an intermedi-
ate node is selected for caching, only its index is stored in the cache entry.
The actual data, i.e., the geometry of a query or the minimum bounding
box (MBB) of an intermediate node, will be stored in an entry in the stor-
age manager based on the index. During a query evaluation, the storage
manager identifies the location of the data using a hash function and the ID
of the query/node as a hash key. When the storage manager receives a re-
quest for a data insert, it first checks whether the data already exists. If so,
the storage manager increases the reference counter by one; otherwise, a
new entry is created. When a cache entry is evicted, all queries/nodes
cached will have their reference counter decreased by one. When a counter
becomes zero, the actual data can be safely removed from the shared stor-
age manager.

5 Performance Evaluation

We have built a simulation environment for QACHE with the Java pro-
gramming language. We compare QACHE with two other approaches: (1)
the naive approach where location updates are directly sent to the database
server and evaluated every time; (2) the safe distance approach (SD)
where only safe distance is used to reduce number of query evaluation. We
examined the number of disk accesses to the database (R-tree) as well as
storage requirement of each approach. With the experimental data, we also
analyzed the processing time of different approaches to demonstrate the ef-
ficiency of QACHE.

5.1 Simulation Setup

Using our own data generator modified from the GSTD tool [11], a data
set is generated that simulates a mobile environment where N objects
moves following the Random Waypoint Model [2], a well accepted model
in the mobile computing community. Each object starts at a randomly se-
lected location in the region of [0...1, 0...1], moves for a period randomly
generated between [0, QRP] at a speed randomly selected between [O,
ORP], and sends its new location to the application server at time QRP; af-
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ter this the same process repeats. When an object hits the boundary, its
moving direction is adjusted to guarantee constant number of moving ob-
jects in the simulation space. The query workload contains 1000 queries
that are evenly distributed in the simulation space; currently only static
range queries are considered.

In our simulation, new location updates from all N objects are collected
at the same time and processed before the next round of location updates
arrives. Our simulation processes 5000 rounds of location updates. All ex-
periments were performed on a 3.0 GHz Pentium 4, 1 GB memory work-
station running Windows XP SP2.

5.2 Disk Access and Memory Requirement

We conducted three sets of experiments where the number of moving ob-
jects (N, ) grows from 1000 to 10000. In each set, we varied the number
of cache entries (N, ) from 5% to 20% of (N,,, ). The cache entry capac-
ity B, i.e., the number of cached items in each entry, is set to 10. A fixed
number of queries (1000) are organized in the database server as an R-tree,
the size of which is 640KB excluding the non-spatial predicates. For the
three approaches (in short, naive, SD, and QACHE), we collected the ex-
pected number of disk page accesses ( E(dpa)) to the database index R-
tree on every round of location updates. We also recorded the memory re-
quirement and the cache hit ratio when applicable. The performance of
QACHE and the other two approaches are presented in Table 1.

Table 1. Disk access and memory requirement of the three different approaches

N 1000 5000 10000

m.o.

50 100 200 250 500 1000 500 1000 2000

naive | 3626 3626 362618255 18255 1825536191 36191 36191
E(dpa) SD 374 374 374| 2051 2051 2051 4009 4009 4009
QACHE| 137 49 20 754 193 701310 353 15

c.e.

naive
SD - - - - - - - - -

QACHE| 560, 85% 99% | 54% 88% 99% | 56% 89% 99%

Cache hit
ratio

Memory | naive
requirement| SD | 4000 4000 4000 {20000 20000 20000 40000 40000 40000

(Byte) | QACHE| 1583 18035 24200 |52074 73773 93805 |93850 124740 150021
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Compared to the safe distance approach, QACHE reduces by E(dpa) at
least 63%. In each set of experiments, E(dpa) for the other two ap-
proaches remains constant for a given number of moving objects, but de-
creases significantly for QACHE when the number of cache entries is de-
creased. When N_, is 20% of N, , the expected disk page accesses is
almost negligible. This is because almost all query evaluation can be com-
pleted by QACHE and only a few disk page accesses are generated from
false-positive hits in the cache.

Another major observation from Table 1 is that QACHE is scalable in
terms of memory storage requirement. We recorded the total number of
bytes required by the look-up directory, cache manager and the shared
storage manager; the results indicate that the total memory requirement
does not grow in proportion to the number of moving objects. Moreover,
considering the total size of query R-tree in the database, QACHE is
highly efficient in utilizing memory space and providing a high hit ratio.

5.3 Processing Time

While the number of disk accesses is an important criteria when evaluating
the effectiveness of QACHE, a quantitative analysis is necessary to decide
the exact performance improvement. In this section we demonstrate the
overall speed up that QACHE can achieve in query evaluation over the na-
ive approach and the safe distance approach. In our analysis, the following
terms are frequently used: (1) disk page access time 7, ,; (2) memory ac-
cess time 7T, ; (3) query evaluation time 7, , and (4) the height of the
query R-tree in the database H,,. For simplicity, we assume that an access

to the query R-tree in the disk reads 0.75xH,, disk pages. We also assume

that the cache entry R-tree has a fan out of 2, thus the in-memory cache R-
tree has a height of log, B. The average response time to a location update
can be calculated as follows:
* Naive approach:

Tnaive =0.75x HQ X (Teval +Tdisk) (2)

» Safe distance approach: assuming that in each round of location updates,
10% are beyond the safe distance so that database accesses are required,
the average response time is:

Ty = Toem + 0.1x0.75x% HQ X (Teva| +Tdisk) ®)
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* QACHE: assuming that N, is 20% of N, , then only 0.2% of the lo-
cation updates will result in database access (see Table 1), the average

response time is:
Toache = Tmem +0.75x 10g, B x (T,

0.002x 0.75x H x (T,a + Tige) @

val +Tdisk) +

Based on a reasonable estimation of the relative parameters presented in
Table 2, QACHE achieves a 498 times speed up over the naive approach
and a 50 times speed up over the safe distance approach.

Table 2. Estimations of the required time for each operation

Tmem (nS) Teval (nS) Tdisk (nS) H Q B
100 100 5000000 10 10

6 Conclusions

We have described and evaluated QACHE, a novel query caching frame-
work for LBS systems. By caching spatial queries for appropriate moving
objects on the application tier, a significant amount of database accesses
can be eliminated, resulting in a dramatic performance improvement of
LBS. We examined several important implementation issues and proposed
effective solutions to them for QACHE to be deployed in real LBS sys-
tems. We compared QACHE with existing solutions based only on safe
distance. Our simulation results indicate that with the cache capacity 20%
of total number of moving objects, and the memory requirement ranging
from 3% to 20% of the query R-tree size in database (depending on the
number of moving objects), QACHE is capable of eliminating 99% of the
disk accesses. On real LBS systems, this memory requirement is totally af-
fordable. Further more, our quantitative analysis shows that QACHE
achieves a 50 times speed up over the safe distance approach and a
498 times speed up over the naive approach where all location updates are
directly processed in the database.
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Abstract

Although the map algebra framework is very popular within the GIS com-
munity for modelling fields, the fact that it is solely based on raster structures
has been severely criticised. Instead of representing fields with a regular tes-
sellation, we propose in this paper using the Voronoi diagram (VD), and
argue that it has many advantages over other tessellations. We also present
a variant of map algebra where all the operations are performed directly on
VDs. Our solution is valid in two and three dimensions, and permits us to
circumvent the gridding and resampling processes that must be performed
with map algebra.

1 Introduction and Related Work

The representation and modelling of geographical data can be done with
two contrasting approaches: the object and the field models (Peuquet 1984;
Couclelis 1992; Goodchild 1992). The former model considers the space as
being ‘empty’ and populated with discrete entities (e.g. a house or a road)
embedded in space and having their own properties. The latter model con-
siders the space as being continuous, and every location in space has a certain
property (there is something at every location). The property can be consid-
ered as an attribute of the location in space, and the spatial variation of an
attribute over a certain spatial extent is referred to as a field. This is used
to represent continuous phenomena such as the ambient temperature or the
humidity of the soil.
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To store object-based models in a geographical information system (GIS),
a variety of data structures with different properties have been developed
and implemented. For instance, several GISs explicitly store the adjacency
relationships between objects [e.g. TIGER (Boudriault 1987) and ARC/-
INFO (Morehouse 1985)], while some others use non-topological structures
(e.g. the so-called spaghetti model) and reconstruct on-the-fly the spatial
relationships when needed (Theobald 2001). By contrast, within the GIS
community, field models are more or less synonymous with raster struc-
tures (Goodchild 1992), i.e. a regular tessellation of the plane into squares
(pixels) such that each pixel contains the value of the attribute studied. The
tools implemented in most GISs to model and analyse different fields are
based on the map algebra, which is a framework developed for the analysis
of fields stored in a raster format (Tomlin 1983). With this approach, each
field is represented by a grid, and a set of primitive GIS operations on and
between fields can be used and combined together to extract information and
produce new fields. The framework, and its different operations, are further
described in Section 3.

Since its conception, several weaknesses and shortcomings of map alge-
bra have been discussed, and many have proposed improvements. Caldwell
(2000) introduces a new operator to extend the spatial analysis capabilities,
and Eastman et al. (1995) do the same to help the decision-making process.
Takeyama (1996) proposes Geo-Algebra, a mathematical formalisation and
generalisation of map algebra that integrates the concepts of templates and
cellular automata under the same framework. The templates, developed for
image algebra (Ritter et al. 1990), extends the concept of neighbourhood of
a location, and the addition of cellular automata permits us to model geo-
graphic processes. Pullar (2001) also uses the idea of templates and shows
how they can help to solve several practical GIS-related problems. As ex-
plained in Section 3, the fact that map algebra was developed for raster
structures is problematic, firstly because of the dangers of using pixels for
analysis (Fisher 1997), and secondly because complete representations (as in
a complete grid) are rarely found in GIS applications, unless datasets come
from photogrammetry or remote sensing. Indeed, it is usually impossible to
measure geographic phenomena everywhere, and we have to resort to collect
samples at some finite locations and reconstruct fields from these samples.
Thus, a raster structure implies that some sort of manipulations have already
been performed on a field. Kemp (1993) states that “map algebra requires
us to enforce a structure on reality rather than allowing reality to suggest a
more appropriate structure for our analysis”, and shows that alternative rep-
resentations (e.g. a triangulated irregular network (TIN), or contour lines;
the possible representations are listed in Section 2) are a viable solution. She
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proposes to have operations — similar to map algebra’s — for modelling fields,
which are not all stored under the same representation. She therefore defines
a set of rules to convert the different types of fields to other ones when binary
operations are applied. For example, if two fields, one stored as a TIN and
the other as contour lines, are analysed then the contours must first be con-
verted to TIN before any manipulation is done. Haklay (2004), also to avoid
the drawbacks of raster structures, proposes a system where only the data
points (samples) and the spatial interpolation function used to reconstruct
the field are stored. Each field is thus defined mathematically, which permits
us to manipulate different fields in a formulaic form.

It should be noticed that the concept of field also generalises to three di-
mensions, for the modelling of such phenomena as the salinity of water bod-
ies or the percentage of gold in the rock. Mennis et al. (2005) have recently
extended map algebra to three dimensions, the tessellation they use is regular
(the pixels become cubes called voxels) and the operations are straightfor-
ward generalisations of their two-dimensional counterparts.

As an alternative to using raster structures and to converting back and forth
between different representations of a field, we propose in this paper repre-
senting fields with the Voronoi diagram (VD), i.e. a tessellation of space into
‘proximity’ regions. As explained in Section 4, the VD provides a natural
way to represent continuous phenomena, and its properties are valid in any
dimensions, which makes it ideal for modelling d-dimensional fields. Our
proposition is similar to Haklay’s (Haklay 2004) — get rid of raster and keep
only the samples! — but we argue that the VD has many advantages over
other tessellations. We also introduce in Section 5 a variant of the map al-
gebra framework where every field and every operation is based on the VD.
Perhaps the main contribution of this paper is that the framework is valid
in any dimensions. However, since most GIS-related applications are con-
cerned with two and three dimensions, the description and examples will
focus on these two cases.

2 Fields

A field is a model of the spatial variation of an attribute a over a spatial
domain, and it can be represented by a function mapping the location to the
value of a, thus

a = f(location)> (1)

The function can theoretically have any number of independent variables
(i.e. the spatial domain can have any dimensions), but in the context of geo-
graphical data it is usually bivariate (x,y) or trivariate (x, y, z). The domain
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can also incorporate time as a new dimension, and dynamic fields, such that
a = f(location, time), are thus obtained (Kemp 1993). This notion is useful
for modelling phenomena in oceanography or meteorology that continually
change over time. Also, notice that in the case of modelling the elevation of
a terrain, the function is bivariate as the elevation is assumed to be a property
of the surface of the Earth, and no cliffs or overfolds are allowed (as in a
so-called 2.5D GIS).

Since fields are continuous functions, they must be discretised — broken
into finite parts — to be represented in computers. The space covered by a
field can be partitioned, or tessellated, into regular or irregular regions. In
a regular tessellation, all the regions will be of the same shape and size,
while in an irregular one, elements of any shape and size are allowed. In the
plane, each region is a polygon, while in three dimensions it is a polyhedron.
Regular tessellations arbitrarily divide the space, while irregular tessellations
follow the outline of the data points (the samples that were collected to study
the field), albeit this is not a requirement. Subdividing the space based on the
samples has the main advantage of producing a tessellation that is adaptive
to the sample distribution and to the complexity of the phenomenon studied.
It also permits us to preserve the samples, which are the only “ground truth”
of the field studied, and have even been referred to as the meta-field (Kemp
and Vckovski 1998). Converting scattered samples to a grid means that the
original data are ‘lost’.

Once the space is tessellated, the field function becomes a piecewise func-
tion: to each region is assigned a function describing the spatial variation in
its interior. As Goodchild (1992) points out, this function can be constant,
linear, or of a higher order. A constant function means that the value of the
attribute is constant within one region. An example of the use of a linear
function is a TIN: the spatial variation within each region (a triangle) is de-
scribed by the linear function (a plane) defined by the three vertices (usually
samples) lifted to their respective elevation. Akima (1978) shows the advan-
tages of using higher order functions in each region of a TIN — the main
one being that the slope of the terrain is continuous everywhere. For the
two-dimensional case, some other representations have also been mentioned
and used, notably contour lines and irregularly spaced points (the samples to
which attributes are attached). In our opinion, the latter representation is in-
complete if the spatial function used to reconstruct the field is not explicitly
defined, and therefore should not be considered a valid representation of a
field.

While the dependent variable a in the function representing a field can
theoretically be a vector (mostly used in physics to model for instance the
magnetic field), we assume in this paper that it is always a scalar. Depending
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on the scale of measurement used for the values of the attribute, different
types of fields are possible:

Continuous scale: the value of an attribute can have any value. Temper-
ature, precipitation or salinity are examples because they can be mea-
sured precisely. The interval and ratio scales commonly used in GIS, as
defined by Stevens (1946), fall into this category. We refer to this type
of field as a continuous field.

Discrete scale: the values of an attribute are simply labels. Stevens’s nomi-
nal and ordinal scales fall into this category. Nominal values are mean-
ingless: an example is a map of Europe where each location contains
the name of the country. Ordinal values are labels that can be ordered,
e.g. a certain region can be categorised according to its suitability to
agriculture from 1 to 5: 1 being poor, and 5 very good. We refer to this
type of field as a discrete field.

Notice that here the terms “continuous” and “discrete” refer to the scale of
measurement, and not to the spatial continuity of a field. Indeed, both types
of fields are spatially continuous, as they are represented by a function. It is
also important to notice that not all operations are possible on both types of
fields. While many arithmetic operations (addition, subtraction, multiplica-
tion, etc.) are possible on continuous fields, they are meaningless for discrete
fields.

3 Map Algebra

Map algebra refers to the framework, first developed and formalised by Tom-
lin (1983), to model and manipulate fields stored in a raster structure. It is
called an algebra because each field (also called a map) is treated as a vari-
able, and complex operations on fields are formed by a sequence of primitive
operations, like in an equation (Berry 1993). A map algebra operation always
takes a field (or many fields) as input and returns a new field as output (the
values of the new field are computed location by location). Operations can
be unary (input is a single field), binary (two fields) or n-ary (n fields); be-
cause n-ary operations can be obtained with a series of binary operations we
describe here only the unary and binary cases. Tomlin (1983) describes three
categories of operations:

Local operation: (see Fig. 1a) the value of the new field at location x is
based on the value(s) of the input field(s) at location x. An unary ex-
ample is the conversion of a field representing the elevation of a terrain
from feet to meters. For the binary case, the operation is based on the
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Fig. 1. The map algebra operations with a raster structure. (a) A binary local oper-
ation. (b) An unary focal operation. (¢) A zonal operation that uses a set of zones
(fzones) stored as a grid

overlay in GIS: the two fields f; and f5 are superimposed, and the result
field f, is pointwise constructed. Its value at location z, defined f(x),
is based on both fi(z) and f2(z). An example is when the maximum,
the average or the sum of the values at each location z is sought.

Focal operation: (see Fig. 1b) the value of the new field at location x is
computed as a function of the values in the input field(s) in the neigh-
bourhood of . As Worboys and Duckham (2004) describe, the neigh-
bourhood function n(z) at location x associates with each x a set of
locations that are “near” to x. The function n(z) can be based on dis-
tance and/or direction, and in the case of raster it is usually the four
or eight adjacent pixels. An unary example is the derivation of a field
representing the slope of a terrain, from an elevation field.

Zonal operation: (see Fig. 1c) given a field f; and a set of zones, a zonal
operation creates a new field f,. for which every location  summarises
or aggregates the values in fj that are in a given zone. The set of zones
is usually also represented as a field, and a zone is a collection of loca-
tions that have the same value (e.g. in a grid file, all the adjacent cells
having the same attribute). For example, given a field representing the
temperature of a given day across Europe and a map of all the countries
(each country is a zone), a zonal operation constructs a new field such
that each location contains the average temperature for the country.

Although the operations are arguably simple, the combination of many
makes map algebra a rather powerful tool. It is indeed being used in many
commercial GISs, albeit with slight variations in the implementations and
the user interfaces (Bruns and Egenhofer 1997). It should be noticed that
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the three categories of operations as not restricted to the plane, and are valid
in any dimensions (Mennis et al. (2005) have recently implemented them
with a voxel structure). Despite its popularity, the biggest handicap to the
use of map algebra is arguably that is was developed for regular tessellations
only, although the concepts are theoretically valid with any tessellation of
space (Takeyama 1996; Worboys and Duckham 2004). Using raster struc-
tures has many drawbacks. Firstly, the use of pixels as the main element for
storing and analysing geographical data has been criticised (Fisher (1997)
summarises the issues). The problems most often cited are: (1) the meaning
of a grid is unclear (are the values at the centre of each pixel, or at the inter-
sections of grid lines?), (2) the size of a grid (if a fine resolution is wished,
then the size of a grid can become huge), (3) the fact that the space is arbitrar-
ily tessellated without taking into consideration the objects embedded in that
space. Secondly, in order to perform binary operations, the two grids must
“correspond”, i.e. that the spatial extent, the resolution and the orientation
of the two grids must be the same, so that when they are overlaid each pixel
corresponds to one and only one pixel in the other grid. If the grids do not
correspond, then resampling of one grid (or both) is needed. This involves the
interpolation of values at regularly distributed locations with different meth-
ods such as nearest neighbour or bilinear interpolation, and each resampling
degrades the information represented by the grid (Gold and Edwards 1992).
Thirdly, unless a grid comes from a sensor (remote sensing or photogramme-
try), we can assume that it was constructed from a set of samples. Converting
samples to grids is dangerous because the original samples, which could be
meaningful points such as the summits, valleys or ridges or a terrain, are not
present in the resulting grid. Also, when a user only has access to a grid, he
often does not know how it was constructed and what interpolation method
was used, unless meta-data are available.

4 Voronoi Diagrams

Let S be a set of n points in a d-dimensional Euclidean space RY. The
Voronoi cell of a point p € S, defined V), is the set of points x € R? that are
closer to p than to any other point in S. The union of the Voronoi cells of all
generating points p € S form the Voronoi diagram of S, defined VD(.5). In
two dimensions, V), is a convex polygon (see Fig. 2a), and in 3D it is a con-
vex polyhedron (see Fig. 2b). It is relatively easy to implement algorithms
to construct a VD in two dimensions (Fortune 1987; Guibas and Stolfi 1985)
and to delete a single point from one (Devillers 2002). In three dimensions,
the algorithms are more complex but still implementable and efficient. The
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(b)

Fig. 2. (a) The VD for a set of points in the plane. (b) Two Voronoi cells adjacent
to each other in 3D (they share the grey face). (¢) The insertion of point x in a VD
creates a new Voronoi cell that steals area to its ‘would be’ natural neighbours

most popular algorithms to construct a 3D VD are incremental (Edelsbrun-
ner and Shah 1996; Watson 1981), which means that a VD is constructed by
adding every point one by one. The deletion of a point is also possible in
three dimensions, and it is a local operation (Ledoux et al. 2005). All these
algorithms exploit the fact that the VD is the dual structure of the Delau-
nay triangulation — the knowledge of one structure implies the knowledge
of the other — and perform their operations on the dual Delaunay triangu-
lation because it is simpler to manipulate triangles/tetrahedra over arbitrary
polygons/polyhedra.

Since most fields in geography must first be sampled to be studied, we
argue in this paper that the Voronoi tessellation has many advantages over
other tessellations for representing fields. First, it gives a unique and consis-
tent definition of the spatial relationships between unconnected points (the
samples). As every point is mapped in a one-to-one way to a Voronoi cell,
the relationships are based on the relations of adjacency between the cells.
For example in Figure 2a, the point p has seven neighbours (the lighter grey
cells). Note that the points generating these cells are called the natural neigh-
bours of the point p because they are the points that are naturally both close
to p and ‘around’ p (Sibson 1981). This is particularly interesting for Earth
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sciences because the datasets collected often have highly anisotropic dis-
tribution, especially three-dimensional datasets in oceanography or geology
because they are respectively gathered from water columns and boreholes
(data are therefore usually abundant vertically but sparse horizontally). Sec-
ond, the size and the shape of Voronoi cells is determined by the distribution
of the samples of the phenomenon studied, thus the VD adapts to the dis-
tribution of points. Observe in Figure 2a that where the data distribution is
dense the cells are smaller. Third, the properties of the VD are valid in any
dimensions. Fourth, it is dynamically modifiable, which permits us to recon-
struct the field function, and to add or delete samples at will.

If a constant function is assigned to each Voronoi cell, the VD permits us
to elegantly represent discrete fields. To know the value of a given attribute
at a location x, one simply has to find the cell containing x — Miicke et al.
(1999) describe an efficient way to achieving that. To reconstruct a continu-
ous field from a set of samples, more elaborate techniques are needed since
the VD creates discontinuities at the border of each cell. The process by
which the values at unsampled locations are estimated is called interpola-
tion, and many methods have been developed over the years. An interest-
ing one in our case is the natural neighbour interpolation method (Sibson
1981), because it has been shown by different researchers to have many
advantages over other methods when the distribution of samples is highly
anisotropic and is an automatic method that does not require user-defined pa-
rameters (Gold 1989; Sambridge et al. 1995; Watson 1992). This is a method
entirely based on the VD for both selecting the samples involved in the in-
terpolation process, and to assign them a weight (an importance). It uses two
VDs: one for the set of samples, and another one where a point x is inserted
at the interpolation location. The method is based on the area (or volume
in three dimensions) that a new point inserted at the interpolation location
x ‘steals’ from some of the Voronoi cells already present, as shown in Fig-
ure 2c. The resulting function is exact (the samples are honoured), and also
smooth and continuous everywhere except at the samples themselves. See
Gold (1989) and Watson (1992) for further discussion of the properties of
the method, and Ledoux and Gold (2004) for a description of an algorithm
to implement it in any dimensions.

5 A Voronoi-based Map Algebra

With a Voronoi-based map algebra, each field is represented by the Voronoi
diagram of the samples that were collected to study the field. This eliminates
the need to first convert to grids all the datasets involved in an operation
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() (b)

Fig. 3. Two Voronoi-based map algebra operations. The top layer represents the
spatial extent of the fields, and z is a location for which the value in the resulting
field f, (bottom layer) is sought. (a) A unary focal operation performed on the field
f1. The third layer represents the neighbourhood function n(z). (b) A binary local
operation performed on the fields f; and f5

(and moreover to grids that have the same orientation and resolution), as the
VD can be used directly to reconstruct the fields. The permanent storage
of fields is also simplified because only the samples need to be stored in a
database, and the VD can be computed efficiently on-the-fly and stored in
memory (problems with huge raster files, especially in three dimensions, are
thus avoided).

When a field is represented by the VD, unary operations are simple and
robust. To obtain the value of the attribute at location x (for a local oper-
ation), the two interpolation methods described in the previous section for
discrete and continuous fields can be used directly. Also, the neighbouring
function needed for focal operations is simply the natural neighbours of ev-
ery location z, as defined in the previous section. Figure 3a shows a focal
operation performed on a field fi. Since at location x there are no samples, a
data point is temporarily inserted in the VD to extract the natural neighbours
of x (the generators of the shaded cells). The result, f.(z), is for example
the average of the values of the samples; notice that the value at location x
is involved in the process and can be obtained easily with natural neighbour
interpolation.

Although Kemp (1993) claims that “in order to manipulate two fields si-
multaneously (as in addition or multiplication), the locations for which there
are simple finite numbers representing the value of the field must corre-
spond”, we argue that there is no need for two VDs to correspond in order to
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perform a binary operation because the value at any locations can be obtained
readily with interpolation functions. Moreover, since the VD is rotationally
invariant (like a vector map), we are relieved from the burden of resampling
datasets to be able to perform operations on them.

When performing a binary operation, if the two VDs do not correspond —
and in practice they rarely will do! — the trickiest part is to decide where the
‘output’ data points will be located. Let two fields f; and f> be involved in
one operation, then several options are possible. First, the output data points
can be located at the sampled locations of fi, or fo, or even both. An example
where the output data points have the same locations as the samples in f is
shown in Figure 3b. Since there are no samples at location x in f, the value
is estimated with natural neighbour interpolation. The result, f.(x), could
for example be the average of the two values fi(z) and fo(x). It is also
possible to randomly generate a ‘normal’ distribution of data points in space
(e.g. a Poisson distribution) and to output these. But one should keep in mind
that in many applications the samples can be meaningful, and we therefore
recommend to always keep the original samples and if needed to densify
them by randomly adding some data points. The VD also permits us to vary
the distribution of data points across space, for example having more data
points where the terrain is rugged, and less for flat areas.

As with the other map algebra operations, a zonal operation must also
output a field because its result might be used subsequently as the input in
another operation. With a Voronoi-based map algebra, the output has to be
a VD, and the major difficulty in this case it that we must find a VD that
conforms (or approximates) the set of zones. Since zones come from many
sources, different cases will arise. The first example is a remote sensing im-
age that was classified into several groups (e.g. land use). Such a dataset can
easily be converted to a VD: simply construct the VD of the centre of ev-
ery pixel. Although this results in a huge VD, it can easily be simplified by
deleting all data points whose natural neighbours have the same value. No-
tice in Figure 4 that the deletion of a single point is a local operation, and the
adjacent cells will simply merge and fill up the space taken by the original
cell. The second example is with in situ data, for instance in oceanography
a dataset indicating the presence (or not) of fish in a water body. The VD
of such a dataset can obviously be used directly. The third example is a set
of arbitrary zones, such as a vector map of Europe. In two dimensions, it is
possible to approximate the zones with a VD (Suzuki and Iri 1986), but the
algorithm is complex and the results are not always satisfactory. A simpler
option is to define a set of “fringe” points on each side of a line segment,
and label each point with the value associated to the zone. Gold et al. (1996)
show that the boundaries can be reconstructed/approximated automatically
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Fig. 4. Simplification of a discrete field represented with the VD. The data point x
is completely surrounded by data points having the same value (here the value is
defined by the colour), and deleting it does not change the field

Fig. 5. (a) A vector map of three zones. (b) A continuous field represented with the
VD. (¢) When overlaid, notice many Voronoi cells overlap the zones. (d) Approxi-
mation of the borders of the zones with the VD

with Voronoi edges. An example is shown in Figure 5: a set of three zones
appears in Figure 5a, and in Figure 5d the Voronoi edges for which the val-
ues on the left and right are different are used to approximate the boundaries
of the zones. Since each location z in the output field of a zonal operation
summarises the values of a field in a given zone, we must make sure that
the locations used for the operation are sufficient and distributed all over the
zone. Let us go back to the example of the temperature across Europe to find
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the average in each country. Figure 5a shows a vector map with three coun-
tries, and the temperature field f; is represented by a VD in Figure 5b. No-
tice that when the two datasets are overlaid (see Fig. 5¢), many Voronoi cells
cover more than one zone. Thus, simply using the original samples (with a
point-in-polygon operation) will clearly yield inaccurate results. The output
field f,, which would contain the average temperature for each country, must
be a VD, and it can be created with the fringe method (see Fig. 5d). Because
the value assigned to each data points correspond to the temperature for the
whole zone, we suggest estimating, with the natural neighbour interpolation,
the value at many randomly distributed locations all over each zone.

6 Discussion

The wide popularity of map algebra is probably due to its simplicity: sim-
ple operations performed on a simple data structure that is easy to store and
manipulate. Unfortunately this simplicity has a hefty price. Tomlin’s map
algebra forces an unnatural discretisation of continuous phenomena and im-
plies a fair amount of preprocessing of datasets, which is usually hidden to
the user. As stated in Gold and Edwards (1992), continual reuse and resam-
pling of gridded datasets produce massive degradation of the information
conveyed by the data, and can lead to errors and misinterpretations in the
analysis.

As we have demonstrated in this paper, the tessellation of the space
with the Voronoi diagram has many advantages for modelling fields, and
a Voronoi-based map algebra permits us to circumvent the gridding and re-
sampling processes when we want to manipulate several fields. Although the
algorithms to manipulate VDs are admittedly more complex than the ones
for raster structures, they are readily available and efficient, and that for the
two- and three-dimensional cases.
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Abstract

Most object-based approaches to Geographical Information Systems (GIS)
have concentrated on the representation of geometric properties of objects
in terms of fixed geometry. In our road traffic marking application domain
we have a requirement to represent the static locations of the road mark-
ings but also enforce the associated regulations, which are typically geo-
metric in nature. For example a give way line of a pedestrian crossing in
the UK must be within 1100-3000 mm of the edge of the crossing pattern.
In previous studies of the application of spatial rules (often called 'business
logic') in GIS emphasis has been placed on the representation of topologi-
cal constraints and data integrity checks. There is very little GIS literature
that describes models for geometric rules, although there are some exam-
ples in the Computer Aided Design (CAD) literature. This paper intro-
duces some of the ideas from so called variational CAD models to the GIS
application domain, and extends these using a Geography Markup Lan-
guage (GML) based representation. In our application we have an addi-
tional requirement; the geometric rules are often changed and vary from
country to country so should be represented in a flexible manner. In this
paper we describe an elegant solution to the representation of geometric
rules, such as requiring lines to be offset from other objects. The method
uses a feature-property model embraced in GML 3.1 and extends the pos-
sible relationships in feature collections to permit the application of pa-
rameterized geometric constraints to sub features. We show the parametric
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rule model we have developed and discuss the advantage of using simple
parametric expressions in the rule base. We discuss the possibilities and
limitations of our approach and relate our data model to GML 3.1.

1 Introduction

The use of object based modeling frameworks is well established in GIS
(Worboys and Hearnshaw 1990). However, present implementations are
largely based on static representations of the application domain model
and do not address the relationship between different spatial objects, other
than topological constraints. In the application for which we are develop-
ing the object based model it is necessary to impose and check constraints
(which we will call rules) relating to the geometric relationship between
features. For example we need to be able to constrain one straight line to
be within a given orthogonal offset range of another line. An additional
problem is that we require that the offset range might vary according to
certain external parameters, and we show how this form of constraint can
be included in the model. In this paper we show the approach we adopt to
solving this problem in an object based framework. In particular we show
the underlying object based model and show how this can be mapped to an
XML schema, and how the schema can be used to store real features that
we use in our application domain.

In the following section we review previous approaches to rule repre-
sentation within GIS systems. We then describe the application domain,
road marking modeling, which motivates the solution we have developed.
We go on to illustrate the object-based model we have created and show
how rules, and in particular parameterized rules can be represented within
this. To ensure that the rules are flexible and simple to update or extend we
next illustrate their implementation using XML schema and show how this
relates to the object based models. We look at how our approach relates to
GML 3.1, and conclude with suggestions as to how the work might be ex-
tended.

2 Rule Representation in Spatial Data

Methods for modeling and enforcing geometric constraints (rules) between
spatial entities currently exist i.e. restrictions and relationships pertaining
to the positional attributes of geometric shapes. Since there is a discernible
difference in the way these rules are handled in the CAD and GIS envi-
ronments, both of these domains are reviewed.
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2.1 GIS Approach

Work in the GIS field has previously focused on the semantic integrity of
data sets, to ensure the logical correctness of geographical data. The
uniqueness of integrity constraints for spatial data is identified in Cock-
croft (1996), where spatial integrity constraints are introduced under the
concept of ‘business rules’ for spatial application domains. In non-spatial
application domains, business rules are identified to preserve the integrity
of the logical data model; this is no different for spatial application do-
mains, only that spatial business rules refer to the spatial properties of the
data or enforce spatial relations between data.

The importance of spatial data integrity is addressed in Borges et al.
(1999), where a method for specifying ‘integrity rules’ within the Object
Modeling Technique — G (OMT- G), a geographic applications extension
to OMT, at an early stage within the database design sequence is suggested
(Borges 1997). It is suggested, as in Cockcroft (1998), that the integrity
rules must be enforced at data entry and update; this ensures the integrity
of any state of the database. The integrity rules or constraints are essen-
tially enforced by ensuring that certain spatial relations are present be-
tween spatial entities within the database at any given time.

The modeling of topological relationships for complex spatial objects
are described by Price et al. (2001), which builds on earlier work (Price et
al. 2000). They show, at the conceptual level, how the different topological
relationships can be defined as constraints to be imposed on spatial entities
that comprise a higher composite spatial entity. That is, when modeling a
spatial phenomenon that can be described as the composition of a number
of other individual spatial phenomena, to ensure the integrity of the data,
the composition relationships between the spatial parts and the spatial
whole may be required to meet some topological relationship condition.
An example of where these part-whole relationship constraints could be
imposed would be to ensure that the total phone service coverage area con-
tains or equals, the geometric union of the spatial extents of the individual
phone service cells, which comprise it.

Spatial integrity constraints are classified in Cockcroft (1997) as: topo-
logical, semantic, and user.

* The topological constraints imposed are based on the topological rela-
tionships; Contains, Does not contain, Contains Entire, Intersects, En-
tirely within, Is not within, Within, Is not entirely within, Does not in-
tersect, Does not contain entire. The topological relationships employed
by Price et al. (2001) are based on those specified by Egenhofer and
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Herring (1991) and Clementini and Felice (1994), and are given as;
Boundary-Overlap, 4 Interior-Overlap, Mixed-Overlap, Disjoint-
Separate, Disjoint-Interpenetrating, Contains, Equals, Inside.

* Semantic constraints are concerned with the meaning of geographical
features, and apply to the properties of the geographical objects that
need to be stored.

» User integrity constraints are much more specific to the application do-
main and are not necessarily based on semantics.

Different methods for realizing the inclusion of integrity constraints in
spatial databases exist, these methods include; constraints as queries,
schema based approaches, object-oriented approaches and the business
rule approach. Cockcroft (1998) and Cockcroft (2001) go on to specify the
means for implementing a spatial business rules system; rules are stored in
their own ‘rule repository’, separate from the data itself. The business
rules, or integrity constraints are then enforced at data entry, and each time
an update occurs to the data. The integrity rules are stored at the metadata
level; that is they are defined for different types of geographical features,
not individually for each instance. The system outlined in Cockcroft
(2001) provides a means for the application domain modeler to define the
integrity constraints on data types present in a spatial database.

2.2 CAD Approach

Parametric models within many CAD systems can be used to enforce
geometric constraints between a number of different geometric objects. Pa-
rameterization in CAD models is defined by Pratt (1998) as:

‘the association of named variables, or expressions involving named
variables, with certain quantities in a model. In a shape model these
quantities are usually dimensions.’

Pierra et al. (1994) describe a ‘parametric instance’, i.e. an instance of a
feature represented in a parametric model, to consist of a set of parameters
(potentially either numeric or Boolean), a set of geometric items (points,
curves etc), and for each one of these primitives, a function that is able to
compute it from the parameter values and the other geometric items in the
model.

These functions are called parametric functions and can contain four
main constructs:
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Constraint-Based Definitions: these are typically spatial relationships,
which describe one geometric item as some form of constraint between
other geometric items. Geometric constraints are used in many paramet-
ric CAD models to control the behavior of shape elements in a design,
included for the improvement of design functionality (Pratt 1998). The
geometric constraints are in the form of explicit spatial relationships, for
example a perpendicularity constraint between two planar faces, or a
tangency constraint between a line and a circle (Pratt 1998).

Numeric and Boolean Valued Expressions: these describe numerical or
Boolean logic based relationships between parameters in the model and
properties of the geometric items in the model.

Grapho-Numeric Expressions: these allow geometric items within the
model to be used as arguments to functions/operators within parametric
functions; e.g. distanceBetween(pointl, point2).

Constraint-Based virtual definitions: e.g. projectionOf pointl onto line2.

The explicit geometric constraints included in the parametric functions

are very different to the topological constraints that are imposed in much
of the GIS literature to maintain spatial integrity.

The term variational is used to denote the type of model that exhibits

both parameterization and geometric constraints (Pratt 1998). Pratt (1998)
and Pierra et al. (1994) outline the two methods that currently exist for the
representation of variational models:

Explicit Models: Parameters are associated with dimensional elements
in the model, and constraints are explicitly specified between particular
elements such as faces or edges.

Implicit or History-Based Models: The primary representation of the
model is in terms of the sequence of operations used to construct it. In
this case there is no explicit information about the model shape at all;
that information does not become available until after the specified op-
erations have been performed, the result of this being an explicit model.

Our work shares some scope and motivation with the GIS approach to

the application of ‘business rules’ in spatial data but the form and repre-
sentation of our rules draw largely from rule representation within the
CAD domain.
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3 Road Markings and Rules: The Application Domain

The application domain is that of a Road Traffic design software to aid
transport professionals to quickly and easily represent traffic features.
Traffic controls are seen every day on our roads, typically installed by
an appropriate governing authority with the purpose of controlling the be-
havior of traffic in a defined way. These typically fall into three categories:

* Road Markings (stop lines, double yellow lines etc)
e Traffic Lights
* Road Signs

Governing authorities throughout most countries in the world have de-
veloped strict and complete regulations governing the selection, location
and physical appearance of traffic controls on their public highways. The
designing of new highways or updating of existing highways must adhere
to these strict regulations on the use of traffic controls.

Giveway Line A A Giveway Line A offset from
edge of zebra
{between 1100 and 3000 mm)

Road Stud Line A i
| Zetka Stripe width between
| 240D and 10000

zevaStpes |

|

A\l \ Giveway Line B offset from

| edge of zebra marks

;(bew.u..»n 1100 and 3000 mm)

v

Road Stud Line 8

Giveway Line B

Fig. 1. UK Zebra Crossing Regulations (UK DOT 2003)

Typically a set of traffic control regulations defines many types of traf-
fic control; each traffic control type has a shape or geometry defined by
means of one or more geometric shapes that must exist within prescribed
geometric constraints. Instances of these traffic control types exist as dis-
crete entities in the real world. Traffic control regulations can be viewed as
a set of rules for constructing and placing instances of traffic controls in
the real world. Initially our work has focused on the regulations pertaining
to road markings within the UK and the USA although it is envisaged that
this will be extended to other countries in the near future.
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Where

W is the distance between the
edge of the obstacle and the
outside of the marking

S is the statutory speed limit

L has a minimum value of
30m in urban areas, and a
minimum value of 60m in rural
areas

If the speed limit is above
70km/h, L is derived from the
function: 0.62WS

Dbstaclé

If the speed limit is less than
L 75km/h, L is derived from the
function: WS/155

Fig. 2. USA Obstruction Marking (US DOT 2003)

Figures 1 and 2 show examples of the constraints imposed by the traffic
regulations on zebra crossings (UK) and obstruction markings (USA) re-
spectively. These and all other Traffic Controls need to be designed by the
Transport Professional easily using the software but at the same time the
software should enforce the rules defined.

4 Object Based Approaches to Modeling Traffic Features

Traditional GIS layer based vector approaches to modeling road markings
would represent each component of the road marking as a point / line /
polygon on a road markings layer. As such it would be very difficult to
logically group the basic geometric components of individual traffic fea-
tures, although this could be achieved using attribute information. A more
natural representation is to use object based models. Object models repre-
sent the world in terms of features (or objects) rather than layers (Worboys
and Hearnshaw 1990) and thus are more flexible and richer. In our ap-
proach we take advantage of the flexibility of modern object oriented
modeling (Shalloway and Trott 2005) exploiting abstraction, inheritance
and aggregation to provide a flexible, powerful model for road markings,
which shares a number of features with GML 3.1. The high level overview
of the model is given in Figure 3, with the geometry model in Figure 4.
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GeographicalFeature

- boundingBox: ExtentType
& coordinateReferenceSystem: CRStype]

- ID: IDtype
«class»
TrafficFeatureGeometry::
TrafficFeatureGeometry
{abstract}
«class» . ID: IDtype
TrafficFeature -geometry|. pame: String
{abstract} > 1
description: S + Delete() : void
- escription: String +  Edit() : void {abstract}
- name: String s §
+ Move() : void
2 status: StreetFeatureStateType]
«class» «class»
RaisedObstacleFeature RoadMarkingFeature
- material: ObstacleMatenalType) - costPerMetre: CurrencyType
- standardCost: CurrencyType - paint: PaintType
. . .
Fig. 3. Traffic Feature Model overview
«class»
TrafficFeatureGeometry
{abstract}
1D: IDtype
- name: String
- visibility: boolean
+ Delete() : void
+  Edit() : void {abstract}
+ Move() : void
[ 1
«class» «class» TrafficGeometryChild
TrafficZigZag TrafficCompositeGeometry +parent +children {abstract}
{abstract) [ -
- geometry: Polyline[]| 1 0..*| " ID: IDType

- name: String

+

Delete() : void

+  Edit() : void + _updateMember() : void {abstract}
+ Move() : void

«class» «class» Sanass
TrafficText TrafficCurve r"”’i::;{,?,f‘",
{abstract}

+ Delete() : void|

+  Edit() : void

+ Move() : void

«class» «class» «class»

TrafficPolyline TrafficCircle TrafficRectangle
+ Delete() : void + Delete() : void + Delete() : void
+  Edit() : void + Edit() : void +  Edit() : void
+ Move() : void + Move() : void + Move() : void

Fig. 4. Traffic Feature Geometry overview
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4.1 Modeling Rules between Feature Components

In order to model the rules/constraints between geometric elements within
a feature’s geometry, using a standard GML-like geometry model is insuf-
ficient. The model presented here takes its inspiration from many of the
concepts presented earlier for variational CAD models.

Elements in the feature’s geometry are described through constraint re-
lationships; these are typically explicit spatial relationships that are used to
determine the geometric state of one geometric element based on the ge-
ometry of another ‘parent’ geometry element. Figure 5 provides an over-
view of the UML model for the relationships between a geometry element
and any ‘child’ geometries it may contain. The offset relationship is only
included here for simplicity, though as suggested by Pratt (1998) relation-
ships such as perpendicularity and tangency could be included. Geometry
structures can now be viewed to take the form of recursive trees, where a
geometry element contains potentially many ‘child’ geometries (whose re-
lationships are constrained by the child types), and these child geometries
themselves can contain children.

«class»
TrafficFeatureGeometry
{abstract}

ID: IDtype
name: String
+ Delete() : void
+  Edit() : void {(abstract}
+__ Move() : void
TrafficGeometryChild
«class» {abstract}
TrafficCompositeGeometry|
{abstract} +parent +children| - ID: 1DType
- name: String
1 0..*
+___updateMember() : void {abstract}
TrafficOffsetChild
{abstract}
offsetDistance: double
[ 1
TrafficOffsetZigZag TrafficOffsetPolyline
member: TrafficZigZag - member: TrafficPolyline
+ updateMember() : void + updateMember() : void

Fig. 5. Traffic Feature Geometry Child overview
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This geometry model is essentially an Explicit Variational Model as de-
scribed in Pratt (1998) and Pierra et al. (1994), though the definition and
instantiation of these geometry structures through the use of the XML rule
bases have more in common with the History-Based Models. The paramet-
ric nature of this model will be discussed in the next section.

4.2 Parameterized Rules and Simple Expressions

To enable geometric elements and geometric constraints within geometry
definitions to relate to each other in more complex and less structured
ways than the constraint-based geometry model permits, a parameter
model has been devised. The parameter mechanism allows the rule base
designer to specify relationships between certain attributes of the geometry
and geometry constraint (child) classes in terms of real number or Boo-
lean-value based expressions. A parameter value is essentially defined as a
function of a number of other parameters.

«class»
Parameter
{abstract}

alias: string
name: string

T

[ |

«class» «class»
BoolParameter DoubleParameter
expression: IBoolExpression - expression: IDoubleExpression
max: IDoubleExpression
min: IDoubleExpression

«interface»
1BoolExpression DoubleParameterRef
{abstract)
«interface» - paramRef: DoubleParameter
evaluate() : boo IDoubleE p <] _____________
oubleExpression n
P «realize» + evaluate() : double
{abstract}
H
H + evaluate() : double|
«realize» | N ] DoubleOperation
H
H wealize» doubleOperation: OperationTypd

left: IPRMDoubleExpression

BoolParameterRef right: IPRMDoubleExpression

paramRef: BoolParamete

+ evaluate() : double

+ evaluate() : bool

Fig. 6. Basic UML Model of Boolean and Double Parameters

A real number valued parameter (or double parameter), for example,
consists of an expression, used to determine a real number value. There are
also minimum and maximum bounds that this value is only permitted to lie
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between. The minimum and maximum bounds provide the means to en-
force the upper and lower limits specified in the traffic regulations. These
minimum and maximum bounds are themselves defined by expressions,
providing increased flexibility for creating feature-geometry definitions.

Figure 6 shows the simplified UML model for parameters, the capability
of the expressions can be extended by implementing the IDoubleExpres-
sion and IBoolExpression interfaces. When numeric and Boolean based at-
tributes in the various geometry and geometric constraint classes are ex-
posed as parameters they can be referenced by other parameters and have
their values defined as functions of other parameters belonging to other
elements in the model. Figure 7 shows how the distance attribute of the
TrafficOffsetChild class can now be defined as a double parameter, and
hence the distance at which the member geometry is offset from its parent
is derived through the evaluation of a function that is potentially dependent
on other parameter values.

The following example illustrates how an expression might be used in
the definition of a UK Zebra Crossing (see Fig. 1). The distance at which a
stud line is permitted to be offset from a line representing the centre of the
crossing could be expressed as:

OffsetDistance = -($StripeWidth/2 + $StudOffset)

Where $StripeWidth and $StudOffset are references to other parameters
within the same feature definition that represent other quantities of the fea-
ture or its geometry.

is now defined
Eo

TrafficOffsetChild
{abstract}

TrafficOffsetChild
{abstract}

offsetDistance: double offsetDistance: DoubleParameter

Fig. 2. Exposing attributes of the geometry and child types as parameters

Similarly, the Boolean-valued attribute °‘visibility’, which controls
whether or not a geometric element within a feature’s geometry is visi-
ble/included in the current instance can be exposed as a Boolean parame-
ter:

Visibility = $IncludeRoadStuds
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4.3 Example Road Marking Features

Figure 8 shows a representation of an XML instance describing the struc-
ture of a zebra crossing. This encoding aims to encapsulate those con-
straints specified by the traffic regulations as seen in Figure 1.

= [e] sitRoadMarking
@i
(e] sitname
| sfrakas
| sir.description
2| sircustomParameters
[e] sirDoubleParameter
(e] sfuname
(e] sfrabas
(e] siruseExpressionDefault
= [e] sirExpression
(e] sfrmin

(o [=l[a

(€] sfrmax
(€] sfrparameterE xpression
[e] sfrDoubleParameter
3 |e] sfrDoubleParameter
[e] sirBoolParameter
(e] sfrname
| sfr.akas
sfruseE xpressionD efault
sfrexpression

shrvisibility
sfr.CurveStyle
sfr.GeometryChidren
[e] sirOffsetPolyine
® d
(e] sfename
= (€] sfrdistance
[e] sfrmn
(e] sfrmax
(€] sirparameterExpression
= (€] strmember
= [e] sirPolylne
®
(€] sfrname
[e] sirnvisibdty
+) [e] sirCurveStyle
3 [e] strOffsetPolyline
e| sfrOffsetPolyine
4 [e] sfrOffsetPolyine

.

[al[m

70E91102-5800-4d30-8F 76-B9420C1E8336
Zebea Crossing

Pedestnan crossing for the UK

Denotes whete pedestnans can ctoss the road

StripeWidth
Width of zebra stripes
true

2400
10000
3000

IncludeRoadStuds

Inchude Road Studs in the Zebea Crossing
true

TRUE

33464234.9661-495(-811D-E8D7F031BF7C
Centre construction ine
FALSE

28BDDF10-C212-4d23-9308-628022ECB717
Left road stud line offset from edge of 2ebra marks

{$StnpeWidth/2 +155)
{$Stnpewidth/2 +10)
{$StipeWidth/2 + $StudOffset)

1C86006C-8226-4024-B67E 958132508161
Left Road Stud Line
$includeRoadStuds

Fig. 8. A representation of the XML instance defining a Zebra Crossing, to encap-
sulate the constraints imposed by the UK Traffic Regulations

A number of ‘custom’ feature level parameters are defined for the road-

marking feature itself. One of these, ‘StripeWidth’, is used to model the
width of the zebra stripes that occur along the centre of the road marking.
The stripes themselves are not included in this definition for simplicity.
The parameters ‘StudOffset’ and ‘GivewayOffset’ are used to hold the off-
set distances of the stud lines and giveway lines from the edge of the zebra
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stripes respectively. A single polyline is used to represent the centre of the
zebra crossing, around which the other elements in its geometry are posi-
tioned.

Each geometry element has a visibility attribute, represented as a Boo-
lean-valued parameter. The traffic regulations state that the inclusion of
the road studs in Zebra Crossings are optional; this is realized in this en-
coding by the custom parameter ‘IncludeRoadStuds’; the visibility pa-
rameters of both road stud lines are set equal to ‘IncludeRoadStuds’, en-
suring that both road studs are either included or not included in the zebra
crossing.

Figure 9 shows a properties dialog box—type representation of an in-
stance of this zebra crossing. The panel on the left hand side displays the
geometry elements along with the child association types that are used to
constrain them. The panel on the right provides the means for a user to edit
the properties of the geometry and child types. Here we can see access to
the offset distance of the right road stud line — represented as a double pa-
rameter. The offset distances for the stud lines and give way lines for the
Zebra Crossing are derived from feature-level parameters, and so these
values will only be modified through the manipulation of the feature prop-
erties.

[ Zebra Crossing (Pedestrian crozsing for the UK) Geometry Properties [ =] E3

= Centre construction line

= left Giveway line offset
Left Giveway Line

- Right road stud line offset from edge of zebre
Right Road Stud Line

- Left road stud line offset from edge of zebra r
Left Road Stud Line

-

Right Giveway Line

Offset Line

Right Giveway line offset

D bAI3-bAb1-48fe-8a34-
26082365 aec

Offset Curve Distance

Mirieum R Use Masarrum
3500 Expression
2600 4500
1
/

Fig. 9. The structure of the geometry for an instance of a UK Zebra Crossing as
defined by the XML encoding shown in Figure 8
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4.4 Links with Geography Markup Language

GML 3.1 is a developing set of standards for the encoding and transmis-
sion of spatially referenced data (Lake et al. 2004). GML was developed
by the Open Geospatial Consortium' (OGC) and provides a rich set of
XML based schema for describing spatial data, including geometry, topol-
ogy, coordinate systems, coverages and grids, temporal data and observa-
tions. The central pattern used in GML is the feature (or object) — property
model. The manner in which GML is used in applications is by extending
the base abstract feature (or feature collection) model provided by the
GML feature schema in a user defined application schema. This gives
GML immense flexibility but also introduces its own semantic problems
since each user can in theory develop their own application schema. The
key benefit of using GML is that we have an open standard for the trans-
mission of our data, which can be achieved using web services (Graham et
al. 2001), making genuine interoperability a real possibility.

In this work we make two contributions; we develop an application
schema for road marking features, but because the GML 3.1 model is not
rich enough to permit us to represent this model using the standard
GML 3.1 geometry schema, we produce a novel geometry schema to per-
mit a range of constrained geometry types, such as an offset line. While
this goes somewhat against the GML recommended best practices (Lake et
al. 2004), it is the only plausible method to impose such business rules in
GML. In developing the schema for the representation of the road marking
features we have incorporated the GML feature — property model. The
benefit of the feature — property model is that the name of the property
conveys weak semantic meaning to that property in a manner similar to the
resource description framework, on which GML was initially based.

The schema constrain the creation of instances of the road marking fea-
tures, for example that shown in Figure 8. These instances maintain
knowledge of their own internal associations, however it is possible to re-
solve all parameterized components, that is evaluate all parameterized
rules to represent the feature in terms of static geometry, to produce a pure
GML 3.1 compatible feature collection. At some point the resolution of
static geometry is necessary to display the features in a GIS or CAD envi-
ronment in any case. Of course in doing this ‘explode’ or ‘export’ we lose
the flexible representation of the rules within the feature, however since
very few applications, other than those we are developing are likely to
support the use of these rules, this is not relevant. Evaluating the model to
a pure GML 3.1 representation does however offer the ability to communi-

' Open Geospatial Consortium: http://www.opengeospatial.org/
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cate the resulting road marking design across a web service to a whole
range of GML enabled clients, allowing easy communication with external
clients and the public.

5 Summary

In this paper we have reviewed the representation of geometric rules
within both GIS and CAD, with emphasis on the types of rules that are
relevant to the representation of Traffic Controls. We have shown how we
have extended an object based spatial model to permit the representation
of parameterized rules within a GIS context. This has united the CAD and
GIS approaches to rule representation, and is very flexible. We have de-
fined a set of schema that implement the UML represented object models
that are closely tied to the developing GML format. In particular we are
able to create a set of data driven object types from our rule instances,
which provides great flexibility in modeling a wide range of traffic fea-
tures and rules, without the need to change any source code. The instances
are readily converted to GML for easy display across the web.

An interesting direction to take the work in the future would be to inte-
grate the model more tightly with GML, by further abstracting the geomet-
ric rule representation to allow it to be included in a future GML specifica-
tion, however at present it is not clear that there are a sufficient range of
applications requiring this extra complexity to merit its inclusion in GML.
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Abstract

Efficiently exploring a large spatial dataset with the aim of forming a hy-
pothesis is one of the main challenges for information science. This study
presents a method for exploring spatial data with a combination of spatial
and visual data mining. Spatial relationships are modeled during a data
pre-processing step, consisting of the density analysis and vertical view
approach, after which an exploration with visual data mining follows. The
method has been tried on emergency response data about fire and rescue
incidents in Helsinki.

1 Introduction

Digital data generated in recent years often contain geographical refer-
ences, which makes it possible to integrate diverse types of data into spa-
tial databases. How to find meaningful information in these complex data
is a challenge to the information scientists. The discipline that tries to ex-
tract as yet unknown, but potentially useful information from data is called
data mining (Hand et al. 2001; Fayyad et al. 2002).

Spatial data mining is a branch of data mining, which focuses on the
spatial nature of the data. According to Tobler’s first law of geography, all
objects are related to each other, but closer objects are more related than
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distant ones. The implication of this is that the standard assumptions of in-
dependence and identically distributed random variables in classical data
mining are not applicable for mining of spatial data. Spatial data are usu-
ally heterogeneous, thus the overall characteristics often do not hold for
particular fractions of the dataset. In addition, complex geometrical and
topological relationships between the spatial or spatio-temporal objects
need to be considered (Miller and Han 2001).

The mining methods that handle these special spatial issues can be sepa-
rated into two main groups. Methods in the first group apply classical non-
spatial data mining algorithms to specifically prepared data where the spa-
tial relationships have been pre-encoded (Koperski and Han 1995; Estivill-
Castro and Lee 2001; Malerba et al. 2001), while the second group con-
sists of new techniques where spatial information is processed as a part of
the data mining algorithm (Ester et al. 1997; Chawla et al. 2001). Process-
ing of spatial data mining tasks by computational methods is, however,
very demanding.

A type of data mining where the user performs the exploration in a se-
ries of interactively connected visualizations is called visual data mining.
All data mining is a form of pattern recognition. The most formidable pat-
tern recognition apparatus is the human brain and mind. Human ability of
perception enables the analyst to analyze complex events in a short time
interval, recognize important patterns and make decisions much more ef-
fectively than any computer can do. Given that vision is a predominant
sense and that computers have been created to communicate with the hu-
mans visually, computerized data visualization provides an efficient con-
nection between data and mind. The basic idea of visual data mining is to
present the data in some visual form, in order to allow the human to get in-
sight into the data, recognize patterns, draw conclusions and directly inter-
act with the data. The recognized patterns reveal relationships between
data attributes or data elements or identify global structure in the data
(Ankerst 2000; Keim and Ward 2003). Visual data mining has several ad-
vantages over computational data mining. The result is obtained faster and
with a higher degree of confidence in the findings, because the exploration
is intuitive and doesn’t require understanding of complex mathematical al-
gorithms. It is effective when little is known about the data and when the
exploration goals are vague. It can be used to explore heterogeneous and
noisy data where automatic mining methods fail. It is therefore well suited
for exploration of spatial data (Keim et al. 2004).

Visual data mining has in recent years been used for spatial data in a
number of cases. Recent examples include pixel-based geovisualizations
(Keim et al. 2004), several attempts to explore geographical metadata
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(Demsar 2004; Ahonen-Rainio 2005; Klein 2005), visual mining of spatial
time series data (Andrienko et al. 2004), exploration of spatially distrib-
uted genetic datasets (Joost and the Econogene Consortium 2005) and ex-
ploration of geochemical data (Griinfeld 2005).

One disadvantage of applying visual data mining to spatial data is that
the spatial component of the data is difficult to visualize in any other way
than by using maps, which have several drawbacks from the visualization
point of view. For example, since the data are usually not uniformly dis-
tributed over space, some display areas might be sparsely populated while
in other areas a high degree of overprinting occurs. In order to include the
spatial component into visual data mining, efficient strategies how to rep-
resent large spatial datasets have to be found. Alternatively, data mining
methods focusing on the spatial component of the data could be combined
with the visual mining (Keim et al. 2005).

This paper proposes a way to explore spatial data with a combination of
spatial and visual methods. Spatial relationships are modeled during a data
pre-processing step, after which visual data mining is used for the explora-
tion. The pre-processing step consists of density analysis (Silverman 1986;
O'Sullivan and Unwin 2003) combined with a vertical view approach for
spatial data mining (Estivill-Castro and Lee 2001; Karasovd 2005). The
approach is similar to the methods from the first group of spatial data min-
ing methods except that visual data mining is used instead of classical
automatic algorithms after the data have been spatially pre-processed. Ad-
ditionally, a temporal exploration of the data is possible by providing a
special visualization for temporal attributes. The approach has been tested
on emergency response data from the central part of Helsinki.

The rest of the paper is organized as follows: Section 2 presents the data
and the case study area. The spatio-visual exploration method is explained
in Section 3. Section 4 presents some of the more interesting exploration
results. Finally, Section 5 evaluates the exploration approach and presents
some ideas for future research.

2 Exploration Data

The study area covered a 14x14km square area in the central part of the
Helsinki city. Data about fire and rescue incidents, population, a business
register, topology and infrastructure were used.

The Helsinki Fire & Rescue Services have supplied sample datasets,
which contain all the fire alarms, rescue missions and automated fire alarm
systems missions within Helsinki city for the years 2001-2003. The mate-
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rial includes selected information, such as mission type codes, dates, ad-
dresses and X/Y coordinates. The data is not publicly accessible.

The second data source was a product named “SeutuCD” published by
the regional council of Helsinki (YTV) in 2003. SeutuCD is a data collec-
tion from different sources and includes population information, a business
register and various background information on topology and infrastruc-
ture. The population information in SeutuCD originates from the Popula-
tion register centre. Their Population Information System contains infor-
mation for the whole Finland on Finnish citizens and foreigners who are
permanently residing in Finland. A business register of Helsinki with geo-
coded and classified data for different business types was used to obtain
information on bars and restaurants. This source also supplied different
background information on topology and infrastructure, such as data about
water areas, roads, railway network and built-up areas.

3 The Spatio-Visual Exploration Method

This section presents the spatio-visual data exploration approach, which
consists of a combination of spatial pre-processing and visual data mining.

Spatial preprocessing:
density analysis and vertical view approach

v
|Visual data mining [
A/ & \
Bivariate Multivariate Spatial Temporal Estimating
patterns: patterns: patterns: patterns: the strength
- bivariate matrix -PCP - map - TSPCP, PCP of relationships:
- map - bivariate matrix - bivariate matrix - spaceFill
V\ ¥ ~

AN

AN A

‘[ Brushing and interactive selection [

v

Exploration result:
observations about the patterns and structures in the dataset

Fig. 1. Framework for the visual data mining of spatially pre-processed data

The framework for exploration of the incidents dataset using the spatio-
visual approach is presented in Figure 1. Density analysis and vertical
view approach are used to produce the exploration dataset with intention to
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encode the spatial neighborhood relationships in the architecture of the
dataset. Then, different visualizations in combination with interactive se-
lection and brushing (simultaneous highlighting of the selected data in all
visualizations) allow discovery of bivariate, multivariate, spatial and tem-
poral patterns in the spatially pre-processed dataset. Additionally, the
strength of the bivariate relationships can be visually estimated. Pattern
recognition, visual mining and interactive selection form a dynamic itera-
tive process that can be repeated a number of times, until a satisfactory
outcome in the form of observations about patterns in the incident dataset
has been found.

This section is divided into two parts. The first part presents how the
spatial dependencies in the data were modeled in preparation for the visual
mining. The second part describes how the visual data mining system used
for data exploration was built.

3.1 Spatial Pre-Processing

In order to mine spatial relationships among different geographical layers
(incidents, topographical data, locations of various point features, such as
population information or bars and restaurants, etc.), all features were con-
verted to rasters with identical extent and resolution by producing either
density surfaces or proximity surfaces. All the surfaces covered the same
study area, which was divided into a 250m raster containing 3136 (56x56)
grid cells.

The incidents were represented as a continuous density surface in order
to give an efficient impression of their spatial distribution. Applying a ker-
nel density estimations scheme recognizes this continuity. The kernel den-
sity method replaces each point with a kernel and then sums the kernels of
all points into a surface (Silverman 1986). The determining factors are the
bandwidth, sometimes referred to as the kernel search radius, and the out-
put grid size of the estimation. If the bandwidth is too large, the estimated
densities will be similar everywhere and close to the average incident den-
sity of the entire study area. When the bandwidth is too small, the surface
pattern will be focused on the individual incident records. Experimentation
is required to derive the optimal bandwidth setting to acquire a satisfactory
density surface (O'Sullivan and Unwin 2003).

To recognize the different types of incidents during the visual data min-
ing process, the incident data were classified into six classes according to
incident types shown in Table 1. These incident types were separated into
night-time and daytime incidents for each of the years 2001 to 2003. The
density was calculated for each type, time and year. This provided 36 dif-
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ferent density layers (including night-time incident density and daytime in-
cident density for 2001, 2002, 2003 for each of the six types of accidents).
Three additional layers were produced as aggregated densities for all
night-time/daytime incidents and all incidents over the whole time period
2001-2003. Figure 2 shows the aggregated 2001-2003 density of the night-
time incidents.

Table 1. Incident types

Class no. Code by fire & rescue services Description

1 A automated fire alarms
2 T1, T2, T3, T4 fires

3 P3, P4, P5, P6, P7 other incidents

4 P2 traffic incidents

5 TS boat incidents

6 P1 people rescue incidents

The population density, the bars & restaurant density and the railway
stations density were also produced, based on the data from the SeutuCD.

The kernel search radius was 500m for all densities. The grid size was
250m. The output was classified into six classes using a natural breaks
classification to optimize breaks between the individual classes. Values
ranged from 1 indicating low density to 6 indicating high density.

In addition to densities, background information was included into the
database by producing proximity surfaces based on intersection. A cell in a
proximity surface was assigned value 1 if the feature in question inter-
sected the cell and O if there was no intersection. These surfaces were pro-
duced for each of the following features: water areas (sea, lakes and riv-
ers), built-up areas, railway and six different road types (derived by
classification of the road network according to Table 2). The data used in
this step came from SeutuCD.

Table 2. Classification of road types

Class no. Road type

0 no roads in the cell
1 highway

2 major road

3 ring or major road
4 road

5 residential street
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Fig. 2. Density of nighttime incidents in the centre of Helsinki

The densities and the proximity surfaces were integrated in the explora-
tion dataset by the vertical view approach to spatial data mining (Estivill-
Castro and Lee 2001; Karasovd 2005). Spatial data mining requires com-
parison of all the attributes for a particular location. Therefore data needs
to be arranged into a form similar to the one used in relational databases.
The vertical view approach to spatial data mining, which is based on map
overlay, offers a solution to this problem. In this approach there is a sepa-
rate layer of raster cells covering the area of interest for each attribute of
the dataset. Information about a particular location is contained in the cor-
responding cell in all layers. One cell identifies the smallest neighborhood
unit. The database of neighborhoods is then created by a virtual overlay of
all rasters into a table of cells and their respective raster values.
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In our application, we used this approach to create the exploration data-
base for the visual data mining. The final database was in the form of an
area shape-file, where each polygon represented one raster cell with
15 non-temporal attributes (aggregated incident densities and proximity
surfaces) and 36 temporal attributes (incident densities according to time,
type and year) as described above.

3.2 Visual Data Mining

The visual data mining system for exploration of the incidents dataset was
built using GeoVISTA Studio, a java-based collection of geovisualizations
and computational data mining methods for geoscientific data exploration
(Gahegan et al. 2002; Takatsuka and Gahegan 2002).

The system included selected components from ESTAT design — the
Exploratory Spatio-Temporal Analysis Toolkit (Robinson et al. 2005) and
a multiform bivariate matrix (MacEachren et al. 2003). The decision to
build the system in this way was based on the nature of the data: the tem-
poral attributes were the reason to use a separate parallel coordinates plot
for time series as in ESTAT, while the goal to discover bivariate relation-
ships in the data was the motivation to use a multiform matrix. The system
consisted of the following visualizations (see Fig. 3): a time series parallel
coordinates plot (TSPCP) on top, a parallel coordinates plot (PCP) for non-
temporal attributes in the middle, a bivariate map and a multiform bivari-
ate matrix with scatterplots, histograms and spaceFill visualizations.

A parallel coordinates plot (PCP) is a multivariate visualization, which
maps the attributes of the dataset onto vertical axes. Each data object in the
dataset is represented as a continuous piecewise linear line intersecting the
axes at appropriate attribute values. It is effective for complex spatiotem-
poral datasets, but has a disadvantage of overprinting when there are many
data elements with similar values, which conceals the strength of the corre-
lations (Inselberg 1999; Edsall 2003).

An element in the row i and column j in a multiform bivariate matrix is
a scatterplot of the variables i and j, if it is located above the diagonal, a
spaceFill visualization of the same two variables, if it is located below the
diagonal and a histogram of variable i, if it is on the diagonal. Scatterplots
display data elements as (x, y) points, where x and y represent the respec-
tive attribute values for each data element. They can be used to detect cor-
relation between the two variables, but when there are too many data ele-
ments and overprinting occurs, it is not possible to see the strength of the
actual correlation (Hand et al. 2001). Since the range of many of the vari-
ables in the accidents dataset consisted of six discrete values, there was
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significant overprinting in the scatterplots and in the PCP. Therefore it was
decided to add a spaceFill visualization in the matrix. In a spaceFill visu-
alization each grid square represents one data element. The color of the
square is assigned according to one of the two display variables and the
order of the squares in the grid according to the second display variable.
The visualization solves the problem of overprinting, as it displays all data
elements at non-overlapping positions (MacEachren et al. 2003).
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Fig. 3. The visual data mining system for the incidents dataset with a TSPCP,
a PCP, a bivariate map and a multiform bivariate matrix

Finally, a geoMap, a component in GeoVISTA which shows the spatial
extent of the data, was included in the system. This is a bivariate choro-
pleth map, whose color scheme is interactively transferred to other visuali-
zations that do not have own color schemes. Alternatively the color
scheme for the map and all other visualizations can be interactively de-
fined in one of the PCPs according to one of the attributes. The same color
scheme in all visualizations makes it easy to visually identify the same
data object in different components (Gahegan et al. 2002; Takatsuka and
Gahegan 2002).

All visualizations in GeoVISTA-based exploration systems are interac-
tively connected by the principle of brushing. This means that when a sub-
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set of data elements is selected in one visualization, the same elements are
selected everywhere, providing a better visual impression and easier pat-
tern recognition (Gahegan et al. 2002; Takatsuka and Gahegan 2002).

4 Results of Data Exploration

This section presents a selection of the more interesting observations about
the incidents dataset. The observations are grouped according to the explo-
ration framework into observations about bivariate relationships, multi-
variate relationships, spatial relationships, temporal relationships and about
estimation of the relationship strength.
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Fig. 4. A bivariate matrix of all incidents, nighttime incidents,
daytime incidents, proximity to water and built-up areas

The bivariate relationships were discovered using mainly the spaceFills
and the map. The PCP, TSPCP and scatterplots were not very useful for
this purpose, because of the high level of overprinting. There is a very
good correlation between the location of night and day incidents. This can
be seen from the scatterplot between night incidents (AC_ALL_N) and
day incidents (AC_ALL_D) in the bivariate matrix in Figure 4. There is a
general trend towards the diagonal in this scatterplot. However, the over-
printing makes it impossible to estimate the strength of the relationship.
The incidents do not correspond very well to the population density. There
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is a better correlation between the incidents density and the density of bars
and restaurants. High incident density corresponds to built-up areas and ar-
eas that are not close to water, as can be deduced from the spaceFills in the
lower two lines of the bivariate matrix in Figure 4. In the next to last row
of this matrix, the color represents vicinity to water and in the last row
built-up areas. Dark color means that there is water or built-up area in the
cell represented by each grid square. The order of grid squares in these
spaceFills is defined according to the density of incidents, starting from the
lowest value in the bottom-left corner and proceeding along a scan line
towards the highest value in the top-right corner. In order to illustrate how
the deduction was made, a thin white horizontal line in the bottom row has
been added to this figure (it is not a part of the visual data mining system).
The cells above this line have a high density of incidents, but are predomi-
nantly dark, which indicates that these are built-up areas. A similar conclu-
sion can be made about vicinity to water and incidents in the three space-
Fills in the fourth row. Here the grid squares that correspond to high-
density areas are light, indicating that there is no water in these cells.

Multivariate relationships can be identified by using interactive selec-
tion in several visualizations. An example is the selection of the built-up
areas with high bar and restaurant density. The selection was performed in
the scatterplot and transferred interactively to other visualizations. From
these, the characterization of these areas could be inferred: the map indi-
cated that these areas correspond fairly well with the centre of Helsinki.
From the PCP it could be observed that these areas have a high incidents
density, medium to low population density, are far from water and contain
roads of types 2-5. The TSPCP (see Fig. 5) indicated that in these areas
the incidents of type 1 (automatic fire alarms) and 3 (other incidents) are
common, but that these areas have no incidents of type 5 (boat incidents)
and lower density of incidents of type 6 (people rescue incidents). The in-
cidents of type 2 (fires) were distributed over all values in these areas and
incidents of type 4 (traffic incidents) had a higher density in these areas
during the day than at night.

Using the interactive selection for different types of roads in the PCP
and the transfer of this selection to the map and the TSPCP it was possible
to spatially identify areas where a certain type of accidents occurred fre-
quently. Two such hotspots were identified for traffic accidents: one on the
highways and one on the major roads. With the help of the PCP, these two
areas were characterized further: they both have low population density,
are built-up, have no bars, are not near water or railways or railway sta-
tions, but have roads of classes 1, 3 and 5 (highways, ring and residential
streets). The TSPCP revealed that these two spots have high values of traf-
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fic incidents for all years and at any time. Other accidents were low for
these two particular spots, except for fires, which were frequent during
both day and night in 2002 for one of the spots.

A selection of the highest densities of particular incidents in the TSPCP
and comparison of their locations on the map helped to detect a hot spot of
automated fire alarm incidents. It is located around the central railway sta-
tion, a place with high density of bars and restaurants. During the daytime,
these incidents cover a slightly larger area than at night. In the same way, a
hot spot of people rescue incidents was identified. The place is again lo-
cated in the Helsinki centre, and it is further characterized by higher bar
and restaurant density and by proximity to water.

* AR RAB oo e

Fig. 5. The complete TSPCP with all 36 temporal attributes displaying
the selection of built-up areas with high density of bars.
The color of the lines follows the density of all incidents,
dark for high density and light for low density
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The TSPCP in combination with other visualizations revealed interest-
ing temporal patterns through the years as well as changes over the day-
time and the nighttime. The traffic accidents occurred with lower density
during the night. In addition, the decrease in their density from 2001 to
2003 is also apparent. Using the map, different hot spots for day and night
traffic accidents were discovered. The pattern of traffic accidents is similar
for each year, with an exception of a distinct shape for nighttime incidents
in 2001, which disappears in the following years. Similarly, there was a
decrease in the boat accidents for year 2003, during both day and night-
time. Using the combination of TSPCP, PCP and spaceFills, the difference
in characterization of people rescue incidents for day and night-time was
discovered: while during the daytime people were often rescued in popu-
lated and built-up areas, at night this kind of incidents occurred in less
populated areas and in the proximity of bars.

The VDM tools can be used to visually estimate the strength of the rela-
tionship between two attributes. An example of this is shown in Figure 6,
which shows spaceFills for the density of bars and restaurants and popula-
tion density versus the aggregated density of night incidents. The color in
both SpaceFills is assigned from light to dark according to bar density and
population density respectively. The density of the night-time incidents de-
fines the order of the grid cells: the cell with the lowest night-time inci-
dents density is situated in the bottom-left corner, from where the cells
then proceed along a scan line towards the cell with the highest night-time
incidents density in the top-right corner. If the attribute defining the color
of the cells is correlated with the attribute defining the order of the cell,
there will be a relatively smooth transition from the lightest to the darkest
color from bottom to top (or from top to bottom), as it is the case with the
spaceFill showing the bar density versus the night-time incidents density.
The spaceFill of population density and density of the nighttime incidents
is much more scattered, i.e. the propagation from light towards dark is not
as smooth. This suggests that the correlation between the bar density and
the nighttime incidents is stronger than the correlation between the popula-
tion density and the night-time incidents. This is however just a visual es-
timation, but the observation can be used to form a hypothesis, which
could then be explored further using other tools, for example statistics or
spatial analysis.
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Fig. 6. SpaceFills for bar and restaurant density vs. night-time incidents density
on the left and population density vs. night-time incidents density on the right

5 Conclusions and Future Work

The spatio-visual approach for the exploration of the incident dataset
proved to be valuable for detecting patterns and visually estimating the
strength of observed relationships. From the observed patterns and rela-
tionships hypotheses could be made about the incident dataset. The method
however has limitations to value the significance of potential relationships.
Even though the method is strong to preliminary identify relationships be-
tween attributes, further investigation is needed to value the findings. Ex-
perts within the Finnish Fire & Rescue Services might evaluate potential
results to see if they are significant. The findings should be evaluated and
compared with reality. For example, the hot spots of traffic accidents that
have been identified as built-up, low populated areas with many different
road types could possibly be industrial areas or major road junctions. This
would have to be checked on the spot, to see what there really is in these
areas. Some of these critical places exist only for one particular year — was
there perhaps a temporary obstruction (i.e. road works) that made these ar-
eas temporarily more dangerous? Another example are the temporal trends
for the traffic accidents: they occurred at different places during the day
and the night. This might for example indicate potential problems with il-
lumination at night. In other places there is a decrease in traffic accidents
from 2001 to 2003. Was there something done in these places, such as in-
troduction of new lower speed limits or warning signs? Does this corre-
spond to the overall trend of amount of accidents? Have drivers become
generally more careful, or do they pay more attention just at these critical
places?
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Mining spatial data always requires special data pre-processing. This
step is application-dependent and therefore cannot be completely auto-
mated. In this study, the generation of all densities proved to be particu-
larly time consuming. However, once this is done, various mining methods
can be applied to the dataset, either classical automatic algorithms or vis-
ual methods.

Representing neighborhood relationships by using the raster format for
the vertical view approach might be problematic: two objects in two
neighboring cells may be closer to each other than objects in the same cell.
This problem was partially overcome by using the density analysis, where
a continuous density surface represents the objects. The density analysis,
however, is dependent on the bandwidth and the output grid size. Grid
resolution also affects the visual exploration: different patterns can be dis-
covered at different resolutions.

Another problematic issue beside the raster resolution is the representa-
tion of a neighborhood by a square cell. This method of representing
neighborhoods might not define spatial relations sufficiently well. Differ-
ent basic neighborhood units might therefore be considered, such as buff-
ers around particular features or census tracts.

In this sample case the SpaceFill diagrams seemed to be more useful to
find relationships than either the PCP or the TSPCP. This is mainly due to
significant overprinting caused by classification. Working with classified
densities in the input data is therefore problematic, because of the loss of
information during the visual analysis. It would be interesting to look at
the same data pre-processed in a different way, so that the density attrib-
utes ranged over a continuous interval instead of being classified into dis-
crete values.

Trends were best seen in the TSPCP and PCP in combination with the
map. The map in combination with other visualizations was also useful for
identification of spatial patterns and hotspots of incidents.

An important feature of the system that enables effective exploration is
the interactive selection and brushing. However, this can be confusing for
potential explorers. Generally visual data mining needs training and is not
a tool for inexperienced users, such as the Fire and Rescue domain experts
might be. There is, however, the advantage that the results are easy to
show and explain to the general audience, as there is no requirement to un-
derstand difficult algorithms or other procedures. In order to evaluate if
such a tool could be useful for practical everyday purposes and how diffi-
cult it would be for domain experts to learn to use it properly, user-studies
and a usability evaluation would be necessary.
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Another idea for future research is to combine the visual data mining
with spatial data mining algorithms, such as spatial clustering, spatial as-
sociation rules, a Self-Organizing Map, etc. in order to try to detect pat-
terns in the data in an even more effective way.
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Abstract

A novel method for the analysis of spectra and detection of absorption fea-
tures in hyperspectral signatures is proposed, based on the ability of wave-
let transformations to enhance absorption features. Field spectra of wheat
grown on different levels of available nitrogen were collected, and com-
pared to the foliar nitrogen content. The spectra were assessed both as ab-
solute reflectances and recalculated into derivative spectra, and their re-
spective wavelet transformed signals. Wavelet transformed signals,
transformed using the Daubechies 5 motherwavelet at scaling level 32, per-
formed consistently better than reflectance or derivative spectra when
tested in a bootstrapped phased regression against nitrogen.

1 Introduction

Recent advances in remote sensing have resulted in the development of
high spectral and spatial resolution sensors. These sensors enable us to
measure more objects more accurately. Recent work has shown the utility
of hyperspectral data to detect foliar nitrogen (Kokaly 2000; Lilienthal et
al. 2000; Ferwerda et al. 2005), phosphorous (Mutanga et al. 2003), chlo-
rophyll (Haboudane et al. 2002; Coops et al. 2003) and phenolic com-
pounds (Soukupova et al. 2002; Ferwerda et al. in press).
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Biorthogonal 1.5 Daubechies 5 Wavelet scaling

! ‘“Time' support
Fig. 1. Wavelets used for decomposition, and an illustration of the effect of scal-
ing wavelets in the time-domain. With increasing scale levels the window of
analysis, or time support, increases, and the frequency resolution decreases

With the development of high spectral resolution sensors, reflectance
data has become near continuous. This has created an opportunity to treat
individual measurements (in the case of field spectra) or the combined
band values for individual pixels (in the case of hyperspectral images) as a
continuous signal, where electromagnetic radiation reflectance is measured
as a function of wavelength. Several methods, which were developed to
detect absorption features in hyperspectral data, such as derivative analysis
(Demetriades-Shah et al. 1990; Tsai and Philpot 1998) and continuum re-
moval (Clark and Roush 1984), are based on the fact that the data forms a
near-continuous signal. It is therefore surprising to note that studies using
wavelet transformations for the analysis of absorption features in hyper-
spectral reflectance data are rare. Wavelet analysis is based on the Fourier
transform, developed by Joseph Fourier in 1807. It decomposes a complex
signal into component sub-signals. Each of these sub-signals is active at a
different signal scale, or frequency. This makes it ideal for the detection of
absorption features in complex signals

Wavelets look like small oscillating waves, and they have the ability to
analyze a signal according to signal scale (frequency, see Fig. 1). In other
words, during analysis the original wavelet, or mother wavelet, is scaled
along the time-axis, to match signals at different frequencies. Thus a nar-
row wavelet (low scaling number) is used to match high frequency signals,
irrespective of the underlying low-frequency changes. Low frequency sig-
nals are picked up using a wide wavelet (high scaling number), while high
frequency signals (e.g., noise) is ignored.

The analysis of a signal is equivalent to computing all the correlations
between the wavelet function at a certain scale and the input signal
(Abbate et al. 2002, p 26). The results of the wavelet transform are the
wavelet coefficients C, which are a function of scale and position of the
transform. Multiplying each coefficient by the appropriately scaled and
shifted wavelet yields the constituent wavelets of the original signal. This
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can be repeated at different wavelet scales, to either match against low or
high frequency signals in the input signals. A specific form of wavelet
transformation, the continuous wavelet transformation, decomposes a sig-
nal into an output signal with the same length as the input signal. To pro-
vide the reader with a comprehensive technical background of wavelet
analysis falls outside the scope of this paper. For more information on the
mathematical and historical aspects of wavelet analysis, please see the
work by Hernandex (1996), Abbate (2002) or Ogden (1997).

Although wavelet analysis is used in remote sensing, this is mainly for
the purpose of data compression (Amato et al. 2000; Bjorke and Nilsen
2002) and edge detection (Gruen and Li 1995). Examples of the use of
wavelet transforms to enhance absorption features in hyperspectral data
originate predominately from the food industry, where quality control is
performed using near infrared lab-based spectroscopy. Chen (2002) for in-
stance improved prediction of oil content in instant noodles by applying a
4-scale Mallat wavelet transform to NIR reflectance spectra. Fu (2005)
successfully applied a Daubechies wavelet transform to NIR spectra of
vinegar to derive sugar content. In the environmental sciences, Koger
(2003) used wavelet-based analysis of hyperspectral reflectance signals for
early season detection of ‘Pitted morning-glory’ in soybean fields. A field
where the unambiguous identification of the characteristics of absorption
features is of critical importance is that of hyperspectral remote sensing of
foliar chemistry. Chemical components in foliage result in distinct absorp-
tion features, with a specific spectral location, and a depth and width re-
lated to the concentration of that component (Curran 1989). Therefore,
during data processing it is crucial to be able to quantify changes in the
depth and width of absorption-features. For the project presented here we
hypothesized that wavelet analysis might do just that. Since wavelet trans-
formed signals represent a measure of resemblance between the mother
wavelet stretched at a certain scale, and the input signal at each specific
spectral location, we hypothesize that this match between wavelet and de-
rivative spectra will provide us with an unbiased measure of the shape of
the absorption feature at that spectral location. Typically only the informa-
tion of one or a few bands is included in a model to predict the concentra-
tion of specific foliar components. However, since wavelet transformation
matches a subset of the input signal against a scaled wavelet, the output
signal combines information on the variation over a number of surrounding
bands. Therefore it is expected that the wavelet transform is less sensitive
to noise and will result in a better relation to the component of interest than
pure reflectance or derivative signals.
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The ability to predict chemical composition of plants using remote sens-
ing is directly dependent on the selection of appropriate bands to use. When
specific absorption features are unknown, most studies have used stepwise
regression techniques to determine which wavebands are most appropriate
to use. This may however result in over-fitting of prediction models. Princi-
pal component analysis is another method, which combines the information
from several bands into one predictor variable, and reduces this problem. It
however minimizes the understanding of the relation between absorption
features and chemical composition, since the effects of individual bands are
combined into one factor. Because it reduces the number of variables while
maintaining most of the information, principal component analysis has also
been used to compress data. Still, selecting the appropriate predictor bands,
and managing the volume of this data remains a problem. Ferwerda et al.
(in Press) suggested a method they referred to as bootstrapped phased re-
gression, that partially overcomes this problem. In short, from the original
dataset of n unique samples, a bootstrap dataset of n samples is selected, al-
lowing duplicate samples to occur (Efron and Tibshirani 1993). This is re-
peated 10 000 times, a number comparable to that suggested by Potvink and
Roff (1993) and Pitt and Kreutzweiser (1998) for bootstrapping routines.
For each repetition, the waveband with maximum correlation to the compo-
nent of interest is recorded, which results in a frequency table detailing the
number of times that each waveband has maximum correlation with the
component of interest. The band with the highest frequency after 10 000 it-
erations is selected, where the position of a band is defined as the central
wavelength of that band.

This step is repeated in order to build a linear regression model with
more than one predictor by calculating the regression goodness of fit be-
tween the component of interest and the already selected band combined
with each of the other bands, again selecting the band with the highest fre-
quency of maximum correlation for 10 000 random datasets. This routine
deviates from a full stepwise regression within each bootstrap repetition
because the aim is to select the best waveband to use with respect to al-
ready selected wavebands. This process is repeated until the required num-
ber of bands is reached or until the maximum frequency of maximum cor-
relation drops below 5%.

This study explores the ability of wavelet transformation to enhance ab-
sorption features in reflectance signatures. Wavelet transformation was ap-
plied to derivative signatures of wheat of which the foliar nitrogen content
was known. Subsequently a bootstrapped phased regression was applied to
select the best bands for prediction of foliar N. The predictive power of
wavelet factors was compared to that of reflectance and derivative spectra.
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2 Materials and Methods

2.1 Field Data

Wheat was grown during the 2004-growing season in Horsham, Victoria,
Australia (Sowing date: June 17™). As part of a larger experiment on the
effects of nitrogen and water availability on the productivity of wheat in
semi-arid systems, wheat was grown on a split-plot factorial design. The
treatments consisted of irrigated (390 mm; decile 9 for Horsham) and rain-
fed (270 mm; decile 5 for Horsham), combined with two plant densities
(300 and 150 plants/m*) and four levels of nitrogen applied as urea (0, 34,
84 and 354 kg urea/ha) in subplots with three replications.

2.2 Hyperspectral Measurements

At the end of the growing season (November 8", 144 days after sowing)
spectral properties were recorded. Approximately 1 m® of the canopy was
recorded using an ASD Fieldspec FR field spectrometer. The FieldSpec®
FR spectrometer combines three spectrometers to cover the 350 to
2500 nm range of the electromagnetic spectrum. This spectrometer uses a
photo diode array to cover the 350 to 1000 nm spectral range with 1.4 nm
sampling interval and 3 nm bandwidth. Two fast scanning spectrometers
provide coverage for the wavelength range from 1000 to 2500 nm with
2 nm sampling interval and 10 nm bandwidth. The optic fiber was placed
in a pistol grip and mounted on a steel boom 2.5 m above ground surface
pointing downwards in a 900 angle to measure the up-welling radiance of
the wheat. Absolute reflectance was calculated using a calibrated Spec-
tralon Reflectance Target (Labsphere, Inc, North Sutton, New Hampshire)
as a reference. The centre of the measured area was harvested (0.9 m*) and
a random sub-sampled was chemically analyzed to determine total canopy
nitrogen content.

2.3 Data Processing

The reflectance spectra were very noisy between 1850 and 2500 nm.
Therefore this part of the spectrum was excluded from further analysis.
During wavelet transform, the wavelet used should represent the signal to
be detected as closely as possible. In this paper it was decided to use two
mother wavelets (e.g., Fig. 1): one which closely represented the derivative
of a Gaussian distribution; the second of which represented a combination
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of the derivative of multiple Gaussian absorption features. Therefore
derivative spectra were calculated of the original reflectance spectra. An
added advantage is the signal normalizing effect of calculating derivative
spectra. Derivative analysis (Tsai and Philpot 1998) assumes that differ-
ences in the absolute reflectance do not affect the actual absorption fea-
tures. Therefore derivative spectra are less affected by sun angle and struc-
tural variation than absolute reflectance spectra, and by using the slope of
the spectrum instead of the absolute reflectance, the same signal is pro-
duced for samples with different absolute reflectance but the same absorp-
tion features.

Using the reflectance spectra, derivative spectra were calculated using
an adjusted version of the seven band moving spline smoothing technique
(Savitzky and Golay 1964; Tsai and Philpot 1998). Instead of smoothing
the spectra first and then calculating the derivative spectra from the
smoothed spectra, the parameters of the moving polynomial were used to
directly calculate the derivative at the centre waveband of the moving
spline window.

Reflectance and derivative spectra were averaged by individual treat-
ments, and plotted against wavelength to visually analyze the differences
in reflectance between treatments, and the effect of normalizing data
through derivative calculation. To better understand the sources of varia-
tion in the dataset, A full factorial ANOVA was performed on a subset of
wavebands (350 nm to 1250 nm, step 100 nm), with applied nitrogen level
(n=4), irrigation (n=2) and planting density (n=2) as interacting factors.
Similarly, the effect of individual treatments on the foliar nitrogen content
was tested using a factorial analysis of variance with nitrogen level (n=4),
irrigation (n=2) and planting density (n=2) as interacting factors. The con-
centration of nitrogen was recorded as a fraction of the dry weight. Since
these values are typically low (< 10%), these concentrations require a log-
transformation to meet requirements of normality (Zar 1999). After trans-
formation groups did not deviate from normality (Shapiro wilks> W; p >
0.05).

2.4 Wavelet Transform

The Matlab environment was used to perform continuous wavelet trans-
form on the derivative spectra, decomposing the derivative spectra at
7 scale levels, in 2* step increments (0 < a < 7). Two mother wavelets were
used for decomposition. The first is the biorthogonal wavelet 1.5
‘(Bior.1.5, see Fig. 1), which represents the derivative of a Gaussian curve.



Continuous Wavelet Transformations for Hyperspectral Feature Detection 173

The other is the Daubechies wavelet 5 (DB.5) a basic ripple with 5 convo-
lutions (see Fig. 1).

The 16 resulting datasets (Reflectance spectra, Derivative Spectra and
2 times 7 wavelet transforms) were tested for their relation foliar nitrogen
content. To select the most robust wavebands for detecting nitrogen con-
tent, a bootstrapped phased regression was applied.

3 Results

3.1 Effects of Treatment
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Fig. 2. Foliar nitrogen content in wheat samples, grouped by nitrogen treatment
and irrigation treatment. Vertical bars denote 95% confidence interval for the
mean

Foliar nitrogen concentration was affected by nitrogen application and
irrigation treatment individually (ANOVA; p=<0.001; see Fig. 2) but not by
sowing density (ANOVA; p=0.1). Second degree interaction terms were
not significant. Group sizes were too small to reliably calculate full facto-
rial interaction terms.

The effects of irrigation and nitrogen treatments on reflectance spectra
(see Fig. 3) were significant, but the effect of ‘between planting densities’
was not (ANOVA; p<0.001). The interactions between treatments were not
significant.
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Fig. 3. Comparison of reflectance and derivative spectra averaged by treatments.
N levels: 1: 0 kg urea/ha, 2: 34 kg urea/ha, 3: 84 kg urea/ha and 4: 354 kg urea/ha

Decomposition of spectra using a wavelet transform showed localized
responses, in particular around 1000 nm and 1400 nm for lower scale
transforms (matching higher frequency signals, see Fig. 4). Higher scale
levels (Matching lower frequency signals) result as expected, in responses
over wider regions of the signal (see Fig. 4).

Figure 5 depicts the regression goodness of fit (r*) between foliar nitro-
gen concentration and reflectance spectra, derivative spectra, and wavelet
transformed spectra for models with 1 to 6 predictor bands. Derivative
spectra of wheat, transformed using a DB.5 wavelet transform at scale 32,
show a stronger relation to foliar nitrogen concentration than the original
derivative spectra (see Fig. 5). Figure 5 shows a mean regression r° of 0.54
between the best band for DB.5 scale level 32 transformed derivative spec-
tra over 10 000 bootstrap iterations, whereas this is only 0.03 and 0.31 for
the pure reflectance spectra, and derivative spectra respectively. For all
models a maximum mean regression goodness of fit is achieved when de-
rivative spectra are transformed using DB.5 at scale level 32 (see Fig. 5).
Derivative spectra have a higher mean regression goodness of fit than re-
flectance spectra. Derivative spectra transformed using Bior.1.5 perform
less good than the input derivative spectra (see Fig. 5).
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Fig. 4. Derivative spectrum of wheat and the 7 wavelet transforms using a
Daubechies 5 continuous wavelet transform

4 Discussion

Transforming derivative spectra in the wavelet transformed signals re-
sulted in an increased correlation with foliar nitrogen concentration. Low
scale analysis uses a small window for analysis, in other words: the mother
wavelet is stretched across only a small part of the spectrum during the
analysis. Therefore it is well suited to detect high-frequency changes in the
signal (absorption features). An increase scale results in a wider analysis
window and the mother wavelet is scaled along a wider stretch of the spec-
trum. Wavelet transformations at higher scales are consequently more suit-
able for detecting changes in large absorption features. The graphs in Fig-
ure 5 show a steep increase in the relation between the Daubechies wavelet
transformed signal and foliar nitrogen when moving from scale 2 to scale
32, for all regression models. At scale 64 the regression goodness of fit is
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lower than at scale 32. This suggests that the optimal scale for detection of
nitrogen using derivative spectra is located between 16 and 64.
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Fig. 5. Mean regression goodness of fit (r*) over 10 000 bootstrap iterations for
regression models with 1 to 6 predictors, in regression between nitrogen and re-
flectance, derivative and wavelet transformed spectra
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The current work does not take into account the various aspects of re-
mote sensing using imaging spectrometers, such as mixed signals, canopy
shading and varying canopy architecture. Obviously these factors will af-
fect the outcome of these results, and to fully understand whether wavelet
transformations are appropriate signal processing tools for hyperspectral
data, a subsequent study is required. This would ideally integrate the ideas
presented here in a purpose designed image-based study.
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Abstract

This paper explores wavelets as a measure of linear complexity. An intro-
duction to wavelets is given before applying them to spatial data and test-
ing them as a complexity measure on a vector representation of the Austra-
lian coastline. Wavelets are shown to be successful at measuring linear
complexity. The technique used breaks a single line into different classes
of complexity, and has the advantages that it is objective, automated and
fast.

1 Introduction

Linear complexity is the extent to which a line is intricate and convoluted,
a highly complex line being one that is angular, inflected, and tightly cir-
cuitous, as opposed to straight. The study of linear complexity in cartogra-
phy waxed in the 1980s and 1990s when it was seen as potentially enhanc-
ing automatic feature recognition and the assessment and functionality of
line simplification algorithms. Notably, McMaster (1986) defined and as-
sessed a suite of complexity-related measures for evaluating the effect of
line simplification algorithms. Also, Buttenfield (1991) proposed five
complexity-related indices, together forming a “structural signature”, for
restraining simplification algorithms from removing important linear de-
tail, and Jasinski (1990) summarized eight of the most promising complex-
ity measures and studied their response to successive levels of line simpli-
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fication. Sixteen years later interest in the study of linear complexity has
waned, yet it still promises to improve automated feature recognition, in a
broader sense terrain and morphology recognition, linear simplification
and even enhancement, and “scale” determination for digital data. In this
paper the focus returns to linear complexity with the introduction, not of a
new index of complexity, but of a new method of measuring complexity
using an existing index. The new method is based on wavelet technology.
The paper begins with a review of wavelets, using the Haar wavelet to ex-
plain and illustrate the main concepts. A section in which wavelets are ap-
plied to spatial data follows this, with the Australian mainland coastline
used for examples. Two techniques are then tested for using wavelets to
classify a single line into sections based on complexity.

2 Terminology

In this paper the author uses a new word for the “scale” of digital data. Al-
though digital data are scale free, they are often captured from paper maps
or customized for plotting on paper maps at a particular scale. As noted by
Chrisman (1982, p 161), scale “is more than the mathematical relationship
between the earth and the map”. It implies “the degree of detail shown in
the geometric form ... the physical size of the smallest entity shown ...
[and] the positional accuracy of mapped features” (Goodchild and Proctor
1997, p 11). To accommodate the fact that digital data are scale free, and at
the same time retain all the connotations of the word scale, and the name
by which they are most commonly known, the term “e-scale” will be used
throughout this paper. The “e-scale” of digital data can be taken to mean
the scale of the paper map from which the data was originally captured or
to which it is customized for output. It is both an equivalent scale, and a
“scale” that applies to electronic data.

3 Wavelet History

Wavelets, like Fourier’s sinusoidal waves, are simple functions used,
through superimposition, to build compound functions. Stollnitz et al.
(1995, p 76) describe wavelets as “a mathematical tool for hierarchically
decomposing functions. They allow a function to be described in terms of
a coarse overall shape, plus details that range from broad to narrow. Re-
gardless of whether the function of interest is an image, a curve, or a sur-
face, wavelets offer an elegant technique for representing the levels of de-
tail present”.
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Wavelet theory is based on Fourier theory, though as early as 1873 it
broke from Fourier theory with the work of the German mathematician
Karl Weierstrass on building functions from scaled copies of a simple
function (Stollnitz et al. 1996). Further work on wavelet theory was under-
taken in 1909 by the Hungarian mathematician Alfred Haar though much
of the theory was not developed until the 1980s and early 1990s when nu-
merous scholars, in particular European physicists, geophysicists and
mathematicians, broadly expanded the theory. One of these scholars, the
French geophysicist Jean Morlet, is generally credited with coining the
term "wavelet" in the early 1980s, translating it from the French word on-
delette for "small wave" (Wikipedia 2005). However, Stollnitz et al. (1996,
p 3) states that the term “comes from the field of seismology, where it was
coined by Ricker in 1940 to describe the disturbance that proceeds outward
from a sharp seismic impulse or explosive charge”. Norman Ricker was an
American physicist who worked in both industry and academia.

Following work carried out in the late 1980s by the French mathemati-
cians Stephane Mallat and Yves Meyer, which led to the development of
the Fast Wavelet Transformation, wavelet theory was increasingly applied
to real world problems. Like the Fast Fourier Transformation, the Fast
Wavelet Transformation, which also requires that the number of sample
points be an integer power of 2, greatly increased the speed of transforma-
tion. Indeed, the Fast Wavelet Transformation is faster than the Fast Fou-
rier Transformation. Today wavelets are used in a broad range of applica-
tions, in particular in the fields of astronomy, seismology, image
processing, and signal analysis.

While wavelet and Fourier theory have the same ancestry they differ in
two fundamental ways. Firstly, while Fourier theory is based on waves of
sinusoidal shape, wavelet theory is non-prescriptive regarding wave shape.
For wavelets, wave shape can be chosen to best suit a particular applica-
tion. Secondly, while Fourier theory repeats each wave end on end, wave-
let theory requires that each wave occur only once, and outside the limits
of this single pulse there is no oscillation. This enables wavelet theory to
better localize, or position, detail along a compound function, and ensures
it can be applied to non-periodic phenomena. Thus, when applied to spatial
data, Fourier theory is largely limited to closed polygonal features such as
coastlines, while wavelet theory can be applied to both closed and open
ended features, including roads and watercourses. The ability to localize
detail along a function and work with the full range of linear phenomena
makes wavelets appealing as a potential measure of linear complexity.



182  Geoff J. Lawford

In the following section the simplest and first wavelet developed, the
Haar wavelet is used to illustrate the main characteristics of wavelets and
how the wavelet transformation works.

4 Wavelets in One Dimension

The Haar wavelet and its associated scaling function, illustrated in Fig-
ure 1, are both box shaped. A scaling function is the base within which a
wavelet operates and defines the coarsest level of detail of a wavelet trans-
formation. For the Haar wavelet the scaling function is a horizontal line the
start and end of which define the limits of the wavelet operation. The Haar
wavelet has the following attributes:

* adjacent wavelets at the same level do not overlap

* small wavelets fall within sections of large wavelets and their scaling
functions, where the latter two are constant

* the wavelet is zero outside a narrow domain

The first and second attributes are a result of a property called “orthogo-
nality”, which means that adjacent wavelets and wavelets at larger and
smaller frequencies or levels, and their scaling functions, are “perpendicu-
lar” to each other. This means that their inner vector product is zero. The
third characteristic means that the wavelet has “compact support”. The
Haar wavelet is unique in being orthogonal and compactly supported, as
well as symmetrical.

0 ! 0 ' 1
Fig. 1. Left, the Haar wavelet, and right, its associated scaling function, both
shown in a thick black line

The following example illustrates how a wavelet transformation using
the Haar wavelet can turn the number sequence 4,2,6,8,4,8,7,9 into the
wavelet coefficients 6,-1,-2,-1,1,-1,-2,-1. The example is divided into three
steps, each with an associated figure.
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Fig. 2. Step 1. Pairwise averaging of the number sequence 4,2,6,8,4,8,7,9, using
the Haar wavelet as a base

Step 1. Do a pairwise averaging of the number sequence 4,2,6,8,4,8,7,9,
as shown by the dark black line in the graph in Figure 2, to obtain a lower
resolution version of the number sequence, plus four coefficients.
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A lower resolution version of the number sequence, represented in the
graph by the dotted lines is thus 3,7,6,8. The set of wavelet coefficients 1,
-1,-2,-1 represent the factors by which the Haar wavelet must be multiplied
when positioned and scaled so that it is coincident with each averaged pair
of numbers.

9

8

- ]

Haar wavelet has been multiplied by:

2 -1

Fig. 3. Step 2. Pair wise averaging of the number sequence 3,7,6,8, using the Haar
wavelet as a base.

Step 2. Do a pair wise averaging of the averaged number sequence
3,7,6,8, as shown by the dark black line in the graph in Figure 3, to obtain
a lower resolution version of the number sequence, plus two more coeffi-
cients:

3

7} =5, coefficient = -2
(2)

6 - -

8} =7, coefficient = -1
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A new even lower resolution version of the number sequence, repre-
sented in the graph by the dotted lines is thus 5,7. The additional wavelet
coefficients -2,-1 represent the factors by which the Haar wavelet must be
multiplied when positioned and scaled so that it is coincident with each
new averaged pair of numbers. These coefficients are added to the front of
the existing set of coefficients as follows: -2,-1,1,-1,-2,-1

»
A
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0
e

T T T T
3 4 5 6 7 4 /

I

Haar wavelet has been multiplied by:

-1

Fig. 4. Step 3. Pair wise averaging of the number sequence 5,7, using the Haar
wavelet as a base.

Step 3. Do a pair wise averaging of the previous averaged number se-
quence 5,7, as shown by the dark black line in the graph in Figure 4, to ob-
tain a lower resolution version of the number sequence, plus one more co-
efficient.

5
7} = 6, coefficient = -1 3)

A new even lower resolution version of the number sequence, repre-
sented in the graph by the dotted lines is thus 6. This is the coefficient by
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which the scaling factor, which is coincident with the entire original num-
ber sequence, is multiplied. The additional wavelet coefficient -1 repre-
sents the factor by which the Haar wavelet must be multiplied when posi-
tioned and scaled so that it is coincident with the entire original number
sequence.

The output of the wavelet transformation is the number sequence 6
which is the coarse average value of the entire original number sequence,
followed by —1,-2,-1,1,-1,-2,-1 which are the multiplication factors of the
progressively re-scaled and re-positioned Haar wavelet such that the origi-
nal number sequence can be regenerated. In this example there is one scal-
ing factor and three “levels” of wavelets, one level for each described step.
In the following section the Haar wavelet is applied to spatial data.

5 Wavelets with Spatial Data

As can be shown with regard to Fourier series, wavelet technology can
break down complex linear features into a series of simple functions, or
wavelets. This is done by applying a discrete wavelet transformation to a
sequence of X and Y axis coordinate values defining the complex features
to derive coefficients for wavelets operating along each of the X and Y
axes respectively. The coordinate values to be transformed can be for the
vertices defining the line, for a set of equally spaced sample points along
the line, or for any other set of points defining the line. A complex linear
feature broken into wavelets in this way can be regenerated by merging the
separate wavelets back together. This is done by executing an inverse dis-
crete wavelet transformation on the unaltered coefficients. This will regen-
erate perfectly the original set of coordinates as they were prior to the for-
ward transformation. Interestingly, a generalized version of the original
complex linear feature can be created by excluding higher resolution
wavelets from the inverse transformation. Also, the coefficient data can be
compressed, with minimum loss of detail to the original line, by calculat-
ing coefficients under a specified threshold to zero.

To illustrate how the wavelet transformation works with spatial data,
Figure 5 shows the “centroid” plus the first three wavelets constituting the
1:10 million e-scale vector representation of the Australian mainland
coastline. The Haar wavelet is used. The coastline was sampled with 2"
(8192) equally spaced points. The X and Y coordinates of the sampled
points, in decimal degrees of longitude and latitude respectively, were
transformed separately. The resultant wavelet coefficients are given in the
first two rows of the table, ignoring the header row.
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Fig. 5. The “centroid” plus the first three wavelets, and their progressive merger,
for both X and Y axes, created from a fast wavelet transformation of the Austra-
lian 1:10 million e- scale coastline using the Haar wavelet. The original coastline
was sampled with 2" (8192) equally spaced points. Excluding the heading, the
rows illustrate, from top: (1) the Y wavelet coefficient, (2) the X wavelet coeffi-
cient (3) the “centre” and wavelets for the Y coordinates with amplitude (Amp)
and Y dimensions, (4) the progressive merger of the Y axis wavelets, (5) the “cen-
tre” and wavelets for the X coordinates with amplitude (Amp) and X dimensions,
(6) the progressive merger of the X axis wavelets, and (7) the “centroid” and
merger of both the X and Y wavelets relative to the original coastline
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The figure shows visually the first three wavelets for both X and Y axes,
plus the progressive merger of those wavelets for each axes. The last row
of the figure shows the shape generated by combining the merged wavelets
in both X and Y directions, against a backdrop of the original coastline. In
this example and throughout this research a Fast Wavelet Transformation
has been used. The wavelets and merged wavelets shown in the figure
have been created by executing an Inverse Fast Wavelet Transformation
only on those coefficients of interest. In other words, prior to executing the
inverse transformation all other coefficients were set to zero.

Figure 6 shows four of the more advanced stages of regenerating the
1:10 million e-scale Australian mainland coastline shown in Figure 5.

Fig. 6. The Australian mainland coastline from data at 1:10 million e-scale, over-
laid with, in a heavy line, the coastlines formed by merging the wavelets defined
by the first (a) 32, (b) 64, (¢) 128, and (d) 2"* (8192) coefficients. The latter coast-

line includes all the wavelets derived when sampling the coastline with 2'* (8192)
equally spaced points, as was the case here

It shows the coastlines regenerated from the first 32, 64, 128 and 8192
coefficients respectively from a fast wavelet transformation of a 2" (8192)
point sampling of the original coastline. The transformation used the Haar
wavelet. The latter coastline perfectly matches the original coastline as
sampled, as it includes all 2" (8192) coefficients. In regenerating the first
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three coastlines, all coefficients but those of interest were set to zero prior
to executing the inverse transformation. The output from the inverse trans-
formation was a sequence of coordinates that defined the new coastline. As
previously, the transformations of the X and Y coordinate values were un-
dertaken independently.

Figure 7 shows more clearly the gain in fine detail as the higher-level
coefficients are retained prior to executing the inverse transformation. The
figure shows Shark Bay, on the western tip of the Australian coastline, us-
ing 1:10 million e-scale data. On top, shown in a thick black line, from left
to right, are the coastlines regenerated from the first 128, 512, 2048, and
8192 coefficients respectively from a fast wavelet transformation of a 2"
(8192) point sampling of the entire original coastline around the whole
continent. The same method and parameters were used as for Figure 6.

(a) (b)
SHARK BAY SHARK BAY
Zuytdorp Point Zuytdorp Point
() (d)
SHARK BAY SHARK BAY
Zuytdorp Point Zuytdorp Point

Fig. 7. The western tip of the Australian mainland coastline, at Shark Bay, from
data at 1:10 million e-scale, overlaid with, in a heavy line, the coastlines formed
by merging the wavelets defined by the first (a) 128, (b) 512, (c) 2048, and (d)
213 (8192) coefficients
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Figure 8 shows the difference in the regenerated coastline for wavelets
other than, and including, the Haar wavelet. The wavelets are from the
Daubechies family of wavelets, invented in the 1980s and named after
their inventor, the Belgium physicist Ingrid Daubechies. They are nowa-
days used in many applications and differ from other wavelets by being
both compactly supported and orthogonal. The wavelets in the figure are
of dimension (a) 2, that is, the Haar wavelet, (b) 4, (¢) 6, (d) 8, and (e) 10,
with the dimension representing the number of filtering loops executed
within the wavelet algorithm. In this example the same method and pa-
rameters were used as in the previous examples, except that here all but the
first 1024 coefficients were zeroed. Although the higher dimension
Daubechies wavelets are considered superior to the Haar wavelet at model-
ing smooth shaped functions, as can be seen from the figure, they overlap
sideways, making them less suitable for isolating singularities and linear
complexity.

6 Wavelets and Linear Complexity

In this research two techniques using wavelets to classify linear spatial
data into sections based on complexity were tested. Both techniques used
the 1:10 million e-scale data of the Australian mainland coastline, and the
same method as used in the previous examples, including the Haar wavelet
base, unless otherwise specified.

6.1 Technique 1

In the first technique the coastline was sampled with 2" (8192) equally
spaced points, meaning that the transformation involved 12 levels of wave-
lets plus one scaling function. For each level, if a coefficient based vari-
able exceeded a threshold then the section of coastline coincident with that
wavelet was categorized as complex to that level. The coefficient based

variable, here called C  , was calculated as follows

Cvar = Cwav X \/27] +L 4)

where C, = was the coefficient returned by the forward transformation, j

wav

was an index to the wavelet level, where j& 0,1,2...11 for the 12 levels of

the transformation, and L = %l where [ is the length of coastline
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Fig. 8. The western tip of the Australian mainland coastline, at Shark Bay, from
data at 1:10 million e-scale. This is overlaid with, in a heavy line, the coastlines
formed by merging the wavelets defined by the first 1024 coefficients using
Daubechies wavelets of dimension (a) 2, (b) 4, (c) 6, (d) 8, and (e) 10. The origi-
nal coastline was sampled with 2" (8192) equally spaced points. The shape of
each wavelet is shown above each map

associated with the wavelet in question. For the low level, coarse wavelets
| was long, and for the high level, fine wavelets it was short. Note that

V2’ is the standard wavelet factor used to generate normalized coeffi-
cients, and division by L was undertaken so that a constant threshold
could be used regardless of the wavelet level.
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The finest, or highest, level wavelets were tested first and their associ-
ated coastline sections assigned complexity “one” if the threshold was ex-
ceeded by either X or Y wavelets. The eleven lower levels were then proc-
essed in turn, however coastline sections already classified were not
reclassified. As lower level wavelets were longer than higher-level wave-
lets they had the potential to classify long stretches of coastline, where it
was not already classified. A few different thresholds were used. When a
threshold of 25 was used, the coastline was classified into complexities
one through nine, however some sections of the coastline remained unclas-
sified.

Inspection of plots of the coastline, using symbology based on the as-
signed complexity, revealed that the technique was a failure. It was unable
to discriminate sections of coastline with disparate linear complexity.
Some sections of coastline classified as complex were in fact smooth, and
vice versa. Figure 9 illustrates why the technique failed, showing that even
a straight line, which displays no linear complexity, can reduce to non-
trivial wavelets.

\1 Mt\aan

&+ values

44— Haar wavelets

A

1 2 3 4 s 6 7 8

Fig. 9. Straight line AB sampled at eight locations, shown with the large black
dots, modelled in the Y direction using Haar wavelets. The sampled section is
broken into four mean values, shown with dotted lines, and four Haar wavelets,
shown with a thick black line. Although the line is straight the wavelets that model
it are of non-trivial amplitude, as are their coefficients
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6.2 Technique 2

The second technique was similar to the first except that there were 2'
(32768) equally spaced sample points rather than 2". Also, the test was al-
tered to be Abs(C,, -C,, ) >threshold , where Abs(C, -C, ) was the abso-

lute value of the difference in the coefficient based variable of adjacent
wavelets, C being the coefficient based variable as defined in the previ-

var,, var,

ous technique and applying to wavelet i, and C . being the coefficient

based variable applying to its adjacent wavelet, indexed i+1. In short, this
technique differed from the previous technique by focusing on the differ-
ence in the amplitude of adjacent wavelets rather than the wavelet ampli-
tudes themselves. In all other ways the technique was the same as the pre-
vious technique. When a threshold of 40 was used, the coastline was
classified into complexities one through 12, with only a small section of
low complexity coastline remaining unclassified. Note that with 2" equally
spaced sample points there were 14 levels of wavelets plus one scaling
function.

By plotting the processed coastline, using symbology to discriminate the
assigned complexities, and visually inspecting the result, it was apparent
that the technique was successful. Figure 10 shows the result for sections
of the coastline, though note that the complexities have been reassigned
into two classes, those with complexities one to four inclusive, and those
with complexities five to 12 inclusive plus those sections unclassified. In
the figure those sections of the coastline that appear complex have been
coded as such, and vice versa. It can be imagined that had the classification
been done manually by eye the result would be similar. Note that while
only sections of the coastline are shown in the figure, the entire coastline
was processed.

The technique works by responding to changes in line direction.
Whereas wavelets associated with a straight line show no coefficient varia-
tion, wavelets “either side” of a direction change have markedly different
amplitudes and coefficients in X, Y or both axes. Moreover, whereas the
smaller, high level, wavelets isolate tight curves and fine detail, the larger
wavelets isolate broader sweeping changes in direction, thus enabling the
complexity to be broken into different complexity classes.

While it is not suggested here that a new index or measure for linear
complexity has been developed, it is suggested a new method of indirectly
measuring and utilizing the existing index of “angularity” has been devel-
oped. Angularity, as described by McMaster (1986), is based on the angu-
lar change between segments of a line, and can be quantified in numerous
ways, “average angularity” for an entire line being the one favored and re-
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viewed by Jasinski (1990). While the technique described here does not di-
rectly measure angularity, it indirectly measures it because the change in
coefficients for adjacent wavelets is a function of angularity.
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Fig. 10. Sections of the Australian mainland, shaded, from data at 1:10 million e-
scale. At left, those sections of the coastline satisfying high complexity criteria are
shown with a thick black line. At right, those sections satisfying low complexity
criteria are shown in black. At top is the coastline around Gove Peninsula and the
western side of the Gulf of Carpentaria, Northern Territory. In the middle is the
coastline of central to mid-eastern Victoria. At bottom is the coastline of north-
west Western Australia. The coastline was sampled with 2'5 (32768) equally
spaced points. A fast wavelet transformation, using the Haar wavelet and tech-
nique 2 described above, was used to determine the complexity of the coastline in
the vicinity of each sample point
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The new method has the advantages that it is objective, automated, lo-
calizes complexity along the different sections of a line, and is fast. Classi-
fying and redrawing the 1:10 million e-scale coastline of mainland Austra-
lia, using 2" sample points, took just three seconds on a Pentium 4
personal computer (PC). Table 1 lists the processing and drawing time on
the same Pentium 4 PC for the same coastline using 2'*, 2", and 2'7 sample
points. In each case the bulk of this processing time was consumed by
point sampling the coastline. It should be noted, however, that the method
also has the disadvantage that the number of sample points is restricted to
2", where N is a positive integer. The user therefore does not have the
freedom to specify an exact distance between sample points. Perhaps fur-
ther research will overcome this shortcoming. Such research might look at
whether it is viable to use an excess of the 2" samplings to repeatedly sam-
ple the end point of the line.

Table 1. Approximate running time on a Pentium 4 PC with a 2.6 gigahertz proc-
essor and 480 megabyte of random access memory (RAM) of technique 2 for
three different sample point numbers

# of sample points Time
13 3 seconds
27 (8192)
215 (32768) 1 minute 30 seconds
217 (131072) 24 minutes 30 seconds

7 Technical Implementation

The techniques described in this paper were developed and run on a Pen-
tium 4 PC with a 2.6 gigahertz processor and 480 megabyte of RAM. The
operating system was Microsoft Windows XP. ESRI’s ArcGIS, version
9.1, software was used to access and display the digital spatial data, all of
which were held in ESRI shape file format. Code was written on top of the
ArcGIS application using the Visual Basic for Applications language, and
making use of ESRI’s ArcObjects development toolkit. Code was written
for sampling and redrawing the digital vector coastlines, drawing the indi-
vidual and compound wavelets, executing the Fast Wavelet Transforma-
tion, manipulating the coefficients, and executing the Inverse Fast Wavelet
Transformation.
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8 Conclusions

It is many years since research into linear complexity was popular even
though further research has the potential to advance automated feature rec-
ognition, line simplification techniques, and e-scale determination. In this
research the focus returns to linear complexity with an investigation of the
utility of wavelets as a classifier of linear complexity. A background to
wavelet technology has been given and two tests undertaken examining
how successfully wavelets break a vector representation of the Australian
coastline into classes of different complexity. While the first test failed, the
second test, based on measuring the difference between the amplitudes of
adjacent wavelets and thereby the line’s angularity, succeeded. Plots
showed that it successfully classified the Australian coastline in a way ex-
pected of manual classification The technique was objective, automated
and fast. Further research using wavelets to simplify, enhance, compress,
and spatially conflate data, may prove equally fruitful.
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Abstract

In many natural resource inventories class descriptions have atrophied to
little more than simple labels or ciphers; the data producer expects the data
user to share a common understanding of the way the world works and
how it should be characterized (that is the producer implicitly assumes that
their epistemology, ontology and semantics are universal). Activities like
the UK e-science programme and the EU INSPIRE initiative mean that it
is increasingly difficult for the producer to anticipate who the users of the
data are going to be. It is increasingly less likely that producer and user
share a common understanding and the interaction between them necessary
to clarify any inconsistencies has been reduced. There are still some cases
where the data producer provides more than a class label making it possi-
ble for a user unfamiliar with the semantics and ontology of the producer
to process the text and assess the relationship between classes and between
classifications. In this paper we apply computer characterization to the tex-
tual descriptions of two land cover maps, LCMGB (land cover map of
Great Britain produced in 1990) and LCM2000 (land cover map 2000).
Statistical analysis of the text is used to parameterize a look-up table and to
evaluate the consistency of the two classification schemes. The results
show that automatic processing of the text generates similar relations be-
tween classes as that produced by human experts. It also showed that the
automatically generated relationships were as useful as the expert derived
relationships in identifying change.

Key words: inconsistent data sets, class labels, text mining, land cover
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1 Introduction

Over time scientific knowledge advances, policy objectives change and
technology develops these three factors all contribute to a common prob-
lem in the environmental sciences; almost every survey creates a new
“base line” rather than being part of a sequence (Comber et al. 2002;
2003). For some phenomenon, like solid geology, we can be fairly sure
that the differences between “maps” represent changes in; understanding,
technology or objectives. For other phenomena, like land cover, differ-
ences may also be because the phenomenon has changed in significant and
interesting ways.

Thirty or forty years ago this problem was not so acute because the map
was used to support a description of the phenomena contained in a detailed
survey monograph. The EU through initiatives such as INSPIRE (Infra-
structure for Spatial Information in Europe)' and the UK Research Coun-
cils through e-science and GRID initiatives? are encouraging seamless ac-
cess to data over the Internet; a traditional monograph may not be
available to the user and may not even have been produced (Fisher 2003).
Not only has the “balance of power” between the graphical (map) and tex-
tual (monograph) changed, but crucially the user may be led to wrongly
treat the map as if it were data (a measurement) and not as information (an
interpretation).

Recently a number of methods have been proposed to reconcile incon-
sistently defined data sets; these include:
¢ Statistical-semantic, Comber et al. (2004a,b,c)

* Fuzzy-logic, Fritz & See (2005)
* Conceptual overlaps, Ahlqvist (2004, 2005)

Each of these three methods relies on the existence of human experts to
characterize the classes and the relationship between all the classes in all
the data sets. The statistical-semantic approach of Comber et al. (2004a;
2004b, 2004c) elicited expert knowledge on the relationship between
classes in different systems and represents this Expert Knowledge in look-
up-tables (LUT). Values in the LUT are restricted to three values, +1 an
expected relation, -1 an unexpected relation and 0 an uncertain relation.
Different experts produced different LUTs reflecting their academic inter-
ests and familiarity with the data products. An alternative way of using ex-
pert knowledge to reconcile inconsistent land cover data has recently been

! http://eu-geoportal.jrc.it/
2 http://www.nerc.ac.uk/funding/escience
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shown by Fritz & See (2005) who employ a fuzzy logic framework. The
idea of calculating a conceptual overlap to compare land cover classes has
been explored by Ahlqvist (2004 & 2005) and Wadsworth et al. (2005)
with variously continuous, discreet, ordinal and nominal scaled data such
as “intensity of use”, “crown closure”, “tree species” etc. Data primitives
are manually extracted from the class descriptions using expert opinion.

There may be situations where a human expert is unavailable or where
differences between experts lead to significantly different results. Where
the class descriptions are more than labels it should be possible to process
the text to estimate the amount of overlap or similarity between classes.
Processing natural language is very challenging and text mining is the sub-
ject of considerable research at the moment including in 2004 the estab-
lishment in the UK of worlds first “National Centre for Text Mining”
(Ananiadou et al. 2005). A word can have many meanings that depend on
context; for example, a “figure” might refer to a person, a picture, a num-
ber, an idea and so on. Words can be synonyms in some contexts but not
others; for example “ground” and “land” are usually synonymous, but in
the phrases “the traveler spent a few hours on the ground” and “the traveler
spent a few hours on land” one suggests travel by an airplane the other by a
ship. Sophisticated processing of the context, tense, roots, synonyms, acro-
nyms and abbreviations to determine context and meaning can be employed
entailing the construction of thesauri, dictionaries and agreed ontologies.

Kavouras et al. (2005) propose deconstructing geographic class descrip-
tions into a formal semantic structures by defining hypernyms (generic
terms), semantic properties (such as; ‘purpose’, ‘cause’, ‘location’ etc.)
and semantic relations (such as; ‘is-a’, ‘is-part-of’, ‘has-part’, etc.) for each
class similarity is calculated between these formal structures. While the
Kavouras et al. (ibid) proposal works well for their example case (wetland
terms in a “geographic” context (CORINE, Bossard et al. 2000) and a lexi-
cal context (WordNet Princeton University 2005) it contains no discussion
of what to do with conflicting or multiple definitions. For example, from
WordNet Kavouras (ibid, Table 4) characterize “Ditch” as hypernym: wa-
terway, size: small, nature: natural. However, WordNet (v. 2.1) has two
noun definitions of a ditch “a long narrow excavation in the earth” and
“any small natural channel”. Similarly almost all CORINE definitions
have multiple included and excluded cases. Kavouras (ibid) do not explain
how their method works where there are potentially many equally valid but
different semantic structures. Fortunately, simple methods based on “word
lists” work (surprisingly) well in representing or classifying documents
and messages provided the text is reasonably long (Lin 1997; Honkela
1997).
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This paper illustrates the issues in automatically processing text to quan-
tify relations between classes and classifications with reference to land
cover.

2 Data Used

The Countryside Survey (CS) is a sequence of increasingly elaborate as-
sessments of the UK environment conducted in 1978, 1984, 1990 and
2000; CS 2007 is planned. As part of CS90 and CS2000 two land cover
maps of Great Britain were produced; the LCMGB (Land Cover Map of
Great Britain) (Fuller et al. 1994) and the LCM2000 (Land Cover Map
2000) (Fuller et al. 2002).

LCMGB used summer and winter pairs of Landsat satellite scenes to
distinguish 25 target classes using a maximum likelihood classifier on a
per-pixel basis. Because of problems with cloud cover images were col-
lected over a three-year period. A description of the LCMGB classes can
be found on the Countryside Survey web page?, where the class descrip-
tions have been grouped into the simplified 17-class system but are anno-
tated in a manner that allows the 25 class descriptions to be disentangled.

LCM2000 also had problems with cloud cover. Although produced by
the same organization (CEH) from similar data (Landsat satellite images)
as part of the same sequence of assessments (the CS) it is a rather different
product from the LCMGB. Changes in UK and EU Government policy led
to a change from “Target classes” to “Broad Habitats”, changes in science,
technology and user feedback from LCMGB led to a change from per-
pixel to a parcel based classification. Unusually parcel based metadata is
available, detailing spectral heterogeneity and variants and an operating
history. The fullest description of the LCM2000 classes is contained in
Appendix II of a report to the LCM Steering Committee; a slightly shorter
but more accessible description of the classes is*. The LCM2000 was is-
sued with a caveat: “NB. The LCM2000 raster dataset is not directly com-
parable with the LCM1990 dataset, as it has been constructed by different
methods. It is NOT suitable for estimating change over the 10-year pe-
riod.”

3 http://192.171.153.203/data/lcm/
4 http://192.171.153.203/data/lcm/lcm2000_fulldatasetdescription.pdf
5 http://192.171.153.203/data/lcm/productversionsandformats/pdf
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Three hundred and fifty randomly selected locations in the Ordnance
Survey SK tile were visited in 2003. The UK is divided by the Ordnance
Survey into a regular pattern of 100 by 100 km blocks or “tiles” each tile
has a unique two letter identifier®. The SK tile is centered approximately
52°03’N 1°15’W in the East Midlands of England. SK contains a range of
environments from intensive agriculture and horticulture in Lincolnshire,
to intensive urban and industrial activities in Leicester and Nottingham
through general farmland to bleak moor lands in the Derbyshire Peak Dis-
trict. At each location a single expert with extensive knowledge of land
cover mapping judged whether they considered the LCM2000 to be cor-
rect, and whether it was likely that the parcel had changed since 1990.
Photographs were taken at each location and the authors reviewed the at-
tributions. Certain classes, particularly acid grassland, are often difficult to
definitively distinguish from other Broad Habitats (such as improved
grassland and neutral grassland), where there was doubt we accepted the
LCM2000.

3 Proposed Method

The first three stages of the proposed method are similar to Lin (1997) and
Honkela (1997) who use SOM (self organizing (feature) maps, Kohonen
(1982) to classify documents and messages. Here we use a similar ap-
proach using the descriptions of classes in the LCMGB and LCM2000.
The stages of the process are:

a) For each dataset the class descriptions are converted into a word list
(a single column of terms) by converting spaces to line breaks, converting
capital letters to lower case and deleting most of the punctuation. A limited
number of phrases are gathered into single terms; phrases concern meas-
urements, e.g. “25 m”, geographic locations, e.g. “North Yorks Moors” or
species names, e.g. “Nardus stricta”. In the case of the LCM2000 data
some of the “Appendix II” descriptions are very short but refer to previous
descriptions. For example the description of acid grassland is; “As above,
but pH <4.5 denotes ‘acid’ soils. This range is appropriate”. A decision
was made to substitute the “as above” with the full text from the previous
description.

b) A very sparse matrix of class v. terms is constructed with the cells
containing the number of times that particular word appears in a class de-
scription. We wrote a “C” programme to do this but there are an increasing

¢ http://edina.ac.uk/digimap/support/gridreference.shtml
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number of “off-the-shelf” software solutions such as “text to matrix gen-
erator” in Matlab®. The matrix is sparse because word frequency is very
skewed; in the case of the land cover descriptions 53% of terms (710 out
of 1337) occur once, while the term “the” makes up 4% (239 out of 5461)
of the entire corpus.
¢) Each term is weighted using the “tf.idf” (total frequency x inverse
document frequency) scheme (see Robertson 2004 for a discussion on
weighting schemes):
n D
W, = 2’ In— ()
non,;
Where

W, is the weight of the i word in the j” class
n; is the number of times the word appears in the j" class

Sn, is the total length of the j™ class description.

D is the total number of classes

n; is the number of classes containing the i™ word.
The weighting has the effect that a word that appears in all class descrip-
tions has a zero weight, but a word appearing frequently in a few short
classes has a high weight.

d) The conceptual overlap between every pair of classes is calculated.
Measures of conceptual overlap have the advantage over measures of dis-
tance in that the relationship between categories can be asymmetric. A
conceptual overlap, allows the idea that category A is a (partial) sub-set of
category B to be expressed, which is not possible with most measures of
distance (where A is as far from B as B is from A). We use the measure of
overlap suggested by Bouchon-Meunier et al. (1996) for non-ordered
qualitative domains:

O(p.,py) = Z min(p,,py)/2p, ()

Where p, and p, are the values (properties) of the two categories at each
point within that domain. O(p,,p,) can vary from 1 when “A” is a perfect
sub-set of “B” to zero when there is no overlap (no terms occur in both A
and B).

e) The calculated overlaps form an n by n matrix (where n is the number
of classes). Patterns between the classes are rather difficult to visualize; we
have tested both PCA (principle component analysis) and SOMs [self or-
ganizing feature maps, Kohonen (1982)]. SOMs are slow to compute but
can produce a more easily interpreted result where there are a large num-
ber of classes (say over 100). Note that we use this step to provide qualita-
tive quality control “do the results seem sensible?”
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f) For comparison with the expert knowledge (expressed in a LUT) pro-
duced by Comber et al. (2004a) it is necessary to convert the degree of
overlap into “expected”, “uncertain” and “unexpected” relationships. This
was done by first converting the overlap values to approximately N(0,1) (a
Gaussian or “normal” distribution with a mean of zero and standard devia-
tion of 1) by taking the natural logarithm of the raw values. Transformed
values greater than one are “expected”, values less than zero are “unex-
pected” and values between zero and one are “uncertain”; thresholds have
not been optimized and produce just over a tenth expected (10.8%) and
just under a half unexpected (47.7%).

g) The categorized overlap values were substituted for expert knowl-
edge in the statistical-semantic methodology. Full details of the develop-
ment of the statistical-semantic method can be found in Comber et al.
(2004a,b,c), however, as an aide-memoir the process is as follows. Figure
1 illustrates a fragment of LUT capturing expert opinion about the relation
between classes in two different classification systems. Within the frag-
ment there are apparent cases of precise equivalence indicated by a single
“expected” (+1) relationship, more often the expert believes there is has a
positive relationship with several classes; in other cases the expert attrib-
utes no more than an uncertain relationship.

Look-up-Table fragment

LCN2000 (rows),
LCMGB (columns) = —
& = = .
T v = 3
5 8 = =
g = -
= =1
:g E a E E
~— @]
@ lﬁ S "g —_
2 83 2 B
O 5 m A @
Bracken(9.1) ..o-1 1 1 -1 4
Dense Dwrarf Shrub Heath (10.1) ... D1 4 1 0
Open Dwarf Sheub Heath (10.2) ... 1 1 0
Fen, Iarsh, Swarap (11.1) TS NS S SRS SR
Bog (deep peat) (12.1) .. 00 a4 0 4

Water (13.1) VRS RS SRS RS S |

Fig. 1. Fragment of a LUT; comparing LCM2000 with LCMGB
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In the process of producing a land cover map from satellite data, the
producer must have an estimate of how “close” in spectral / attribute space
every location (pixel) is to all the possible end points (classes). Although
the producer has this information it is rarely saved and even less often
made available to the user. Fortunately, the statistical-semantic approach
can be used without that information by using the diversity or homogeneity
of pixels within a parcel (patch, segment, polygon) as a surrogate. The di-
versity of pixels within the segment is used with the LUT values to esti-
mate the extent to which the co-occurrence of classes are consistent. In-
consistency may arise from change or, much more commonly, error.

The semantic-statistical approach can be explained with reference to a
hypothetical segment shown in Figure 2 for which we have information on
its constituent land cover from two sources. These can be derived by inter-
secting the segment with alternative land cover data.

Class A D 18

O

Q
o
7]
]
m
o~
m| >

olo|=|>»
- 0|0
LlLl4|o

Llo|=|o|m

-

Q

o

w

w

o

—
o|o

Fig. 2. A hypothetical segment and the associated look-up-table

The hypothetical segment contains four classes. For each class we can
calculate an expected, unexpected and uncertain score from the LUT. For
example, for class A:

* expected score = 18 (18 class A),
* uncertain score =7 (4 class B + 3 class C) and
* unexpected score is 1 (1 class D).

In a similar manner for class B:

* expected score = 4 (4 class B),

* uncertain score =21 (18 class A + 3 class C) and
* unexpected score = 1 (1 class D).

Figure 3 shows a second “map” of the same segment but produced using a
different classification scheme and part of the LUT between the classes.
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"] classx[] 13

Class Y [

Class Z i 5

Fig. 3. The same segment but a different classification and part of the associated
LUT between the classifications

Using the LUT between the first and second classifications we can again
calculate an expected, unexpected and uncertain score for each class; for
class A:

* expected score = 19 (class X),
* uncertain score =5 (class Z)
* unexpected score =2 (class Y).

Interpreting proportions as probabilities (which strictly speaking they
are not), allows access to a number of useful techniques. A “Bayesian” ap-
proach would be to determine the extent to which the additional informa-
tion (from the second classification) allows us to revise our opinion about
the attribution supplied by the first classification. Dempster-Shafer (Demp-
ster 1967; Shafer 1976) can be considered as an extension to Bayesian sta-
tistics that introduces an explicit description of uncertainty, “belief” + “un-
certainty” + “disbelief” = 1 (“belief” + “uncertainty” = “plausibility”). The
importance of this is that a weak belief in a proposition does not have to
imply a strong belief in its negation.

Combining beliefs is done using Equation 3 and 4 (formulation from
Tangestani & Moore 2002).

Belief = (Bel,.Bel, + Unc,.Bel, + Unc,.Bel,) / 3 3)

p = (1 — Bel,.Dis, — Bel,.Dis,) 4)

Bel, & Bel, are the two beliefs,
Unc, & Ungc, are the uncertainties and
Dis; & Dis, the disbeliefs.

Applying the values from the hypothetic segment, for the “hypothesis”
that the segment is class A.
Bel, = 18/26 = 0.692, Unc, =7/26 =0.269, Dis, = 1/26 = 0.038
Bel, = 19/26 = 0.731, Unc, = 2/26 =0.077, Dis, = 5/26 =0.192
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Therefore:

B=1-0.692%0.192 — 0.731*0.038 = 0.839
Belief = (0.692*0.731 + 0.693*0.077 + 0.731*0.269) / 0.839 = 0.901

In this case our belief has increased with the addition of the extra informa-

tion; therefore, we consider that this segment is consistent.

4 Results

The relationship between categories expressed in the matrix of calculated
overlaps can be visualized in a number of ways. Figure 4, uses a PCA to
show the relationship between classes in the LCMGB. Note that because
the PCA is based on text overlap and the overlaps are weighted by abso-
lute and relative frequency it impossible to assign a simple meaning to any

axis.
LCMGB (PCA based on text overlap)
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0.50 025 0.00 025 0.50
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Fig. 4. PCA plot of LCMGB classes based on text overlap
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The overall structure of the PCA seems “reasonable” because classes
from similar environments are relatively close. Broadly regions in the scat-
ter plot can be associated with woodland, moorland, improved grassland,
bare ground, and settlement, however there is some mixing within these
regions and some surprises such as sea/estuary between bare land and
woodland. These results can be visually compared to the PCA derived
from the LUT developed by the expert user, Figure 5.

PCA LCMGB "Expert User" Semantic LUT
T o
31 Decidusus Who,
Sea/Estory 4+ %mm@l}mmm
7 Bidnd Woter ;. Uibwn Develbpmgeg
coastal bare ? 4 +
recerdly felled ?
g 1
] Dense Shrub Heath sm:_m
g 04 nwlmdbog  Danse Shrub Mocr Edwd Bare Crownd
S Open S Hean, Open Shrub Moor +
o hpland bog+ +
& =14 + Bracun e Ruderal Weed
= Mocrlmd Grass + +
v
-2 4 Tilled Land
+
Mowm / Grazed Tudf
-3 4 Rough."hlush CGrass . ¢ m eadowd 7 om en -
4]
T T T T T T T T T T
-4 -] =2 il 0 1 2 3 4 5
First Component

Fig. 5. PCA plot of LCMGB Classes based on the “Expert Users” LUT

When using the text descriptions the LCM2000 classes show a more clus-
tered structure than the LCMGB (see Fig. 6). Note that the text descrip-
tions for LCM2000 are only about half the length of the LCMGB descrip-
tions but that the distinct, “neutral-grass”, “acid-grass” and ‘“calcareous-
grass” cluster is partly an artefact of the way the classes are described, and

the use of “as above” noted in Section 3.

When the “Expert User” LUT is used to create the PCA (see Fig. 7) it
shows a slightly more dispersed pattern; interestingly the user seems to
draw a strong distinction in the coastal classes between sediment and rocks
a distinction that is not evident in the text descriptions.
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LCM2000 Broad Habitats (PCA based on text overlap)
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Fig. 6. PCA plot of LCM2000 classes based on text overlap
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Fig. 7. PCA plot of LCM2000 classes based on “Expert User” LUT
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4.1 Success in Predicting Consistency

The information from the 343 randomly visited locations was used to test
how well the EK performs compared to the human experts. Following the
terminology of Comber et al. the human experts are designated as “dis-
tributor”, “producer” and “user”. Problems in the post-hoc assessment of
remotely sensed products are well known and not necessarily relevant to
the purpose of this comparison. Comparison between the “Predicted” re-
sults (using Eq 3, the LUTs and the two maps) are compared to the field
assessment and are shown in Tables 1a to 1d with the overall agreement in
Table le. The “predicted” results are categorized as consistent, uncertain,
undefined and inconsistent. Results are “uncertain” when the neither the
belief for or against change exceed 0.5; results are “undefined” when there
is perfect disagreement between two strands of evidence as [} (Eq. 4)
evaluates to zero. “Field Agreement” means that the field visit in 2003
thought the LCM2000 attribution was corrected, “Field Disagreement”
that the LCM2000 was wrong.

Table 1a. Results from using the Embedded Knowledge LUT

Predicted Field Agreement Field Disagreement Total
Consistent 186 44 230
Uncertain 44 5 49
Undefined 6 2 8
Inconsistent 50 6 56
Total 286 57 343

Table 1b. Results from using the Distributor’s LUT

Predicted Field Agreement Field Disagreement Total
Consistent 138 32 170
Uncertain 29 4 33
Undefined 8 3 11
Inconsistent 111 18 129
Total 286 57 343

Table 1c. Results from using the Producer’s LUT

Predicted Field Agreement Field Disagreement Total
Consistent 134 31 165
Uncertain 22 2 24
Undefined 9 3 12
Inconsistent 121 21 142

Total 286 57 343
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Table 1d. Results from using the User’s LUT

Predicted Field Agreement Field Disagreement Total
Consistent 169 31 200
Uncertain 32 7 39
undefined 10 0 10
Inconsistent 75 19 94
Total 286 57 343
Table 1e. Comparison of all Experts

Correct Uncertain Wrong
EK 56.0% 16.6% 27.4%
Distributor 45.5% 12.8% 41.7%
Producer 45.2% 10.5% 44.3%
User 54.8% 14.3% 30.9%

By expressing the values in Table le as counts it is possible to test the
differences using the 7 test. EK is significantly different from both the
Producer (p<0.001) and Distributor (p<0.001); the User is significantly dif-
ferent from the Producer (p=0.001) but not the Distributor (p=0.013). The
Distributor and Producer are not significantly different (p=0.583), nor are

the EK and User (p=0.505).

Table 2 compares the success of the embedded knowledge against the
human experts across the Broad Habitats (grassland and mountain classes
have been amalgamated because there were too few cases).

Table 2. Correct predictions summarized by Broad Habitat

Habitat EK Producer Distributor User

Broadleaved woodland 80.0% 28.6% 28.6% 65.7%
Coniferous woodland 45.0% 35.0% 40.0% 50.0%
Arable 75.6% 70.0% 70.0% 50.0%
Improved grass 77.1% 70.2% 70.2% 44.7%
Neutral, calcareous, acid grass 34.4% 32.8% 31.3% 60.9%
Moorland, bog 12.5% 0.0% 0.0% 66.7%
Built 47.2% 39.6% 41.5% 49.1%
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5 Discussion and Conclusion

Although PCA is not a very sophisticated method to visualize highly mul-
tivariate data it is sufficient to demonstrate that the overall pattern of “re-
latedness” is similar whether it is derived from the overlap of terms in a
text description (see Fig. 4) or from a LUT produced by a human expert
(see Fig. 5). For the LCMGB a notable feature is that both figures have a
cluster of moorland/heath classes, the “LUT” group is eight strong: dense
shrub heath, dense shrub moor, open shrub heath, open shrub moor, upland
bog, lowland bog, moorland grass and bracken. In the “text” PCA the open
shrub moor and moorland grass are adjacent but separated with the moor-
land grass slightly closer to the rough/marshy grass and grass heath
classes, which are themselves close to meadow/semi improved and
mown/grazed grasslands. In both cases the two main woodland classes
(broadleaved and coniferous) are close to each other and to the two built
sub-classes (industrial and suburban/rural development). One of the most
noticeable differences between the patterns is that the human expert put the
arable land close to the agricultural grasses (mown/grazed, pasture/
meadow/amenity) while the “text” puts arable close to sparsely vegetated
classes, (inland bare and inland water).

While it is interesting to compare the patterns produced by different ex-
perts and by the automatic processing of text descriptions the real issue is
whether there is a practical application. A simple conversion from the rela-
tive amount of overlap to an expected, uncertain and unexpected attribu-
tion allows direct comparison of how good the processing might be. Table
le reveals the rather startling fact that the Embedded Knowledge is supe-
rior or equal to all three human experts. To a great extent the success of the
EK is due to the fact that it predicts higher levels of consistency; it does not
perform as well as the human experts in predicting inconsistent segments.

Table 2 shows that the Producer and Distributor are inferior to EK in all
cases. The User is superior in four cases, coniferous woodland, the com-
bined neutral, calcareous, acid grassland, the built environment and the
combined moorland and bog class. With the exception of the combined
moorland and bog class differences between the User and the EK are rela-
tively small.

This experiment with land cover class descriptions seems to suggest that
reasonably long (> 100 word) descriptions of classes provides information
that can be processed and used by someone unfamiliar with the epistemol-
ogy, ontology and semantics of the data set. The full-blown survey memoir
is not going to make a come back, but we do need more than labels and ci-
phers. We therefore urge data producers to express themselves and not re-
stricted themselves to cryptic and gnomic utterances.
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Abstract

Spatial information systems like GIS assist a user in making a spatial deci-
sion by presenting information that supports the decision process. Planning
a holiday via the Internet can be a daunting process. Decision-making is
based on finding the relevant data sets in short time among an overwhelm-
ing amount of data sources. In many cases the user has to figure out how
the presented information can fit the decision he has to make on his own.
To address this problem a tourist would need tools to retrieve the spatial
information according to his current preferences. The relevant data is de-
termined as data elements describing facts corresponding to the tourist’s
preferences. The present work suggests a way how a user dealing with a
tourist information system can indicate his preferences through the user in-
terface. According to the suggested alternatives the user can change his
preferences and generate a new set of alternatives. A feedback loop pro-
vides a tool that allows the user to explore the available alternatives. The
work was motivated by classical dialog based booking processes between
human operators, carried out on the telephone. We introduce the concep-
tual model of a user interface, which considers the agents preferences and
describes the overall interaction process.
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1 Introduction

Internet portals offer various possibilities for tourists to plan a vacation.
However, the handling of such systems can be frustrating. Sometimes it is
impossible to find the relevant data elements for a particular spatial deci-
sion, although it would be available. Hence decision making supported by
an information system is based on finding the decision relevant informa-
tion among an overwhelming amount of data sources. The information re-
trieval process has to be accomplished within a limited time period. A
tourist does not want to spend more time than absolutely necessary to find
a suitable hotel. The outcome of traditional tourist information systems on
the web would present the user with a result regardless of his preferences.

Every hotel has certain attributes. A possibility to choose among them is
to select them at the user interface where the order of the attributes is
fixed. In the example below the user interface includes an uncountable
amount of attributes (see Fig. 1).
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Tel +43(7564)60060

Tel +43(664)3001461

Fax +43(7564)60064
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Operator (2) :
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EZRownhill Skiing FAChurches and Monasterie.., als service :
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Fig. 1. The user is overwhelmed by the incompatible and
non-comparable attributes
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The approach cannot be successful for two reasons. First empirical stud-
ies show that human users seem to be able to cope with 7+/- 2 elements at
the same time and that they can capture around 3—4 elements at a quick
(Miller 1994). The amount of the displayed attributes has to be reduced in
comparison to traditional systems. Second users have preferences that
should be considered when retrieving data from the information system. A
way to consider the user’s preferences is to let the user decide upon the
importance of the attributes.

An example for a hotel selection scenario can be described as following.
A user might know exactly that he needs to go to Vienna at a specific date,
which he specifies on the available website. Thus he needs an accommoda-
tion at a specific location at a specific date. These aspects must be satis-
fied. We call these obligatory criteria. Other aspects might be convenient
but not at all obligatory. We call these aspects soft or compensatory crite-
ria.

Currently in many cases the user could end up with no results, because
there is no accommodation available that fulfils the specified criteria at the
first attempt. The tourist then would have to start the search again.

We want to stress that when searching a web interface the user should
have recurring opportunities to set his preferences. This means that the
user after setting the preferences should be able to reconsider them. This
would result in a softening or sharpening process of his preferences.

If the priority of finding a hotel in Vienna is higher than the priority of
carrying out a certain activity, then this should be considered during the
data retrieval process. In any case the web portal should at least display the
available hotels in Vienna.

The remainder of the paper is organized as follows. Section 2 introduces
findings in spatial decision-making and tourist information systems. Sec-
tion 3 presents the framework for the user model. Section 4 discusses the
direct manipulation interface approach. Section 5 explains the conceptual
model of the interaction process and the concluding sixth section gives an
outlook to future research

2 Decision Making Processes

Every decision is driven by a goal that a decision maker wants to achieve.
In the literature we are confronted with different ways of describing a
decision making process. The general division in risk less and risky deci-
sion making processes (Tversky and Kahneman 1981), rational decision
making process and decision making with bounded rationality (Edwards
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1967) structures the various models of decision making processes. A fur-
ther differentiation between static approaches and dynamic approaches as
well as between linear versus cyclic approaches builds another basis to
model decisions (Baron 1988; Mintzberg and Westley 2001).

2.1 Spatial Decisions

Spatial decision-making is part of our every day life. No matter if we de-
cide where to go for lunch, when to do shopping, and how to get to the
next gas station as fast as possible, space is always an important factor.
Spatial decision-making incorporates every decision that includes space as
a factor. Golledge and Stimson divide the process of spatial decision mak-
ing into two acts. In the first act a human is searching for information and
developing a plan to get to a destination. The second act incorporates the
choice act and the evaluation phase (Golledge and Stimson 1997).

In the present paper we are primarily interested in supporting the user of
a tourist information system during the first act. In this work we consider
spatial decision making to be a dynamic process. We understand dynamic
in a sense that factors influencing the decision process can change as the
process moves on. This affects the user preferences as they might vary de-
pending on the decision maker’s situation. In the present paper we propose
a dynamic way of supporting the establishment of user preferences through
a user interface. The proposed user interface allows the user to return to
any previous state of the process.

One approach to model decision-making is using a cyclic model.
Thereby decision-making is seen as a cyclic process where a decision
maker can go through the applied steps again and again until the final sat-
isfying decision can be made. Mintzberg states that within many decision-
making processes we keep cycling back, get influenced by new informa-
tion until somehow the solution emerges. He questions if the decision-
making process really exists. If we consider recent decisions that we made,
we realize that we did not always structure the decision-making process as
proposed by the different decision models. It is more that we pass through
the same process many times until finally we are able to come to a deci-
sion. We can also apply this cyclic approach to spatial decision making
and in particular to spatial decision-making supported by spatial informa-
tion systems like GIS.A tourist can go back within the information system
until he finally can decide where to go.
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2.2 Establishing Preferences

A decision problem is defined by available alternatives (Yntema and
Torgerson 1961). The available alternatives determine the preferences a
user can specify for a particular decision situation (McClennen 1990). Es-
tablishing those preferences is a part of the decision making process. Pref-
erences are factors that considerably influence the decision making proc-
ess. They support or restrict the achievement of a goal. These factors can
be divided in factors that a user can influence, factors that he cannot influ-
ence and factors that he is not aware of. In this paper we deal primarily
with the factors that we can influence and we call these factors user pref-
erences.

A user interface should support the dynamic character of establishing
preferences and not change it into a static process. The proposed interac-
tion process allows the user to reformulate the preferences according to the
suggested output of his first attempt to retrieve the relevant data elements
out of the tourist information system. The interface supports the user with
the help of a feedback loop that offers the possibility to redefine the pref-
erences if the outcome does not satisfy the user. We utilize the example of
a site selection. A user wants to find a hotel that best fits to his actual re-
quirements.

2.3 Spatial Decision Making and the Web

Personalized user interfaces are supporting the user in retrieving decision
relevant information on the Internet (Staab, Werthner et al. 2002). The re-
vision of the user preferences can be a tedious process. Developing a
shared knowledge base of the system and its user through a direct feedback
approach is one way to agree upon a common understanding of vague spa-
tial concepts (Cai, Wang et al. 2003). User interface agents are also an at-
tempt to facilitate the use of an information system. The user interface
agent operates parallel to the user and tries to retrieve information by ap-
plying certain strategies (D'Aloisi and Giannini 1995; Li, Zhou et al. 2002).

Though there have been recently a number of approaches that try to
consider the user’s needs in web-GIS (Raubal and Rinner 2004; Hochmair
2004) they require a lot of user input and some knowledge about algo-
rithms used to retrieve data from a system. A dialog based approach seems
promising. The user answers a series of questions comparable to a tele-
phone booking. However it has to be restricted to a limited number of
questions. Users have to be very acquainted with a website (like Amazon)
to be willing to spend more time on feedback.
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3 Framework for a User Model

In the present work a user is seen as a rational decision making agent.
Within this framework a user is assumed to always maximize his overall
wealth (Edwards 1967). Rational decision-making is a prescriptive way to
model a decision making process. The prescriptive approach aims at re-
vealing how decisions should be made to get the optimal output. Thus it is
an unrealistic way to deal with decision-making processes. Gigerenzer
states that people don’t optimize but they pretend as if they do. To reach a
better ex post common understanding of decisions, people tend to reason
about their taken decisions in a rational way (Gigerenzer 2004). Even
though a decision was not taken rationally, the outcome is still presented as
if the decision maker had complete knowledge about the available alterna-
tives and was able to state which alternative he preferred. The decision is
presented as if it maximizes the decision maker’s contentment.

Hence the theory of rational decision making supposes that the decision
maker is always able to put the available alternatives into a weak order,
has complete knowledge about the facts, and always wants to maximize
something. Rationality assumes that a decision maker maximizes the over-
all utility.

3.1 Preferences and Utilities

As stated above a decision needs always a goal that should be achieved. In
every situation we try to achieve different goals. Utility makes it possible
to measure the achievement of this goal. The basis for utility theory is the
utility of each outcome combined with a probability value. Utility theory
follows some basic principles and the underlying philosophy is called utili-
tarianism developed by Jeremy Bentham and Stuart Mill.

Luce and Raiffa defined weak ordering and independence as the two ba-
sic axioms for utility. Weak ordering means that a decision maker either
must prefer something or be indifferent about it. The independence princi-
ple indicates that the utility of an alternative is independent of other alter-
natives (Luce and Raiffa 1957). Decision-making that involves utility the-
ory is based on a number of principles.

The first basic principle is that a decision maker knows his goals. Every
goal is bounded by consequences. The second principle is the ability of the
decision maker to always rank the available alternatives according to his
preferences (Keeney and Raiffa 1993). In the present work the alternatives
are composed of a vector of attributes describing each alternative.
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Jonathan Baron stresses that utility theory consists of three different
parts. The expected utility deals with the tradeoffs between the probability
of an outcome and its utility. The second part is the multiattribute utility
that is concerned with the tradeoffs between different goals and is used to
calculate the utility of an outcome. The third part deals with the tradeoffs
of goals from different people (Baron 1988). Assigning trade off values to
the alternatives suggested by a tourist information system is topic for fu-
ture research. Questioning to what extend one alternative compensates the
absence of another one is a next step into that direction.

4 Direct Manipulation Interface — A Dynamic Approach

The direct manipulation interface approach supports the dynamic approach
of a decision-making problem. The concept of an interactive direct ma-
nipulation interface offers the user the possibility to modify his preferences
for certain attributes directly through the user interface. This interactive
display allows the user to experiment with the preferences and thresholds.
The effect is a change of offered alternatives in the display.

The term direct manipulation was introduced by Shneiderman (1998).
But also Norman and Hutchins did research in that field. They refer to the
“psychological distance” between user goals and user actions at the inter-
face. Direct manipulation aims at minimizing distance and maximizing en-
gagement (Frohlich 1993). A continuous representation of the object of in-
terest allows the user to physically perform actions. The rapid reversible
operation lets the user recognize the effect on the object. The major bene-
fits of direct manipulation interfaces are the ability to learn basic function-
ality quickly. A wide range of tasks can be performed also from non-expert
users. Users can immediately see if the action performed directly on the
user interface brings them closer to their goal, which leads to a greater sys-
tem comprehension (Hutchins, Hollan et al. 1985). A direct manipulation
interface should facilitate the human-computer interaction process and
should not get into the users way (Heeter 1991).

5 Modeling the Dynamic Interaction Process

The presented model is a dialogue-based model in extension to the work of
(Linden, Hanks et al. 1997). Linden et al. concentrated on booking a flight.
The user could ask the system for available flights. According to the direct
manipulation approach where directness is among others achieved by
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maximizing engagement Linden’s example corresponds to the conversa-
tion metaphor. Within this metaphor the user and the interface conduct a
conversation about the assumed world (Hutchins, Hollan et al. 1985).

We will take over some of the findings to apply it to the case of search-
ing for a suitable hotel. The desired hotel has to have certain attributes,
some are obligatory and we call them obligatory criteria (location, price,
...) some are mandatory (sauna, pool, breakfast, ...). For the tourist and his
decision which hotel to book, only hotels where the attributes correspond
to the user’s preferences are relevant. User preferences are subdivided into
obligatory criteria and weights.

Through directly manipulating the interface the user can specify these
preferences, by setting the obligatory criteria. He can set weights and indi-
cate the importance of the criteria. Changing the preferences will result in
a revision of the relevant information. By direct manipulation we mean an
interface that immediately reacts to the user’s settings and manipulations
in the interface (Shneiderman 1998). This extended model corresponds to
the model-world metaphor of the direct manipulation approach, where the
interface itself represents a world where the user can perform actions. The
interface responds to the action and changes state.

5.1 Conceptual Model

We apply an agent-based approach to simulate the interaction process. An
agent can be defined as “Anything that can be viewed as perceiving its en-
vironment through sensors and acting upon the environment through effec-
tors” (Russell and Norvig 1995). The present model contains three actors:
a data repository, a user-interface, and a hotel seeking agent (see Fig. 2).

Data
Repository
V\A =

Fig. 2. The users’ preferences have to be included into the system.
The double arrows indicate the feedback loops
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Objects and their attributes are stored in the data repository of the in-

formation system. The user interface stands at the same time for the infor-
mation system (Frank 1993). The agent can observe and manipulate the
user-interface.

Several assumptions have been made:

We restrict our model to a site selection problem. A user wants to find
an accommodation at a specific location. The agent knows where he
wants to go and can state his preferences in a weak order.

We divide preferences into obligatory criteria and weights.

The agent weights the attribute types of the data repository

The agent assigns his preferences to each attribute.

An agent can change his mind by changing his preferences. Therefore
feedback loops are foreseen in the model.

The underlying assumption is that the user knows his preferences and

chooses the alternative that best fits his preferences, thus acts rationally.

The following elements have been identified in this interaction process

where the user and the information system are involved:

Attribute Type 1
Attribute Type 2
Attribute Type i

Weights weighted
Accomodation

Accomodation Wy X Ayp

Accomodation 2 X Wy x A,

Accomodation 3 W3 X Ags
u
n Wy X Agg
|

Accomodation j | A w; X Ajs

Fig. 3. The obligatory criteria are multiplied by weights.
The user sets weights through e.g. sliders in the user interface

1. The user has to state his preferences by setting the obligatory criteria
and weighting the attribute types in the interface.

2. According to the user preferences the information system has to pro-
duce candidate solutions by searching the data repository.
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3. The user has to evaluate the candidate solutions.
4. If the user is not satisfied with the candidate solutions, the user has to
select the alternative that fits his preferences better and set the prefer-

ences again.

The user would set his preferences in a user interface shown in the fig-
ure below. In the left part he sets the obligatory criteria. In the right section
he can influence the importance of the attribute type. Here the attribute
types are accommodation type, region, room type etc. Another part of the
user interface would immediately react to the user’s action and list the pos-

sible results. A map supports the presentation of the results.

Select prefered accom odation

Irmpiort ance Weight

Accormodaion T ype

[J Hote
[ Pension
[ Privae Room

Salect Region

[ wienna [] Sdzburg [ Grae
Roarmtype

[0 Snglercom [] Doubleroom [] Shared room
Category
1 star [J2 Stars [J2 %ars 4 Sars (5 Stars

Bzl cony

O%es [OHo

[N

Fig. 4. A part of a user interface where a user sets the obligatory criteria

and the importance weights at the same time

5.2 Modelling the Interaction Process

To clarify the conceptual model we use pseudo code. We identified

smaller elements of the interaction process.

funi:a->b->c f(a,b)=c
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The notation above will be used throughout the following paragraphs.
The simplicity of the system was at the core of the conceptual model;
therefore we kept the possibility of interaction small. All the user can do is,
setting the obligatory criteria and the weights for the attribute types. Plac-
ing weights allows the user to make tradeoffs. Investigating the tradeoff
values for the attributes will be future research work. The attributes as well
as the preference values have to be standardized in order to be comparable
(Raubal and Rinner 2004).

We introduce data types as simple as possible. Preferences, weights of
attribute types, and scores of the utilities are represented as floating num-
bers. The hotel is an object with the usual attributes such as name, category
(string), price (float) ...

type Pref = (Oblig, Weight)

type Weight = Float

type Oblig = String

type Score = Float

DataAccomodation = Accom Name Category Price Location ...

These types will be used in the subsequent functions that formalize the
overall interaction process. We represent these functions by their signa-
tures. The agent uses them when manipulating the user interface. “[]” indi-
cates lists of objects. This allows the calculation of weighted preferences.

The user can set the obgligatory criteria.
setObligatory:: [Accom]->[Oblig]->[Accom]

The user weights the Obligatory criteria. These weights can cause a soften-
ing or a sharpening of the set criteria.

stateWeight::JAccom]->[Weight]->[(Accom,Weight)]

The following step creates candidate solutions. We are not interested in the
result but in the overall process. It is important to use standardized values
of the attributes for evaluating the candidates.

createCandidates::[Pref]->[Accom]->[(Accom,Score)]

In any case, the result will be ranked as a list of accommodation possibili-
ties based on a utility score.

utility::Accom->[Pref]->Score
The resulting list will be sorted and displayed to the user.

sortByUltilityScore::[(Accom,Score)]->[(Accom,Score)]
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The user has two options: If he likes a hotel and its displayed attributes
he can continue and select it. Otherwise he can criticize the information
system by redefining his preferences. In the present model this is done by
changing the weights of the attribute types, and by resetting some of the
obligatory criteria. In this feedback loop the function createCandidates will
be called again until the user decides to select one of the displayed alterna-
tives. This phase is critical because too many loops could cause the user to
give up the search. The selection of one candidate among the displayed so-
lutions is the final step of the decision process.

selectCandidate::[(Accom,Float)]->(Accom,Float)

The described interaction process iP needs as inputs a data repository
with their attributes (hotellist) and the user’s preferences (preflist). Option-
ally the hotel list can be pre-processed by excluding all hotels that do not
fulfill obligatory criteria. The values of the attributes and preferences are
standardized in order to be comparable.

6 Conclusions and Future Work

We presented a conceptual model for a hotel-seeking agent. The interac-
tion process with the information system has been decomposed into the
elementary units. While previous research focused on creating candidate
solutions (Raubal and Rinner 2004; Hochmair and Rinner 2005) we fo-
cused on the overall process.

Within the interaction process the user sets obligatory criteria and
weights the attribute types. The weighting can soften the obligatory crite-
ria. The user can also weight attribute negatively. The direct manipulation
approach makes it easier for the user to control his actions.

The investigation of the interaction process is a first step into the direc-
tion of establishing a negotiation process between a user and the system.
We argue that this makes it easier for the user to establish preferences ac-
cording to his current decision making task. In a possible future negotia-
tion scenario not only the user can set criteria but also the system could in-
dicate preferences. The system might react to the changed criteria of the
user with a more attractive offer. Multi-agent systems that consider hotel
recommendations between agents are another goal of future research. Se-
lection strategies will influence the displayed results.

Investigating selection strategies will influence the displayed results. An
extension of the model in several directions seems possible. The results
motivate especially the investigation of the new paradigm of data retrieval
that is based on the user desires rather than on the available data sources.
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Abstract

Granularity in time and space has a fundamental role in our perception and
understanding of various phenomena. Currently applied analysis methods
are based on a single level of granularity that is user-driven, leaving the
user with the difficult task of determining the level of spatiotemporal ab-
straction at which processing will take place. Without a priori knowledge
about the nature of the phenomenon at hand this is often a difficult task
that may have a substantial impact on the processing results. In light of
this, this paper introduces a spatiotemporal data analysis and knowledge
discovery framework, which is based on two primary components: the spa-
tiotemporal helix and scale-space analysis. While the spatiotemporal helix
offers the ability to model and summarize spatiotemporal data, the scale
space analysis offers the ability to simultaneously process the data at mul-
tiple scales, thus allowing processing without a priori knowledge. In par-
ticular, this paper discusses how scale space representation and the derived
deep structure can be used for the detection of events (and processes) in
spatiotemporal data, and demonstrates the robustness of our framework in
the presence of noise.
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1 Introduction

Many phenomena in virtually all areas of natural sciences involve the
study of change, and in particular change in spatial data over time. A pri-
mary reason for this interest in change is simple: change has a fundamental
role in our perception and understanding of the world as it provides a sys-
tematic approach to the evolution of things in space and time. The identifi-
cation and formalization of change patterns allows us to achieve what is
often taken for granted: formalize rules, apply reasoning, and predict fu-
ture behaviors of a given phenomenon. Consequently, the study of change
in spatial data over time is essential in various areas, such as meteorology,
geophysics, forestry, biology, and epidemiology.

The study of change in all these disciplines is closely related to the
study of events. The description of change in terms of events is natural to
us, primarily because as humans we intuitively tend to perceive an activity
as consisting of discrete events (Zacks and Taversky 2001). Yet the term
event, which is often used rather loosely in daily life, may have different
meanings under different circumstances and different contexts. In view of
their wide variability in space and time, there have been various sugges-
tions for a more general model of events. For example, Galton (2000),
based on an analysis of change, has identified three classes, namely states
(the absence of change), processes (on-going change), and events (a pre-
defined amount of change). Yet, as Galton has indicated, the distinction
between states and events is not always straightforward: “Thus processes
seem to have a chameleon-like character, appearing now as states, now as
events, depending on the context in which they are considered.” (Galton
2000, p 215).

Zacks and Taversky (2001) have also addressed the nature of events in
human perception and conception and have defined events as a segment of
time at a given location that is conceived by an observer to have a begin-
ning and an end. Yet, in light of this definition they have also indicated
that “In general, it seems that as we increase the time-scale of our view,
events become less physically characterized and more defined by the
goals, plans, intentions and traits of their participants” (Zacks and Taver-
sky 2001, p 7).

These different examples of how events are defined and considered em-
phasize the intricate nature of events. In particular, a primary factor that
contributes to the dual nature of events (processes<>events and ob-
jectse>events) is granularity in time and space, which has a fundamental
role in our perception and understanding of various phenomena. Granular-
ity refers to the notion that the world is perceived at different grain sizes
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(Hornsby and Egenhofer 2002), and in the context of this work relates to
the amount of detail necessary for a data analysis task.

The motivation for this work stems from the effect granularity has on
our ability to analyze and understand spatiotemporal events. Currently ap-
plied analysis methods are based on a single level of granularity that is
user-driven, that is, the user has the difficult role of determining a level of
spatiotemporal abstraction at which the processing will take place. Yet in
many cases, and in particular when analyzing unfamiliar phenomena, it is
difficult to determine beforehand the granularity level at which event proc-
essing should take place without a priori knowledge: a too fine granularity
will result in detail overloading while a too coarse granularity will result in
over abstraction and loss of detail. In other cases, users may not be inter-
ested in events in a single granularity level, but rather in a range of levels
in the study of events in given phenomenon (for example, users may be in-
terested in analyzing rapid changes in the cloud mass of a hurricane both at
the hourly and daily levels). This often leads to a need to repeat the proc-
essing of the data at each granularity level, thus resulting in low efficiency
and high computational cost. Furthermore, such an approach makes it dif-
ficult to compare between phenomena that have a similar behavior but oc-
cur at different temporal scales.

It should be noted that the issue of the effect of granularity on the analy-
sis of events is closely related to the problem of temporal zooming
(Hornsby 2001) and the modeling of moving objects over multiple granu-
larities (Hornsby and Egenhofer 2002). Yet, while this previous work fo-
cused primarily on the transition between identity states of objects and on
adjusting the level-of-detail of object representations as a result of a
change in granularity, the focus of this contribution is on the simultaneous
analysis of spatiotemporal data over multiple granularities rather than a
specific one.

In light of this, the main contribution of this work is the introduction of
a novel spatiotemporal data analysis framework, which is based on two
primary building blocks: the spatiotemporal helix — a formal representa-
tion of spatiotemporal data, and a scale-space analysis of the data in the
temporal domain. Such an analysis offers two distinct advantages, namely,
the ability to analyze the data at multiple granularities instantaneously, and
the ability to reveal the hierarchical structure of events within the given
phenomenon. To illustrate this, we will focus on a hurricane data analysis
application, in which it is required to discover similar hurricanes by clus-
tering. Our data source in this case is a time-series of remotely sensed im-
agery of each of the hurricanes, as provided by the National Oceanic and
Atmospheric Administration (NOAA) (NASA 2005).
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The remainder of this paper is organized as follows: Section 2 provides
an overview of the spatiotemporal helix model that is used in this work to
represent and summarize spatiotemporal phenomena. Section 3 provides a
review of the scale space representation, followed by an analysis of the
utilization of this representation as an event detection and analysis frame-
work in spatiotemporal helixes. Section 4 describes an example application
of the proposed framework using real-world data. Finally, conclusions and
future work are summarized in Section 5.

2 The Spatiotemporal Helix

In our paradigm the spatiotemporal helix is used as a formal model of a
spatiotemporal phenomenon. The spatiotemporal helix is a framework for
describing and summarizing a spatiotemporal phenomenon. It is composed
of a compact data structure and a set of summarizing tools capable of gen-
eralizing and summarizing spatiotemporal data, thus allowing efficient
querying and delivering of such data. This framework can be applied to a
variety of spatiotemporal data sources, ranging from manual monitoring of
an object through time to spatiotemporal data that is collected through a
single sensor or a sensor network (Venkataraman et al. 2004).

The idea behind the spatiotemporal helix is based on the observation
that as an object moves, two key characteristics change over time: location
and deformation. Using an image time series [see Fig. 1(a)] we extract the
object using image-based feature extraction, from which we can track the
object’s location by calculating its center of mass and collecting this in-
formation in a database. In addition, we also track the deformation of the
object by recording expansion and contraction magnitudes in each of four
cardinal directions. This inclusion of deformation in the helix model pro-
vides the ability not only to track the changes in the location of the object,
but also changes in its morphology. The result of the feature extraction
process is depicted in Figure 1(b), which shows that a visualization of the
extraction results in a three-dimensional space, consisting of a number of
object out-lines stacked one on top of the next, with time as the vertical
axis.

While initially all possible location and deformation information is
gathered from the image time series, the summarization aspect of the helix
is introduced by retaining only the frames that include significant informa-
tion based on a user-defined change threshold. In this process we collect
two types of entities: nodes consisting of the coordinates of the object’s
center of mass for each time instance, and prongs that capture information
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about the object’s expansion or contraction. These prongs consist of a re-
cord of the time instance, magnitude, and direction in which the object has
expanded or contracted. Nodes and prongs are therefore the building
blocks of the spatiotemporal helix, where nodes construct the spine of the
helix and prongs provide an annotation of the spine [see Fig. 1(c)]. An out-
line of the helix construction process from motion imagery is depicted in
Figure 1. The interested reader may find more information about the spa-
tiotemporal helix model in Agouris and Stefanidis (2003) and Stefanidis et
al. (2005).

(a) (b)

Fig. 1. Spatiotemporal helix visualized as stacking of objects over time. (a) An
image time series of size n. (b) Feature extraction results in space and time. (c)
The spatiotemporal helix (arrows represent prongs, circles represent nodes)
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3 Scale Space Analysis

As was mentioned earlier, scale space analysis has a central role in our
framework due to several distinct advantages it offers in the context of
spatiotemporal event analysis. In order to demonstrate this we will first
provide a short overview of scale space representation, and will then ana-
lyze the different characteristics in the context of spatiotemporal event
analysis. It should be noted that in view of the ample body of literature on
scale space representation, only a brief and non-exhaustive description of
the key ideas and results are provided here. The interested reader may refer
to Lindeberg (1994a, 1994b) and Sporring et al. (1997) for further details.

3.1 Scale Space Representation and Deep Structure

The development of the scale space representation stemmed from the un-
derstanding that scale plays a fundamental and crucial role in the analysis
of measurements (signals) of physical phenomena. In order to demonstrate
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this, consider a signal f, which was obtained from a set of real-world
measurements. The extraction of information from f is based on the appli-
cation of an operator with a predefined scale. A fundamental question in
this process is therefore the determination of the proper scale of the opera-
tor. Clearly, there is a direct connection between the scale of the operator
we chose to apply and the scale of the structures (information) in f that we
wish to detect (Lindeberg 1994b). If the scale of the operator is too large
or too small, our ability to derive information from f will be compromised,
leading to either high sensitivity to noise or low sensitivity to the structures
sought. Consequently, proper scale should be used in order to ensure the
optimal extraction of meaningful information from f. The determination of
the proper scale is straightforward in cases where a priori knowledge about
f exists, yet in other cases where there is no a priori knowledge the deter-
mination of the proper scale becomes a fundamental challenge and all
scales should be considered. This notion of considering all possible scales
is at the heart of the scale space representation (Lindeberg 1994b).

The construction of a scale space representation is carried out by em-
bedding the signal f into a one-parameter family of derived signals, in
which the scale is controlled by a scale parameter . More formally, given
a signal fix):R—->N VxER, the (linear) scale space representation
L(x,0):AxR\+—NR of f(x) is defined such that L(x,0)= f(x), and the repre-
sentation at coarser scales are given by L(x,0)=g(x,0)* f(x), where * is the
convolution operator, and g(x,0) is a Gaussian kernels of increasing width
(Lindeberg 1994b). In the case of a one-dimensional signal, g(x,0) is taken
as the one-dimensional Gaussian kernel (Witkin 1983; Lindeberg 1990):

1 -x2[20
g(x,o)=me & (D

The two-dimensional space formed by (x,0) is termed scale space. The
scale space representation of f{x) is therefore comprised from a family of
curves in scale space that have been successively smoothed by the kernel.

While the generation of the scale space representation (L) results in a
family of signals with an increasing level of smoothing, it is the inner
structure of the scale space representation that exhibits distinct inherent
behavior. In particular, it was found that the extrema points (the zero-
crossings of the n” derivative) in scale space representation form paths in
scale space that will not be closed from below and that no new paths will
be created as o increases. Hence, as 0 increases new extrema points cannot
be created (Witkin 1983; Mokhtarian and Mackworth 1986). We carry out
the generation of such paths by computing the location of the zero-
crossings for each of the derived signals in L, and then stacking these dif-
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ferent locations in scale space. As result of this process a binary image
showing these paths is created. Following Florack and Kuijper (2000) and
Kuijper et al. (2001), we term the resulting binary image the deep structure
of the Gaussian scale space, that is the structure of at all levels of granular-
ity simultaneously.

To illustrate how the scale space representation and the deep structure
are used for the detection of features in the data consider the example de-
picted in Figure 2, which shows the analysis of a one-dimensional signal
[see Fig. 2(a) top].

Signal

Scale (x10)

@ ®)

Fig. 2. An example of a scale space analysis of a one-dimensional signal. (a) Top
— A one-dimensional signal; Bottom — the deep structure of the signal as de-rived
by the zero-crossings of the 1* derivative (b) The scale space representation of the
signal, which was derived using a Gaussian kernel of increasing size. In all figures
the x-axis represents time

By convolving this signal with a Gaussian kernel of an in-creasing size
(see Eq. 1) the scale space representation (L) is derived. Figure 2(b) shows
the scale space representation as a three-dimensional surface (note how the
original signal becomes smoother as the scale of the Gaussian kernel in-
creases). Once the scale space representation is derived, the zero-crossings
of the n™ derivative are detected for each scale level and the deep structure
[see Fig. 2(a), bottom] is recovered by stacking the zero-crossings one on
top of the other. Here, for the sake of simplicity, we have chosen to use the
zero crossing of the 1* derivative to construct the deep structure due to its
direct relation to features in the signal. Consequently, the paths formed in
the deep structure describe how extrema points in the signal evolve as
scale increases. To demonstrate this, consider the deep structure at a scale
level of 8 [marked by the dashed horizontal line in Fig. 2(a), bottom]
which shows five points, A through E. Clearly these five points correspond
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to local extrema in the signal, as marked by the five rectangles in Fig-
ure 2(a), top. It is easy to see that as the scale parameter decreases more
extrema points appear in the deep structure due to the noisy nature of the
signal.

3.2 Analysis of Events Using Scale Space Representation

The adaptation of the scale space representation approach to the analysis
of events in spatiotemporal helixes can offer several distinct advantages. In
order to demonstrate this we first define events within the helix framework
and then analyze the different characteristics of the scale space representa-
tion in light of this definition.

Following Galton (2000) and Grenon and Smith (2004), we define
events within the context of spatiotemporal helixes as the transition be-
tween states. As such, we regard events as all entities that exhaust them-
selves in a single instant of time (Grenon and Smith 2004). Consequently,
events are used to define the boundaries of processes and indicate the tran-
sition within processes.

Having this definition in mind, let us now analyze how the scale space
representation and the deep structure of a physical measurement signal
could be used for the detection of events. As noted earlier, the zero cross-
ing of the n” (commonly n=2) derivative of L is used to construct the deep
structure. Since the zero-crossing condition ensures a change of sign in the
second derivative (note that this is not the same as requiring that the sec-
ond derivative will be zero), the deep structure serves as an indicator of in-
flection points! in the given signal f. Such inflection points indicate either a
minimum or a maximum in the gradient of L. In conclusion, the deep
structure can be used for detecting minimum or maximum rates of change
(the first derivative) of a process, or changes in the sign of the rate of
change (the second derivative) of a process. Note that in our interpretation
we view processes as occurring between inflection points (events), which
corresponds to our definition of events.

To illustrate this, let us assume that fis a vector of the x coordinate of a
hurricane that was tracked in time. The first derivative of f indicates the
speed of the hurricane in the x direction, while the second derivative indi-
cates the acceleration of the hurricane in the x direction. Transforming f
into a scale space representation and the recovery of the deep structure en-

' Given a twice differentiable function g(x), a point x=c on g is an inflection point
if g(c¢)' is an extremum point and g(c)'' changes its sign in the neighborhood of ¢
(Binmore 2001).
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ables the detection of the following events: maximum speed events, mini-
mum speed events, acceleration to deceleration events, and deceleration to
acceleration events.

Let us now turn back to the deep structure of spatiotemporal helixes and
analyze its characteristics in relation to the analysis of events. Several key
observations can be made here:

1. As was mentioned earlier, the derived deep structure is based on the
detection of inflection points, which form paths that are guaranteed
not be closed from below. It is also guaranteed that no new paths will
be created as o (the scale factor) increases. These characteristics are
essential in the analysis of events as it is expected that no new proc-
esses will emerge, as the time granularity of a physical process is
made coarser. Furthermore, this property ensures that a process
(which is defined between inflection poi