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For full-duplex hands-free acoustic human/machine interfaces, often a com-
bination of acoustic echo cancellation and speech enhancement is required to
suppress acoustic echoes, local interference, and noise. To optimally exploit
positive synergies between acoustic echo cancellation and speech enhance-
ment, various approaches were presented in the literature. However, efficient
solutions for situations with high levels of background noise, with time-varying
echo paths, and frequent double talk are still a challenging research topic. In
this contribution, we address this problem by a joint least-squares (LS) op-
timization criterion for integrating acoustic echo cancellation and adaptive
linearly-constrained minimum variance (LCMV) beamforming. After summa-
rizing the state-of-the-art of this field, we derive the joint acoustic echo cancel-
lation and beamforming system and show its relation to existing approaches.
A realization of the joint system integrating a stereophonic acoustic echo can-
celler (AEC) and a robust generalized sidelobe canceller (RGSC) shows the
advantages of the proposed system for high levels of background noise, time-
varying echo paths, and frequent double talk. The proposed solution requires
only one AEC for an arbitrary number of microphones. A separate adaptation
control for the AEC is not necessary. Moreover, for AECs for multiple repro-
duction channels, the problem of slow convergence due to cross-correlated
loudspeaker signals is avoided.

2.1 Introduction

For audio signal acquisition in hands-free human/machine interfaces, adaptive
beamforming microphone arrays can be efficiently employed for enhancing a
desired signal while suppressing interference and noise [11].

For full-duplex communication systems, not only interference and noise
corrupt the desired signal, but also acoustic echoes originating from loud-
speakers. For suppressing acoustic echoes, acoustic echo cancellers (AECs)
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using adaptive filters are the optimum choice since they exploit the reference
information provided by the loudspeaker signals [12,32,41,42].

To simultaneously suppress interferers and acoustic echoes, it is thus desir-
able to combine acoustic echo cancellation with adaptive beamforming in the
acoustic human/machine interface. To achieve optimum performance, syner-
gies between the AECs and the beamformer should be maximally exploited
while the computational complexity should be kept moderate. When design-
ing such a joint acoustic echo cancellation and beamforming system, it proves
necessary to consider especially the time-variance of the acoustic echo path,
the background noise level, and the reverberation time of the acoustic envi-
ronment.

To combine acoustic echo cancellation with beamforming, various strate-
gies were studied in the literature [4, 21, 44, 47, 49, 54, 55, 57, 63, 66, 67], reach-
ing from cascades of AECs and beamformers to integrated solutions. These
combinations address aspects such as maximization of the echo and noise
suppression for slowly time-varying echo paths and high echo-to-interference
ratios (EIRs) [55, 57, 66, 67], strongly time-varying echo paths, and low
EIRs [21, 47, 49, 63], or minimization of the computational complexity [4, 44].
Overviews and comparisons of these methods can be found in [48,58].

In this chapter, we review the state-of-the-art of joint acoustic echo can-
cellation and beamforming and compare the various approaches. Especially,
we analyze the joint acoustic echo cancellation and beamforming system af-
ter [47, 49] in more detail. We show that this method, which is based on a
joint linearly-constrained minimum variance (LCMV) optimization criterion,
is especially efficient for low numbers of microphones (M = 4 . . . 8), low and
moderate reverberation times in the range of T60 = 50 ms and 400 ms, low
EIRs, and/or strong time-variance of the echo path. A separate adaptation
control for the AEC is not required so that the difficult task of designing a
robust adaptation control for the AEC is avoided. For multichannel reproduc-
tion systems such as, for example, stereophonic or 5.1-channel systems, the
commonly known problem of slow convergence due to highly cross-correlated
loudspeaker signals [5, 84] is avoided since the system identification problem
is reduced to an interference cancellation problem [48].

Our proposed approach is based on the robust generalized sidelobe can-
celler (RGSC) after [48]. The RGSC provides high suppression of both strongly
time-varying interference such as competing speakers and slowly time-varying
diffuse noise, (as typical for, e.g., the interior of cars,) while preserving signal
integrity of the desired speech, even for relatively small array apertures and
limited numbers of microphones, and even in reverberant environments or for
a moving desired speaker.

This chapter is organized as follows: In Sec. 2.2, we introduce the concepts
of acoustic echo cancellation and of adaptive beamforming and discuss the
previously presented combinations of acoustic echo cancellation and beam-
forming. In Sec. 2.3, the joint LCMV approach to acoustic echo cancellation
and beamforming and its realization as a generalized sidelobe canceller (GSC)
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are presented. Sec. 2.4 outlines a practical realization based on the RGSC.
Sec. 2.5 gives experimental results.

2.2 Concepts for Joint Acoustic Echo Cancellation and
Adaptive Beamforming

We consider the scenario of an acoustic human/machine front-end with Q
loudspeakers and a microphone array with M microphones. The microphones
capture the desired speech signal of the user, interference from other sound
sources, such as speech of other human talkers, and ambient noise, such as
noise from air conditioning or from computer fans. We can thus identify two
problems for the acoustic human/machine interface: acoustic echo cancellation
for multiple reproduction channels and noise and interference suppression by
microphone arrays.

In the following, we provide a concise overview of the problems and so-
lutions for the individual tasks – acoustic echo cancellation (Sec. 2.2.1) and
adaptive beamforming (Sec. 2.2.2). The integration into a joint system is dis-
cussed in Sec. 2.2.3.

2.2.1 Acoustic Echo Cancellation

With acoustic echo cancellation being considered from several points of view
in this book (Chapters 5, 6, 7, and 8), we only review the main aspects of
the general multichannel concept. The principle of multichannel acoustic echo
cancellation is illustrated in Fig. 2.1. For simplicity, the multichannel AEC is
shown only for a single recording channel.

The signals xq(n), q = 0, 1, . . . Q − 1, are played back by the Q loud-
speakers and fed back to the microphones, where the signals xq(n) appear
as acoustic echoes dq(n). With the assumption that the amplifiers and the
transducers are linear, a linear model is commonly used for the echo paths
between the loudspeaker signals xq(n) and the microphone signals y(n). See,
e.g., [38, 59, 87] and Chapter 7 of this book for the case where nonlineari-
ties of the transducers and of the amplifiers cannot be neglected. To can-
cel the acoustic echoes in the microphone channel, adaptive filters ĥq(n),
q = 0, 1, . . . Q − 1, are placed in parallel to the echo paths between the
loudspeakers and the microphones with the loudspeaker signals xq(n) as ref-
erences. The adaptive filters form replicas of the echo paths such that the
output signals d̂q(n) of the adaptive filters are replicas of the acoustic echoes.
Subtracting the output signals of the adaptive filters from the microphone
signal thus suppresses the acoustic echoes. Acoustic echo cancellation is thus
a system identification problem, where the echo paths are usually identified
by adaptive linear filtering. The design of the adaptation algorithm requires
consideration of the nature of the echo paths and of the echo signals:
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Fig. 2.1. Principle of multichannel acoustic echo cancellation with Q loudspeakers
and a single microphone.

Time-variance of acoustic echo paths. The acoustic echo paths may vary
strongly over time due to moving sources or changes in the acoustic environ-
ment requiring a good tracking performance of the adaptation algorithm [12].

Reverberation time of the acoustic environment. The reverberation
time of the acoustic environment typically ranges from, e.g., T60 ≈ 50 ms in
passenger cabins of vehicles to T60 > 1 s in public halls. With

Nĥ ≈ ERLE
60

fs T60 , (2.1)

where ERLE is the desired echo suppression of the AEC in dB [12], as a rule of
thumb it becomes obvious that with many realistic acoustic environments and
sampling rates fs = 8− 48 kHz, FIR filters with several thousands coefficients
are needed to achieve ERLE ≈ 20 dB. For environments with long reverbera-
tion times, this means that the time for convergence – even for fast converging
adaptation algorithms – cannot be neglected and that, after a change of the
echo paths, noticeable residual echoes may be present until the adaptation
algorithm has re-converged.

Auto- and cross-correlation of loudspeaker signals. The spatial sound
impression in multi-loudspeaker systems is often artificially generated by
weighting and delaying the spectrally colored source signals according to the
position of the sources. This leads to a high auto- and cross-correlation of
the loudspeaker signals [5, 14, 15, 30, 84]. With increasing auto- and cross-
correlation and with an increasing number of reproduction channels, the con-
dition number of the loudspeaker signals’ correlation matrix increases, which
reduces the rate of convergence of many adaptation algorithms in turn [43].
To reduce the auto-correlation of the loudspeaker signals, prewhitening fil-
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ters can be applied [28,95,96]. Furthermore, to reduce the cross-correlation of
the loudspeaker signals, inaudible nonlinearities [5, 30, 84] or inaudible time-
varying filters can be introduced into the loudspeaker channels [2, 53] or in-
audible noise with no correlation between the channels can be added to the
loudspeaker signals [29,34].

Double talk. The presence of disturbing sources such as desired speech,
interference, or ambient noise may lead to instability and divergence of the
adaptive filters. To prevent these instabilities, adaptation control mechanisms
are required which adjust the step size of the adaptation algorithm to the
present acoustic conditions [12, 42, 64]. With a decrease in the power ratio of
acoustic echoes and disturbance a smaller step size becomes mandatory, which
increases the time until the adaptive filters have converged to efficient echo
path models.

As the discussion about adaptive filtering for acoustic echo cancellation
shows, the convergence time of the adaptive filters is a crucial factor in acoustic
echo cancellation and limits the performance of AECs in realistic acoustic en-
vironments. With the aim of reducing the convergence time while assuring ro-
bustness against instabilities and divergence even during double talk, various
adaptation algorithms, such as the normalized least mean-squares (NLMS) al-
gorithm, the affine projection algorithm, or the recursive least-squares (RLS)
algorithm have been studied for realizations in the time-domain, in the DFT-
domain, or in frequency subbands using filterbanks [8, 12, 32, 42, 56, 81, 83].
Acoustic echo cancellation in the DFT-domain or in frequency subbands has
the advantage that sparseness of desired speech, interference, and noise can
be exploited for selecting the step size of the adaptation algorithm differently
for different frequencies as a function of the disturbance level to obtain faster
convergence.

Even with fast converging adaptation algorithms, there are typically resid-
ual echoes present at the output of the AEC. Furthermore, it is desirable to
combine the echo cancellation with noise reduction. Therefore, single-channel
echo and noise reduction is often cascaded with the AEC to suppress resid-
ual echoes and noise at the AEC output [10,26,39,40,68,69]. These methods
are typically based on spectral subtraction or Wiener filtering [9, 61] so that
estimates of the noise spectrum and of the spectrum of the acoustic echoes
at the AEC output are required. These are often difficult to obtain in single-
microphone systems for time-varying noise spectra and frequently changing
echo paths.

2.2.2 Adaptive Beamforming

To overcome the limitations of single-channel noise reduction especially for
interference and noise with time-varying spectra, beamforming with micro-
phone arrays is promising for many applications as, thereby, the spatial do-
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main supports separation of desired and undesired signals. In practical sit-
uations, source positions and signal characteristics change over time so that
adaptive, data-dependent beamforming algorithms are preferable over fixed
data-independent beamformers [92].

For speech and audio signal processing, adaptive data-dependent beam-
forming can be classified into LCMV beamforming, minimum mean-squared
error (MMSE) beamforming, and maximum-a-posteriori (MAP) beamform-
ing, disregarding special combinations with automatic speech recognition
[78,80].

LCMV beamforming [31,48,51,75]. In LCMV beamforming, with the GSC
as one implementation, the variance of the output signal of the beamformer
is minimized subject to constraints which prevent distortion of the desired
signal. Estimates of the auto-power spectral densities (PSDs) and of the cross-
power spectral densities (CPSDs) of interference and noise at the sensors are
not required so that the efficient suppression of signals with highly time-
varying spectra, such as speech signals, becomes possible. Adaptive differential
microphone arrays [25,89] are a special case of the LCMV beamformer.

However, reverberation of the acoustic environment w.r.t. the desired sig-
nal [18, 77, 94], moving desired sources, or array imperfections, such as po-
sition errors or gain and phase mismatch of the microphones [16, 35, 52, 97],
may lead to distortion of the desired signal by the adaptive LCMV beam-
former due to ‘leakage’ of the desired signal. To resolve this problem, the
filter coefficients can be updated only when interference and noise are present
[51, 74, 90, 93], quadratic [20, 33, 48, 50–52, 75, 88] or adaptive spatio-temporal
constraints [31,48,51] can be used, or the speech distortion can be controlled
directly [23,86].

The suppression of ambient noise and ‘cocktail-party’ noise is limited due
to the limited number of spatial degrees of freedom of the microphone array. To
overcome this limitation for such noise scenarios, two methods have been pro-
posed: First, LCMV beamformers can be combined with single-channel noise
reduction (‘post-filtering’) [19,65,70,71,79,82]. This leads to a structure that
is basically equivalent to the MMSE beamformer [24, 82], but which exploits
the advantages of the LCMV beamformer. Second, a spatial pre-processor
in the structure of the GSC can be combined with single-channel noise re-
duction [72, 76] or with a so-called ‘speech distortion weighted multichannel
Wiener filter’ [23,86].

MMSE beamforming [1, 22, 23, 27, 79, 86]. MMSE beamforming is an ex-
tension of single-channel noise reduction to the multichannel case. In contrast
to adaptive LCMV beamforming, multichannel MMSE beamformers are in-
herently robust against array imperfections and reverberation of the acoustic
environment, so that the problem of cancellation of the desired signal due
to signal leakage is avoided. However, the minimization of the mean squared
error inherently allows for desire signal distortion which may not be accept-
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able for applications where high speech quality is required. Moreover, MMSE
beamformers require estimates of the CPSDs of interference and noise at the
sensors so that – at least from today’s point of view– there is limited suppres-
sion of noise and interfering signals with highly time-varying PSDs.

MAP beamforming [62]. While the derivation of multichannel MMSE esti-
mators is often difficult, multichannel MAP estimators often provide simpler
mathematical descriptions. Thereby, multichannel MAP estimation allows, for
example, the use of general statistical models, such as super-Gaussian proba-
bility density functions for speech and noise.

Adaptive data-dependent beamformers are generally realized using time-
averaging over a finite temporal aperture to estimate the relevant statistics
of the sensor data. For directly considering this temporal averaging in the
optimization criterion of the MMSE beamformer, the term least-squares error
(LSE) beamformer is used in [91]. Following [46, 48], we use in this work
the term linearly-constrained least-squares error (LCLSE) beamformer for
including this temporal averaging into the optimization criterion of the LCMV
beamformer.

2.2.3 Joint Acoustic Echo Cancellation and Adaptive
Beamforming

In this section, we briefly discuss solutions to the problem of joint acoustic
echo cancellation and adaptive beamforming which were presented previously
in the literature, namely ‘AEC first’, ‘beamformer first’, AEC integrated into
the GSC (‘GSAEC’), and a joint system of ‘AEC first’ and ‘beamformer first’.

‘AEC first’ [13, 21, 44, 48, 54, 57, 58, 66]. The AECs can be captured by a
matrix of time-variant impulse responses Ĥ(n) in the sensor channels. This
matrix Ĥ(n) directly models the echo path between all loudspeakers and
all microphones, without interaction with the beamforming (Fig. 2.2). For
the adaptive beamformer described by a vector of time-variant impulse re-
sponses w(n), positive synergies can be exploited after convergence of the
AECs: The acoustic echoes are efficiently suppressed by the AECs, and the
adaptive beamformer w(n) does not depend on the echo signals. Thus, all
degrees of freedom of the beamformer are available for the suppression of in-
terference and noise. Obviously, one AEC is necessary for each sensor channel
so that an M -fold complexity, where M is the number of microphones, is re-
quired at least for the filtering and for the filter update in comparison to AEC
for a single microphone [57]. Even with a moderate number of microphones
(4 ≤ M ≤ 8), this is a limiting factor for the use of ‘AEC first’ in cost-
sensitive systems. Moreover, in the presence of strong interference and noise,
the adaptation of the AECs must be slowed down or even stopped in order
to avoid instabilities of the adaptive filters Ĥ(n). This reduces the tracking
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capability and, consequently, the efficiency of the AECs for frequently chang-
ing echo paths. Limited echo suppression of the AECs, however, limits the
positive synergies with the adaptive beamformer so that the performance im-
provement of ‘AEC first’ relative to an adaptive beamformer alone strongly
depends on the acoustic environment.

Fig. 2.2. Combinations of AEC and beamforming [58,66].

‘Beamformer first’ [4, 44, 48, 54, 57, 58, 66]. Alternatively, the AEC can be
placed behind the adaptive beamformer (Fig. 2.2). Obviously, the complexity
is reduced to that of AEC for a single microphone. However, positive synergies
cannot be exploited for the adaptive beamformer, since the beamformer always
‘sees’ not only interference but also acoustic echoes. On the other hand, the
AEC captured in a vector of time-variant impulse responses ĥ(n) generally
cannot track the relatively fast time-variance of w(n), which results from the
dependency of w(n) on the time-varying spectra of the sensor signals and the
generally smaller number of filter taps of w(n) relative to ĥ(n) [48].

AEC integrated into the GSC (GSAEC). Another solution would be
to integrate acoustic echo cancellation and adaptive beamforming so that the
AEC does not depend on the time-variance of the adaptive beamformer [58].
One option, which is based on the structure of the GSC [37] (see Sec. 2.3.2),
was proposed in [44]. For this so-called GSAEC, the AEC is placed in the
reference path behind the quiescent weight vector wc of the GSC so that the
AEC is independent of the time-varying sidelobe-cancelling path (Fig. 2.3),
which consists of the blocking matrix B(n) and the interference canceller
ĥ(n).

However, acoustic echoes may leak through the sidelobe-cancelling path
although they may be efficiently suppressed by the AEC in the reference path,
so that the overall performance of ‘AEC first’ cannot be expected. Moreover,
analogously to ‘AEC first’, the performance of this integrated system is limited
for strong interference and noise or for frequently changing echo paths.
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Fig. 2.3. AEC integrated into the GSC (GSAEC) [44].

To overcome the problems of these structures in environments with fre-
quently changing echo paths, frequent double talk, interference, and back-
ground noise, we study here the joint optimization of adaptive beamforming
and acoustic echo cancellation. We focus on an LCLSE optimization crite-
rion to derive the beamformer weight vector. MMSE/LSE and MAP criteria
are not considered since they require estimates of the interference spectra at
the microphones, which are difficult to obtain for mixtures of non-stationary
signals.

2.3 Joint Optimization of Acoustic Echo Cancellation
and Adaptive Beamforming

In contrast to ‘beamformer first’ in Fig. 2.2, where different signals are used to
optimize w(n) and the AEC ĥ(n), we propose to use the output signal e(n)
to optimize both AEC and the adaptive beamformer as shown in Fig. 2.4.
The reference loudspeaker signals x(n) can thus be interpreted as additional
input signals for the adaptive beamformer. This idea was first used in [21] for
a combination of acoustic echo cancellation and multichannel noise-reduction
based on the generalized singular value decomposition (GSVD). In [63], a
similar approach is used for a combination of blind source separation with
acoustic echo cancellation.

We assume that the sensor signals y(n) are given by the superposition of
the desired signal s(n), interference and noise b(n), and acoustic echoes d(n),

y(n) = s(n) + b(n) + d(n) , (2.2)

where s(n), b(n), and d(n) are zero-mean and mutually uncorrelated. The
output signal e(n) of the combined system can be written as a function of
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Fig. 2.4. Joint optimization of adaptive beamforming and acoustic echo cancella-
tion.

the sensor signals y(n), the loudspeaker signals x(n), the stacked beamformer
weight vector w(n), and the stacked AEC weight vector ĥ(n) as

e(n) = wT(n)y(n) + ĥ
T
(n)x(n) , (2.3)

where

y(n) =
[
yT

0 (n), yT
1 (n), . . . , yT

M−1(n)
]T

, (2.4)

ym(n) =
[
ym(n), ym(n− 1), . . . , ym(n−Nw + 1)

]T

, (2.5)

x(n) =
[
xT

0 (n), xT
1 (n), . . . , xT

Q−1(n)
]T

, (2.6)

xq(n) =
[
xq(n), xq(n− 1), . . . , xq(n−Nĥ + 1)

]T

, (2.7)

w(n) =
[
wT

0 (n), wT
1 (n), . . . , wT

M−1(n)
]T

, (2.8)

wm(n) =
[
w0,m(n), w1,m(n), . . . , wNw−1,m(n)

]T

, (2.9)

ĥ(n) =
[
ĥ

T

0 (n), ĥ
T

1 (n), . . . , ĥ
T

Q−1(n)
]T

, (2.10)

ĥq(n) =
[
ĥ0,q(n), ĥ1,q(n), . . . , ĥNĥ−1,q(n)

]T

. (2.11)

Nw and Nĥ are the number of filter coefficients of the beamformer weight
vectors wm(n) and of the AEC filters ĥq(n), respectively. With stacked vectors

w̃(n) =
[
wT(n), ĥ

T
(n)

]T

, (2.12)

x̃(n) =
[
yT(n), xT(n)

]T

, (2.13)

we can write e(n) as
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e(n) = w̃T(n)x̃(n) . (2.14)

which reflects that the AEC input signals x(n) and the AEC filters ĥ(n) can
be interpreted as additional channels of a beamformer w̃(n).

2.3.1 Linearly-Constrained Least-Squares Error (LCLSE)
Minimization

An LCLSE optimization criterion is obtained when we aim at minimizing the
windowed sum of squared output signal samples e2(n) subject to constraints
which assure that the desired signal is not distorted by w̃(n). That is,

min
w̃

(n)

n∑
i=0

gi(n) e2(i) subject to C̃
T
(n)w̃(n) = c(n) . (2.15)

The windowing function gi(n) extracts desired samples from the output sig-
nal y(n) which should be included into the optimization.3 For example, infi-
nite memory with exponential decay is obtained with gi(n) = λn−i [43]. The
constraint matrix C̃(n) of size (MNw + QNĥ) × C and the constraint col-
umn vector c(n) of length C put C spatial constraints onto w̃(n) in order to
assure unity beamformer response for the direction-of-arrival of the desired
signal [91]. Since the Q loudspeaker signals x(n) can safely be assumed to
be orthogonal to the desired signal, the constraints are only required for the
microphone signals, just as for conventional LCMV beamformers [91]. We can
thus write C̃(n) as

C̃(n) =
[
CT(n), 0C×QNĥ

]T

, (2.16)

where C(n) of size MNw ×C is a conventional constraint matrix known from
LCMV beamforming [91]. We thus obtain with Eq. 2.15 a formally simple op-
timization criterion, where only one single error signal needs to be minimized
for an arbitrary number of microphones. This combined optimization allows
us to update the beamformer and the AEC simultaneously without reducing
the step size for the AEC – in contrast to the previously discussed combi-
nations, where the adaptation of the AEC at least has to be slowed down
if interference, noise, or the desired signal are active. Thereby, the structural
problems for tracking in ‘AEC first’ and the leakage in GSAEC can be avoided.
The number of spatial degrees of freedom for interference suppression and for
echo cancellation are increased by the number of loudspeakers Q relative to a
beamformer alone. Due to the correlation of y(n) and x(n), however, it must
be expected that the conditioning of the optimization problem is worsened
relative to the individual optimization problems.
3 The corresponding LCMV optimization criterion is obtained by replacing the

windowed sum of squared output signal samples e2(n) by the expected value of
e2(n). The solution of the LCMV optimization criterion is analogous to that of
the LCLSE criterion shown here.
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2.3.2 Realization as a Generalized Sidelobe Canceller (GSC)

A direct solution of Eq. 2.15 can be determined using Lagrange multipliers
[91]. However, with regard to an efficient realization of this combined system,
we transform the constrained optimization problem into an unconstrained one
using the structure of the GSC [17,37].

To obtain the GSC, the stacked weight vector w̃(n) is projected onto two
orthogonal subspaces,

w̃(n) =
[
P c(n) + P a(n)

]
w̃(n) . (2.17)

The first subspace w̃c(n) := P c(n)w̃(n) (constrained subspace) fulfills the
constraint equation. That is,

C̃
T
(n)w̃c(n) != c(n) . (2.18)

From (2.16), it follows that w̃c(n) can be chosen as

w̃c(n) =
[
wT

c (n), 01×QNĥ

]T

(2.19)

in order to fulfill Eq. 2.18. The weight vector wc(n) of size MNw ×1 is known
as quiescent weight vector [91]. The quiescent weight vector wc(n) steers the
sensor array to the position of the desired source and enhances the desired
signal relative to interference and noise (Fig. 2.5).4

The second (orthogonal) subspace is chosen as

P a(n) w̃(n) := −B̃(n) w̃a(n) , (2.20)

where the columns of the matrix B̃(n) are orthogonal to the columns of the
constraint matrix C̃(n), i.e.,

C̃
T
(n) B̃(n) != 0 . (2.21)

The cascade of B̃(n) and w̃a(n) is termed the sidelobe-cancelling path [37].
From Eq. 2.16, it may be seen that Eq. 2.21 is met for

B̃(n) =
[

B(n) 0MNw×QNĥ

0QNĥ×(M−C)Nwa
IQNĥ×QNĥ

]
, (2.22)

where IQNĥ×QNĥ
is the identity matrix of size QNĥ ×QNĥ and where B(n)

meets CT(n)B(n) = 0. Since the constrained subspace generally contains the
desired signal, the matrix B(n), which fulfills the requirement that the second
subspace is orthogonal to the constrained subspace, suppresses desired signal
4 Note that we used in Fig. 2.3 for the GSAEC structure a fixed quiescent weight

vector. This assumption is relaxed here for generality of the derivation.
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components. Therefore, the matrix B(n) is generally referred to as a blocking
matrix [91]. The identity matrix assures that acoustic echoes are not cancelled
by B̃(n). As a consequence, ideally only acoustic echoes, interference, and
noise are present at the output of B̃(n), so that the weight vector w̃a(n) can
be determined by unconstrained LS minimization of e(n),

min
w̃a(n)

n∑
i=0

gi(n)
[(

w̃c(n) − B̃(n)w̃a(n)
)T

x̃(i)
]2

. (2.23)

Introducing Eqs. 2.19 and 2.22 into Eq. 2.23 and identifying the result with
Eq. 2.3, it may be seen that w̃a(n) is equivalent to a stacked weight vector
consisting of a weight vector wa(n) and of the AEC ĥ(n),

w̃a(n) :=
[
wT

a (n), ĥ
T
(n)

]T

. (2.24)

We obtain for the output signal e(n) the expression

e(n) =
[
wc(n) − B(n)wa(n)

]T

y(n) − ĥ
T
(n)x(n) , (2.25)

which can be put into the structure depicted in Fig. 2.5. The combined system
thus corresponds to the GSC, where wa(n) is combined with the AEC ĥ(n),
and where the loudspeaker signals x(n) are used as additional channels of the
sidelobe-cancelling path. wa(n) is generally called an interference canceller
since wa(n) is optimized to cancel interference and noise at the output of the
GSC. Analogously, we refer to w̃a(n) as the ‘echo and interference canceller’
(EIC) and to the combined system of AEC and GSC as the ‘generalized echo
and interference canceller’ (GEIC).

Fig. 2.5. Generalized echo and interference canceller (GEIC).

The optimum weight vector w̃a(n) is now obtained by setting the deriva-
tive of Eq. 2.23 w.r.t. w̃a(n) equal to zero and by solving the obtained system
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of linear equations for w̃a(n):

w̃a,opt(n) =
[
B̃

T
(n) Φ̃(n) B̃(n)

]+

B̃
T
(n) Φ̃(n) w̃c(n) , (2.26)

Φ̃(n) =
n∑

i=0

gi(n) x̃(i) x̃T(i) =
[

Φyy(n) Φyx(n)
Φxy(n) Φxx(n)

]
. (2.27)

The (·)+ is the pseudoinverse of a matrix, and Φ̃(n) is the sample correlation
matrix of the stacked data vector x̃(n) [43] for a given windowing function
gi(n). As shown in (2.27), Φ̃(n) can be decomposed into the submatrices

Φyy(n) =
n∑

i=0

gi(n)y(i)yT(i) , (2.28)

Φxx(n) =
n∑

i=0

gi(n)x(i)xT(i) , (2.29)

Φyx(n) =
n∑

i=0

gi(n)y(i)xT(i) , (2.30)

Φxy(n) = ΦT
yx(n) , (2.31)

with the sample correlation matrix of the sensor signals Φyy(n), the sample
correlation matrix of the loudspeaker signals Φxx(n), and the sample cross-
correlation matrices between the sensor signals and the loudspeaker signals
Φxy(n) and Φyx(n), respectively. The solution of the optimum weight vector
w̃a,opt(n) is formally equivalent to the optimum weight vector of the GSC [17].
Finally introducing Eqs. 2.19, 2.22, and 2.27 into Eqs. 2.26, 2.26 can be written
as

[
wa,opt(n)

ĥopt(n)

]
=

[
BT(n)Φyy(n)B(n) BT(n)Φyx(n)

Φxy(n)B(n) Φxx(n)

]+

×
[

BT(n)Φyy(n)wc(n)
Φyx(n)wc(n)

]
. (2.32)

Because of the structural equivalence of the GEIC to the GSC, any imple-
mentation of the GSC can be used to realize the GEIC. Especially, any linear
constraints can be used for designing the quiescent weight vector and the
blocking matrix. Furthermore, the echo and interference canceller can be cal-
culated directly employing Eq. 2.32 or iteratively using recursive adaptation
algorithms [48,91]. With regard to practical realizations, the matrix inversion
in Eq. 2.32 can be avoided by using recursive adaptation algorithms, and,
thus, the computational complexity can be reduced.

For the GSC, the number of filter taps Nwa is generally chosen such
that fast convergence of wa(n) is assured. Typically, Nwa = 64 . . . 512 for
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an fs = 8 kHz sampling rate independently of the reverberation time T60 of
the acoustic environment [48]. The number of filter taps Nĥ of the AEC ĥ(n),
however, is typically chosen as a function of the reverberation time T60, and is
typically Nĥ = 256 . . . 2048 for T60 = 0.05 . . . 0.5 s (see Eq. 2.1). In most cases,
the number of filter taps Nĥ should thus be greater than Nwa depending on
the reverberation time of the acoustic environment (typically T60 ≥ 100 ms) in
order to assure optimum performance of wa(n) and ĥ(n). However, different
numbers of filter taps are problematic for the convergence behavior of w̃a(n)
for a time-varying sample correlation matrix Φ̃(n), since the convergence speed
of wa(n) differs from that of ĥ(n). Consider as an extreme case Nĥ → ∞:
Then, the convergence speed of ĥ(n) tends to zero, which yields inefficiency
of the AEC. It is thus necessary to limit Nĥ to Nwa . This may reduce the
performance of GEIC relative to ‘AEC first’ in situations where ‘AEC first’
does not exhibit tracking or adaptation problems as, for example, for presence
of weak interference and noise and/or for slowly time-varying acoustic echo
paths. The influence of the acoustic environment on the performance of GEIC
will be investigated experimentally in Sec. 2.5.

2.3.3 Simplification to General Sidelope Acoustic Echo Canceller
(GSAEC)

The joint optimization of ĥ(n) and wa(n) introduces the off-diagonal matrices
into the first correlation matrix on the right side of (2.32). Setting the off-
diagonal matrices equal to zero corresponds to separate optimization of ĥ(n)
and wa(n), which yields for the optimum weight vector:

wa,opt(n) =
[
BT(n)Φyy(n)B(n)

]+

BT(n)Φyy(n)wc(n) , (2.33)

ĥopt(n) = Φ+
xx(n)Φxy(n)wc(n) . (2.34)

It may be noticed that Eq. 2.33 corresponds to the LS solution of a GSC
interference canceller [17] and that Eq. 2.34 is equivalent to the LS solution of
an AEC which is located after the quiescent weight vector. Eqs. 2.33 and 2.34
can thus be described by the system depicted in Fig. 2.3, which is recognized
as the structure of the GSAEC [44].

Independent optimization of the GSC and of the AEC after the quiescent
weight vector allows to choose the number of filter taps of the interference can-
celler, Nwa , and of the AEC, Nĥ, independently so that the coupling problems
of the echo and interference canceller of GEIC can be avoided. However, [48]
describes in detail in that efficient cancellation of the acoustic echoes in the
reference path of the GSC leads to leakage of acoustic echoes through the
sidelobe-cancelling path of the GSC so that the performance of GSAEC is
reduced relative to ‘AEC first’. Moreover, for the presence of strong interfer-
ence and noise and/or time-varying echo paths, GSAEC exhibits the same
convergence problems as ‘AEC first’. Experimental results can be found in
Sec. 2.5.
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2.4 Implementation

In this section, we describe the practical implementation of the joint acoustic
echo cancellation and adaptive beamforming systems examined experimen-
tally in Sec. 2.5, namely GEIC, ‘AEC first’, GSAEC, and GSC. For all joint
acoustic echo cancellation and adaptive beamforming systems, the beam-
former is realized as a GSC with an adaptive blocking matrix (RGSC,
Sec. 2.4.1). The AEC is implemented as a stereophonic AEC (Sec. 2.4.2).
A detailed description including parameter setting can be found in [48].

2.4.1 Robust Generalized Sidelobe Canceller (RGSC)

To realize the adaptive beamformer, it is crucial to obtain (a) tracking of
moving sources with time-varying spectra and (b) robustness against cancel-
lation of the desired signal due to reverberation, source movements, and array
imperfections. To solve these problems, we choose the RGSC in the discrete
Fourier transform (DFT) domain [48] with an adaptive blocking matrix [51]
as the adaptive beamformer, as depicted in Fig. 2.6.

Fig. 2.6. GSC with an adaptive blocking matrix after [51].

For adaptation of the blocking matrix and of the interference canceller, we
use computationally efficient multichannel DFT-domain adaptive filters (MC-
FDAFs) [6, 7, 15]. Their RLS-like convergence behavior leads to fast conver-
gence and they allow for a frequency-selective adaptation to exploit sparseness
of the sensor signals.
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2.4.1.1 Quiescent weight vector

The quiescent weight vector is realized as a fixed beamformer wc(n) := wc.
We thus assume that the position of the desired speaker is roughly known,
as it can be safely assumed for, for example, laptop PCs or personal digital
assistants (PDAs). The width of the mainlobe of the quiescent weight vector
needs to be adjusted to the expected variations of the source position.

2.4.1.2 Blocking Matrix

The blocking matrix is realized by adaptive filters bm(n) between the out-
put of the time-invariant quiescent beamformer wc and each of the inputs of
the interference canceller wa(n). The adaptive filters bm(n) use the output
of wc as a reference for the desired signal and subtract the desired signal
from the sidelobe-cancelling path. Orthogonality of the reference path and
of the sidelobe-cancelling path is thus assured for the desired signal. Since
the quiescent beamformer cannot produce an estimate of the desired signal
that is free of interference, the filters bm(n) should only be adapted when the
signal-to-interference ratio (SIR) is high in order to prevent suppression of the
interference by the blocking matrix [51,90].

In [48], the adaptive blocking matrix is formally linked to LCLSE beam-
forming and to the derivation of the GSC in Sec. 2.3.2.

Realization of the blocking matrix by adaptive filters yields greater ro-
bustness against distortion of the desired signal than fixed realizations [31,
48,51,90]: For the GSC, the distortion results from the interference canceller,
which cancels desired signal components leaking through the blocking matrix
due to inherent mismatched constraints. The inherent mismatch results from
possible array imperfections and especially from the fact that the required ex-
act spatio-temporal information for the desired signal is not perfectly given.
Adaptive filters, however, allow tracking of time-varying propagation for the
desired source and time-varying array imperfections so that the desired signal
is efficiently cancelled by the blocking matrix.

2.4.1.3 Interference Canceller

The interference canceller wa(n) adaptively subtracts the signal components
from the reference path, which are correlated with the output signals of the
blocking matrix. However, the blocking matrix – due to limited convergence
speed, limited tracking capability, and limited number of filter coefficients –
generally does not produce an estimate of the interference which is perfectly
free of the desired signal. Therefore, the interference canceller (1) is realized
using a (usually quadratic) norm constraint [20, 33, 48, 50–52, 75, 88] and (2)
is only adapted when the SIR is low in order to maximally prevent distortion
of the desired signal [51,74,90,93].
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2.4.1.4 Adaptation Control

The blocking matrix and the interference canceller cannot be adapted si-
multaneously but should only be adapted when the SIR is high and low,
respectively. By exploiting sparseness in the spectra of desired speech and
interference, i.e., by considering individual frequency components separately,
the blocking matrix and the interference canceller can be adapted more often
than adaptation in the fullband enabling a better tracking capability and a
better convergence speed to be obtained. Experiments show that the exploita-
tion of sparseness is also necessary for the interference canceller of the RGSC
to track the time variance of the adaptive blocking matrix and to efficiently
suppress non-stationary interference [45,48].

Obviously, to exploit the sparseness, an activity detector is required, which
detects ‘desired signal only’ (adaptation of the blocking matrix), ‘interference
only’ (adaptation of the interference canceller), and ‘double talk’ (no adapta-
tion) in discrete frequency bins [48].

2.4.2 Acoustic Echo Canceller

The design of the AEC – as long as it is realized independently of the beam-
former – requires consideration of the tracking performance, of the conver-
gence speed, and of the robustness against double talk. For the joint adapta-
tion of the AEC and beamformer, acoustic echoes can simply be interpreted
as additional interference, and these aspects do not need to be explicitly taken
into account. However, at the EIC input, the variance of the output signals of
the blocking matrix needs to be adjusted to the variance of the loudspeaker
signals by an automatic gain control to have similar signal levels.

Especially because of the high convergence speed with moderate computa-
tional complexity, we employ MC-FDAFs to realize the AECs. Adaptation of
the AECs of ‘AEC first’ and of GSAEC is controlled by a double talk detector
based on a shadow filter [85] with a constant frequency-independent step size
during adaptation. The GEIC is realized as an RGSC with additional chan-
nels of the interference canceller for the AECs. For the experiments described
below, the time-averaged variance of the loudspeaker signals is manually ad-
justed to the time-averaged variance of the blocking matrix output signals.
For all structures, the loudspeaker signals are de-cross-correlated by a simple
time-invariant nonlinearity to increase the convergence speed of the adaptive
filters [5].

2.4.3 Computational Complexity

The computational complexity of GEIC is compared to that of ‘AEC first’,
GEIC, GSAEC, and RGSC in Fig. 2.7 as a function of the filter length Nĥ
of the AEC for M = 4 microphones (Fig. 2.7a) and M = 8 microphones
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(Fig. 2.7b) for a stereophonic AEC. The filter length of the interference can-
celler is Nwa = 256 for all systems. For GEIC, the filter length of the AEC is
adjusted to the filter length of the interference canceller, i.e.,Nwa = Nĥ = 256.
The adaptation control of the AEC and of the RGSC is not taken into account.
Furthermore, the filter length Nwa is not changed since experimental results in
environments with various reverberation times show that the optimum filter
length does not change with the reverberation time in our implementations
of the RGSC and the GEIC. The computational complexity is measured as
‘real-valued multiplications per output sample’ (NRM )5. Comparing Fig. 2.7a
with Fig. 2.7b, roughly speaking, it may be noticed that doubling the number
of sensors doubles NRM . The relative complexity reduction from ‘AEC first’
to GEIC rises with increasing Nĥ: For Nwa = Nĥ = 256, the relative com-
plexity reduction from ‘AEC first’ to GEIC is 21% for M = 4 and 25% for
M = 8, while 59% (M = 4) and 37% (M = 8) for Na = 2048. Obviously, the
complexity of the RGSC dominates the complexity of the additional AECs
for ‘AEC first’.

Fig. 2.7. Comparison of the number of real multiplications per sample (NRM ) of
‘◦’ ‘AEC first’, ‘�’ GEIC, ‘�’ GSAEC, and ‘∗’ RGSC for (a) M = 4 and for (b)
M = 8 (Nwa = 256 and for GEIC Nĥ = 256).

5 The results differ from the results in [48], since, here, NRM includes the inversion
of the CPSD matrix of the input signals of the interference canceller and of the
EIC. The matrix inversion is assumed to be carried out using the matrix inversion
lemma [36].
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2.5 Experimental Results

We illustrate the performance of the joint acoustic echo cancellation and adap-
tive beamforming systems by experiments in the passenger cabin of a car and
in an office room. In Sec. 2.5.1, we analyze the performance for time-invariant
echo paths, for a fixed position of the desired source, and for variable noise
level. In Sec. 2.5.2, we examine the influence of time-varying echo paths and
of a time-varying position of the desired source on the performance of joint
AEC-beamforming systems. Section 2.5.3 illustrates the influence of the rever-
beration time on the performance of GEIC.

2.5.1 Time-Invariant Echo Paths and Time-Invariant Source
Position

In this section, we study the performance of GEIC for variable SIR and
time-invariant echo paths in the passenger cabin of a car relative to the other
concepts presented in Sec. 2.2. The interference is slowly time-varying car
noise recorded with a microphone array setup inside of the car’s passenger
cabin (Fig. 2.8).

Fig. 2.8. Temporal signal (a) and power spectral density (PSD) of the car noise (b)
measured at one of the microphones (before highpass filtering).

The desired source and two loudspeakers are located in broadside direction
(θ = 90◦) and in the two endfire directions (θ = 0◦, 180◦), respectively, at a
distance of 60 cm from the array center. The room impulse responses between
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the two loudspeakers and the microphones and between the desired source
position and the microphones are simulated using the image method [3] with
a simulated reverberation time T60 = 50 ms. The desired source signal is a
subset of 50 utterances of the TIDigits database [60], while the loudspeaker
signals are stereophonic pop music. The microphone signals are obtained by
convolving the clean source signal with the room impulse responses followed by
superposing noise with variable SIR and a fixed signal-to-echo ratio SER =
7 dB. The microphone array consists of M = 4 sensors or M = 8 sensors
with sensor spacing d = 4 cm. The frequency range is 200 Hz–4 kHz. The
echo suppression ERLE and the interference suppression IR averaged over
the whole test data are given in Fig. 2.9 (M = 4) and in Fig. 2.10 (M = 8).
The filter lengths are chosen as follows: ‘AEC first’, GSAEC: Nĥ = 512,
Nw = 256; GEIC, RGSC: Nĥ = Nw = 256).

Fig. 2.9. Interference suppression IR and echo suppression ERLE for RGSC alone,
‘AEC first’, GSAEC, and GEIC for fixed echo paths and fixed source position in the
car environment for M = 4 (Signal-to-echo ratio SER = 7dB).

For high SIR (equivalent to high EIR, since SER = 7 dB), the AECs
of ‘AEC first’ converge in pauses of the desired speaker and provide high
echo suppression, which translates to a greater ERLE and IR of ‘AEC first’
relative to GSC and GEIC. With decreasing EIR, the echo suppression of the
AECs of ‘AEC first’ decreases until the AECs are inefficient and ERLE and
IR of ‘AEC first’ are equivalent to the RGSC. Here, the GEIC outperforms
‘AEC first’, since the number of degrees of freedom does not depend on the
EIR. Nevertheless, ERLE of GEIC falls with decreasing EIR, since the system
concentrates on the suppression of the stronger car noise. ForM = 4 (Fig. 2.9),
it can be noticed that the improvement of ERLE and IR relative to RGSC
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Fig. 2.10. Interference suppression IR and echo suppression ERLE for RGSC alone,
‘AEC first’, GSAEC, and GEIC for fixed echo paths and fixed source position in the
car environment for M = 8 (Signal-to-echo ratio SER = 7dB).

is larger than for M = 8 (Fig. 2.10). This is due to the RGSC’s greater
number of degrees of freedom, where the additional degrees of freedom of
GEIC due to the AEC yield a relative lower performance improvement. In fact,
the improvement of IR can even be neglected in this scenario. The performance
of GSAEC decreases relative to ‘AEC first’, since, after convergence of the
AEC in the reference path of the GSC (Fig. 2.3), acoustic echoes leak through
the sidelobe-cancelling path of the GSC, which leads to reduced echo and
interference suppression relative to ‘AEC first’ [44,48].

2.5.2 Time-Varying Echo Path and Time-Varying Source Position

In this section, we compare the performance of joint acoustic echo cancellation
and adaptive beamforming for a time-varying echo path and a moving desired
source. Because of the better tracking during double talk, we expect that
the performance gap between echo and noise suppression of GEIC and that
of ‘AEC first’ and GSAEC increases. The position of the desired source is
switched randomly for each file of the TIDigits database in the interval θ =
80◦ . . . 100◦ in steps of 2◦ with equal probability for all directions. This range
corresponds to the 5 dB width of the mainlobe of the uniformly weighted
delay&sum beamformer at 4 kHz. The desired signal is thus attenuated by
less than 5 dB at 4 kHz. While one of the loudspeakers is located at θ =
180◦, the position of the second loudspeaker is switched every 20000 samples
between θ = 0◦ and θ = 60◦. The distance between the sources and the
array center is fixed at 60 cm. The interference suppression IR and the echo
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suppression ERLE are averaged over the entire data set across all variations
of the loudspeaker position.

Fig. 2.11. Interference suppression IR and echo suppression ERLE for RGSC alone,
‘AEC first’, GSAEC, and GEIC for time-varying echo paths and fixed source position
in the car environment for M = 4 (Signal-to-echo ratio SER = 7 dB).

Fig. 2.12. Interference suppression IR and echo suppression ERLE for RGSC alone,
‘AEC first’, GSAEC, and GEIC for time-varying echo paths and fixed source position
in the car environment for M = 8 (Signal-to-echo ratio SER = 7 dB).
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Figs. 2.11 and 2.12 depict the results for M = 4 and M = 8, respectively.
The difference in performance between M = 4 and M = 8 can be explained
similarly as in Figs. 2.3 and 2.9 by the greater number of degrees of freedom
of the beamformer for M = 8. It may be further noticed that the performance
of ‘AEC first’ and GSAEC is considerably reduced for SIR ≥ 20 dB relative
to fixed echo paths (see Figs. 2.9 and 2.10). This effect can be explained by
the reduced efficiency of the AECs of ‘AEC first’ and of GSAEC due to the
missing capability to adapt the AECs while desired speech and acoustic echoes
are simultaneously active. The performance loss is mainly related to the time-
variance of the echo paths: Experiments showed that the performance for
fixed echo paths and the time-varying position of the desired source (θ =
80◦ . . . 100◦) can almost not be distinguished from the results in Figs. 2.9 and
2.10. As for fixed echo paths and the fixed position of the desired source, the
echo suppression and the interference suppression converge with an increasing
number of microphones.

Note that the AECs of ‘AEC first’ and of GSAEC are realized using a
frequency-independent double talk detector with a constant step size dur-
ing adaptation. When using a DFT bin-wise step-size control with variable
frequency-dependent step size as, for example, proposed in [26, 73], it is pos-
sible to exploit sparseness of desired speech and of interference. The AECs
can therefore be adapted more frequently, which improves the performance
of ‘AEC first’ and of GSAEC for time-varying acoustic conditions and high
EIRs.

2.5.3 Reverberation Time

In this section, we study the dependency of the echo and noise suppression
of GEIC on the reverberation time T60. Because of the limited number of
filter taps of the EIC, we expect the performance of the GEIC to decrease
compared to ‘AEC first’ and to GSAEC with increasing reverberation time.
The experimental setup is the same as in Sec. 2.5.1, except for the fact that the
impulse responses between the loudspeakers and the microphones are taken
from three different acoustic environments: the environment with T60 = 50 ms
as above, and measured impulse responses from office rooms with T60 = 250 ms
and with T60 = 400 ms. The microphone array with M = 4 sensors is used,
SER = 7 dB, and SIR = 10 dB. The results are depicted in Fig. 2.13.

It can be seen that the average echo suppression ERLE (Fig. 2.13a) de-
creases with increasing reverberation time from 19.5 dB for T60 = 50 ms to
15.5 dB for T60 = 400 ms. The interference suppression IR decreases from
10 dB for T60 = 50 ms to 9.5 dB for T60 = 400 ms. Considering that the
number of filter taps of the AEC is only Nĥ = 256 for a reverberation
time T60 = 400 ms, where, according to (2.1), Nĥ = 1240 is required for
ERLE = 15.5 dB, these results reflect that the AECs within GEIC are better
interpreted as interference cancellers than as system identifiers. The usage
of GEIC –despite the limitation on the number of filter taps– is thus not
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Fig. 2.13. Interference suppression IR and echo suppression ERLE for RGSC alone,
‘AEC first’, GSAEC, and GEIC as a function of the reverberation time T60 for M = 4
(Signal-to-echo ratio SER = 7 dB, Signal-to-interference ratio SIR = 10dB).

restricted to environments with low reverberation times but still gives accept-
able echo suppression in environments with longer reverberation time such as
office or home environments, at least for slowly time-varying conditions. Note,
however, that the performance of joint acoustic echo cancellation and adap-
tive beamforming systems based on the GSC depends on the robustness of
the GSC against distortion of the desired signal in reverberant environments.
It is thus not assured that all GSC realizations yield an undistorted desired
signal.

2.6 Conclusion

We presented a technique for joint optimization of acoustic echo cancellation
and adaptive LCMV beamforming. The derivation of the system shows that it
can be interpreted as a straightforward extension of the GSC with additional
input channels of the interference canceller (GEIC). With a realization exam-
ple based on the RGSC and a stereophonic AEC, we showed that the GEIC is
especially efficient for (a) transient echo paths if frequent double talk between
acoustic echoes, local interference, and desired speakers is to be expected and
(b) high levels of background noise. For stationary conditions and low levels
of background noise, the performance of GEIC is reduced relative to ‘AEC
first’ due to a constraint on the number of filter taps of the weight vector
of the AEC. However, the proposed solution requires only one AEC for an
arbitrary number of microphones and no separate adaptation control for the
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AEC. For acoustic echo cancellation with multiple reproduction channels, the
problem of slow convergence due to cross-correlated loudspeaker signals can be
avoided, since the system identification problem is reduced to an interference
cancellation problem.
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[59] F. Küch, W. Kellermann: Partitioned block frequency-domain adaptive
second-order Volterra filter, IEEE Trans. on Signal Processing, 53(2),
564–575, February 2005.

[60] R.G. Leonard: A database for speaker independent digit recognition,
Proc. ICASSP ’84, 3, 42.11.1–42.11.4, San Diego, CA, USA, March
1984.

[61] J.S. Lim: Speech Enhancement, Englewood Cliffs, NJ, USA: Prentice
Hall 1983.

[62] T. Lotter: Single- and multi-microphone spectral amplitude estima-
tion using super-Gaussian speech models, in J. Benesty, S. Makino,
J. Chen (eds.), Speech Enhancement, Chapter 4, 67–95, Berlin, Ger-
many: Springer, 2005.

[63] S.Y. Low, S. Nordholm: A blind approach to joint noise and acoustic
echo cancellation, Proc. ICASSP ’05, 3, 69–72, Philadelphia, PA, USA,
March 2005.

[64] A. Mader, H. Puder, G.U. Schmidt: Step-size controls for acoustic echo
cancellation filters - an overview, Signal Processing, 80(9), 1697–1719,
September 2000.

[65] C. Marro, Y. Mahieux, K.U. Simmer: Analysis of noise reduction and
dereverberation techniques based on microphone arrays with postfilter-
ing, IEEE Trans. on Speech and Audio Processing, 6(3), 240–259, May
1998.

[66] R. Martin: Freisprecheinrichtungen mit mehrkanaliger Echokompen-
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