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Preface

The series of Online World Conferences on Soft Computing (WSC) is organized by
the World Federation of Soft Computing (WFSC) and has become an established
annual event in the academic calendar and was already held for the 8th time in 2003.
Starting as a small workshop held at Nagoya University, Japan in 1994 it has ma-
tured to the premier online event on soft computing in industrial applications. It has
been hosted by the universities of Granada, Spain, Fraunhofer Gesellschaft, Berlin,
Cranfield University, Helsinki University of Technology and Nagoya University. The
goal of WFSC is to promote soft computing across the world, by using the internet
as a forum for virtual technical discussion and publishing at no cost to authors and
participants. The official journal of the World Federation on Soft Computing is the
journal Applied Soft Computing.

The 8th WSC Conference (WSC8) took place from September 29th to October
10th, 2003. Registered participants had the opportunity to follow and discuss the
online presentations of authors from all over the world. Out of more than 60 submis-
sions the program committee had accepted 27 papers for final presentation at WSC8.

What makes WSC conferences unique is the fact that authors and participants
disseminate their scientific results and engage in a discussion with colleagues from
all over the world at no cost. Participants have immediate access to all contributions,
the opportunity to comment the papers and to obtain feedback from the authors. The
online discussions result in new contacts within the research community, form the
basis for future cooperations and eventually lead to personal meetings with other
colleagues in the future.

It has become a tradition of the WSC conferences to publish post-proceedings of
selected papers. Authors are encouraged to submit a revised version of their contri-
butions after the conference, taking also the comments from the discussion on their
paper into account. This book contains 26 revised contributions from WSC8, cov-
ering a wide range of application areas of soft computing like optimization, data
analysis and data mining, fault diagnosis, control as well as traffic and transportation
systems. The papers collected in this book show how the major soft computing tech-
niques, fuzzy systems, neural networks and evolutionary algorithms and especially
hybrid systems combining methods from these fields, lead to successful industrial
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applications. The reader will find an interesting, inspiring and wide variety of soft
computing techniques and applications in this book.

We would like to thank the staff at Springer, in particular Thomas Ditzinger and
Heather King, for their professional support and expertise in all phases of this project.

Cyberspace, Frank Hoffmann
May, 2005 Mario Köppen

Frank Klawonn
Rajkumar Roy



Welcome Message Honorary Chair

As we all know, the genesis of soft computing was motivated by the realization that
in science, as in most other realms of human activity; there is a tendency to be na-
tionalistic – to commit oneself to a particular methodology, M, and march under its
banner, in the belief that it is M and only M that matters. The well-known Hammer
Principle: When the only tool you have is a hammer, everything looks like a nail;
and my Vodka Principle: No matter what your problem is, vodka will solve it, are
succinct expressions of the one-size-fits-all mentality which underlies nationalism in
science. Although it is obvious that one-size-fits-all mentality in science is counter-
productive, it is still the case that in many fields of scientific activity, nationalism
is the norm rather than an abberation. Given this reality, WSC8 serves an important
function by showing that the concept of soft computing has intrinsic validity. I should
like to extend my compliments and congratulations to the organizers and participants
in WSC8 for contributing so much and in so many ways to the advancement of soft
computing and enhancing its visibility and importance in the realms of both theory
and applications,

With my warmest regards to all.

Berkeley, California Lotfi Zadeh
September, 25th, 2003

Welcome Message General Chair

WSC8 has opened its gates. From September 29th to October 10th registered par-
ticipants will have the opportunity to follow and discuss the online presentations
of authors from all over the world. Out of more than 60 submissions the program
committee accepted 27 papers for final presentation at WSC8.

The WSC conference has become an established annual event in the academic
calendar as it enters its eight round. Starting as a small workshop held at Nagoya
University, Japan in 1994 it has matured to the premier online event on soft comput-
ing in industrial applications.



VIII Welcome Message

The series of WSC conferences has been organized by the World Federation
of Soft Computing (WFSC) and has been hosted by the universities of Granada,
Spain, Fraunhofer Gesellschaft, Berlin, Cranfield University, Helsinki University of
Technology and Nagoya University. The goal of WFSC is to promote soft computing
across the world, by using the internet as a forum for virtual technical discussion and
publishing at no cost to authors and participants. The official journal of the World
Federation on Soft Computing is the journal “Applied Soft Computing”, published
by Elsevier Press.

What makes WSC conferences unique is the fact that authors and participants
disseminate their scientific results and engage in a discussion with colleagues from
all over the world at no cost. Participants have immediate access to all contributions,
the opportunity to comment the papers and to obtain feedback from the authors. Our
hope is that the online discussion will result in new contacts within the research
community, forms the basis for future cooperations and eventually lead to a personal
meeting with your colleague in the near future. In the end, an online conference can
not provide the equivalent social experience equivalent of having a drink or a dinner.

On behalf of all organizers I want to express my thanks to all who have con-
tributed to WSC8, thanks to all the authors who deemed WSC8 to be a suitable place
to publish their work, thanks to all who helped to distribute the CFP or organized a
session, thanks to the program committee for the review of submitted papers, thanks
to the sponsors. Finally, I would like to express my particular gratitude to Mario
Köppen, whose help and technical support with setting up the scripts, organizing the
review process, answering technical questions was invaluable to me.

We hope that you will enjoy the conference, engage in fruitful discussions, es-
tablish novel contacts and draw inspiration from the presentations and discussions.

With my best regards to all participants.

Dortmund, Germany, Frank Hoffmann
September, 29th, 2003
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Discovery of Fuzzy Temporal Associations
in Multiple Data Streams

Thomas Sudkamp

Department of Computer Science, Wright State University, Dayton OH, USA
tsudkamp@cs.wright.edu

1 Introduction

The need for the rapid analysis of real-time information collected from multiple sen-
sors provides a motivation for the development of algorithms for the identification
of temporal relationships among data. The majority of research in knowledge dis-
covery with temporal data has focused on the identification of precise relationships
in homogeneous data from a single data stream or database. However, many tempo-
ral relationships are inherently imprecise and consider data from multiple sources in
which the sole link between the data is the time associated with each item.

We will consider the discovery of relationships among data that include impre-
cise temporal durations and temporal constraints. An imprecise duration may be de-
scribed linguistically, for example a short period or approximately 1 hour, and will
be represented by fuzzy intervals. A temporal constraint consists of a duration and
a displacement, like shortly after or simultaneously. Thus associations may have the
form

high traffic volume at points a and b
is followed shortly by congestion at point c

or
if there is a large increase in queries over a short period

of time, then the network is under attack

where the italics indicate imprecise or fuzzy quantities. The temporal durations and
constraints in the associations will be modeled by fuzzy sets.

To develop a methodology for fuzzy temporal relationships, we begin with a
review of data mining for association rules and the assumptions and data represen-
tations commonly employed in data mining for temporal patterns in crisp data. We
then present the constraints, data representations, and search strategy needed for an-
alyzing fuzzy temporal associations in data from multiple sources.

Thomas Sudkamp: Discovery of Fuzzy Temporal Associations in Multiple Data Streams, Advances in Soft Computing 1,
3–13 (2005)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2005
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2 Data Streams, Associations, and Patterns

In this section we examine data sources and representations used in several of the
classic works in knowledge discovery. One of the most common and intuitive knowl-
edge discovery models is the market basket representation presented in [1, 2]. The
defining metaphor and the source of the terminology comes from considering a sin-
gle data item to represent the contents of a transaction in a supermarket. The data
consist of a set of unrelated transactions and the objective is to determine combina-
tions of items that occur repeatedly within individual transactions. The market basket
formulation is a minimally restrictive representation consisting of an unordered set
of data from a single source or identical sources.

Employing the market basket metaphor, an itemset I consists of the inventory
of a market and a database T of transactions contains of a record of the sales at
the market. An association rule represents a correspondence between items in sin-
gle transaction. The association A⇒ B indicates that transactions containing a set of
items A also contain the items B. Two measures, support and confidence, were intro-
duced to assess the validity of an association based on the set of transactions. The
support of a set A measures the extent of the occurrence of the set A in the database of
transactions. The confidence of the association A⇒ B is the conditional probability
that a transaction containing all items in the set A also contains the items in B. The
Apriori algorithm [2] computes the support and confidence using support thresholds
to limit the search.

Two types of generalizations of the standard association rules are important for
the analysis of fuzzy temporal relationships. Generalized association rules [16] were
introduced to add linguistic categories and hierarchical relationships between items
in the domain. Quantitative association rules [13, 15, 16] describe relationships in
linearly ordered domains, such as numerically valued attributes. The ordering is used
to partition the domain into a relatively small number of classes to reduce the number
of items that must be examined in the search. The only modification required to the
basic algorithm is to allow classes as well as individual items in the first level of the
search lattice constructed for determining frequent sets. In addition to market basket
data, the Apriori algorithm is well suited for discovering associations in tuples in a
relational database. Like market basket transactions, tuples are considered indepen-
dent homogeneous unordered data items and the algorithm discovers relationships
between attributes in individual tuples.

Much of the research in temporal data mining has focused on periodic patterns
and cyclic behaviour in a single time-ordered data stream. Figure 1 illustrates the
relationship between data items A,B,C in a single temporal data stream. The search
for sequential patterns or episodes [3, 17] employs the linear ordering between the
occurrence of events to describe the pattern, an ordered sequence events recurring
in the data stream. For example, the regular expression A(B∪C)A defines a pattern
in which A occurs before either B or C which, in turn, occur before A. This pattern
occurs four times in the portion of the sequence shown in Fig. 1.

Mannila et al. [12] define an episode to be “a collection of events occurring fre-
quently close to each other.” Temporal information is used to construct a sliding time
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−→ temporal data order −→
. . ., B, A, A, B, C, A, B, B, . . .

Fig. 1. Ordered data stream

window that is used to enforce the “close to each other” requirement for the satis-
faction of the episode. Assuming that a single time unit separates every item in the
sequence in Fig. 1 and employing a window of duration four time units reduces the
number of occurrences of the pattern A(B∪C)A to two. The support of a pattern is
the number of windows in which it occurs divided by the total number of windows.
Following the standard Apriori approach, an initial processing determines patterns
that exceed a minimum support threshold.

In sequential patterns, the sole role of the time variable is to provide the order on
the occurrence of the events and to place a temporal constraint on relevance of one
event to another. In cyclic association rules [4, 14] or periodic patterns [8, 9], time
is treated as an attribute in the learning process (see Fig. 2) and may be an integral
component of the rule. Periodic patterns are also referred to as “calendric association
rules” because they describe events that recur cyclicly in time.

In calendric association rules, the antecedent of an association contains a time
period. For example, analysis of restaurant orders may produce the relationship “be-
tween 6:00 am and 10:00 am, coffee accompanies food orders”. The time period
used (hours, days, weeks, seasons) defines the granularity of the rules. Cyclic rules
may vary with time granules and their assessment may consider only subsets of the
data to produce a rule. For example, there may be different support and confidence
values for an association food orders ⇒ coffee when considering all orders or only
those that occur between 6:00 am and 10:00 am. The acceptance of a cyclic rule re-
quires “minimum support and confidence at regular time intervals” [14], rather than
throughout the entire database.

Each of the preceding knowledge discovery strategies assumed that the data
came from a single source or from several sources producing data of the same for-
mat. The collection of real-time information from multiple data sources has become

data item i+3

data item i+2

data item i+1

data item i

...

...

↓
temporal

data
order

↓

time

ti+3

ti+2

ti+1

ti

Fig. 2. Calendric data format
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increasingly prevalent and provides the need for the development of algorithmic tech-
niques for the identification and evaluation of temporal relationships among data ob-
tained from multiple distributed sources. The type of associations to be examined
in distributed data mining are not necessarily temporally cyclic but rather relate the
occurrence of one or several events to the occurrence of another with time provid-
ing a constraint of temporal relevance. In particular we envision the analysis of his-
toric data from multiple sensors to generate rules suitable for the prediction of future
events.

Figure 3 illustrates the scenario under consideration with three information
sources A,B, and C independently providing data.

. . . ,(C (k), tC (k)), . . .

. . . ,(B( j), tB( j)), . . .

. . . ,(A(i), tA (i)), . . .

control

Sensors

C

B

A

Fig. 3. Multiple data streams

An information source A consists of a sensor, a set of values DA that the sensor
can observe, and a set of predicates A1, . . . ,An over DA. A predicate may designate
a single element, a class or interval, or a fuzzy set. In the latter case, the degree to
which a value satisfies the predicate Ai is denoted Ai(a). The ith datum from sensor
A is written as an ordered pair (A(i), tA(i)), where A(i) is the value recorded by A
at time tA(i).

The fuzzy representation of constraints used in the temporal association rules is
presented in the following section while the modifications to the Apriori approach
for analyzing multiple data streams are given in Sect. 4.

3 Fuzzy Sets in Data Mining

Most applications of fuzzy sets to knowledge discovery have been concerned with
partitioning numeric domains in quantitative association rules (see, for example,
[11, 6, 10]). The use of fuzzy sets avoids unnatural boundaries between classes and
facilitates the linguistic interpretation of the terms. The impact of the extension to
fuzzy associations on the efficiency of the Apriori style algorithms has been studied
in [7].

Although not a requirement, the predicates associated with a data source fre-
quently form a fuzzy partition of the associated domain to summarize and categorize
the values directly recorded by the sensor and to reduce the size of the search space.
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Fig. 4. Fuzzy partition

For example, a fuzzy partition of traffic volume into low, medium, and high volume
is given in Fig. 4.

There are two types of temporal properties that must be considered when ex-
tending fuzzy representations to temporal data mining: durations and constraints.
Durations act as modifiers on predicates. For example, in the term “low volume for
a short time”, traffic volume is the domain, low is the linguistic term describing the
traffic flow, and short time indicates the duration. The duration short describes a time
period in which the volume must be low for the predicate to be satisfied.

A temporal constraint restricts the relevancy of events to a certain fixed, but per-
haps imprecise, time period. For example, follows shortly and occurs the next day
both define temporal implicative constraints. The constraint follows shortly has a
displacement 0 and a duration described by a fuzzy set shortly. The duration of oc-
curs the next day is 24 hours and the displacement is the length of time from the
current time to the beginning of the next day.

An implicative constraint is defined by a fuzzy partition of the interval that speci-
fies the maximum time of relevancy of the satisfaction of the antecedent to the conse-
quent and consists of a temporal duration and a displacement. A fuzzy partition of a
24 hour period representing the linguistic descriptions “immediately after”, “a short
time after”, and “several hours after” given in Fig. 5 form a family of implicative
constraints of the time interval 0–24 hours. The fuzzy sets are denoted ia, sta,sha,
respectively. Note that only the core of the “several hours after” predicate ends at the
window rather than imposing a crisp boundary at 24 hours.

A partition of an implicative constraint provides the ability to assess the associ-
ations on various levels of granularity. The granularity effects both the efficiency of
the search and the ability to discover relationships. Too fine a granularity precludes
having sufficient examples to surpass the frequency threshold for consideration and
increases the run time of the algorithm. Too coarse a partition limits the ability to
discover associations in which the events are related by time durations less than the
partition granularity.

The natural hierarchy associated with a fuzzy partition provides a method of
searching several granularities simultaneously. Combining adjacent fuzzy set dura-
tions produces a partition of coarser granularity as shown in Fig. 5(b) and (c). Unlike
taxonomies in generalized associations, these hierarchical predicates do not need to
be incorporated into the search for frequent items; the count of a hierarchical pred-
icate is simply the sum of the counts of the leaf nodes that are descendants of the
predicate. The largest granularity, given in Fig. 5(c), may be interpreted as “within a
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24 27

ia⊕ sta⊕ sha

c)

.5

0

1

0

ia⊕ sta

62 4 9 24 27

sta⊕ sha

b)

.5

0

1

0

ia

2 42 6 9

sta

24 27

sha

a)

.5

0

1

0

Fig. 5. Temporal sequence hierarchy

day”. Note that the hierarchy is not obtained by combining adjacent fuzzy sets using
conjunction but rather by making the core of the new fuzzy set contain the cores of
the two original fuzzy sets and the region of transition between them.

4 Data Mining with Fuzzy Temporal Constraints

In this section we consider techniques for identifying relationships that are neither
cyclic nor calendric, but rather event driven with imprecise implicative temporal con-
straints. The data are assumed to come from three information sources A, B and C
as illustrated in Fig. 3.

A sensor produces a data stream consisting of pairs of the form (A(i), tA(i)).
The value A(i) ∈ DA is the ith value recorded by sensor A and tA(i) is the time of
the occurrence. All that is assumed for analyzing the temporal order is that the data
are linearly ordered on the time variable, that is, tA(i) < tA(i + 1). The following
diagram illustrates the data stream notation for a sensor A with two values a1,a2:

time 1 2 3 4 5 6 7 8
A a1 a2 a1 a1

Sequential (clock) time is given in the top row. A blank in the sensor row indi-
cates that no value was recorded at that time. The data stream associated with this is
(A(1), tA(1)) = (a1,2),(A(2), tA(2)) = (a2,4),(A(3), tA(3)) = (a1,5),
(A(4), tA(4)) = (a1,7)

As in [5, 12], a template is used to define the antecedents, consequents, and im-
plication constraints of the rules to be examined. Letting x1-after, . . . ,xt-after be the
partition of the implication constraints, the template

C occurs x-after A and B
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describes all rules of the form

Ck occurs xr-after Ai and B j

where Ai,B j, and Ck are predicates concerning sensors A,B, and C respectively and
xr is an implication constraint. The template defines a general rule format in which
predicates Ai and B j form the antecedent and Ck the consequent.

The analysis of the data streams requires two time constraints to ensure the rel-
evance of the information; an antecedent time constraint and the implicative con-
straint. The intent of the temporal constraints is illustrated using the example of traf-
fic flow. Let A and B be sensors recording traffic volume at two intersections and let
C contain the sole predicate that a third downstream intersection is congested. The
predicates associated with sensorsA and B are low, medium, high volumes given in
Fig. 4. The objective is to determine whether a combination of conditions at A and
B can be used to predict the conditions at C.

The antecedent constraint is the formalization of the intuitive restriction that only
contemporaneous volumes will affect downstream traffic congestion. An antecedent
constraint may be an interval or a fuzzy duration. In either case, the constraint re-
quires that the values of A and B occur within a specified time of each other. If the
constraint is given by an interval [0,w], data (A(m), tA(m)) and (B(n), tB(n)) satisfy
the antecedent of the template “congestion at C occurs x-after high volume at A and
med volume at B” only if high(A(m)) > 0,med(B(n)) > 0, and |tA(m)− tB(n)| ≤w.
If the constraint is given by fuzzy duration W , the antecedent constraint is satisfied
to degree W (|tA(m)− tB(n)|).

The implicative constraint enforces a temporal proximity between the satisfaction
of the antecedent and that of the consequent; traffic volume at points A and B today
has little impact on congestion at C tomorrow.

The rule template “C occurs x-after A and B” describes all possible rules “Ck

occurs xr-after Ai and B j”. A data mining algorithm must examine the validity of all
such rules. A rule pattern is used to indicate the particular predicates and implication
constraint being evaluated in the determination of the frequency and confidence of
the rules.

A pattern for the rule of the form “C occurs x-after A and B” is a quadruple where
the first position contains a predicate Ai or a ∗, the second a predicate B j or a ∗, the
third an x-after predicate or a ∗, and the fourth position a Ck or a ∗. A ∗ indicates
that there is no condition imposed by the data source or implication constraint corre-
sponding to that position. If Ai is a crisp predicate, the pattern (Ai,∗,∗,∗) is matched
by any item (A(m), tA(m)) whenA(m)∈ Ai. If Ai is fuzzy, it is matched with degree
Ai(A(m)).

The pattern (Ai,B j,∗,∗) is matched by data (A(m), tA(m)) and (B(n), tB(n))
only if Ai(A(m)) > 0, B j(B(n)) > 0, and the antecedent constraint W is satisfied.
The degree to which these data match is Ai(A(m))⊗B j(B(n))⊗W (|tA(m)−tB(n)|),
where ⊗ is a T -norm. Similarly, a pattern (Ai,∗,xr-after,Ck) is matched if there
are data items (A(m), tA(m)) and (C(n), tC(n)), and tC(n) is within the time frame
xr-after tA(m). The degree of the match is Ai(A(m))⊗Ck(C(n))⊗ xr-after(tC(n)−
tA(m)).
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The strategy for discovering temporal relationships follows the Apriori approach
of a level-by-level evaluation of the frequency. The learning process is symmetric in
the A and B predicates, but not in the consequent C. Due to the conditional probability
in the confidence, we are interested in C values only when the A and B predicates have
been satisfied. We will outline the steps of the algorithm and provide an example of
the computation, but a detailed exposition is not provided due to limitations on space.

Level 1: Items have the form (Ai,∗,∗,∗) and (∗,B j,∗,∗). For each Ai, data streamA
is traversed and the frequency associated with pattern (Ai,∗,∗,∗) is

NA
∑
k

Ai(A(k)),

where NA denotes the number of items in the data stream generated by A. In the
same manner, a frequency is obtained for each predicate B j.

Level 2: Items have the form (Ai,B j,∗,∗),(Ai,∗,xr-after,Ck), (∗,B j,xr-after,Ck).
Patterns will be examined for each combination Ai and B j that surpass the frequency
threshold on the preceding level and for each Ck and xr-after.

Different strategies and constraints are used for the determination of the fre-
quency of the two types of patterns. The approach for computing the frequency of a
pattern of the form (Ai,B j,∗,∗) is illustrated using the data streams

time 1 2 3 4 5 6 7 8
A a2 a2 a1 a1

B b2 b1 b2 b1 b2

the predicates Ai = {a1} and B j = {b1}. The antecedent time constraint is the crisp
duration [0,3].

The data streams are examined synchronously based on time using a time pointer
in each stream. The pointers are initialized to 1 and the evaluation begins with
(A(1), tA(1)) and (B(1), tB(1)). An “earliest time” strategy is employed; the times
of the data items (A(m), tA(m)) and (B(n), tB(n)) in each stream are compared and
the one with the earliest time is processed. If tA(m) = tB(n), the order of processing
is irrelevant.

Following the earliest time strategy, processing the data in the table examines
B(1) = b2,A(1) = a2,B(2) = b1 until a element that satisfies either Ai or B j is en-
countered. At this point, the other data stream (A in our example) is traversed until
an element is found that satisfies predicate Ai or until the time exceeds the support
of the antecedent threshold. In our example, b1 occurs at time 3, so the search for
a matching Ai value must terminate when the time of an element in the A stream
surpasses time 6.

However, the matching data value (A(3), tA(3)) = (a1,5) occurs before the ex-
piration of the antecedent constraint. When a match is found, the frequency of
(Ai,B j,∗,∗) is incremented by Ai(a1)⊗B j(b1). The A and B time pointers are ap-
propriately incremented and the examination of the streams continues in the earliest
first.
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In general, the degree of match is also affected by the antecedent constraint. Let
W be the antecedent constraint and (A(r), tA(r)) and (B(s), tB(s)) be a pair of data
items matching Ai and B j as outlined above. The pattern (Ai,B j,∗,∗) is matched by
this data to degree Ai(ar)⊗B j(bs)⊗W (|tB(s)− tA(r)|).

The strategy for determining the frequency of a pattern (Ai,∗,xr-after,Ck) is sim-
pler than that described above, since the temporal ordering requires the antecedent to
be satisfied prior to the satisfaction of the consequent and no antecedent constraint is
involved. We will use the data streams

time 1 2 3 4 5 6 7 8
A a1 a2 a1 a1

C c c c

to illustrate the process. Let [d1,d2] denote the support of relevance of the implication
constraint xr-after.

TheA stream is scanned until a value is found that satisfies Ai at a time t0 (in this
case, a1 at time 2). The C stream is then scanned until either an item (C(p), tC(p))
with Ck(C(p)) > 0 is encountered whose time is in the interval [t0 +d1, t0 +d2] or no
such C value is found in that interval. In the former case, the membership of the time
tC(p))− t0 in “xr-after” is obtained and A(ai)⊗ xr-after(tC(p))− t0) is added to the
frequency of the pattern (Ai,∗,xr-after,Ck).

Level 3: The patterns (Ai,B j,xr-after,Ck) are examined for every pair Ai,B j that
exceeded the frequency threshold in the level 2 analysis. The strategy utilizes both
of the searches employed in level 2. Initially the data streams A and B are examined
to find data matching Ai and B j that satisfies the antecedent constraint. When this is
discovered, the search for a consequent within the implication constraint is initiated.

Since there are only three levels in our example, the lattice has height three.
The frequency data that has been produced yields the confidence for all frequent
patterns. For a frequent pattern (Ai,B j,xr-after,Ck), the confidence of the association
“Ck occurs xr-after Ai and B j” is

f req(Ai,B j,xr-after,Ck)
f req(Ai,B j,∗,∗) ,

where f req denotes the the sum of the degrees of satisfaction of data elements that
satisfy the pattern. In the same manner, the confidence is obtained for all associations
with a single antecedent:

f req(Ai,∗,xr-after,Ck)
f req(Ai,∗,∗,∗)

is the confidence of “C occurs xr-after Ai”.

Example: The determination of the frequency of the pattern (A1,B1, ia,C1) is illus-
trated using following crisp predicates and fuzzy constraints:

• A1 = {a1},B1 = {b1},C1 = {c1}
• implicative constraint: ia, immediately-after (see Fig. 5)
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• antecedent constraint: W =

⎧⎨
⎩

1, if x ∈ [0,2),
−.5(x−4), if x ∈ [2,4),
0, otherwise.

The sensor data and associated times are
time A B C

1 a1 b2 –
5 a1 b1 c2

6 – b1 c1

7 a2 b1 –
10 a1 – c2

13 – – c1

The analysis of the data streams will produce the following steps

1. (a1,1)-no matching B1 within antecedent constraint
2. (a1,5),(b1,5) antecedent match, (c1,6) consequent match; satisfaction is

A1(a1)⊗B1(b1)⊗W (0)⊗C1(c1)⊗ ia(1) = 1
3. (b1,6)-no matching A1 within antecedent constraint
4. (b1,7),(a1,10) antecedent match, (c1,13) consequent match; satisfaction is

A1(a1)⊗B1(b1)⊗W (3)⊗C1(c1)⊗ ia(3) = .25

where the product is used for the t-norm ⊗ in the determination of the degree of
satisfaction of the pattern. �

Note that in the preceding evaluation of frequency, an item in the antecedent is
permitted occur in only one antecedent match. The b1s that occur at times 5 and 6
both match the a1 occurring at time 5. However, the a1 at time 5 is paired with the
earliest eligible b1. Depending upon the application, one may wish to count multiple
matches for a piece of data.

The frequencies of the xr-after implication constraints permits the straightfor-
ward determination of the frequencies of implication constraints hierarchy obtained
by combining elements from the x-after partition as illustrated in Fig. 5(b) and
(c). The largest granularity, given in Fig. 5 (c), may be interpreted as “within a
day”. Using the frequencies generated for the leaf nodes of the hierarchy, the con-
fidence of “Ck occurs within one day after Ai and B j” is the sum of the frequen-
cies of (Ai,B j, ia-after,Ck),(Ai,B j,sta-after,Ck), and (Ai,B j,sha-after,Ck) divided
by f req(Ai,B j,∗,∗).

5 Conclusion

Temporal antecedent and implicative constraints are required to ensure the relevancy
of events in analyzing temporal data from multiple sources. Fuzzy predicates are
used to represent imprecise temporal constraints and durations and a fuzzy partitions
provide a hierarchy that allows the analysis of implicative constraints on several lev-
els of granularity. In this paper we have outlined how standard data mining strategies
can be adapted to utilize fuzzy representations in the discovery of imprecise temporal
relationships between data obtained from multiple sources.
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Summary. The use of soft computing methodologies in the field of traffic and transport sys-
tems is of particular interest to researchers and practitioners due to their ability to handle quan-
titative and qualitative measures, and to efficiently solve problems which involve complexity,
imprecision and uncertainty. This paper provides a survey of soft computing applications. A
classification scheme for soft computing applications is defined. The current frameworks and
some future directions of soft computing applications to traffic and transport systems are dis-
cussed.

Key words: Traffic, Transport

1 Introduction

Transportation is a wide human-oriented field with diverse and challenging prob-
lems waiting to be solved. Characteristics and performances of transport systems –
services, costs, infrastructures, vehicles and control systems are usually defined on
the basis of quantitative evaluation of their main effects. Most of the transport de-
cisions take place under imprecision, uncertainty and partial truth. Some objectives
and constraints are often difficult to be measured by crisp values. Traditional analyt-
ical techniques were found to be not-effective when dealing with problems in which
the dependencies between variables were too complex or ill-defined. Moreover, hard
computing models can not deal effectively with the transport decision-makers’ am-
biguities and uncertainties.

In order to come up with solutions to some of these problems, much traffic and
transport research was done over the recent 25 years in the framework of soft com-
puting. Over the last decade there has been much interest in soft computing appli-
cations of traffic and transport systems, leading to some successful applications and
implementations.

The use of soft computing methodologies for modeling and analyzing traffic and
transport systems is of particular interest to researchers and practitioners due to their
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ability to handle quantitative and qualitative measures, and to efficiently solve com-
plex problems which involve imprecision, uncertainty and partial truth. Soft com-
puting can be used to bridge modeling gaps of normative and descriptive decision
models in traffic and transport research.

This survey was conducted in an effort to gain a better understanding of how to
use soft computing in traffic and transport applications. A summary of the findings
is described here. Although this survey is based on many references, it is by no
mean a complete bibliography of soft computing applications in traffic and transport
systems. The objective of this survey was not to identify every relevant bibliography,
but rather to provide the reader with a starting point when investigating the literature
dealing with such applications.

2 Classification Scheme for Soft Computing Applications
in Traffic and Transport Systems

During the last three decades soft computing approaches have received much atten-
tion by the transport research community. Table 1 illustrates a classification scheme
for the literature on the applications in traffic and transport systems. Five major cat-
egories are defined and the frequency of publications in each category is identified.
A total of 1004 citations dealing with applications of soft computing in transport

Table 1. Classification Scheme for Soft Computing Research in Traffic and Transport Systems

# Research Topics Number of Citations

1. Traffic Control and Management 375 (37%)

2. Transport Planning and Management, Transport
Administration, Transport Policy

2.1 Modeling of Travel Choice Behavior 83 (8%)
2.2 Transport Projects Selection 17 (2%)
2.3 Other Issues of Transport Planning 196 (20%)

Total 296 (29%)

3. Logistics 40 (4%)

4. Design and Construction of Transport Facilities 112 (11%)
Including Geometric Design, Pavement Management,
Construction, Materials Properties

5. Other Applications of Traffic and Transport 181 (18%)
Systems, and Review Papers
Including Planning and Operating Public
Transport, Operating and Management of Parking
Facilities, Maintenance of Traffic and Transport
Systems, Airline Network Applications,
Airport Planning and Others

Total: 1004
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systems was found. Traffic control and management resulted in the largest number
of publications (375), followed by transport planning and management (296 publi-
cations).

Soft computing forms a large collection of methodologies in research and prac-
tice of traffic and transport systems. In this survey, methodologies were classified
to five main categories: (a) Fuzzy Sets; (b) Neural Networks; (c) Genetic Algo-
rithms; (d) Intelligent Agents; and (e) Other methodologies (such as Data Mining,
Bio-inspired Systems, Ant Colonies) and general papers about soft computing appli-
cations in transport systems. Table 2 and Fig. 1 provide a breakdown of the number
of citations by soft computing methodologies and by the year published.

Not all the papers surveyed here can be classified by single methodology; this
is why the left columns in Table 2 do not sum up to the total number on the right
column. In many cases a transport system is handled most effectively by using more
than one methodology in combination rather than exclusively.

As Table 2 indicates, the survey revealed that soft computing has been applied
to a large number of aspects related to traffic and transport systems. We observe that
applications of fuzzy sets theory, neural networks and genetic algorithms have been
widely published over the last decade. Applications of intelligent agents in transport
systems have increased in the last few years. Only little literature on other innovative
methodologies of soft computing, such as bio-inspired systems, ant colonies, chaos
computing has been published. The peaks during the years 1997, 1999 and 2002 may
be explained by the special journal issues and conferences proceedings specialized
in applications of soft computing to traffic and transport systems published during
these years.

As with living organisms, scientific research and technological developments
move through a life cycle. A general scheme of such a life cycle is displayed in
Fig. 2. Four main phases of a life cycle can be observed: introduction, growth, ma-
turity and decline. Looking at Fig. 1, we observe that applications of soft computing
were in the introductory phase till the beginning of the 90’s, were the soft comput-
ing applications were introduced. The dominant methodologies introduced during
this stage were based on fuzzy sets theory. The growth phase took place till the year
1997, where a record in fuzzy applications to transport systems was observed – 57
citations. Since then we are facing the maturity phase, where research and applica-
tions areas have been established. Are we about to face the decline phase of soft
computing applications on the coming years? The answer to that may be depended
on the results of some on-going studies. Moreover, applications of some soft com-
puting methodologies have been less explored, thus we may face the growth phase
of some methodologies (such as genetic algorithms) and the introductory phase of
others (such as various bio-inspired systems).
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Table 2. Citation Breakdown by Year and Soft Computing Methodologies (F = Fuzzy Sets,
NN = Neural Networks, GA = Genetic Algorithms, Agents = Intelligent Agents, Others =
Other Methodologies and Review Papers)

Soft Computing Methodologies

Year F NN GA Agents Others Total

1976 1 1 (0.1%)
1977 1 1 (0.1%)
1978
1979
1980 1 1 (0.1%)
1981
1982 1 1 (0.1%)
1983
1984 2 2 (0.2%)
1985 2 2 (0.2%)
1986
1987 2 2 (0.2%)
1988 2 1 3 (0.3%)
1989
1990 5 5 (0.5%)
1991 5 2 1 8 (1%)
1992 10 10 2 21 (2%)
1993 17 10 2 1 30 (3%)
1994 21 21 9 1 46 (5%)
1995 22 30 6 53 (5%)
1996 24 38 6 1 65 (6%)
1997 57 50 7 106 (11%)
1998 37 28 7 1 64 (6%)
1999 42 23 15 2 3 82 (8%)
2000 39 21 18 1 72 (7%)
2001 33 31 23 5 7 94 (9%)
2002 49 36 31 14 10 124 (12%)
2003 45 49 20 3 10 124 (12%)
2004(∗) 35 45 29 3 97 (10%)

Total 453 (45%) 394 (39%) 175 (17%) 26 (2.6%) 38 (3.8%) 1004 (100%)

(∗) Year 2004 data is updated till July 1, 2004

3 Soft Computing Applications in Traffic
and Transport Research

Extensive work has been done on applying soft computing methodologies to appli-
cations in traffic and transport systems. By using the classification scheme developed
in Sect. 2, research findings in each area of research topics is reviewed in this section.
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(∗) Year 2004 data is updated till July 1, 2004

Fig. 1. Citation Breakdown by the Publication Year(∗) and Soft Computing Methodologies

Fig. 2. A General Scheme of Scientific Research/Technology Life Cycle

3.1 Traffic Control and Management

The first known attempt to use fuzzy control in traffic signal control was made by
Pappis & Mamdani [1] in their theoretical simulation study of a fuzzy logic controller
in an isolated signalized intersection. The strength of fuzzy logic lies in its capability
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to simulate the human’s decision-making process, which is often difficult to be de-
fined using traditional hard computing methods. The application of fuzzy control to
traffic signals was the subject of several works. Probably the most famous one is the
FUSICO (Fuzzy Signal Control) project [2]. The main goals of this project, started
in 1996, were theoretical analysis of fuzzy traffic signal control, generalized fuzzy
rules using linguistic variables, validation of fuzzy control principles, calibration of
membership functions, and developing of a fuzzy adaptive signal controller. It was
suggested that the fuzzy traffic signal control can be the potential control method for
signalized intersections.

Although most of the soft computing applications in traffic control are in the
framework of fuzzy sets theory [1, 2, 3, 4, 5], some other methodologies were used
as well. Papageorgio et al. [6] used a Neural Networks approach to freeway network
traffic control. Park & Chang [7] discussed the application of genetic algorithms
to adaptive signal control at an isolated intersection. Sha’Aban et al. [8] developed
an adaptive traffic signal control system using evolutionary algorithms. Sun [9] de-
scribed a multi-objective intersection signal timing optimization with evolutionary
algorithms.

Most of the applications of soft computing methodologies in traffic control and
management are still under research and development. However, real-life traffic con-
trol systems, based on soft computing applications, were tested and some of their re-
sults look promising. Such applications may be found in Japan, Finland and Poland.

Other studies that were assigned to the “traffic control and management” category
include applications of traffic flow forecasting [10, 11]; car-following models [12]
and detecting traffic incidents [13]. However, not much literature was found on soft
computing applications in other aspects of traffic safety. It is believed by the author
that there is much potential in using soft computing methodologies to model the
behavior of drivers and pedestrians. Such a research may be inspired by the wide
research about travel behavior modeling, which is described in the following section.

3.2 Transport Planning and Management

Transport planning and management deals with many challengeable issues, such as
travel demand forecasting, traffic assignment on the transport network and the eval-
uation of proposed transport policy.

The issue of how to deal with uncertainty has recently become one of the major
subjects in transport planning. Common models of travelers’ behavior do not of-
fer much insight on the way that travelers make choices. Moreover, the uncertainty
presented by common models is from the modeler’s point of view; it provides no
hypothesis as to how the travelers themselves might consider uncertainty.

First applications of soft computing methods to travel behavior modeling [14, 15]
are based on fuzzy rules and on the classical tools of fuzzy control. Those rules are
fired simultaneously and conclusions are gathered to extract the traveler decision.
Other behavior models are based on the evaluation of possibility theory or with com-
parison tools that can be demonstrated to be equivalent [16].
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Neural networks were suggested to model travel behavior [17]. This approach
was based on the assumption that there is a similarity between the process of traveler
decision-making and the problem solving approach on neural computing. In prin-
ciple, however, the neural network approach is less representative of real traveler
decision-making than a fuzzy rule-based model. In early example of a hybrid model
[18] route-choice decision-making is modeled by a fuzzy rulebase, and a neural net-
work approach is used for calibrating the parameters of the fuzzy model.

Genetic algorithms were recently used in route-choice modeling [19] and in clus-
tering of activity patterns [20].

Soft computing methodologies were applied to other issues of transport planning
as well. Xu & Chan [21] applied fuzzy weights for estimating an origin-destination
matrix. Tao & Xinmiao [22] used concepts of fuzzy sets theory for urban traffic
environment quality evaluation. Kim [23] suggested using Neural Networks for trip
generation models. Several researchers used fuzzy sets theory techniques to evaluate
transport projects [24].

3.3 Logistics; Freight Transport

Aspects of logistics management in transport systems include freight transport, and
physical distribution in the supply chain. The number of citations of soft computing
applications to logistics and freight transport is surprisingly low. In order to solve the
multicriteria problem of the choice among alternative locations of a logistic center, a
method based on fuzzy rating of criteria was suggested [25]. Fuzzy rules were used
to describe dispatchers’ subjective decision-making process and a neural network
was used to tune and adapt the fuzzy system to achieve better performance [26]. The
complex Vehicle Routing Problem, with simultaneous pick-ups and deliveries, was
recently suggested was recently solved using genetic algorithm [27].

3.4 Design and Construction of Transport Facilities

Many soft computing applications are found in the area of design and construction of
transport facilities. The concepts of fuzzy sets theory have been applied to pavement
evaluation [28]. Fuzzy logic was used in the process of selecting pile foundation [29].
A neural network-based methodology was suggested for pavement crack detection
and classification [30]. Genetic Algorithms were used for pavement management
[31]. An evolutionary neural network model was suggested for the selection of pave-
ment maintenance strategy [32]. An application of neural network for the selection
of airport rigid pavement maintenance strategies was developed [33].

4 Survey Conclusions

In this paper an extensive survey of soft computing applications in traffic and trans-
port systems was given. It has been observed that (1) soft computing methodologies
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were applied to many traditional areas of traffic and transport research, and (2) this
research has grown tremendously in recent years, and is still growing. 88% of the
citations identified in this study were published during the last decade.

Soft computing has a major role both in research and in practice at the field of
traffic and transport systems, and it may have greater impact in the future. Many soft
computing applications in traffic and transport systems are still in the development
stage. Moreover, the concepts of soft computing themselves are still evolving. Some
innovative methodologies of soft computing were not much investigated in the con-
text of traffic and transport research. It is expected that they will be applied as well
in the coming years.

Our motivation in this survey was to identify where soft computing has been ap-
plied to traffic and transport systems. A surprising result is the lack of soft computing
applications in fields such as freight transport, traffic safety and societal aspects of
travel behavior. Complexity, uncertainty and vagueness aspects are involved in all of
the above, and there is much potential in applying soft computing approaches to such
subjects.

Hopefully, this survey will assist researchers and practitioners currently engaged
with soft computing applications in traffic and transport systems and may lead to the
identification and stimulation of areas requiring additional research.
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Summary. Artificial neural networks are one of the recently explored advanced technolo-
gies, which show promise in the area of transportation engineering. However, in contrast to
the availability of a large number of successful application demonstrations, it is hard to find
studies in the literature that provide systematic examinations of the state-of-the-art, the appli-
cation domains, and the applicability of artificial neural networks to transportation problems.
On the other hand, some unseen artificial neural network development has been motivated
by transportation engineering objectives. Therefore, this study presents the development of a
neural network paradigm for the purpose of daily trip flow forecasting.

In this study, the prediction problem was transformed into the following minimum norm
problem: Find a back - propagation neural network such that ||P(Uk)−NN(Uk)||2 is
minimal. P(Uk) represents the observed values and NN(Uk) represents the neural network
generated values. The averages of half-hourly public transport (PT) trip flows using AKBIL (a
ticketing system integrated to all PT modes) in Istanbul Metropolitan Area are used as data. As
the objective of the study was the forecast of the half-hourly mean trip flows (trips) by using
ANN, the analysis process consisted of two steps, which are training and testing respectively.
The feed forward back-propagation (FFBP) method was used to train the ANNs. Determina-
tion of the number of hidden layers and the number of nodes in the input layer providing the
best training results was the initial process of the training procedure. The mean square error
(MSE) and the auto-correlation function (ACF) were used as criteria to evaluate the perfor-
mance of the training simulations. Three hidden layer nodes were found appropriate for the
four-nodded input layer. More than three nodes for the hidden layer could not improve the
MSE during the testing stage. Following the ANN forecast, a comparison was made by means
of a stochastic model. An auto-regressive model of order four was used. The results were then
compared. Among the studied models, a significant improvement in the prediction made by
the neural network model is noticed, due to its flexibility to adapt to time-series database.
Making forecasts by generating negative values after trials is a disadvantage of the algorithm
used to train the neural network. It can be said that various kinds of learning algorithms should
be assessed during the training process to overcome this drawback.
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1 Introduction

Journey is a one way movement from a point of origin to a point of destination.
The word “trip” is literally defined as an “outward and return journey, often for a
specific purpose” [10]. In transport modelling both terms are used interchangeably.
The classification of trips is made upon the trip purpose, person type, and time of the
day.

Daily trip time series by different purposes usually vary greatly with the time of
the day, which is often classified into peak and off-peak periods. In this study public
transport trips are reviewed in respect to the comparison of a stochastic process and
an artificial neural network (ANN) used as forecasting methods.

As transportation is one of the major components of the service sector, invest-
ments for transportation have a reasonably huge share when the budget of a govern-
ment is taken into consideration. Because of the infrastructure and the superstructure
concept of transportation being generally irreversible, demand analysis for an invest-
ment in a system approach is crucial. By defining the demand for transportation as a
potential for traffic flow, the importance of the trip amounts is clarified.

Modelling transport generally consists of four steps, which are trip generation,
trip distribution, modal-split and flow assignment. In the history, growth factor meth-
ods have been widely used to estimate the aggregated zonal trip matrices. The opti-
misation methods based on different kinds of algorithms have been used to assign the
estimated flows to routes. The earlier approach that has been used to determine the
mode choice is the diversion analysis. The diversion method has been used both for
trip and modal-split and for trip interchanges determined from a distribution model.
For the modal-splitting stage, stochastic methods are used. Stochastic methods have
been used to be defined as appropriate models, if the inconsistencies in the behav-
iour of choice makers due to lack of information regarding the attributes of the alter-
natives available were not taken into consideration. Moreover, for predicting travel
behaviour, they provide superior means compared to deterministic models. Due to
this, a good model of choice can be set in which the choice function is considered
as a random function that takes on different values with certain probabilities. This
random function reflects the possibility that given values of the choice function or
of any of its attributes are perceived differently by different individuals or by the
same individual on different occasions. The perceived utility then becomes a random
function, which results in a stochastic choice process, the outcome of which depends
on the specific values taken by the random components of the choice function. This
postulate of random utility is the most general of many that can be made in order to
reflect stochastic choice behaviour, and leads the derivation of most stochastic choice
models [3].

Discrete choice models cannot be calibrated in general using standard curve-
fitting techniques, because their independent variable “choice proportion” is an un-
observed probability. The exceptions to this fact, are models for homogenous groups
of individuals, or the situations where the behaviour of every individual is recorded
on several occasions. The two most commonly used discrete choice models are the
logit and the probit ones.
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Most of the transport forecast studies based on stochastic methods have been ap-
plied during the modal-split phase. To reflect the behaviour of transportation mode
choice [9] used “Monte Carlo Simulation”, and [4] used the approximate closed-form
solution as multinomial probit (MNP) models. References [5] and [6] developed
more efficient algorithms for the estimation of the binary probit models. Reference
[3] studied on binary logit model calibration to evaluate the modal-split. References
[7] and [8] studied on a comparison between the multinomial logit (MNL) and the
multinomial probit (MNP) models in travel choice applications. References [11] and
[15] studied on more efficient logit models called hierarchical logit (HL). Recently,
[12] and [2] used mixed multinomial logit (MMNL) models to predict the travel
behaviour.

Studies considering the daily trip flows in the past, be it time-series models (e.g.,
[1]) or neural network models (e.g., [14] treat traffic flow as a point process and
rarely exploit the spatial dependence of traffic flow in making their predictions.

2 A Neural Network Overview

In the neural network model, the neurone is the basic component. As shown in Fig. 1,
the Multilayer Perceptron (MLP) structure is a fully interconnected set of layers of
neurones. Each neurone of a layer is connected to each neurone of the next layer so
that only forward transmission through the network is possible, from the input layer
to the output layer through the hidden layers. In this structure the output Yi of each
neurone of the nth layer is defined by a derivable non-linear function F :

Yi = F

(
∑

j
w jiyi

)
(1)

where F is the non-linear activation function, w ji are the weights of the connection
between the neurone Nj and Ni, y j is the output of the neurone of the (n−1)th layer.

Fig. 1. The configuration of a Multilayer Perceptron
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For each input vector presented into the network, the set of connection weights
between the different neurones determines the answer of the network in the out-
put layer. Partial specifications of the problem (i.e. input-output pairs) allow us to
measure the output error of the network and to adjust its behaviour. An iterative al-
gorithm does the adjustment during the training phase of the neural network. During
this phase, a selected set of training patterns is presented to the network. When the
network has correctly learned the problem specification (i.e. the error between the
network output and the desired output is minimised), the network can be used in a
testing phase with test pattern vectors. At this stage, the neural network is described
by the optimal weight configuration, which theoretically ensures output error min-
imisation. The most often used criterion to characterise the best non-linear mapping
(F) is the sum square error between the system output di and model output y j [16]:

E =
1
2

m

∑
i=1

(di− yi)
2 (2)

Because one doesn’t know the form of the mapping F a priori, an approximation
is sought. This can be achieved in a number of ways. For example, one knows that
the polynomials and trigonometric series are dense in function space L2 and can ap-
proximate any smooth functions in L2 on a finite interval [a,b]. The development of
artificial neural networks offers an alternative to these two function approximators.
The back-propagation neural network, which has only a finite number of parameters,
can approximate most bounded functions with arbitrary precision (Cybenko 1989),
and is used here to approximate F . A multi-layer back-propagation neural network
NN(.) ∈ Rm is a mapping constructed recursively by a vector linear/non-linear func-
tion [16]:

NN(Ψ,W,Θ) = Ψ [WnΨ(Wn−1Ψ(· · ·Ψ(W1U +θ1))+θn−1)+θn] (3)

where n is the number of layers; Wi is the linear operator of proper dimensions
where i = 1, . . . ,n;θi is the bias vector, where i = 1, . . . ,n;U is the input vector of the
neural network; Ψ is the vector-valued linear/non-linear mapping (transfer function);
W = [W1, . . . ,Wn]; and Θ = [θt

i, . . . ,θt
n]

t (t denotes vector/matrix transpose) [16]. The
average system error or the mean square error (MSE), E, for all input patterns is:

E =
1

2N

N

∑
n=1

m

∑
i=1

(dni− yni)
2 (4)

where dni is the system output value, di, for the nth pattern and yni is the neural
network output value, yi, for the nth pattern.

The term NN is a linear neural network if all of its transfer functions Ψα,β(x) are
linear:

Ψα,β(x) = αx+β (5)

and a non-linear neural network if at least some of its transfer functions are non-
linear. A typical non-linear transfer function is the sigmoid function:
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Ψα,β(x) =
1

1− e−αx+β (6)

The weight matrices W1,W2, . . . ,Wn and bias vectors θ1,θ2, . . . ,θn are adjusted by a
learning rule called back-propagation, which is a gradient descent method to min-
imise output error with respect to the weights and thresholds [13].

3 Neural Network Prediction Model

The prediction problem was transformed into the following minimum norm problem:
Find a back-propagation neural network such that ||P(Uk)−NN(Uk)||2 is mini-

mal. P(Uk) represents the observed values and NN(Uk) represents the neural network
generated values.

The solution to the above minimum norm problem involves a number of steps.
The first one is the choice of Uk-the model inputs; the second is the selection of
layers and Ψ, and the final step is the attainment of parameters that minimise the
2-norm. Because the second step is largely a trial-and-error process and experiments
involving neural networks with input layers more than 4 and hidden units more than 3
did not show any sizeable improvement in prediction accuracy, a two-layer, 3 hidden
units back-propagation neural network with the sigmoid function Ψα,β(x), as it is a
non-linear transfer function, is selected.

4 Analysis of Data

In this study, the averages of half-hourly public transport (PT) trip flows using AK-
BIL (a ticketing system integrated to all PT modes) in Istanbul Metropolitan Area
are used. The data relevant to PT vary within public bus, tram, LRT, metro, funicular
system, seabus, and urban marine lines modes. The collected data are obtained from
the observations made during the first eleven months of the year 2002, starting on
January 1st and ending on November 30th. Table 1 gives a brief description of the
data set.

Table 1. Information for the analysed data

Type of Standard Observation
the Data Region xmin xmax Mean Deviation Skewness Period

Trip flow from
(Lag: Istanbul 01.01.2002
1/2 hour.; Metropolitan 15 2367412 521128 451776 0.654 to
unit: trips) Area 30.11.2002
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5 Ann Application

A code was written to run the neural network toolbox in the MATLAB software for
the simulation process.

As the objective of the study was the forecast of the half-hourly mean trip flows
(trips) by using ANN, the analysis process consisted of two steps, which are train-
ing and testing respectively. The feed forward back-propagation (FFBP) method
was used to train the ANNs. Determination of the number of hidden layers and
the number of nodes in the input layer providing the best training results was the
initial process of the training procedure. The mean square error (MSE) and the auto-
correlation function (ACF) were used as criteria to evaluate the performance of the
training simulations.

The number of input nodes to the neural network model is dependent on the
number of time lags that is determined by the analysis of the ACF belonging to
our time series data set. Four time lags were found sufficient; hence, the input layer
consisted of four nodes.

The values of the training inputs and outputs were scaled between 0 and 1 as in
(7).

xi− xmin

xmax− xmin
(7)

After the completion of the training stage, testing stage took place. The optimum
learning, η, and the momentum, α, rates were determined after trials observing the
MSE produced at the end of the testing stage. It is seen that η and α should be
decreased if the number of the input and output layers are increased. On the other
hand, the iteration number increases by decreasing η and α values.

5.1 Forecasts of Data

The last 348 half-hourly mean PT trip flow values (the interval starts on April 1st

and ends on November 30th in the year 2002) were analysed during the training
stage of the neural networks. The first 180 values (the interval starts on January 1st

and ends on March 30th in the year 2002) were then used for the testing phase.
As mentioned above, also with respect to the ACF of the trip flow time-series data,
the last four consecutive trip flow values set the input layer. The MSE, which was
calculated by scaled values, for the testing period was equal to 0.000277. The MSEs
and the determination coefficients for different orders of time series depending on
the optimum hidden unit number for each order is shown in Table 2.

Three hidden layer nodes were found appropriate for the four-nodded input layer.
More than three nodes for the hidden layer couldn’t improve the MSE during the
testing stage. The values forecasted by the ANN seemed to be closer to the observed
values as shown in Fig. 2.

Following the ANN forecast, a comparison was made by means of a stochastic
model. An auto-regressive model of order four was used. The auto-regressive (AR)
process {Xt} or order p has a stochastic structure, if there exist constants δ, φ1, φ2,
. . ., φq and a white noise {ε} such that (8) is satisfied.
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Table 2. The MSE (calculated by scaled values) and the determination coefficient values of
ANN predictions

Order MSE R2

1 0.003028 0.906
2 0.000374 0.986
3 0.000435 0.987
4 0.000277 0.991
5 0.000421 0.988

Fig. 2. Comparison of the observed half-hourly mean PT trip flows with ANN forecasts

yt = δ+ϕ1yt−1 +ϕ2yt−2 + · · ·+ϕpyt−p + εt (8)

The data period between April 1st and November 30th in the year 2002 (training
period of ANNs) was used to obtain the AR(4) model. Again the data period between
January 1st and March 30th in the year 2002 (testing period of ANNs) was used to
make a forecast with the AR(4) model. The results are presented in Fig. 3. The AR(4)
is indicated with (9).

yt = 2.05121yt−1−1.52353yt−2 +0.41155yt−3 +0.04237yt−4 (9)

The MSE obtained from the stochastic model was equal to 0.03025, which is
higher than the value (0.000277) obtained after the ANN application. The results
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Fig. 3. Comparison of the observed half-hourly mean PT trip flows with AR(4) forecasts

point out that the ANN forecasts for the observed values are closer to the original
ones compared with the AR(4) model.

To present the difference between two forecasting methods clearly, the first 180
forecasts obtained from each method were plotted with the corresponding observed
ones in Fig. 4.

Both in the peak and off-peak hour periods, the ANNs provided estimates are too
close to the observed values where the AR(4) model fails by over and underestimat-
ing.

6 Conclusions

Prediction of the future PT trip flows has a key role for developing precautions before
the forthcoming investments for an urban area. In this study, a trip flow-estimating
model based on neural networks has been developed and has been compared with
a stochastic model. Among the studied models, a significant improvement in the
prediction made by the neural network model is noticed, due to its flexibility to adapt
to time-series database. Another advantage of the application of neural networks is
the fact that it is trained with measurements, hence; the included propagation effects
are more realistic. Making forecasts by generating negative values after trials is a
disadvantage of the algorithm used to train the neural network. It can be said that
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Fig. 4. Comparison of the observed half-hourly mean PT trip flows with ANN and AR(4)
forecasts

various kinds of learning algorithms should be assessed during the training process
to overcome this drawback.
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Abstract. Finding groups of individuals with similar activity patterns (a sequence of activi-
ties within a given time period, usually 24 hours) has become an important issue in models
of activity-based approaches to travel demand analysis. This knowledge is critical to many
activity-based models, and it aids our understanding of activity/travel behavior. This paper
aims to develop a methodology for the clustering of these patterns. There is a large number
of well-known clustering algorithms, such as hierarchical clustering, or k-means clustering
(which belongs to the class of partitioning algorithm). However, these algorithms cannot be
used to cluster categorical data, so they do not suit the problem of clustering of activity patterns
well. Several other heuristics have been developed to overcome this problem. The k-medoids
algorithm, described in this paper, is a modification of the k-means algorithm with respect
to categorical data. However, similar to the k-means algorithm, the k-medoids algorithm can
converge to local optima. This paper approaches the medoids-based formulation of clustering
problem using genetic algorithms (GAs), a probabilistic search algorithm that simulates nat-
ural evolution. The main objective of this paper is to develop a robust algorithm that suits the
problem of clustering of activity patterns and to demonstrate and discuss its properties.

Key words: Cluster analysis, genetic algorithms, activity behavior

1 Introduction

Finding groups of individuals with similar activity patterns (a sequence of activi-
ties within a given time period, usually 24 hours) has become an important issue
in models of activity-based approaches to travel demand analysis. This knowledge
is critical to many activity-based models, and it aids our understanding of activ-
ity/travel behavior. Previous research [1, 2] gave us evidence that people with similar
socio-demographic characteristics have also often similar schedules. One direction
of research focuses on the microsimulation of the observed activity patterns [3]. An
essential step in their modeling effort is to find an average or typical schedule that
represents the activity/travel behavior of these individuals. The ultimate goal of this
project, then, is to find a relatively small set of activity patterns that would represent
all observed patterns in given data set.

Ondr̆ej Pr̆ibyl: Clustering of Activity Patterns Using Genetic Algorithms, Advances in Soft Computing 1, 37–52 (2005)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2005
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The problem as stated belongs to so-called subset selection problem that is in-
terpreted as a special case of cluster analysis. The number of different partitions of
N objects into K clusters, p(N,K), is extremely large. Everitt et al. [4] provides an
equation of how to compute p(N,K). To illustrate the complexity, let’s look at the
following examples: p(10,3) = 9330, and p(50,4)≈ 5.3 ·1067. In our case, the size
of the data set, N, as well as the number of clusters, K, is expected to be even higher.
For this reason we are not able to evaluate all possible combinations.

The data used in this paper are of categorical type (as will be shown in sec-
tion two). Many well-known clustering algorithms, such as hierarchical clustering
and k-means clustering [4], are not suitable for this type of data. They are based
on Euclidean distances, and they need to find an average of several objects. In our
case, however, there is not a simple and realistic way to find the average of several
schedules. Several heuristics have been developed to overcome this problem. For
example, Kaufman and Rousseeuw [5] described a modification of the k-means al-
gorithm to suit categorical data. This algorithm is called medoid-based clustering,
and it is described in greater detail in this paper. Similar to the k-means algorithm,
the medoid-based algorithm can converge to local optima [4]. For this reason this
paper uses an alternate heuristic for the same formulation of the problem. It is based
on the principles of genetic algorithms (GAs), probabilistic search algorithms that
simulate natural evolution.

The main objective of this paper is to develop a robust algorithm that suits the
problem of clustering activity patterns, and to demonstrate its properties. The al-
gorithm should suit relatively large data sets to enable its application to real-world
problems. Approaches based on genetic algorithms have usually many parameters
that need to be set, such as the size of population, number of runs, probability of
mutation, and others. The performance of the algorithms is often very sensitive to
the setting of these parameters, but at the same time no general guidance about the
parameter setting exists, since it is problem specific. This paper shows the perfor-
mance of the developed algorithm for different settings of parameters. The objective
is to provide recommendations concerning parameter settings that would enable the
broader use of this tool without the need for further in-depth study.

2 The Data

Knowledge of the data set’s structure would help to evaluate the algorithm and also
it would enable more truthful discussion of its properties. For this reason, artificially
generated data rather than observed data are used in this preliminary phase of the
project. Before we describe the data set used for this analysis, the representation of
activity patterns used in this paper must be discussed.

2.1 Representation of Activity Patterns

The proposed algorithm will be evaluated on its ability to cluster activity patterns. An
essential feature for forming the activity patterns is the type of each activity. Though
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there are many different activity types that an individual can perform, only a limited
number of activities will be considered in this work, for simplicity. The activities
considered are: Home (everything that is an in-home activity), Work (work, work
related or school), Maintenance (dining out, shopping and others), and Discretionary
(social events, recreation, visiting friends and others)1.

Within this project we use a discretized representation of the activity patterns.
For each individual in the sample, we look at her/his activity participation in regular
time intervals (10 minutes in this project) and record it. It means that the whole
24 hour long activity pattern consists of 144 values. Each of the values corresponds
to an activity type. Integer values from the range 1 to 4 are used to represent given
activity types; Home (1),Work (2), Maintenance (3), and Discretionary (4). It must
be clearly stated that these values do not have real numerical meaning. The activity
types are clearly of categorical nature. For example, we can see ten activity patterns
in Fig. 1. They correspond to different types of activity patterns as described in the
next chapter. The x-axis in this figure represents time per day (hours) and the y-axis
represents the four activity types as described above. For example, the first pattern
shows the schedule of an individual who left from home to work at about 9:30 am,
he went for lunch at about 11 am (maintenance activity) and returned back to work
at about noon. This individual returned back home shortly before 6 pm. The other
patterns in Fig. 1 can be understood similarly.

2.2 Synthetic Data

The data used in this paper are generated artificially so their structure is known, but
at the same time they should realistically represent the observed patterns. In order
to meet these objectives, five different groups of schedules, using results reported by
Kulkarni and McNally [3] were generated in this paper. Examples of two schedules
from each group are shown in Fig. 1.

The first group is called standard work (SW). As the name implies, people in this
group work for about 8 hours. Their work starts sometimes in the morning (between
7 am and 9 am). Some of these individuals go for lunch at about noon (maintenance
activity up to one hour long). The second group, called power work (PW), contains
of people whose schedules are similar to those in the previous group, only their
work activity is in average two hours longer, for example from 8 am to 6 pm. The
next group is called late work (LW). People in this group also have, on average, an 8
hour-long working day (similar to SW), but their work starts in the afternoon, around
2 pm. The fourth group is called work-discretionary (WD). People in this group have
standard work starting in the morning, but they participate in some discretionary
activity after work. Some people in this group go to the discretionary activity directly
from work, some people first stop at home. The last group is called various short

1 The algorithm developed in this project should be general enough to enable later extension
to more activity types. We might want to distinguish if the four activities were undertaken
alone or joint with some other family member. This step will increase the number of activity
types up to ten.
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Fig. 1. Examples of generated activity patterns. There are two patterns of each type; standard
work (SW), power work (PW), late work (LW), work discretionary (WD), and various short
activities (VSA), as described in Sect. 2.2

activities (VSA). People in this group participate in several activities (up to five per
day). Their type varies randomly among work, maintenance and discretionary type.

The code enables the user to set the number of schedules generated in each group,
as well as set all probabilities (for example probability to go for lunch for the first two
groups) and the starting and ending times for each activity. The data, as generated,
are rather similar to the observed schedules of individuals. However, this brings also
a challenge to the algorithm. The groups (or clusters) of the data are overlapping. It is
not true that schedules in one generated group are the closest to each other based on
the used dissimilarity measure. Unfortunately, this is also the case of any observed
data.

3 Medoid Based Clustering

The method in this paper is based on so called k-medoid clustering [5, 6]. Consider
a set S = {S1, . . . ,SN} of N objects (in our case activity patterns). Each object Si is
a vector, containing of L integer values describing an activity type at particular time
instant. Our objective is to find K objects, m1, . . . ,mK , which represent all objects
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in the data set. The remaining objects are then assigned to the nearest representative
object, using a given dissimilarity measure.

A simple example of 12 two-dimensional objects is shown in Fig. 2. The arrows
in this figure point to objects that represent each of the clusters. These representative
objects are called medoids, because we expect them to be located around the geomet-
rical center of each cluster. Each object in the data set belongs exactly to one medoid.
All objects belonging to the same medoid form a cluster. The objects in each cluster
are clearly more similar (based on given dissimilarity measure) to each other than to
objects in any other group.

m1

m2

Objects (activity patterns)

Fig. 2. Suggested principle of k-medoid clustering approach

The developed algorithm requires the number of clusters, K, to be known. In or-
der to find the optimal number of clusters, the algorithm will be repeated for different
numbers of clusters. The optimal number will be chosen off-line, after the clustering
problem for different K will be performed. For example, silhouette width defined in
[5] can be used.

Mathematically, we are looking for a set of K objects, K� N, that minimize the
following objective function, FK :

FK =
N

∑
i=1

min
t=1,...,K

d(Si,mt) . (1)

In this equation, FK is the sum of dissimilarities of all objects Si to their nearest
medoid. In case the arrows in Fig. 2 represent the dissimilarity among objects, the
objective function FK can be understood as sum of the lengths of all the arrows. We
are seeking the medoids so that this sum is minimal. An advantage of this method is
also in the fact that it uses only a dissimilarity matrix and not the original data. This
implies that this method can be used for any type of data as long as we know how to
measure dissimilarities among objects in the dataset.

3.1 Dissimilarity Measures

A very important issue in any clustering algorithm is definition of dissimilarity be-
tween two objects. We cannot use common Euclidean distance, because we deal with
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objects of a categorical type (activity types). The distance measure used in this paper
is defined in [6] as follows: The dissimilarity measure between two objects S1, and
S2 reflects the total number of mismatches of activity types at a corresponding time
index. This can be written as:

d(S1,S2) =
|Si|
∑
j=1

δ(S1( j),S2( j)) ,

δ(S1( j),S2( j)) =

{
0, S1( j) = S2( j)
1, S1( j) = S2( j)

(2)

and |Si| denotes the length of a schedule (in our case it equals to 144). Therefore, the
value of the dissimilarity measure between two patterns can range in our case from
0 (the two patterns are the same) to 144 (totally different).

The dissimilarities between particular objects i and j from the DATA 50, di j, are
shown in Fig. 3 (a similar visualization was introduced in [5]). Only a triangular
matrix is depicted since the dissimilarity matrix is symmetric (di j = d ji). As the
color chart implies, darker colors depict objects that are closer to each other (small
dissimilarities). The objects are sorted by the five groups of origin. For example,
the dissimilarities for the fourth group, work discretionary (WD), are shown in the
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Fig. 3. The dissimilarities among objects for a data set containing 50 objects. These objects
are sorted by groups of origin
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triangle that ranges from 30 and 40 on both axes. If the groups did not overlap, the
values of dissimilarity would be the smallest among objects in the same group. This
is true for some objects and some groups. For example, the objects in the third group,
late work (LW), are closer to each other than to any other object in the data set. On
the other hand, some objects from the work discretionary group are closer to other
objects in standard work (SW) group (range from 1 to 10 in the figure) than to each
other.

4 GA Based Approach to K-Medoid Clustering

Several different representations have been used in the literature (for an overview
see [7], or [8, 9, 10], and others). The most suitable representation for the given
problem (considering the size of the problem and also its categorical character) can
be adapted, for example, from [11].

Each chromosome is a vector of the length K (number of clusters), and every
element is obtained from a uniform distribution in the range (1,N). The ith value is
an index of the ith median. For example, if K equals 4, and the medoids are patterns
with numbers 4, 23, 54, and 72, the result chromosome can be expressed as the
following vector {4,72,23,54} (there is more than just one representation of the
same solution). The objective function of each chromosome is then computed based
on (1). One advantage of integer representation is that we do not have to convert
chromosomes into phenotypes before computing value of the objective function, and
so we save computational time. Two different algorithms have been developed in
this paper. Model 1 is an integer coded GA with (m+ l) binary tournament selection
(the symbols m and l are common in the GA related literature and represent the
parent and children population respectively). Model 2 is a modification of model
1. It modifies the selection operator to maintain more diversity in the population.
The principle of the selection operator is briefly described in this paragraph and
also shown in the provided pseudo-code. Given two randomly selected parents, we
apply a recombination and mutation operator and so produce two offspring. The
selection operator is applied to the set of both parents as well as both offspring. Two
chromosomes with the lowest fitness functions are deterministically selected from
this set. The pseudo-code for both models is provided in the section below.

Notation:

GN ... number of generations
NP ... size of population
pi ... parent i
ci ... offspring i
PmB ... probability of in-built mutation
P(t) ... population at time t
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Pseudo-Code for Model 1:

for t = 1: GN,
P(t) <-- shuffle P(t-1)

for j = 1:NP/2-1,
p1 = P2j+1(t)
p2 = P2j+2(t)
{c1,c2} <-- recombine (p1,p2)
{c1’,c2’} <-- mutate (c1,c2)
append {c1’,c2’} to matrix C

end
Create matrix Q that combines both, parents and
offsprings {P;C} Binary tournament selection (matrix Q)

end

Pseudo-Code for Model 2:

for t = 1: GN,
P(t) <-- shuffle P(t-1)

for j = 1:NP/2-1,
p1 = P2j+1(t)
p2 = P2j+2(t)
{c1,c2} <-- recombine (p1,p2)
{c1’,c2’} <-- mutate(c1,c2)
select 2 best individuals from the
set {p1, p2, c1’,c2’} and place them to the
new population P(t+1)

end
end

4.1 Population Management

In order to improve the performance of the algorithm, a method of multiple popula-
tion approach similar to [12] is used. The algorithm performs several iterations. The
population size is doubled in every iteration, by adding a randomly initiated pop-
ulation. The inserted population has the same size as the current population. This
doubling of population aims to decrease the computational time, it helps to prevent
premature convergence, and also it aims to decrease the sensitivity of the algorithm
to the setting of its parameters, such as size of population, number of runs, or the
random number seed used. Figure 4 shows an example of progress of the best and
average fitness function for each generation. In this example there are 300 objects
in the data set (N). The algorithm performs forty runs (GN) for each population size
(NP = 10,20,40, and 80).

The points of injection (every GN = 40 populations) show a large increase in
the average fitness function. This reflects the fact that the diversity in the population
increases by inserting random individuals. This also often leads to improvement of
the best fitness function shortly after insertion of new random individuals.
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N = 300, K = 5, # of iterations = 4,
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Fig. 4. The progress of the best and average fitness for DATA 300 and four iterations (3 injec-
tions)

4.2 Detailed Description of the Algorithm

The whole initialization phase, as well as the recombination and mutation operator,
is the same for both developed models. The main difference is in the management
of the population and in the selection process. The following paragraphs explain the
elementary building blocks of the algorithm in more detail.

Create Initial Population

The size of each population is denoted NP. The initial population is created ran-
domly. Each value is an integer number in the range of 1 to N (number of objects in
the data set). It is ensured that the values within each chromosome are unique (not
repeated).

D_MX Recombination with In-Built Mutation

Several recombination operators were considered in this project. The use of the stan-
dard operators, such as uniform crossover, is problematic, because they produce in-
feasible offspring (the values in each chromosome cannot be repeated). The Random
Respectful Recombination (R3) as described by Estivill-Castro and Murray [8] was
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also considered. Its principle is based on the theory of building blocks [13]. If a cer-
tain value is present in both parents, it must be present also in both children. The
rest of the algorithm is the same as for uniform crossover (however, feasibility of
offspring is ensured by this algorithm). The author decided not to use this operator,
because it might decrease the diversity of offsprings and lead to premature conver-
gence to a suboptimal solution. This is true especially in the case of clustering, when
the length of each chromosome is short. The recombination operator, D_MX (Mixed
Subset Recombination), used in this project was modified from [11]. The “D” in its
names reflects the fact that it is applied “directly” to the phenotype, rather than to the
binary representation (genotype). The operator, when applied to two parent strings
(P1, P2) produces two offspring (C1, C2), and works as follows:

1. Mix P1 and P2
(a) Append copy of P1 at the end of P2, and form a vector Q.
(b) Randomly scramble the elements in Q.

2. Apply the built-in mutation to all elements in Q (this step is different from [11],
who applies the built-in mutation only to the first k elements). If an element is
chosen (with probability PmB), its value is replaced by some other random value,
that points to some other medoid (random integer number in the range 1 to number
of objects in the data set).

3. Randomly scramble elements in Q again.
4. Create first offspring, C1, by copying k elements from Q into C1, starting at the

leftmost element. Elements that are already in C1 are skipped (to ensure the fea-
sibility of offspring).

5. Similarly, create second offspring, C2, by copying k elements from Q into C2,
this time starting from the rightmost element.

With a certain level of simplification, the operator can be considered to be a uni-
form crossover with in-built mutation that ensures generating of feasible offsprings
(feasibility for this application was discussed above).

Selection Model 1

In the previous literature, most of the researchers used roulette wheel selection [11].
In order to improve its performance, a linear scaling had to be applied to the objective
function. For the purpose of this project, we decided to apply the standard binary
tournament selection. It is well supported by theory and previous work has shown
its superiority to roulette wheel selection. For example, a “super solution” – solution
with much higher fitness function than the rest of the population – would occupy
most of the roulette wheel area, so the next generation would be occupied mostly by
this solution (for more detailed comparison of different selection operators see, for
example, [13]).

Selection Model 2

The two best solutions are deterministically selected from a set of parents and their
offspring {p1, p2,c1,c2}. The application of the selection operator only on a small
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subset of the population and not on the entire population should again increase di-
versity in the population and prevent preconvergence. In order to evaluate each so-
lution, the objective function, DK , for each chromosome (solution) in the population
is computed using equation 2. We use the dissimilarities among objects as stored in
the dissimilarity matrix D.

5 Results

All results were obtained using an original code developed in the software environ-
ment MATLAB [14]. This paper focuses on showing properties of the algorithm for
different sizes of the data sets (from one hundred to one thousand). Also, it aims to
provide recommendations concerning the setting of its parameters and so enable its
usage for application. Because of the limited space available, the number of clusters
is set to five. For future use, this number would not be known in advance and the
results for different number of clusters would be compared.

Approaches based on genetic algorithms are stochastic in nature. We do not ob-
tain the same result every time we run the algorithm. For this reason we performed
10 runs for each setting of the algorithm. All tables in this chapter show the average
values of these ten runs. Figure 5 shows the average objective function of the algo-
rithm on DATA300 in case we did not use any injections. We can see results for both
models (model 1 and model 2), different sizes of initial population (NP = 50,100,
and 150), and different number of generations (GN = 50,100,150 and 200).

The figure suggests that the performance is rather sensitive to the parameters of
the algorithm. Also, the obtained results depend on the random seed used. In case we
use a multiple population approach, the effect of random seed number, as well the

Fig. 5. Fitness function (average of 10 runs) for both models (M1, M2), and different settings
(NP, GN) on the DATA300
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sensitivity to particular parameters is reduced. Results supporting this argument are
provided in the following section.

5.1 Performance for Various Sizes of the Data Sets

In this part, I will demonstrate the performance of the algorithm for different sizes
of the data sets. Table 1 summarizes the results for the following data sets: DATA100,
DATA300, DATA600, and DATA1000. Each number in the name of the data sets repre-
sents the size of particular data set.

Notation Used in Table 1:

Model Type of Model (1 or 2)
NP Initial size of population
FinalP Size of population at the end of run
Iter Number of iterations
GN Number of generations for each iteration
PmB Probability of in-built mutation

Evaluation:

Fitness Average fitness function
Time Computational time of the algorithm
NumMin How many times out of 10 runs did the algorithm reach

the minimum fitness function

The value of computational time provided in the results is only informative. It is
clearly a function of population size and number of generations for each iteration. In
some cases, the final solution can be found already in an initial phase of the com-
putation, although the algorithm continues to run without any improvement of the
solution. Termination criteria that are better than simply reaching the maximal num-
ber of generation should be used in order to improve the computational performance
of the algorithm. However, since the algorithm does not have to perform in real time
applications, the computational time is not the most important issue and its current
values are satisfactory.

All parts of Table 1 are ordered by the average fitness function (the lowest value
of fitness function first). In the top of each of the tables above we provide the name
of each data set used, as well as value of the minimum fitness function obtained. It
is not guaranteed that this is a global minimum. However, it indicates the minimal
value obtained out of all runs of the algorithm. We could expect that this number is
close to global optimal. This belief is supported also by the results depicted in Fig. 6.

An example of the resulting “typical patterns” (medoids) found by the algorithm
is shown in Fig. 6. Since the objective function does not have a very clear meaning,
these medoids can serve as an additional evaluation of results. Clearly, the medoids
really represent the five original groups: SW,PW,LW,WD, and VAS. Similar results
were obtained in every run of the algorithm.
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Table 1. The obtained results for different sizes of data sets (100, 300, 600, and 1000) and for
two types of models, and different parameter settings

DATA 100 Min. Fitness = 1200
Model NP FinalP Iter GN PmB Fitness Time (sec) NumMin

2 20 320 5 60 0.05 1222 119 10
2 20 320 5 60 0.1 1222 115 10
2 10 640 7 50 0.05 1222 200 10
2 20 320 5 60 0.01 1224 124 8
2 10 160 5 50 0.05 1223.2 49 7

DATA 300 Min. Fitness = 3721
Model NP FinalP Iter GN PmB Fitness Time (sec) NumMin

2 20 320 5 60 0.05 3721 135 10
1 30 1920 7 60 0.05 3721 1001 10
2 20 320 5 60 0.1 3721.7 123 7
2 20 320 5 60 0.1 3724 124 8
2 20 320 5 60 0.05 3724.2 127 8

DATA 600 Min. Fitness = 7239
Model NP FinalP Iter GN PmB Fitness Time (sec) NumMin

1 20 1280 7 60 0.05 7239.6 657 9
2 20 1280 7 60 0.05 7240.7 620 9
2 20 640 6 60 0.1 7242.5 308 9
2 20 640 6 60 0.01 7243.1 323 7
2 30 480 5 40 0.1 7243.4 145 4

DATA 1000 Min. Fitness = 11780
Model NP FinalP Iter GN PmB Fitness Time (sec) NumMin

2 30 480 5 40 0.1 11780 189 10
2 20 640 6 60 0.05 11794 414 9
1 20 640 6 60 0.05 11794 421 9
1 30 480 5 40 0.05 11802 184 4
1 30 480 5 40 0.1 11804 177 6

5.2 Recommended Parameter Setting

There are several suggestions that can be implied from Table 1. First we can look
at performance of particular models. The majority of the best few solutions was ob-
tained using model 2. Also, the computational time of the second model outperform
the first model for the same settings. The table also implies that the probability of
in-built mutation, PmB, should be set in the range from 0.05 to 0.1, and values closer
to 0.05 can be preferred. It is not surprising that the algorithm performs better with a
larger population size, higher number of generations, and also higher number of iter-
ations. All these parameters increase the size of space being searched. On the other
hand, increasing these parameters also increases the number of function evaluations,
and so leads to an increase in computation time. Finding the equilibrium between
these two features is desirable. It will clearly depend on the desired precision.

In general it is possible to recommend setting the initial population size, NP,
equal to 20 or 30. The number of iterations, Iter, can be set in the range from 5 to
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Fig. 6. An example of the resulting medoids for DATA 50, model 1, and 4 iterations

7, and the number of generations for each iteration, GN, can be set to 50 or 60. All
these parameters should have higher values for data sets of a larger size.

6 Conclusion and Future Research

In this paper, algorithms to cluster activity patterns were developed. These algo-
rithms, as designed, can be used for clustering large data sets of categorical objects.
A dissimilarity measure that suits categorical data was applied here. In general, the
algorithm performs well even for large data sets. The modification of the selection
operator used in model 2 leads to improvement in the model’s results and it can be
recommended for future applications. The successive insertion of random individ-
uals also improved the performance of the algorithm. The algorithm, as developed,
was designed not to be overly sensitive to the exact setting of its parameters. It per-
forms reasonably well for a wide range of these parameters. This feature is of an
important concern of all approaches based on genetic algorithms. The recommended
setting of the parameters is provided in the previous part of this paper.

In order to be able to evaluate performance of the developed algorithm with more
precision, it should be compared to other tools used for solving of the same problem.
For example, the development of other heuristic for the k-medoid algorithm, such as
PAM [5], could be considered for future research. Also, a more detailed study should
be dedicated to the problem of dissimilarity among activity patterns. For example,
the use of multidimensional sequence alignment method as described in [15], or the
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use of multivariate logic (instead of Boolean logic) for comparison of two activity
patterns should be studied. Also, the author would like to use genetic algorithms to
solve a multi-objective clustering problem [16]. The two objectives that we want to
minimize are the number of medoids (clusters) as well as the resulting objective func-
tion. In this case, we would like to develop an algorithm that finds all pareto-optimal
(nondominated) solutions. Such an algorithm would be superior to the developed
algorithm, because we could directly determine the optimal number of clusters.
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Abstract. Travel choices are made according to people’s personal preferences and knowledge
of the system. Since increase, improvement and updating of knowledge is achieved through
information, consequentially information itself is a crucial issue in transportation problems. If
information was perfect, users could easily choose the best path from their point of view, but
unfortunately complete and precise information about network conditions is rarely available,
therefore uncertainty can cause anxiety and stress in decision makers.

In specific technical literature, uncertainty has been usually modelled through random
utility models. Randomness is then used to represent uncertainty, and therefore the probability
of a choice can be calculated.

Since recent studies linked uncertainty to the concepts of approximate reasoning rather
than randomness, in this paper we quantify the influence of information provision on drivers’
behaviour, according to Uncertainty-based Information Theory. A modelling framework based
on Evidence Theory, measuring the Belief rather than the Probability of a choice, has been
carried out to represent the uncertainties in the perception of travel attributes.

A sequential model has been also used to simulate updating of user knowledge, and fi-
nally a numerical application shows that users’ trust level in information plays a relevant role
in choice processes. Within this framework, the importance of conditional Uncertainty in up-
dating knowledge of the system results evident.

Key words: Evidence Theory, Information in Transportation Systems, Travellers’ Choice Be-
haviour.

1 Introduction

Understanding choice processes in transportation is a relevant issue. People make
travel choices such as mode, departure time and route, according to their knowledge
of the system and personal preferences. If users had perfect information about current
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travel time on each path, they could easily plan the travel choosing the best path
from their point of view. However, complete and precise information about network
conditions is hardly ever available, so that uncertainty causes anxiety and stress in
decision makers.

Several researchers have dealt with conceptual models of drivers’ behavior –
see for example [2, 5, 16]. In these studies, uncertainty has been usually modelled
through random utility models. The basic idea in these models is that each user or
service provider behaves rationally: he compares the costs of several alternatives and
chooses, among them, the best one from his standpoint. Since the knowledge of al-
ternatives is rarely perfect, uncertainty affects single person’s decision. Randomness
is then used to represent uncertainty and therefore the potential for different choices.
In such a case, the probability of a choice can be calculated. This approach, when
applied to the transportation assignment problem, leads to a stochastic equilibrium
[10].

Very complex structures of random utility models have been analyzed to ob-
tain both day-to-day and within-day decision processes (see for example [7] or [8]).
Additionally, a simulation system for dynamic traffic assignment (DYNASMART)
was developed [15] to take into account various information strategies. For this kind
of models, the unavailability of complete and reliable data limits the capabilities of
calibrating model parameters: if incomplete data are used, estimates will contain sig-
nificant levels of uncertainties. On the other hand, traditional choice models do not
provide neither with levels of uncertainty imbedded in the estimates, nor easily with
a perspective on the confidence on the estimates.

On the contrary, the concepts of approximate reasoning can be helpful in treat-
ment of uncertainty.

A modelling framework based on Evidence Theory represents the uncertainties in
the perception of travel attributes and measures the Belief rather than the probability
of a choice. Belief and its dual Plausibility establish a system of uncertainty measures
when dealing with incomplete data. More explanations about Evidence Theory will
be given in the Sect. 4.

Recently, approaches based on Fuzzy Theory have been followed to obtain choice
models [3] or control strategies [20]. The correspondence of fuzzy models with gen-
eralized logit models has been studied [12]. Also users’ behaviour in presence of
information has been modelled through a set of if. . . ..then rules [18].

In this paper, the influence of information provision on drivers’ behavior is exam-
ined in detail, according to Uncertainty-based Information Theory. In particular, Evi-
dence Theory is used to obtain, by means of basic probability assignment functions, a
relation between released and actually received information sets. Since several stud-
ies point up that the drivers’ trust in information services is a function of Uncertainty,
a relation between uncertainty and trust level has been developed; finally, the effects
of information are illustrated through a numerical example.
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2 Decision Making Mechanism and Processes: A Brief Overview

First of all, a distinction between static and dynamic choice has to be made: in the
static case, mode, route and time departure are decided in pre-trip planning; decision
is influenced by historical experiences and by information provided before the trip. In
the dynamic case, en-route switching choice is made according to current perception
of dynamic conditions of network.

In both cases, travelers can be influenced in making choices both by day-to-day
variations in travel time and by their capabilities of learning from personal experience
[6], as well as from available information. Three sources of information are in general
used to make routing decision [1]:

– historical experiences;
– current perceptions of the network conditions;
– information acquired via an informative system.

It is worth noting that within-day decision process is influenced by values of
traffic and network characteristics at a given instant in a given day. Models of within-
day pre-trip route selection and en-route path switching have been developed by [19],
and [2].

Evolution of drivers’ spatial knowledge over time and in particular day-to-day is
better described by dynamic formulation; nevertheless, there are some issues regard-
ing spatial cognition and path choice:

– path choice between two points in a network depends on mental representation
of the network, that is, on how travelers imagine streets are linked to each other.
Usually there are maps providing this kind of information. Missing these maps,
the knowledge of a network can be obtained by making repeated trips through the
network and developing a mental map. Notion of cognitive maps was discussed
by [24] with respect to decision making and design of informative system;

– day-to-day and within-day variations of traffic patterns are experienced by users.
Drivers repeating trips through the network are able to understand these variations.
Travelers without experience have to learn traffic dynamics through informative
systems;

– an experience increase can change behavioural tendencies. Over time, experienced
people mature and some attitudes with respect to routing behaviour may change.

3 Information as a Counterpart of Uncertainty

Given a generic finite set S of messages, the measure of uncertainty related to this
set was developed at first by Hartley [11] and had the form:

U(S) = a · logb|S| (1)
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where:

– |S| is the cardinality of S;
– a and b are positive constants (a > 0, b > 1) that determine the uncertainty unit of

measure.

Assuming a = 1 and b = 2,

U(S) = log2|S| (2)

and total uncertainty is expressed in bits.
Consider now two states A and B and the corresponding uncertainties U(A) and

U(B) with U(A) > U(B); information I(A,B) which produces the transition from A
to B is defined as:

I(A,B) = U(A)−U(B)

or, in terms of Hartley function:

I(A,B) = log2(|A|/|B|) (3)

If information eliminates all alternatives except one, |B|= 1 and

I(A,B) = log2(|A|) = U(A) (4)

Then, from the relation (4) we can derive that Information and Uncertainty are
two facets of the same problem, and they can be handled through the same mathe-
matical tools.

Also another classical measure of Uncertainty developed by Shannon in 1948,
calculated Uncertainty as Information associated with a message xk:

Ik =− log2 P{xk} ,

where P{xk} is the probability associated with the selection of message xk. It was
solely a probabilistic approach, since from a significant standpoint the actual mes-
sage is one selected from a set of possible messages. The average Information (Un-
certainty) is:

I =−
n

∑
k=1

P{xk} log2 P{xk} (5)

This measure, so-called Shannon entropy, has been applied in any case as long
as Uncertainty was faced only by Probability Theory. Afterwards, in consequence
of wider studies, it became clear that Uncertainty is a multidimensional concept,
and different mathematical frameworks were added to this type of measure to deal
with different types of Uncertainty. In particular, the usefulness of Uncertainty-based
Information Theory has been demonstrated [4, 9], and a modelling framework based
on concepts of approximate reasoning was developed in the 1970s.
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4 Handling Uncertainty Through Evidence Theory

The approximate reasoning is based on the hypothesis that, given the proposition “x
is S”, the evidences (information) about x support only partially the predicate S. The
problem in this model is to measure the truth of the proposition, that is how much
evidences support the alternative expressed in the predicate.

Basically, there are three patterns in dealing with this problem (Fig. 1):

– each element of evidence supports one and only one alternative;
– evidence supports more than one alternative (nested alternatives);
– combination of cases 1 and 2.

In the first case, Probability Theory is the appropriate mathematical framework
to measure Uncertainty; in the second case, Possibility Theory; in the third one, Ev-
idence Theory (Dempster – Shafer Theory). Evidence Theory subsumes both Prob-
ability and Possibility Theory. It provides the most general definition of the Uncer-
tainty measure [22].

Let:

– X be a universal set;
– P(X) be its the power set;
– A and B be two generic subsets of X .

A Belief measure is a function

Bel: P(X)  [0,1]

Pattern 1 Pattern 2 Pattern 3

Evidences Alternatives

Fig. 1. Evidences Alternative Relationship
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Bel : P(X)→ [0,1]

satisfying the following axioms:

boundary conditions: Bel( /0) = 0, Bel(X) = 1

monotonicity:
A⊆ B⇒ Bel(A)≤ Bel(B) ∀ A,B ∈ P(X) (6)

continuity: limi→∞(Ai) = Bel(limi→∞ Ai) Ai ∈ P(X) and the additional axiom:

Bel(A1∪A2∪ . . .An)≥ Σi Bel(Ai)−Σi< j Bel(Ai∩A j)+ · · · .
+ (−1)n+1 Bel(A1∩A2∩ . . . .An) (7)

The first axiom states that an element definitely does not belong to empty set and
definitely belongs to universal set, which contains all elements under consideration
in each particular context.

The second one requires the Belief that an element belongs to a set must be at
least as great as the Belief that same element belongs to any subset of that set. The
third axiom is valid only for infinite sets and requires that Belief is a continuous
function. Finally, the axiom (7) is a weaker version of the additivity axiom of Prob-
ability Theory. It represents the main difference between these two theories. In fact,
in Probability Theory axiom (7) is:

P(A1∪A2∪ . . .An) = P(A1)+P(A2)+ · · ·P(An) ,

because in this case each element of evidence supports one and only one alternative.
Belief and Plausibility merge in the unique measure of Probability.

With Belief, associated measure of Plausibility can be defined as:

Pl(A) = 1−Bel(∼ A) ∀ A ∈ P(X)

This measure is a function:

Pl : P(X)→ [0,1]

satisfying axioms (6) and the additional one:

Pl(A1∩A2∩ . . .An)≤ Σi Pl(Ai)−Σi< jPl(Ai∪A j)+ · · · .
+ (−1)n+1 Pl(A1∪A2∪ . . . .An) (8)

Belief and Plausibility measures can be expressed in terms of a function:

m : P(X)→ [0,1]

such that

m( /0) = 0

∑
A∈P(X)

m(A) = 1 (9)
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According to (9), m(A) can be thought as the degree of evidence, or the degree
to which we believe, that an element of X belongs to the set A but not to any special
subset of A.

Since (9) is similar to equation of Probability distribution, the function m is usu-
ally called “basic probability assignment” and expresses the proportion to which an
element of X belongs to a generic subset A of P(X). Note that, because of igno-
rance or incomplete information, m(A) pertains only to the set A and does not regard
subsets of A. Sets A ∈ P(X) for which m(A) = 0 are called “focal elements”.

Given a basic probability assignment, Belief and Plausibility measures are ob-
tained by the formulas:

Bel(A) = ∑
B⊆A

m(B) (10)

Pl(A) = ∑
B∩A= /0

m(B) (11)

When subsets are nested like in the pattern 2 of Fig. 1, the degrees of evidence
allocated to focal elements should not conflict with each other; the associated Belief
and Plausibility measures are called consonant, and have the following properties:

Bel(A1∩A2) = min[Bel(A1),Bel(A2)] ∀ A1,A2 ∈ P(X)

Pl(A1∪A2) = max[Pl(A1),Pl(A2)] ∀ A1,A2 ∈ P(X)

Consonant Belief and Plausibility measures are called Necessity and Possibility
measures, respectively, then:

Nec(A1∩A2) = min[Nec(A1), Nec(A2)]

Poss(A1∪A2) = max[Poss(A1), Poss(A2)] .

Between Necessity and Possibility measures there is the dual relationship:

Nec(A) = 1−Poss(∼ A) .

Now, let

X , Y be two universal sets;
A, B be two sets defined in X and Y , respectively;

a joint basic probability assignment is defined:

m : P(X×Y )→ [0,1]

Let R be a relation on X ×Y ; projecting it on X and Y , sets RX and RY are
obtained as follows:

RX = {x ∈ X |(x,y) ∈ R for some y ∈ Y}
RY = {y ∈ Y |(x,y) ∈ R for some x ∈ X}
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In consequence, from sets RX , RY and given a joint probability assignment m,
marginal basic probability assignments mX and mY can be calculated:

mX (A) = ∑
R|A=RX

m(R) ∀ A ∈ P(X) (12)

mY (B) = ∑
R|B=RX

m(R) ∀ B ∈ P(Y ) (13)

For example, consider two sets X and Y , whose elements are, respectively, re-
leased and perceived information. Note that, although released information can be
crisp or vague, human mind always revises them in an approximate way; therefore,
a relation between released and perceived information is always a fuzzy one, as rep-
resented in Fig. 2. In the same figure, the meaning of RX and RY is represented as
well.

The 45˚-straight line represents the information released and correctly perceived.
In this simple communication model, we call RX ∩RY “information transmitted”.

Assume that X = {a,b,c} and Y = {α,β,γ}, and that the matrix of joint basic
probability assignments is the following one:

Table 1. Joint basic assignments

X×Y

αa αb αc βa βb βc γa γb γc m(Ri)

R1 = 0 0 0 0 1 1 0 1 1 0.0625
R2 = 0 0 0 1 0 0 1 0 0 0.225
R3 = 0 0 0 1 1 1 1 1 1 0.125
R4 = 0 1 1 0 0 0 1 1 0 0.250
R5 = 0 1 1 0 1 1 0 0 0 0.125
R6 = 0 1 1 0 1 1 0 1 1 0.0375
R7 = 1 0 1 1 1 0 0 1 0 0.175

Then, marginal basic probability assignments are:

mX ({α,β}) = m(R5) = 0.125;
mX ({α,γ}) = m(R4) = 0.25;
mX ({β,γ}) = m(R1)+m(R2)+m(R3) = 0.4125;
mY ({a}) = m(R2) = 0.225;
mY ({b,c}) = m(R1)+m(R5)+m(R6) = 0.225.

Given the information A, due to the fuzzy revision of human mind, the individ-
ual user perceives the information B|A, whose possible marginal basic probability
assignment is represented in Fig. 3.

Now, let:
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F be the set of all relations R induced by m on X ×Y ;
FX and FY be the sets of all focal elements induced by mX and mY , respectively.

The Uncertainty related to the sets X and Y can be calculated as [17]:

U(X) = ∑
A∈FX

mX (A) · log2 |A| (14)

U(Y ) = ∑
B∈FY

mY (B) · log2 |B| (15)

The relations (14) and (15) are called “simple uncertainties”; joint and condi-
tional uncertainties can be also calculated as follows:

U(X ,Y ) = ∑
A×B∈F

m(A×B) · log2 |A×B| (16)

U(X |Y ) = ∑
A×B∈F

m(A×B) · log2
|A×B|
|B| (17)

U(Y |X) = ∑
A×B∈F

m(A×B) · log2
|A×B|
|A| (18)

U(X), U(Y ), U(X , Y ), U(X |Y ) and U(Y |X) can be considered as some kind of
measure associated with sets X and Y . Their meaning for the communication model
is shown in Fig. 4.

I(X ,Y ) is the so-called “information transmission” and represents, in this model,
information somehow transmitted, while U(Y |X) is residual uncertainty with respect
to received information and U(X |Y ) is noise, unwanted information. The higher the
value of information transmission is, the higher are quality and accuracy of informa-
tive system and the higher is the users’ trust in provided information.

U(X)
U(X, Y) 

U(X|Y) U(Y|X)

U(Y)I(X,Y)

Fig. 4. Information transmission
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If sets X and Y are disjoint, I(X ,Y ) = /0; while if X = Y, I(X ,Y ) = U(X), so that:

/0≤ I(X ,Y )≤U(X) .

It is easy to see that:

I(X ,Y ) = U(X)+U(Y )−U(X ,Y ) (19)

or
I(X ,Y ) = U(X)−U(X |Y ) = U(Y )−U(Y |X) (20)

Replacing (14) and (17) in (20), you obtain:

I(X ,Y ) = ∑
A∈FX

mX (A) · log2 |A|− ∑
A×B∈F

m(A×B) · log2
|A×B|
|B| . (21)

For any informative system with given noise characteristics, the maximum of
information transmission, according to Shannon definitions, is its Capacity:

C = max I(X ,Y ) (22)

while the ratio I(X ,Y )/C is its Efficiency.
The problem of the system Capacity is a quite complex one, but an immediate

consequence arises: increasing more and more the amount of released information
would not be productive to improve knowledge of the transportation system, if the
Capacity of informative system is reached.

5 Provision and Updating of Information

Urban traffic is becoming more and more congested in major city centers. Generally,
countermeasures like expansion of existing road networks are infeasible, because of
environmental impacts or physical structures of urban areas. Therefore, the research
addresses to optimizing the use of existing roads. For this purpose, the introduction of
new advanced information technologies seems at present one of the most promising
tools.

Intelligent Transportation Systems (ITS) provide information both to users and
to service providers to allow intelligent decisions. The strategies usually accepted for
ITS are:

• Advanced Public Transportation Systems (APTS);
• Advanced Traveler Information Systems (ATIS);
• Advanced Traffic Management System (ATMS);
• Advanced Vehicle Control Systems (AVCS);
• Alternative Fuels (AF);
• Vehicle Safety Devices (SD) and
• Telecommuting (TC).
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This paper evaluates the effects of information on private car drivers, so attention
is confined to ATIS. An informative system, like ATIS, may provide information to
users before they begin the trip (real-time pre-trip information) or while they are
moving (real-time en-route information). Travelers combine this information with
their own experience to obtain a prediction about the cost of each path and to choose
the best one.

To incorporate information on the system conditions in the choice process, it is
assumed that the user:

• has some experience about the attributes of the transportation system;
• uses information to update his experience;
• chooses an alternative according to his updated experience.

This kind of sequential model simulates updating of user knowledge through the
following relationship [5, 13, 18]:

ET t+1
j,i = αi× It+1

j +(1−αi)×ETt
j,i (23)

where:

– ET t+1
j,i = cost perceived by i-th user for j-th alternative updated at time t +1;

– ET t
j,i = historical cost for i-th user and j-th alternative updated at time t;

– It+1
j = information on alternative j-th released by the system at time t +1;

– αi = parameter representing the i-th user’s trust in information released by the
system, αi ∈ [0,1].

The model (23) incorporates important aspects such as [18]:

– dynamic nature of information integration. The cost of an alternative at time t +1
is influenced by the historical cost (user’s experience and memory) at time t;

– reliability of the informative system. The more reliable information is, the more
important is the effect on the updated perception;

– non-linear relationship between information and updated perception. The parame-
ter α itself is function of information, so that the perceived cost updated at time
t +1 is a non-linear function of information;

– information quality. Additional vague information can lead to a more uncertain
perception.

In this framework, it seems necessary to investigate more on the effect and the
meaning of the parameter α. Experimental studies carried out in last years by differ-
ent researchers [14, 23] have found different values, 0.2 to 0.7, for this parameter.
Such range of variability could be justified assuming that α is affected by the level
of uncertainty imbedded in information. Therefore we assume that:

– the user’s trust in information decreases with the increasing of the uncertainty
(negative elasticity);

– the need of additional information is proportional to the uncertainty.
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On these hypotheses, the following relationship between α and the uncertainty
level has been carried out:

(dα/α)/(dU/U) =−U (24)

and hence:
α = 1/exp(U) (25)

where U is the value of residual uncertainty about the perceived information, U =
U(Y.X).

Within the mathematical framework of the Evidence Theory, the conditional Un-
certainty is expressed by (18); then, through the relations (23) and (25), the model
simulates the updating of the costs of alternatives, according to the information re-
leased by the system.

Although the nature of the historical costs (experience) could be stochastic, in
the updating processes such costs are elaborated by the human mind in terms of
approximate values; therefore, also a possibilistic (fuzzy) choice model should be an
appropriate framework to simulate the user’s choice process [12].

6 Numerical Example

The Fig. 5 shows a link for the OD pair i− j; at the origin i there is an electronic de-
vice capable of displaying real-time traffic information, so-called Variable Message
Signal (VMS). Assume that the users have the perception that the travel time for this
OD pair lies in the range 12 to 22 minutes; or, in other words, they have the vague
experience that the travel time related to the link i− j is “approximately 17 min”. In
Fig. 6, the fuzzy set corresponding to this approximate value is depicted.

Through the VMS, an ATIS service can provide the drivers with the following
real-time en-route information about the traffic conditions on the link:

(a) congestion;
(b) queue;
(c) road accident.

Assume additionally that drivers perceive those propositions like:

1. “travel time is 20 to 26 min”;
2. “travel time is 22 to 26 min”;
3. “travel time is 26 to 42 min”.

The allocation of propositions is represented in Fig. 7, while Table 2 shows the
joint basic probability assignments for focal elements.

Hence,

VMS ji

Fig. 5. Example link
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Fig. 7. Allocation of propositions

Table 2. Joint basic assignments for released information

X×Y

a b c a b c a b c a b c a b c a b c
20 20 20 22 22 22 26 26 26 30 30 30 36 36 36 42 42 42 m(RI)

R1 = 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0625
R2 = 1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0.125
R3 = 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0.025
R4 = 0 0 0 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0.250
R5 = 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0.025
R6 = 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0.175
R7 = 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0.025
R8 = 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0.175
R9 = 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0.1375
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mX ({a}) = m(R1)+m(R2) = 0.1875
mX ({b}) = m(R3) = 0.025
mX ({c}) = m(R7)+m(R8)+m(R9) = 0.3375
mX ({a,b}) = m(R4) = 0.25
mX ({b,c}) = m(R5) = 0.025
mX ({a,b,c}) = m(R6) = 0.175;

U(X) = ∑
A∈FX

mX (A) · log2 |A|= 0.1875 · log2 5+0.025 · log2 2+0.3375 · log2 6

+ 0.25 · log2 3+0.025 · log2 2+0.175 · log2 3 = 2.03 ;

U(X |Y ) = ∑
A×B∈F

m(A×B) · log2
|A×B|
|B| = 0.0625 · log2 1+0.125 · log2 1

+ 0.025 · log2 1+0.25 · log2 1.5+0.025 · log2 2+0.175 · log2 3

+ 0.025 · log2 1+0.175 · log2 1+0.1375 · log2 1 = 0.45 ;

U(Y |X) = ∑
A×B∈F

m(A×B) · log2
|A×B|
|A| = 0.0625 · log2 2+0.125 · log2 3

+ 0.025 · log2 2+0.25 · log2 1.5+0.025 · log2 1+0.175 · log2 1

+ 0.025 · log2 1+0.175 · log2 2+0.1375 · log2 3 = 0.82 ;

Then, the amount of information transmitted is, from the (19):

I(X ,Y ) = 2.03−0.45 = 1.58 ,

while the value of conditional Uncertainty allows calculating, through the (25), the
value of α:

α = 1/(expU(Y |X)) = 1/e0.82 = 0.44

Then, if information is for example “road accident”, the range of updated travel
time can be calculated as:

lower bound 0.44.26 + 0.56.12 = 18 min;
center value 0.44.34 + 0.56.17 = 24 min;
upper bound 0.44.42 + 0.56.22 = 30 min.

In other words, the updated travel time is:

ET = 0.44· (approximately 34 min) + 0.56 · (approximately 17 min) = (approxi-
mately 24 min)

In Fig. 8 historical and updated cost (travel time), as well as information, are
represented. It is easy to see that the outcomes of the application are theoretically
consistent: information about a possible delay move the center value of expected
travel time from 17 to 24 min; additionally, the support of resulting approximate
travel time is a little larger (18–30 min instead of 12–22 min) than historical cost,
due to information vagueness. In fact, a larger support means more uncertainty; in our
case, uncertainty can be calculated in a convenient way, since from a numerical point
of view membership degrees are equivalent to Possibility values, and the following
relation holds between Possibility values and basic probability assignments:
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Fig. 8. Comparison between historical and updated costs

m(Ai) = r(xi)− r(xi+1)

where r(xi) is the Possibility value for i-th element of a set ordered in decreasing
order, for which r(xi)≥ r(xi+1).

Then, the Uncertainty is expressed by:

U =∑[r(xi)− r(xi+1)] · log2 i (26)

Calculating Uncertainty through the (26), for historical cost it results: U = 1.98;
for updated cost: U = 2.22; for information: U = 2.62.

Applications of this methodology can be implemented for management of trans-
portation networks: usually path choice models assume that users make choices com-
paring the costs of different alternatives; therefore, different additional costs could
be provided through different VMS messages, so that it could be used as a kind of
road pricing tool.

7 Conclusions

In this paper, the influence of Uncertainty in updating the knowledge of attributes of
a transportation system, namely the expected travel time on a link, has been exam-
ined in detail considering the ATIS environment. The presented model points out the
relevant role of the Evidence Theory in calculating the conditional Uncertainty and
then users’ trust level in information. In consequence, the importance of conditional
Uncertainty in updating knowledge of the system results evident.
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Through the Evidence Theory a modeling framework, which represents the un-
certainties imbedded in the perception of travel attributes, has been developed. The
model allows the quantitative calculation of the user’s trust in information and, then,
quantitative updating of expected travel time. In a wider framework, the outcomes
of this paper can be used to carry out a path choice model that quantitatively takes
into account information provision. Moreover, different additional costs can be cal-
culated as perceived by users according to different messages provided by VMS, so
that it could be used as a kind of road pricing tool.
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Summary. In practical system identification it is often desirable to simultaneously handle
several objectives and constraints. In some cases, these objectives and constraints are often
non-commensurable and the objective functions are explicitly/mathematically not available.
In this paper, Interactive Evolutionary Computation (IEC) is used to effectively handle these
identification problems. IEC is an optimization method that adopts evolutionary computation
(EC) among system optimization based on subjective human evaluation. The proposed ap-
proach has been implemented in MATLAB (EAsy-IEC Toolbox) and applied to the identifica-
tion of a pilot batch reactor. The results show that IEC is an efficient and comfortable method
to incorporate a priori knowledge of the user into a user-guided optimization and identifica-
tion problems. The developed EASy-IEC Toolbox can be downloaded from the website of the
authors: http://www.fmt.vein.hu/softcomp/EAsy.

Key words: System identification, Interactive Evolutionary Computation

1 Introduction

The main objective of system identification is to identify a model with good predic-
tion capabilities in the sense that it is able to accurately predict the system’s response
to a given class of excitations. Hence, a common identification objective is to mini-
mize the mismatch between model prediction and observed data. However, it is of-
ten desirable to introduce additional objectives and constraints into the identification
problem. There are several reasons for this [7]: In most practical cases the data se-
quence used for identification may be incomplete or uncertain, the model structure is
not necessarily known and can be overparameterized, there may be some properties
that we may want the model to have. Furthermore, there is often additional informa-
tion available, and it makes sense to use this information to improve the accuracy and
validity of the model [1]. Multi-objective system identification tools allow the incor-
poration of these objectives into the identification procedure. E.g., single constraints
or penalties on the parameter space have been suggested, for example to ensure sta-
bility [1, 24], fulfillment of balance equations and steady-state data [23], and explicit
belief about parameter values [10, 14]. These multi-objective identification problems

Janos Abonyi et al.: Interactive Evolutionary Computation in Identification of Dynamical Systems, Advances in Soft
Computing 1, 73–84 (2005)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2005
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involve the simultaneous consideration of multiple performance criteria. These ob-
jectives are often non-commensurable and are frequently in conflict with one another
[7]. Trade-offs exist between some objectives where advancement in one objective
will cause deterioration in another. In most cases the cost function is defined prior to
the optimization procedure; this requires in-depth information concerning the vari-
ous trade-offs and valuation of each individual objective. However, in some cases, the
objective functions are explicitly/mathematically not available and the identification
problem can be decomposed only for large-scale problems.

This paper proposes the application of Interactive Evolutionary Computation
(IEC) [21] to handle these identification problems, and its application to the iden-
tification of tendency models of batch reactors. In the proposed framework, human
users evaluate the performances of the individuals (set of solutions) by selecting
the best individuals. The human user does not (only) evaluate the mean square fit-
ting error, or time constant of the model but he or she can simultaneously analyze
these numerical values with the plotted dynamic and/or steady-state behavior of the
model, e.g. step-responses, gains, etc. The proposed approach has been implemented
in MATLAB (EAsy-IEC Toolbox) and applied to the identification of a pilot batch
reactor.

The remaining part of the paper is organized as follow. In Sect. 2 the algorithm of
Evolutionary Strategy is presented, which is tailored taking into account the special-
ities of IEC. Section 3 shows an application example when the proposed approach
is applied to identification of a tendency model of a heating-cooling jacket. Finally,
some conclusions are drawn in Sect. 4.

2 Description of the Algorithm

2.1 Introduction to Evolutionary Algorithms

Evolutionary Algorithms (EAs) [18] are stochastic optimization algorithms that
mimic the process of natural selection. Evolutionary Algorithms handle several can-
didate solutions simultaneously. Thus, unlike conventional algorithms, EAs start
form a pool of points (candidate solutions), usually referred to as individuals. Every
individual represents a point in the search space. Every individual has a fitness value,
which is calculated by the evaluation function. The fitness value determines the suc-
cessfulness of the given individual appropriate to the objectives. The next generation
of individuals is generated from the current population using genetic operators: se-
lection, mutation and crossover. Likes in the natural world, the more successful in-
dividuals, which have bigger fitness values, have higher probability to transmit their
genes into the new generation. Because the genetic operators are stochastic, EAs are
stochastic optimization methods.

In the initialization step, EAs generate individuals randomly. In every
evolutionary-loop, all of the individuals are evaluated and their fitness values are
calculated based on an objective function. After that the selection operator selects



Interactive Evolutionary Computation in Identification of Dynamical Systems 75

randomly the best individuals to constitute the next generation. The crossover (re-
combination) operator generates two new individuals by taking two selected individ-
uals and recombining them. The mutation operator changes randomly the individu-
als. Finally the old individuals are replaced by the new individuals.

Generally, EAs are automated algorithms using a given objective function to cal-
culate the fitness values of the individuals and the selection operator performs auto-
matically the selection based on these calculated fitness values (for example using
roulette wheel selection). But sometimes instead of a given objective function, a hu-
man user can make the valuation of the individuals, which results in an interactive
optimization.

Interactive Evolutionary Computation (IEC) is an optimization method that
adopts evolutionary computation among system optimization based on subjective
human evaluation [21]. In contrast to the automated evolutionary optimization al-
gorithms, IEC cannot use many individuals and searching generations because of
resulting human fatigue. Hence, there is a need to develop and tune an algorithm
which effectively search with a few individuals within a few searching generations.
For this purpose, this paper presents an algorithm based on Evolutionary Strategy
(ES). In the following the IEC and the ES will be described and then the structure of
the developed IEC-Tune Toolbox will be shown.

2.2 Interactive Evolutionary Computation

Most optimization techniques which work by improving a single solution step by
step are not suited for interactive optimization approach. For example, in simple hill-
climbing a user suggestion can either be accepted, which means the loss of results
gained so far, or denied, which may lead the algorithm a wrong way. Evolutionary
Algorithms and other population based optimization procedures are better suited for
interactive optimization, because a suggestion can be put into the population to see
whether it is worth further consideration or not. A good suggestion can be expected
to survive and lead the optimization process towards a good solution, while a bad
suggestion will be eliminated quite soon. This approach become well known as In-
teractive Evolutionary Computation (IEC) [19, 20].

Simply stated, IEC is a technique from the class of evolutionary algorithms
(EAs), in which the fitness function is replaced by a human user. As in interactive
evolution, the user selects one or more individual(s) which survive(s) and repro-
duce(s) (with variation) to constitute a new generation. Hence IEC uses two different
spaces for its search: the human user evaluates the output of the target system accord-
ing to the distance between the target goal and the system output in psychological
space [20], on the other hand, the EA searches in the parameter space.

These techniques were applied already in computer graphics [9], animation, cre-
ating forms, textures, and motion [2]. Potential applications of interactive evolution
include artificial life design, e.g., development of components of biological nature
[6, 17] and engineering construction design [13].

Although, IEC has been applied in knowledge acquisition and data mining,
according to our best knowledge, the applicability of this approach in system
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identification has not been studied yet. However, in recent years, the application
of Evolutionary Computing to black-box and grey-box model identification has re-
ceived considerable interest since the seminal paper by Kristinsson and Dumont [8].
Subsequent evolutionary system identification applications are applied to build domi-
nant structural identification with local parametric tuning without the need of a differ-
entiable performance index in the presence of noisy data. As the overview of Fleming
[5] illustrates evolutionary techniques provide an excellent fitting performance and is
capable of accommodating multiple objectives such as to examine the relationships
between model complexity and fitting accuracy during the model building process.
These approaches can be extended to the identification of gray-box models, to use of
a priori knowledge [22].

2.3 Evolution Strategy

In contrast to automated evolutionary optimization algorithms, the IEC cannot use
many individuals and searching generations because the human fatigue. Hence, there
is a need to develop an algorithm which can effectively search with a few individ-
uals within a few searching generations. For this purpose, this paper presents an
algorithm based on Evolutionary Strategy. Evolution Strategy (ES) was developed
by [15], with selection, mutation, and a population of size one. Schwefel [16] intro-
duced recombination and populations with more than one individual, and provided a
nice comparison of ES with more traditional optimization techniques. Evolutionary
Strategy are typically applied to real-valued parameter optimization problems. The
characteristic feature of ES lies in the self-adaptation of the standard deviation of the
Gaussian distribution used in the mutation [3]. The basic idea is to add these adap-
tation parameters to the genotype and have them undergo evolution themselves. The
main elements of the algorithm used in this paper are the following:

Representation

An ES-individual a j = (x j,σ j) consists of two components: the object variables x j =
[x j,1, . . . ,x j,n] and the strategy variables σ j = [σ j,1, . . . ,σ j,n]. The strategy parameters
allow the algorithm to adapt to the topology of the objective function by controlling
the mutation step size.

Mutation

As small changes occur frequently but large ones only rarely in the nature, the mu-
tation operator adds normal distributed random numbers z j,i ∼ N(0,σ j,i) to the indi-
viduals:

x j,i = x j,i + z j,i . (1)

Before the object variables are changed, the standard deviations are mutated using a
multiplicative normally distributed process:
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σ(t)
j,i = σ(t−1)

j,i exp(τ′N(0,1)+ τNi(0,1)) , (2)

with exp(τ′N(0,1)) as a global factor which allows an overall change of the mu-
tability and exp(τNi(0,1)) allowing for individual changes of the mean step sizes
σ j,i. The τ′ and τ parameters can be interpreted in the sense of global learning rates.
Schwefel suggests to set them as [16]:

τ′ =
1√
2n

, τ =
1√
2
√

n
. (3)

Recombination

Recombination in ESs can be either sexual, where only two parents are involved in
the creation of an offspring, or global, where up to the whole population contributes
to a new offspring. Sexual recombination of just two individuals is often called lo-
cal while the contribution of all individuals is called global recombination. Tradi-
tional recombination operators are discrete recombination, intermediate recombina-
tion, and geometric recombination, all existing in a sexual and global form. When F
and M denote two randomly selected individuals from the μ parent population, the
following operators can be defined:

x′i =

⎧⎪⎪⎨
⎪⎪⎩

xF,i no recombination
xF,i or xM,i discrete
(xF,i + xM,i)/2 intermediate
∑μ

k=1 xK,i/μ global avarage

(4)

σ′i =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

σF,i no recombination
σF,i or xM,i discrete
(σF,i +σM,i)/2 intermediate√

(σF,iσM,i) geometric
∑μ

k=1σK,i/μ global avarage

. (5)

Throughout this work discrete recombination of the object variables and global in-
termediate combination of the strategy parameters were used.

Selection and Replacement

In the applied (μ+λ) Evolution Strategy, at a given generation (t), there are μ par-
ents, and λ offspring are generated by recombination and mutation. Then, the μ+λ
members of then next population are sorted according to their objective function val-
ues given by the user, and he or she selects the best μ to become the parents of the
next generation.
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2.4 IEC Integration to MATLAB

IEC systems seek to interface EA to human preference in order to create systems
capable of evolving artifacts that require a human expertise that has not yet succumb
to computation. Hence, the interfacing of human ability with machine computation
requires resolving difficult issues [12]. Further, progress in the design of interactive
evolutionary systems allows a glimpse into how very human abilities such as intu-
ition, projection, and holistic perception interplay with the mechanics of machine
computation. This section reports on one such interactive evolutionary system that
seeks to combine human perception with the previously presented evolutionary strat-
egy to evolve the parameters of MATLAB and Simulink models (see Fig. 1).

Fig. 1. Scheme of the Proposed IEC System Integrated to MATLAB

The EAsy-IEC Tune Toolbox is downloadable from the website of the the author:
www.fmt.vein.hu/softcomp/EAsy, is designed to be applicable for different types of
optimization problems (e.g., system identification, controller tuning, data mining).

The number of displayed individuals, μ +λ is set to 9, which can be displayed
spatially. The number of searching generations is limited to 20 generations at the
most, due to the fatigue of human operators. In the proposed framework human users
evaluate the performances of the individuals (set of solutions). Not the genotypes and
phenotypes are applied directly, but rather the output of the target system realized
by the individuals. For example, the user does not (only) evaluate the mean square
fitting error, or time constant of the model but he or she can simultaneously analyze
these numerical values with the plotted dynamic and/or steady state behavior of the
model, e.g. step-responses, gains, etc. An example of such evaluation figure is given
in Fig. 4. Due to small number of individuals, the human evaluation was restricted to
selecting the individuals which will survive and constitute the next generation.

3 Application Example

3.1 Process Description

In recent years our department focuses to the development of control strategies
of multipurpose production plants. Hence, a prototype of pharmaceutical process
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Fig. 2. The stirred tank reactor with heating-cooling jacket

systems was designed and installed in our laboratory. The central element of this
process unit is a 50 liter stirred reactor with heating-cooling jacket (see Fig. 2).

This paper focuses to the identification of the tendency model of the heating-
cooling jacket. Through the jacket the direct heating-cooling system allows cooling
with chilled water or heating with steam in steam or hot water mode. In the hot water
heating mode the water is circulated by a pump, the steam is introduced through a
mixer, while the excess water is removed through an overflow.

3.2 Tendency Model of the Heating-Cooling Jacket

The jacket and the circulating liquid can be described using the common lumped
parameter enthalpy or heat balances given in the chemical engineering literature. In
the model, zero-volume distributors and mixers and are applied and the overflow as
well as the feed of the steam and the fresh cooling water are taken into account. The
obtained simplified first principle model can be regarded as the tendency model [4]
of the most important phenomena and its scheme is given on Fig. 3.

V 1 and V 2 are the valve positions (0%–100%), T H is the temperature of the
cooling water coming from the environment, T F is the equivalent steam tempera-
ture calculated from the boiling temperature, the latent heat and specific heat. The
valve characteristics are given in form of second order polynomials (VALV E1 and
VALV E2). The two first order transfer functions ( 1

T 1s+1 and 1
T 2s+1 ) are obtained from

the lumped parameter model of the jacket and the model of the thermometer at the
jacket inlet. The K1,K2, and K3 are gains and the DT is the dead-time.

The identification problem is identifying these parameters of the model (gains,
time constants, gains, dead-time and parameters of second order polynomials). For
this purpose open-loop experiments were conducted on the whole operating range of
the composite manipulated variable u (because of the split-range control: V 1 and V 2
are not opened at the same time, u = 100% means that V 1 is opened fully, u = 0%
means that V 2 is opened fully).
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Fig. 3. Tendency model of the jacket of the stirred ractor

3.3 Results

Based on the collected input-output data, the identification problem can be formu-
lated as an optimization problem and can be solved using common nonlinear op-
timization methods (e.g. SQP). To formulate an optimization problem we need a
cost-function which is minimized under the optimization procedure. Usually for this
purpose the mean square model error is used, MSE = ∑n

k=1 (y(k)− ỹ(k))2/n, where
y is the observed output, ỹ is the predicted output of the model, n is the number of
observation.

Beside the MSE, other objectives should be considered. E.g. the steady-state pre-
diction error and the characteristics of the valves. But it is difficult to formulate these
objectives and it is difficult to select the weights of the objectives in the cost-function.
Hence it is problematical to introduce these additional objectives into the identifica-
tion problem. The IEC handles this problem, because the human user can consider
and balance these objectives.

For comparison, beside the proposed IEC optimization scheme, the direct min-
imization of the MSE prediction error is considered. For this purpose, Sequential
Quadratic Programming (SQP) was used. The SQP method is a standard general pur-
pose algorithm for solving NLP optimization problems. It is a gradient based method
which calculates the search direction vector from the quadratic approximation of the
objective function around the actual local point [11]. The SQP based identification
method minimizes automatically the cost-function subject to the parameters of the
model. The cost-function was evaluated by simulating the model and calculating the
MSE.

In contrast to SQP based method, the user evaluates the model in the IEC based
identification method. Firstly, the identified model was simulated and then the hu-
man user selected the best solutions based on the dynamic and the near steady-state
behavior of the system, and the identified characteristic of the valves. Beside these
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Fig. 4. MATLAB Evaluation figure in the IEC-Tune toolbox

plots, some numerical values were also given to the user to glimpse. Such an evalu-
ation display is depicted in Fig. 4.

From an arbitrary initial value, the application of IEC resulted in 5.0 MSE pre-
diction error after 14 generations. This corresponds to 146 evaluations of the model.
If the same numbers of function calls are applied in SQP, the obtain model results
in 26.0 MSE. The drawback of IEC is that is slower than the SQP method due to
the time-requirement of the human evaluation. Hence while the IEC procedure con-
sumed about 8.5 minutes, the SQP consumed only 2.5 minutes. (See the Table 1 and
Figs. 5, 6.)

Table 1. Comparative results

Method Evaulation Number Time (sec) MSE
IEC 146 508 5.0
SQP 149 150 26.0
SQP 506 501 1.5

Our experiences and these results show that the proposed IEC approach is ex-
tremely useful to find good initial conditions to SQP that is sensitive to stacking in
local minima.
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4 Conclusions

This paper demonstrated how interactive evolution algorithms can be applied to solve
multi-objective identification problems. A MATLAB toolbox has been developed to
provide a human-machine interface of the IEC. With the use of this tool, the user can
easily select the individuals which then are reproduced and mutated to constitute the
next generation. The proposed approach applied to the identification of a pilot batch
reactor. The results show that IEC is an efficient and comfortable method to incorpo-
rate the priori knowledge and preferences of the user into the identification problem.
Our experiences show, IEC is extremely useful to find good initial conditions to other
nonlinear optimization algorithms, like SQP.
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Summary. In this paper, we propose a replacement strategy for steady-state genetic algo-
rithms that takes into account two features of the element to be included into the population: a
measure of the contribution of diversity to the population and the fitness function. In particular,
the proposal attempts to replace an element in the population with worse values for these two
features. In this way, the diversity of the population is increased and the quality of its solutions
is improved, simultaneously, maintaining high levels of useful diversity. Experimental results
show that the use of the proposed replacement strategy allows significant performance to be
achieved for problems with different difficulties, which regards to other replacement strategies
presented in the literature.

1 Introduction

There are two primary factors in the search carried out by an genetic algorithm (GA):
population diversity and selective pressure [30]. In order to have an effective search
there must be a search criteria (the fitness function) and a selection pressure that
gives individuals with higher fitness a higher chance of being selected for reproduc-
tion, mutation, and survival. Without selection pressure, the search process becomes
random and promising regions of the search space would not be favored over non-
promising regions. On the other hand, population diversity is crucial to a GA’s ability
to continue the fruitful exploration of the search space [16]. If the lack of population
diversity takes place too early, a premature stagnation of the search is caused. Under
these circumstances, the search is likely to be trapped in a region not containing the
global optimum. This problem, called premature convergence, has long been recog-
nized as a serious failure mode for GAs [6, 10].

Selective pressure and population diversity are inversely related [30]. Increasing
selective pressure results in a faster loss of population diversity, while maintaining
population diversity offsets the effect of increasing selective pressure. These two
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factors should be controlled in order to obtain their beneficial advantages simultane-
ously, allowing the most promising search space regions to be reached and refined.
Under these circumstances, we will say that the population has achieved useful di-
versity, i.e., population diversity that in some way helps produce good solutions [18].

In steady-state GAs (SSGAs) usually only one or two offspring are produced in
each generation. Parents are selected to produce offspring and then a decision is made
as to which individuals in the population to select for deletion to make room for the
new offspring. SSGAs are overlapping systems, since parents and offspring compete
for survival. Different studies have shown that improved performance in SSGAs with
regards to generational GAs (where entire population is replaced every generation
by the offspring population) is due to their higher selection pressure and changes in
the exploration/exploitation balance caused by using different parent selection and
replacement strategies and is not due to the use of an overlapping model [4]. This
justifies the study on SSGAs, and in particular, the design of effective replacement
strategies having the aim of propitiating useful diversity.

In this paper, we propose a replacement strategy that takes into account two fea-
tures of the element to be included into the population: a measure of the contribution
of diversity to the population and the fitness function. It attempts to replace an el-
ement in the population with worse values for these two features. In this way, the
diversity of the population is increased and the quality of its solutions is improved,
simultaneously. The goal of this strategy is to protect those individuals that allow the
highest levels of useful diversity to be maintained.

The paper is set up as follows. In Sect. 2, the SSGA model is described. In Sect. 3,
different types of replacement strategies presented in the literature for promoting
SSGA population diversity are explained. In Sect. 4, we propose the replacement
strategy based on the contribution of diversity. In Sect. 5, different empirical experi-
ments are carried out for studying the performance of this strategy. Finally, in Sect. 6,
some conclusions are pointed out.

2 Steady-State Genetic Algorithms

The generational GA creates new offspring from the members of an old population
using the genetic operators and places these individuals in a new population which
becomes the old population when the whole new population is created. The SSGA is
different to the generational model in that there is typically one single new member
inserted into the new population at any one time. A replacement/deletion strategy
defines which member of the population will be replaced by the new offspring. The
basic algorithm step of SSGA is the following [30]:

1. Select two parents from the population.
2. Create an offspring using crossover and mutation.
3. Evaluate the offspring with the fitness function.
4. Select an individual in the population, which may be replaced by the offspring.
5. Decide if this individual will be replaced.
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In step 4, one can chose the replacement strategy (e.g., replacement of the worst, the
oldest, or a randomly chosen individual). In step 5, one can chose the replacement
condition (e.g., replacement if the new individual is better, or unconditional replace-
ment). A widely used combination is to replace the worst individual only if the new
individual is better. In the paper, this strategy will be called standard replacement
strategy. In [11], it was suggested that the deletion of the worst individuals induced
a high selective pressure, even when the parents were selected randomly.

3 Favouring Population Diversity
Throughout Replacement Strategies

There are different replacement strategies that attempt to preserve population diver-
sity. Most of them are instances of the crowding methods [5]. They work as follows:
new individuals are more likely to replace existing individuals in the parent popu-
lation that are similar to themselves based on genotypic similarity. They have been
used to locate and preserve multiple local optimum in multimodal problems.

An effective crowding method is the restricted tournament selection (RTS) [13].
RTS initially selects two element at random, A and B, from the population and per-
form crossover and mutation on these two elements resulting in a new element A′.
Then, RTS scans w (window size) more members of the population and picks the
individuals that most closely resemble A′ from those w elements. A′ then competes
with this element, and if A′ wins, it is allowed to enter the population.

Another type of crowding methods assume that the parents would be ones of the
members of the population closest to the new elements. In this way, children compete
with their parents to be included in the population, i.e., a family competition is held.
These methods include deterministic crowding [17], elitist recombination [25], and
keep-best reproduction [32].

• In deterministic crowding, each pair of parents, (Pi,Pj), undergoes crossover in
combination with mutation to yield two offspring, (Oi,O j), which compete against
the parents for inclusion in the population through the following method of com-
petition:

If [d(Pi,Oi)+d(Pj,O j)]≤ [d(Pi,O j)+d(Pj,Oi)] then
If f (Oi) is better than f (Pi) then replace Pi with Oi.
If f (O j) is better than f (Pj) then replace Pj with O j.

Else
If f (Oi) is better than f (Pj) then replace Pj with Oi.
If f (O j) is better than f (Pi) then replace Pi with O j.

where f (·) is the fitness function and d(·, ·) is a distance measure between two
chromosomes.

• In elitist recombination, the best two of these four individuals (parents and off-
spring) go to the next generation.
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• Finally, keep-best keeps the best parent and the best offspring in order to introduce
good new genetic material into the population.

In addition, two replacement strategies for SSGAs have been designed for en-
couraging diversity in the population: the first-in-first-out (FIFO) strategy [9, 28]
and the conservative strategy [29].

• In the FIFO strategy, the element to be replaced is the oldest in the population. In
its elitist form, the replacement of the current best element is not allowed.

• The conservative strategy combines a FIFO replacement strategy with a modi-
fied deterministic binary tournament selection operator. In this case, a tournament
is carried out between the oldest element in the population and another member
picked at random. The worse is replaced. In this way, elitism is implicitly assured.

4 The Proposed Replacement Strategy

The population diversity versus selective pressure problem may be consider as a
biobjective problem. The GA may be used for searching simultaneously the best
chromosomes together with the ones that provide more diversity to the GA popula-
tion, i.e., promoters of useful diversity.

In fact, there are some generational GA approaches that use this idea for avoiding
premature convergence and improving GA behavior [15, 19, 23]. During the selec-
tion phase, they use the fitness function and some type of measures for evaluating the
diversity introduced by the candidate chromosomes with the aim of favoring those
individuals with both high fitness function values and high diversity contributions.

In this paper, we propose to solve the diversity versus selective pressure problem
in the replacement phase of a SSGA. In particular, we present a replacement strategy
based on the contribution of diversity of the offspring to the population where it
will be included. The idea is to replace an element of the population with a worse
fitness function value than the one of the offspring, and with a lower contribution
of diversity than the one provided by the offspring. In this way, we deal with two
underlying objectives simultaneously: to optimize the fitness function and to enhance
population diversity, i.e., to promote useful diversity.

In Subsect. 4.1, we present measures of the contribution of diversity of an element
to an SSGA population, and in Subsect. 4.2, we use these measures for defining a
replacement strategy that tackles the biobjective diversity-convergence.

4.1 Contribution of Diversity

Next, we present two different types of measures of the contribution of diversity of a
chromosome x to a population P (x ∈P), ConDiv(x,P). They quantify the importance
of a chromosome as promoter of diversity in the population.
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• Measures based on distance. They are defined as the distance of x to a particular
member of P. We have chosen two possibilities: 1) this member is the best one,
and 2) it is the nearest neighbor of x in P.

These two measures are the ones used in [23] and [3], respectively, and they
will be denoted as ConDiv-B and ConDiv-NN, respectively.

Under these definitions, a chromosome will provide a great contribution of di-
versity when it is very different from all the other chromosomes (ConDiv-NN) or
from the best one (ConDiv-B).

• Measures based on population diversity. Now, we define the contribution of diver-
sity as follows:

ConDiv(x,P) = Div(P∪{x})−Div(P) ,

where Div(P) is a measure of the diversity in the population P. Measures of this
type are to be found in [2, 18].

In this case, the contribution of diversity of a chromosome will be high when
its inclusion in the population allows a significant increasing of diversity to be
achieved. In this paper, we employ the following diversity measure for a popula-
tion with real-coded chromosomes, Cj = (c j

1, · · ·c j
n), j = 1, · · ·N, which is called

average interval usage:

AIU(P) =
1
n

n

∑
i=1

Maxi−Mini

bi−ai

where Maxi = max j=1,...N{c j
i },Mini = min j=1,...N{c j

i }, and ai and bi (ai < bi) are
the extremes of the action interval of the gene i (i = 1, · · · ,n). The measure of the
contribution of diversity derived from AIU will be called ConDiv-AIU.

4.2 The Proposed Replacement Strategy

Now, let us assume that an offspring o is returned from the recombination phase of
an SSGA, then we propose to include o in the population by means of the following
strategy:

1. Find the element z in P that fulfils:
(i) f (o) is better than f (z), f being the fitness function.
(ii) Δz > Δw > 0, for all w in P, where for any t ∈ P:

Δt = ConDiv(o,P−{t})−ConDiv(t,P−{t}) .

2. If z does not exist, then apply the standard replacement strategy (Sect. 2).

First, this strategy attempts to find an element in the population with worse fit-
ness than the offspring and whose contribution of diversity is the lowest with regards
to the one provided by the offspring in a population where this element have been re-
moved. This element will be replaced by the offspring. In this way, we introduce into
the population an element with better fitness function and higher contribution of di-
versity, increasing the population diversity and improving the quality of its solutions.
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If this individual does not exist, then the standard replacement strategy is applied. In
this way, we ensure that the best elements found during the run are included in the
population (elitist strategy).

5 Experiments

Minimization experiments on the test suite described in Sect. 5.1 were carried out
in order to study the behavior of the replacement strategy presented in the previous
section.

In Sect. 5.2, we propose different SSGA instances based on this strategy and
compare its results with the ones of a standard SSGA. Finally, in Sect. 5.3, we com-
pare the best SSGA of Sect. 5.2 with different SSGAs based on the replacement
strategies described in Sect. 3.

5.1 Test Suite

The test suite that we have used for the experiments consists of six test functions
and three real-world problems. The test functions are the following: Sphere model
( fSph) [5, 22], Generalized Rosenbrock’s function ( fRos) [5], Schwefel’s Problem 1.2
( fSch) [22], Generalized Rastringin’s function ( fRas) [1, 26], Griewangk’s function
( fGri) [12], and Expansion of f10 (e f10) [31]. The dimension of the search space is
10 for e f10 and 25 for the remaining test functions. The three real-world problems
are the following: Systems of Linear Equations [8], Frequency Modulation Sounds
Parameter Identification Problem [27], and Polynomial Fitting Problem [24]. For all
the problems, the global optimum has a fitness value of zero.

5.2 SSGAs Based on the Proposed Replacement Strategy

We have implemented three instances of SSGA based on the replacement strategy
proposed in Subsect. 4.2. They are called SGA-ConDiv-B, SGA-ConDiv-NN, and
SGA-ConDiv-AIU, and use the ConDiv-B, ConDiv-NN, and ConDiv-AIU measures
of the contribution of diversity defined in Subsect. 4.1, respectively. We compare
these algorithms against a SSGA that uses the standard replacement strategy (see
Sect. 2), which is called SGA-Standard.

All the algorithms use real coding [14] and apply the BGA mutation operator
[20] and the BLX-α operator (α = 0.5) [7]. The mutation probability is 1

n and the
population size is 60 chromosomes. Parents are selected at random. They were exe-
cuted 50 times, each one with a maximum of 100,000 evaluations. Table 1 shows the
results obtained. The performance measures utilized are the following:

• A performance: average of the best fitness function found at the end of each run.
• B performance: best of the fitness values averaged as A performance. If the global

optimum has been reached sometimes, this performance will represent the per-
centage of runs in which this happens.
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Table 1. Results for SSGAs based on the proposed replacement strategy

fsph fRos fSch
Algorithm A B A B A B
SGA-ConDiv-AIU 1.2e−15 ∼ 2.9e−54 2.4e+01 ∼ 1.0e+01 3.4e−01 − 2.9e−02
SGA-ConDiv-NN 4.3e−50 ∼ 7.5e−52 2.0e+01 ∼ 1.9e+01 5.9e−02 − 6.9e−03
SGA-ConDiv-B 1.1e−32 ∼ 1.0e−41 2.7e+01 ∼ 1.6e+01 4.3e+00 ∼ 3.0e−01
SGA-Standard 2.2e−04 1.1e−55 2.3e+01 1.3e+01 2.9e+00 1.5e−01

fRas fGri e f10
Algorithm A B A B A B
SGA-ConDiv-AIU 6.8e−01 − 52.0 % 1.4e−03 − 62.0 % 6.8e−03 ∼ 6.2e−35
SGA-ConDiv-NN 4.4e−01 − 56.0 % 3.5e−04 − 86.0 % 4.8e−26 − 7.4e−27
SGA-ConDiv-B 1.1e+00 ∼ 30.0 % 9.6e−03 + 38.0 % 5.3e−03 ∼ 1.8e−27
SGA-Standard 1.2e+00 32.0 % 4.3e−03 4.0 % 6.3e−03 8.5e−37

Pf ms Psle PCheb
Algorithm A B A B A B
SGA-ConDiv-AIU 7.3e+02 ∼ 1.3e+02 1.4e+02 ∼ 1.8e+01 1.5e+01 ∼ 6.5e−07
SGA-ConDiv-NN 2.9e+02 − 2.8e+00 3.1e+01 − 5.7e−01 1.5e+00 − 2.0e−26
SGA-ConDiv-B 2.9e+03 + 1.3e+02 3.1e+02 + 5.1e+01 1.3e+01 ∼ 2.2e−10
SGA-Standard 7.8e+02 1.2e+02 1.2e+02 1.2e+01 1.4e+01 3.2e−10

A two-sided t-test (Ho : means of the two groups are equal, Ha : means of the two
group are not equal) at 0.05 level of significance was applied in order to ascertain if
differences in the A performance for the standard SSGA are significant when com-
pared against the ones for the SSGAs based on the proposed replacement strategy.
The direction of any significant differences is denoted either by:

• A plus sign (+): the A performance of SGA-Standard is better than the one of the
corresponding algorithm.

• A minus sign (−): the algorithm improves the A performance of SGA-Standard.
• An approximate sign (∼): non significant differences.

Taking into consideration these results, we would make the following comments:

• SGA-ConDiv-NN returns better A results than SGA-Standard (see t-test results)
on all test functions except on the unimodal fsph and fRos, where they are similar.
Moreover, SGA-ConDiv-NN achieves a better B measure than SGA-Standard for
the more complex functions: fSch, PCheb,Pf ms, and Psle.
SGA-ConDiv-AIU provides better A results than SGA-Standard on the complex
fSch and on the multimodal fRas and fGri. For the remaining function, their perfor-
mance is similar.
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These facts show that using the proposed replacement strategy, the results may
be improved with regards to a standard SSGA. This means that its formulation
(which has the aim of propitiate useful diversity) allows a profitable operation to
be achieved. Furthermore, the measure of contribution of diversity ConDiv-NN
arises as a very adequate measure for designing this strategy.

• On the other hand, SGA-ConDiv-B losses performance with regards to SGA-
Standard on fGri,Psle, and Pf ms. Therefore, we may claim that the measure
ConDiv-B is not suitable for building the proposed replacement strategy. The idea
of favoring those elements in the population that are located far away from the cur-
rent best individual is not a good diversification strategy, because it may obstruct
the refinement of the best solutions, degrading the quality of the final solutions.

5.3 Comparison with Other Replacement Strategies

In this section, we compare the best algorithm based on the proposed replacement
strategy, SGA-ConDiv-NN, against different SSGAs that use the replacement strate-
gies described in Sect. 3. Table 2, shows these algorithms along with their main
features.

Table 2. Algorithms based on other replacement strategies

Algorithm Replacement Strategy
SGA-RTS Restricted tournament selection (ω = 5)
SGA-DC Deterministic crowding
SGA-ER Elitist recombination
SGA-KBR Keep-best reproduction
SGA-FIFO First-in-first-out
SGA-Conse Conservative strategy

Table 3 has the results. A t-test was applied in order to ascertain if differences in
the A performance for SGA-ConDiv-NN are significant when compared against the
one for the other algorithms.

Table 4 was introduced in order to analyse the results. It shows the number of im-
provements, reductions, and non differences (according to the t-test results in Table
3) in the A performance for SGA-ConDiv-NN with regards to the one for the other
algorithms.

The table shows that SGA-ConDiv-NN outperforms all the other algorithms, be-
cause it improves their results on a great number of functions and never achieves a
worse A performance measure. The source of diversity for these algorithms is the
same than for SGA-ConDiv-NN since they use the same mating and recombination
strategies. The difference between them is the way in which diversity is retained
by the replacement strategies. The promising results of the proposal reveal that it
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Table 3. Results for the comparison

fsph fRos fSch
Algorithm A B A B A B
SGA-RTS 9.2e−17 + 5.7e−20 2.1e+01 ∼ 1.5e+01 1.6e+01 + 2.1e+00
SGA-DC 9.4e−32 + 6.5e−33 2.1e+01 + 2.0e+01 1.2e+01 + 3.8e+00
SGA-ER 8.0e−46 + 2.3e−47 2.1e+01 ∼ 2.0e+01 3.8e−01 + 7.6e−02
SGA-KBR 2.8e−12 ∼ 6.2e−14 2.3e+01 ∼ 1.5e+01 1.4e−01 + 1.9e−02
SGA-FIFO 1.9e−02 + 9.3e−12 2.5e+01 + 2.1e+00 5.5e+01 + 3.6e−01
SGA-Conse 7.0e−03 ∼ 2.2e−12 3.2e+01 + 4.5e+00 1.2e+02 + 7.8e−01
SGA-ConDiv-NN 4.3e−50 7.5e−52 2.0e+01 1.9e+01 5.9e−02 6.9e−03

fRas fGri e f10
Algorithm A B A B A B
SGA-RTS 6.8e−01 ∼ 3.3e−10 6.6e−03 + 1.1e−18 1.4e−02 + 1.3e−09
SGA-DC 2.2e+01 + 3.2e+00 4.3e−08 ∼ 90.0 % 9.6e−15 + 3.0e−15
SGA-ER 2.6e+00 + 8.0 % 8.9e−04 ∼ 84.0 % 4.7e−25 + 1.3e−25
SGA-KBR 5.4e−01 ∼ 1.9e−10 2.0e−03 ∼ 6.6e−11 8.8e−03 + 1.8e−03
SGA-FIFO 1.0e+00 + 1.2e−08 3.7e−02 + 8.7e−09 4.5e−01 + 4.0e−06
SGA-Conse 1.2e+00 + 2.8e−04 4.3e−02 + 1.5e−08 3.7e−01 + 3.1e−11
SGA-ConDiv-NN 4.4e−01 56.0 % 3.5e−04 86.0 % 4.8e−26 7.4e−27

Pf ms Psle PCheb
Algorithm A B A B A B
SGA-RTS 5.7e+02 + 6.1e+01 7.0e+01 + 6.7e+00 4.8e+00 + 4.6e−15
SGA-DC 2.8e+02 ∼ 3.4e+01 2.4e+01 ∼ 2.5e+00 3.9e+00 + 2.4e−05
SGA-ER 3.2e+02 ∼ 2.1e+01 5.1e+01 + 1.3e+00 3.4e+00 ∼ 3.0e−17
SGA-KBR 3.3e+02 ∼ 5.5e+01 6.9e+01 + 3.0e+00 7.9e+00 + 1.1e−15
SGA-FIFO 1.6e+03 + 3.6e+02 2.2e+02 + 4.1e+01 1.7e+01 + 5.8e−07
SGA-Conse 1.5e+03 + 1.5e+02 2.5e+02 + 2.6e+01 1.8e+01 + 4.0e−04
SGA-ConDiv-NN 2.9e+02 2.8e+00 3.1e+01 5.7e−01 1.5e+00 2.0e−26

Table 4. SGA-ConDiv vs. the other algorithms

Algorithm Num. Impr. (+) Num. Red. (−) Num. Non Diff. (∼)

SGA-RTS 7 0 2
SGA-DC 6 0 3
SGA-ER 5 0 4
SGA-KBR 5 0 4
SGA-FIFO 9 0 0
SGA-Conse 8 0 1

conserves those elements (the more diverse and with the higher quality) that al-
low the search process to be driven towards better regions than by means of the
other strategies. Thus, we conclude that it is an adequate replacement strategy for
SSGAs.
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6 Conclusions

This paper presented a replacement strategy for SSGAs that attempts to promote use-
ful diversity by considering the merit of the offspring as solution and its contribution
of diversity to the population. It attempts to replace an individual that is worse than
the offspring with regards to these two factors, obtaining two benefits simultane-
ously: an increase of the population diversity and an improvement on the quality of
its solutions. The principal conclusions derived from the results of the experiments
carried out are the following:

1. The ConDiv-NN measure of the contribution of diversity is the best choice for
designing the proposed strategy. However, other measures (such as ConDiv-AIU)
allow the effectiveness of the strategy to be exhibited as well, with regards to a
standard SSGA.

2. The proposal is a suitable replacement strategy for SSGAs. Its effects on SSGA
performance are more decisive than the ones derived from the use of other re-
placement strategies presented in the GA literature.

3. These results confirm that the replacement strategy is a determinant issue to take
into account for designing effective SSGAs.

Finally, we should point out that extensions of the proposed replacement strategy
may be followed in four ways: 1) consider additional features of the chromosomes for
deciding which individual should be replaced, such as their age, average distance to
their k nearest neighbours, distance to a neighbouring subpopulation (in a distributed
SSGA framework), etc., 2) design similar replacement strategies for working under
other types of coding (such as binary-coding, order-based codings, codings used for
the genetic programming, etc.), and 3) study the effects of the application of this
strategy on nonstationary problems.
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Summary. Nowadays a lot of libraries and software systems for Evolutionary Computation
(EC) are in existance. Unfortunately, an EC created by one of those can rarely be exchanged
between them. In recent works different Soft Computing methods are modelled by using XML
notation to overcome this problem. But to be able to model ECs in, e.g., XML notation, a
concept is needed which allows the hierarchical description of ECs. This paper proposes a
hierarchically modelling concept for Evolutionary Computation which allows the description
of ECs as EC-hierarchy on an abstract level. A created EC-hierarchy can be mapped on every
notation which is capable of representing tree-like structures like XML or hierarchy-oriented
programming languages. Such a hierarchical model could be used for exchanging ECs be-
tween software systems, libraries as well as researchers.

Key words: EC-Hierarchy, Hierarchical Model, EC-Model, Evolutionary Computation, Al-
gorithm Design

1 Introduction

The term Evolutionary Computation (EC) subsumes all computational models that
are inspired by natural evolution like Genetic Algorithms (GA), Genetic Program-
ming (GP), Evolutionary Strategies (ES) and so on. Each of them represents a huge
variety of algorithms, which differ in their configuration and used operators.

If one wants to adopt an implemented or newly published algorithm, one has to
reprogram or translate the algorithm in the worst case (especially, if one wants to
deploy it on another platform or in another programming language). Furthermore,
created and defined ECs can rarely be exchanged between software systems and EC
libraries.

In recent works Soft Computing methods are modelled by using XML, as shown
in [4], to overcome the mentioned problems. XML [5] is a platform-independent and
text-based notation for describing data or structures hierarchically and is in general
considered as one of the major future achievements for distributing and exchanging
documents and data via internet. For instance, EAML [3] is used to model Evolution-
ary Algorithms (EAs) hierarchically with XML notation. Every EA is built up by a
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hierarchical order of XML elements which represent the different genetic operators
and methods. This way, a semantic model is constructed: the kind of order and the
nesting of the elements represent the specific EA.

To be able to model or develop ECs in, e.g., XML notation, a concept is needed
which allows the hierarchical description of ECs. This paper proposes a hierar-
chically modelling concept for ECs which allows the description of ECs as EC-
hierarchy on an abstract level.

Generally speaking, a hierarchical model specifies elements of a domain to de-
scribe an instance of this domain by arranging the appropriate components in a tree-
like manner, whereby the nested order possesses semantics like contains, is made of,
kind of and next step(s) as depicted in Fig. 1.

Fig. 1. Nested order possesses semantics like (a) contains, (b) is made of, (c) kind of and
(d) next step(s)

A complete EC can be described by arranging its components hierarchically
forming this way an EC-hierarchy. The flow of individuals is specified by an
operator-hierarchy describing this way a major part of the EC. Each genetic oper-
ator is used to create a certain number of offspring. The produced offspring can be
created by single operators or being processed by further nested genetic operators.
Such mechanisms are used, e.g., in Simple GAs, where, after one-point crossover,
the individuals are additionally mutated.

The proposed hierarchically modelling concept allows the description of ECs
on an abstract level. Thereby, only the algorithm of an EC is described. The oper-
ators and methods are considered as atomic units, i.e., their internal procedure and
structure aren’t described. A created EC-hierarchy can be mapped on every notation
which is capable of representing tree-like structures like XML or even hierarchy-
oriented programming languages like Lisp. Such a mapped EC-hierarchy can be used
as a model of the EC for exchange and interpretation by software systems.

This paper is organized as follows. Section 2 derives the hierarchical model and
notation. The usage together with an example is shown in Sect. 3. In Sect. 4 some
conclusions are drawn with an outlook to future works.



Hierarchical Modelling of Evolutionary Computation 99

2 Hierarchical Model

2.1 Representation

Let REP be the representation of genomes realized as an ordered rooted m-ary tree
with directed edges, i.e., a tree with exactly one root node and every internal node
can have up to m children, whereby these children are ordered from left to right.
Equation (1) defines REP as tree with a set V of Nnodes nodes (represented by unique
indices) and a set E of directed edges. Here, an edge is a relation defining an ordered
tuple 〈a,b〉 where node a directs to node b. All edges directing to the children of a
given node x are a set of edges Enode(x) with a maximum cardinality of m. The node
x is a leaf if Enode(x) = /0. If 0〈‖ Enode(x) ‖≤m then the node x is an internal node of
the tree. A node x can have a value which can be obtained with VALnode(x).

REP = (V,E)
V = {1, . . . ,Nnodes}, E ⊂V ×V = {〈a,b〉|∀a,b ∈V}

Enode(x) = {〈a,b〉|a = x} ⊆ E

VALnode(x) : V → R , VALnode(x) := value of node x (1)

In Fig. 2 a sample tree as REP is shown. The defined representation is the general
basis of all possible representations used for an EC. Every further representation for
a specific EC has to be derived from REP by defining a structure onto the tree as
depicted in (2).

S(REP) = 〈Ndec , DEFS = {DEF(1), . . . ,DEF(n)}〉
DEF(i) = 〈ID(i),VAL(i)min,VAL(i)max,ARITY (i)min,ARITY (i)max〉
VAL(i) = {v | v ∈ [VAL(i)min,VAL(i)max] ∧ v ·10Ndec ∈ Z}

VALnode(i) ∈ VAL(i) (2)

The structure of a representation S(REP) is a pair consisting of the number of
allowed decimal places Ndec for the values of the nodes (VALnode(x)) and a set DEFS

Fig. 2. (A) A sample tree with V = {1,2,3,4,5,6} and E = {〈1,2〉,〈1,3〉,〈2,4〉,〈3,5〉,〈3,6〉}.
E.g., the internal node 3 has the children Enode(3) = {〈3,5〉,〈3,6〉}. (B) A sample tree repre-
senting a list with V = {1,2,3} and E = {〈1,2〉,〈2,3〉}. The node 3 is a leaf, because it has
no children (Enode(3) = /0). (C) A sample hypergraph H = (X ,ε) with X = {1,2,3,4,5} and
ε = (Ei)i∈{0,1} = {{1,2,3},{3,4,5}}
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containing any number of DEF tuples. A DEF tuple contains an ID and two inter-
vals: one for the valid range of symbols (values) for this definition and one for the
possible number of children nodes (the arity) for which DEF represents the parental
node. A DEF tuple can be understood as a kind of a node. To avoid illegability by
using to much indices the notation DEF(i) is used instead of DEFi. With ID(i), e.g.,
a name for this definition can be given as string, symbol or whatever. The value of a
node x determined by VALnode(x) must be an element of the VAL(x) set as depicted
in (2) (by considering the maximum number of decimal places Ndec).

To describe a structure of representation S(REP) hierarchically, the following
notation can be used:

representation decs =...
def id =... valmin =... valmax =... aritymin =... aritymax =...
def id =... valmin =... valmax =... aritymin =... aritymax =...

It’s introduced with the term for this EC component (representation) which
represents S(REP) followed by the parameter decs which defines Ndec. After this,
with an appropriate indentation, the DEF(i) tuples follow (each a line). Each pa-
rameter of the DEF(i) tuples is given with the following meaning: id = ID(i),
valmin = VAL(i)min, valmax = VAL(i)max, aritymin = ARITY (i)min and aritymax =
ARITY (i)max.

To describe a tree for the operations multiplication and minus-sign, e.g., for a
Genetic Programming method, the following structure could be defined:

S(REP) = 〈0,{〈“∗ ”,1,1,2,2〉,〈“− ”,2,2,1,1〉,〈“X”,3,3,0,0〉}〉 (3)

The operation with the ID “*” possesses exactly two children nodes, because
it’s a binary operation. The sign (as in −8) possesses only one child node. And the
terminal node with ID “X” possesses no children nodes. Each DEF(i) tuple has
its unique VAL(i) set (VAL(i)min = VAL(i)max) as usual in Genetic Programming.
For GP approaches all VAL(i) sets should be disjoint, because in this case VAL(i)
represents a single symbol. Therefore, Ndec is set to 0.

In hierarchical notation this would look like:

representation decs = 0
def id = ‘‘*" valmin = 1 valmax = 1 aritymin = 2 aritymax = 2
def id = ‘‘-" valmin = 2 valmax = 2 aritymin = 1 aritymax = 1
def id = ‘‘X" valmin = 3 valmax = 3 aritymin = 0 aritymax = 0

There are three lines for the DEF(i) tuples (‖DEFS ‖= 3). Each of them defines
a tuple with all its attributes.

To describe a list (or vector) derived from REP, as depicted in Fig. 2, e.g., for a
Genetic Algorithm approach, the following structure could be defined:

S(REP)list = 〈∞,{〈INTERNAL,−∞,+∞,1,1〉,〈LEAF,−∞,+∞,0,0〉}〉
S(REP)bit−string = 〈0,{〈INTERNAL,0,1,1,1〉,〈LEAF,0,1,0,0〉}〉 (4)

This shows that the ranges defined with VAL(i) intervals/sets are allowed to over-
lap. In the proposed modelling concept a list is understood as special case of a tree:
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all internal nodes posses exactly one child node up to the leaf node. In S(REP)list

two types of nodes are defined: INTERNAL and LEAF and each of them allow every
value of R as value for the node x (i.e., VALnode(x) ∈ (−∞,+∞)). S(REP)bit−string

defines a bit-string as list with a range for VALnode(x) of VAL(x) = [0,1]. But bit-
strings uses only the symbols 0 and 1 and not every possible value between them.
Therefore, Ndec is set to 0 which leads to VAL(x) = {0,1}.

In hierarchical notation S(REP)list would look like:

representation decs = inf
def id = INTERNAL valmin=-inf valmax=+inf aritymin=1 aritymax=1
def id = LEAF valmin=-inf valmax=+inf aritymin=0 aritymax=0

The S(REP)bit−string can be derived from S(REP)list by only changing the
VAL(i) set and Ndec:

representation decs = 0
def id = INTERNAL valmin=0 valmax=1 aritymin=1 aritymax=1
def id = LEAF valmin=0 valmax=1 aritymin=0 aritymax=0

If all representations are derived from REP by describing S(REP), each genetic
operator and further method working on REP representations needs to be defined and
implemented only one time. Most EC libraries implement their operators multiple
times for each used and fix-implemented data-structure. This is not very efficient. By
using the introduced concept one needs to define the operators only one time and can
use them on every data-structure derived from REP.

2.2 Individuals

The main objects considered in ECs are the individuals. An individual has the struc-
ture as depicted in (5).

INDx = 〈REPx,EVALx,FITx〉 (5)

Each individual possesses the data structure represented by a REP tree. Addition-
ally, it has an evaluation and fitness value. The objective function of the EC computes
the evaluation value. The fitness value represents the feasibility of this individual to
solve a given task and is computed by the fitness function. Up to now, individuals
aren’t part of the structure of an EC. Therefore, no hierarchical notation is needed.

2.3 Genetic Operators

A genetic operator O can be understood as a transformation of instances of REP
representations of individuals. Primarily, three types of genetic operators are used:
unary, binary and n-ary operators. An n-ary operator On−ary working on n indi-
viduals can be defined as shown in (6). It takes n individuals IND as well as
the defined structure of the representation S(REP) and returns n new (modified)
individuals valid according to S(REP). Unary operators (e.g., for mutation) as
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well as binary operators (e.g., for crossover) are special cases of n-ary operators
with n = 1 (Ounary = O1 : S(REP)×{IND} → {IND}) and n = 2 (Obinary = O2 :
S(REP)×{IND}×{IND}→ {IND}×{IND}), respectively.

O = On−ary = On : S(REP)×Πn
i=1{IND}i →Πn

i=1{IND}i (6)

S(REP) is needed for operators which want to change values of nodes or the
structure of the tree (e.g., mutation operators). These modifications must be done
according to the VAL(x) and ARITY(x) intervals to maintain the validity of REP
representations.

All used genetic operators O of an EC have to be modelled within the proposed
hierarchical model. For this, an operator-hierarchy is introduced which contains all
operators as lists and sequences. The hierarchical order defines the dependencies
between the operators. Furthermore, the individual flow is described which yields to
the new recombined individuals for the next generation. In (7) the operator-hierarchy
OH is defined as finite sequence of operator nodes ON. This sequence represents
the top-level of the operator-hierarchy. Each operator node ON consists of the actual
genetic operator (O), its name (ONname), a rate (ONrate), its probability (ONprob), a
set of parameters (ONparam) and an ordered sequence of other subordinated operator
nodes (ONsucc) building this way the hierarchy.

OH = (ONi)k
i=1

ON = (O,ONname,ONrate,ONprob,ONparam = {PARi},ONsucc = 〈ONi〉si=1)
ONrate ∈ [0;1] , ONprob ∈ [0;1]

PAR = (PARname,PARvalue) (7)

In the hierarchical model, an operator-hierarchy can be defined as follows:

operators
operator name=... rate=... prob=...

param name=... value=...
operator name=... rate=... prob=...

operator name=... rate=... prob=...

OH is represented by the term (operators) which can contain any number of
operator nodes (ON). All subordinated operators are defined by using an appro-
priate indentation. The resulting individuals of one operator node are used as in-
put sub-population for the operators in sequence ONsucc. As input for all operator
nodes directly nested under operators the whole current population is used. The
proportioning of the input individuals to the operator nodes on the same level is
ruled according to the rates defined with ONrate.

2.4 Initializer

Initializing functions (“initializer”) are defined as shown in (8). They get n parame-
ters as well as a defined structure of representation and return valid trees according
to S(REP). In this sense they are “tree generators”.
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I : {PAR}n×S(REP)→ REP (8)

Luke and Panait showed in a comparative study [1] that the choice of the used
initializing operator has no influence on the achievable best fitness. The differences
of the operators are, e.g., the size of the generated trees or the distribution of the
nodes. Therefore, a complex hierarchy of initializing methods is not neccessary. In
the hierarchical model, initializer can be defined as follows:

initializer
method name=...

param name=mindepth value=...
param name=maxdepth value=...

An initializing method possesses a name, and optionally a minimum (mindepth)
and a maximum depth (maxdepth). The name means the type of initializing opera-
tor (e.g., growth, full or ramped-half-and-half). The minimum and maximum depth
define an interval of valid numbers of level the generated trees may have. A typical
initializer for GP tasks is:

initializer
method name=ramped-half-and-half

param name=mindepth value=2
param name=maxdepth value=6

If you set mindepth = maxdepth you define trees of the same length. This is
neccessary if you use a S(REP)list or S(REP)bit−string description and you want to
create fixed length lists. For this, you would need the full method which creates full
trees. The following initializer creates lists with a fixed length of 10:

initializer
method name=full

param name=mindepth value=10
param name=maxdepth value=10

2.5 Evaluator

Each new initialized and modified individual has to be evaluated to determine its fea-
sibility for a given problem. The evaluator function E gets an individual and returns
its evaluation value as shown in (9). In the literature this evaluator function is often
called the objective function.

E : IND→ R (9)

Because the objective function is unique to each given problem no standard op-
erators can be defined in a reasonable way. Although no operators can be given, the
evaluator can be described at least by using comments:

evaluator
comments on the used approach (compute the hamming

distance etc.)
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2.6 Fitness Functions

After evaluating the individuals, their actual fitness have to be computed. This fitness
value is used by all other processes like selection, sorting, replacement etc. as the
final value of feasibility of an individual. Equation (10) shows the definition of fitness
functions. They take n parameters as well as the actual individual to be processed.

F : {PAR}n×{IND}→ R (10)

In the hierarchical model, fitness functions can be defined as follows:

fitness
method name=...

param name=... value=...

They only consist of the name of the used method as well as optional parameters.
The normalizing fitness could simply look like:

fitness
method name=normalized

2.7 Population

In EC terms a population is a set of λ individuals and can be defined as shown in
(11).

P = (IND1, . . . , INDλ) (11)

Although standard ECs only use an unstructured population (each individual can
mate with each other), in recent works structures are defined onto populations (each
individual can mate only with its neighbors).

Sprave proposed in [2] to use hypergraphs for modelling population structures.
In (1) REP is defined as tree. There, an edge is an ordered pair 〈a,b〉 defining a
directed connection between vertices. A graph is the general concept of a tree: each
edge is usually defined as (unordered) pair (a,b). But each edge possesses exactly
two vertices. Instead of a pair, a hypergraph uses a set for each edge. This way, a
single edge can “group” together any number (> 0) of vertices. The pair H = (X ,ε)
is a hypergraph as depicted in Fig. 2. X is a set of vertices and each vertex is the index
number of an individual. ε = (Ei)i∈I is a family of subsets, whereby each subset Ei

is an edge.
In the hierarchical model, populations can be defined as follows:

population size = ...
type or description of structure

Sprave’s modelling concept can be used directly in the proposed hierarchical
model. Each edge Ei can be understood as a group of individuals. A graph can be
represented by using an incidence matrix whose lines are the vertices and columns
are the edges. If a vertex (individual) is contained in an edge (group), a 1, otherwise a
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0 is set to the position in the matrix, as shown below. Incidence matrices can be used
as description of population structures. Each line is represented by the index number
of an individual. Thus, only the edges need to be defined. But only those entries need
to be defined which has a 1 in the matrix (whereby the appropriate index numbers of
the individuals are used):

population size = 5
group

1 2 3
group

3 4 5

⎛
⎜⎜⎜⎜⎝

E0 E1

1 1 0
2 1 0
3 1 1
4 0 1
5 0 1

⎞
⎟⎟⎟⎟⎠= incidence matrix

This example is shown in Fig. 2 and uses five individuals and defines two groups
(edges): E0 = {1,2,3} and E1 = {3,4,5}. For instance, the neighbors of individual
2 are 1 and 3 (2 ∈ E0). But the neighbors of 3 are all defined individuals because
3 ∈ E0∧3 ∈ E1.

Of course, implementations of this concept should pre-define the frequently used
structures, like the following for unstructured (panmictic) populations:

population size = 1000
panmictic ⇔

population size = 1000
group

1 2 ... 999 1000

A panmictic population structure possesses only one edge (group) containing all
vertices (individuals): H = (X ,ε),X = {1, . . . ,λ},ε = (X).

2.8 Selection

The selection function as depicted in (12) picks out an individual from a popula-
tion according to its fitness. It takes n parameters as well as the population to be
processed. The first individual for mating is selected out of the global population. All
further individuals (e.g. the second one for crossover operators) have to be selected
locally relative to the first individual according to the defined population structure.
For this, only a (sub-)population, consisting of the neighboring individuals, is given
to the selection function.

S : {PAR}n×P → IND (12)

In the hierarchical model, selection functions can be defined as follows:

selection
method name=...

param name=... value=...

The well-known tournament selection with, e.g., four competitors can be de-
scribed as follows:

selection
method name=tournament

param name=number value=4
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2.9 Replacement Scheme

After creating offspring individuals, they have to be inserted into the population of
the next generation. For this, replacement schemes as defined in (13) are used. A
scheme gets n parameters and the current population P(t) as well as the produced
offspring and returns the new population P(t+1) as next generation.

R : {PAR}n×P(t)×Po f f spring →P(t+1) (13)

In the hierarchical model, replacement schemes can be defined as follows:

replacement local=true|false
method name=...

param name=... value=...

They need an attribute which determines, whether the replacement shall be done
relative to the whole population (local=“false") or to the selected parents of the off-
spring (local=“true"). For instance, the Generational Replacement is thought to re-
place the whole population:

replacement local=false
method name=delete-N-last

param name=N value=100%

The Steady-State Replacement works only on the sub-population of selected
parental individuals:

replacement local=true
method name=delete-N-last

param name=N value=2

Replacement schemes can be modelled by determining the set of individuals
(whole population, parental sub-population) and the method of replacing a certain
number of individuals. Please notice that both replacement schemes could be mod-
elled with the same Delete-N-Last Replacement method as known from literature.

2.10 Evolutionary Computation Model

In the previous sections all components of an EC are defined. Based on these, an EC
can be finally defined as 9-tuple as shown in (14).

EC = (PARAM = {PARi},S(REP),P,S,OH,R,I,E ,F) (14)

An EC needs some global parameters (PARAM), the structure of the represen-
tation (S(REP)), a population (P), a selection method (S), an operator-hierarchy
(OH), a replacement scheme (R), an initializing method (I), an objective function
(E) and a fitness function (F).
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This leads to the basic skeleton of the hierarchical model:

EC
param name=... value=...

representation decs=...

population size=...

selection

operators

replacement local=...

initializer

evaluator

fitness

The hierarchical notation of each component is nested into the root called EC.
The order of components is unimportant. An example for this hierarchical model is
given in the next section.

3 What’s the Use of It?

The hierarchical modelling allows a more abstract and programming-language-
independent description of ECs. This is neccessary if one wants to exchange ECs
between different software systems or libraries. But for a better understanding a sim-
ple example is designed in the following.

Assumed that an EC is needed which is capable of evolving a sequence of ten
bits (bit-string), like 1010101010, to solve a given problem. For this, the well-known
Simple GA (SGA) shall be used. A suitable EC-hierarchy can be defined as follows:

EC
param name=number_of_elitists value=1
param name=number_of_offspring value=100

representation decs=0
def id = INTERNAL valmin=0 valmax=1 aritymin=1 aritymax=1
def id = LEAF valmin=0 valmax=1 aritymin=0 aritymax=0

population size=100
panmictic

selection
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method name=roulettewheel
operators
operator name=onepointcrossover rate=100 prob=0.9

param name=sameCuttingPoint value=true
operator name=pointmutation prob=0.01

replacement local=false
method name=delete-N-last

param name=N value=100%
initializer
method name=full

param name=mindepth value=10
param name=maxdepth value=10

evaluator
...comments on your used objective function...

fitness
method name=identity

As representation the structure of a bit-string is defined. The range for VALnode(x)
is set to VAL(x) = {0,1}. In SGA each individual can mate with each other, i.e., the
population is panmictic. The proportional selection (roulettewheel) is used in SGA.
The offspring is generated by applying the one-point crossover followed by a point
mutation on the results of the crossover operator. This is described by nesting the ge-
netic operators appropriately. Additionally, the crossover operator uses the same cut-
ting point for each individual maintaining this way the same length of the bit-strings
(lists). The Generational Replacement is used in SGA. The initial population is ini-
tialized by creating individuals of the same length (=10). This hierarchical model
describes the needed EC.

To use this concept with a given EC library, one has several possibilities. For
instance, an interpreter can be implemented which uses the functionality of a library
to realize the EC-hierarchy. It’s imaginable to implement a software generator which
generates source-code which uses the functionality of a library to realize the EC-
hierarchy. One could implement a procedure which simply configures a library or
software system (if possible) to support the EC-hierarchy functionality.

Another way to use it in practice is to write it down, e.g., as XML document. An
XML document consists of so-called elements written in the following notation:

< NameOfElement
Attribute[i].name = "Attribute[i].value"

>
content (...further nested elements...)

</ NameOfElement>

Each element is introduced by a start-tag (<NameOfElement>) and finished
with an end-tag (</NameOfElement>). Enclosed in these both tags the element-
content is written. Depending of the element-type an attribute-list containing further
parameters can be specified. Attributes are able to carry default-values and haven’t
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to be specified explicitly. Some elements might also contain further nested elements
building this way an element-hierarchy. But if an element contains no further nested
ones, the following shortcut-notation can be used:

< NameOfElement
Attribute[i].name = "Attribute[i].value"

/>

The EC-hierarchy can be mapped directly to an element-hierarchy:

< EC>
< param name="number_of_elitists" value="1" />
< param name="number_of_offspring" value="100" />

< representation decs="0">
<def id="INTERNAL" valmin="0" valmax="1"

aritymin="1" aritymax="1" />
<def id="LEAF" valmin="0" valmax="1"

aritymin="0" aritymax="0" />
</ representation>
< population size="100"> <panmictic /> </ population>
< selection> <method name="roulettewheel" /> </ selection>
< operators>

<operator name="onepointcrossover" rate="100"
prob="0.9" >

<param name="sameCuttingPoint" value="true" />
<operator name="pointmutation" prob="0.01" />

</operator>
</ operators>
< replacement local="false">

<method name="delete-N-last">
<param name="N" value="100%" />

</method>
</ replacement>
< initializer>

<method name="full">
<param name="mindepth" value="10" />
<param name="maxdepth" value="10" />

</method>
</ initializer>
< evaluator> ...comments on your used objective

function... </ evaluator>
< fitness> <method name="identity" /> </ fitness>

</ EC>

An EC described this way can be used in various ways. One can give this XML
document directly to an interpreter which realizes the appropriate functionality. But
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XML documents can also be translated into runnable source-code [3] covering the
modelled functionality or into latex or HTML files realizing this way an automated
documentation.

To translate XML documents into source-code one can develop or use appropri-
ate software generators or style-sheets created to produce source-code. These style-
sheets can be used directly with so-called XSL(T) processors which are programs
able to translate them. But XSL(T) processors are also used within WEB servers
as extensions. Thus, one can imagine that it’s possible to setup WEB servers able
to translate specific EC models written in XML. Furthermore, one can imagine to
perform the modelled functionality of an EC model server-sided and to return the
results.

4 Conclusions and Future Work

This paper introduced a hierarchical way of specifying ECs. All representations are
based on a tree. Different genome structures (e.g., lists) can be realized by defin-
ing a structure onto the tree. The individuals can be grouped together as neighbors
by defining a structure onto the population. Genetic operators build an operator-
hierarchy to realize the flow of individuals. All components of an EC can be arranged
in a tree-like manner forming this way the EC-hierarchy.

Such an EC-hierarchy can be used to describe and transfer ECs on an abstract
level. XML can be used as one possible notation for representing EC-hierarchies
(whereby every notation capable of describing hierarchical structures can be used).
A hierarchical model can be used for exchanging ECs between software systems,
libraries as well as researchers. They can even be interpreted or translated by software
generators.

The proposed concept can only be a first step towards hierarchical modelling of
ECs. A lot of advanced mechanisms aren’t considered yet. E.g., it should be extended
for multiple objective optimization tasks. For this, an INDx should contain not only a
single EVALx, but a finite sequence of EVALx values. Furthermore, multiple popula-
tions should be integrated for parallel ECs. As the individuals of one population, the
structure of a set of populations themself could be described by using hypergraphs,
too. Finally, the definition of grammars for the representation should be possible,
too.
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Summary. Several important applications require a time-dependent (on-line) in which ei-
ther the objective function or the problem parameters or both vary with time. Several studies
are available in the literature about the use of genetic algorithms for time dependent fitness
landscape in single-objective optimization problems. But when dynamic multi-objective opti-
mization is concerned, very few studies can be found. Taking inspiration from Artificial Life
(ALife), a strategy is proposed ensuring the approximation of Pareto-optimal set and front
in case of unpredictable parameters changes. It is essentially an ALife-inspired evolutionary
algorithm for variable fitness landscape search. We describe the algorithm and test it on some
test cases.

1 Introduction

Several important applications require a time-dependent (on-line) multiobjective op-
timization in which either the objective function or the problem parameters or both
vary with time. In handling such problems, there exist not many algorithms and cer-
tainly there is a lack of test problems to adequately test a dynamic multi-objective
evolutionary algorithm.

In this paper we refer to (eventually on-line) of time-varying systems, where (i)
the optimal controller is time-dependent (because the system’s properties are time-
dependent), and (ii) several objectives have to be optimized at the same time. In
[6] the authors and K. Deb gave a full formulation of the resulting multiobjective
dynamic nonlinear optimization problem, and they formulated some continuous and
discrete test problems where the time dependent Pareto-optimal solutions are known
analytically.

Optimal design of controllers is a classical field of application for evolutionary
computation and. Once closed loop stability is assured, several additional criteria for
performances improvement can be considered such as maximum overshooting min-
imization, settling time minimization and rise time minimization, in order to design
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stable and powerful controllers. Several examples of such optimization procedure are
available in literature in case of static design problems, that is when the optimization
is to be performed off-line and when the model of the system (the plant or the de-
vice) is not time dependent. Two early examples can be found in [7] where some
controllers (among which an H2/H∞ one) are optimized with an EMO algorithm.
Another classical application of EMO for static controllers optimization consider
fuzzy rule set optimization for fuzzy controllers, some examples can be found in
[8, 9].

When considering dynamic single-objective optimization problems, several stud-
ies are available in the literature [5, 10, 11, 12] about the use of genetic algorithms
for. Major modifications in the operators are required for a prompt reaction to time
dependent changing. Moreover, several non-GA strategies for dynamic optimization
procedure for single objective problems are also proposed in the literature. But when
is concerned, very few studies are available in literature [13, 14, 15].

In [16], the authors introduced artificial-life inspired algorithm for dynamic
single-objective optimization problems. may be defined as a lower bound for AI
following the idea that “the dumbest smart thing you can do is stay alive”. This
funny motto has deep meaning when ALife is considered for computational purposes
[17, 18]. If life and interactions among individuals in a changing environment is it-
self a type of intelligence, it may be exploited for developing searching algorithms.
While classical evolutionary algorithms (GA and ES) consider Darwinian evolution
as a type of intelligence to be exploited [19], the proposed method uses life of indi-
viduals in a population as a basic form of intelligence and exploits this for search in
a dynamic environment.

In this paper, we make an attempt to extend this approach to dynamic multi ob-
jective test cases.

2 Problem Setting and Test Cases Description

A dynamic non-linear multiobjective problem can be defined in the following way

Definition 1. Let t be the time variable, V and W be n-dimensional and M-
dimensional continuous or discrete vector spaces, g and h be two functions defin-
ing inequalities and equalities constraints and f be a function from V× t to W. A
dynamic non-linear multi-criteria (minimum) optimization problem with M objec-
tives is defined as: {

min
v∈V

f = { f1(v, t), . . . , fM(v, t)}
s. t.g(v, t)≤ 0, h(v, t) = 0 .

In problem 1 some variables are available for optimization (v) and some other (the
time t) are imposed parameters being independent from optimization variables; both
objective functions and constraints are parameter-dependent. A more general defini-
tion of the problem can be found in [15].
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Definition 2. We call at time t (SP(t)) and at time t (FP(t)) the set of Pareto-optimal
solutions at time t in design domain and objective domain, respectively.

Unlike in the single-objective optimization problems, here we are dealing with
two different search spaces: decision variable space and objective space. Therefore,
the following are the four possible ways a problem can dynamically change. Type I:
The Pareto-optimal set (optimal decision variables) SP changes, whereas the pareto-
optimal front (optimal objective values) FP does not change. Type II: Both SP and
FP change. Type III: SP does not change, whereas FP changes. Type IV: Both SP

and FP do not change, although the problem can dynamically change.
A straightforward extension of ZDT and DTLZ test problems developed earlier

[20, 21] for two and higher objectives can be considered in order to insert time depen-
dance factors into multiobjective optimization test cases [15]. As it is well known,
ZDT and DTLZ problems provide different difficulties which may be encountered
when considering real-life multiobjective optimization problems: non-concavity, dis-
continuity, deceptiveness, presence of local fronts, etc.

When solving dynamically changed problems, such difficulties may transform
themselves from one of the above features to another with random sudden jumps
or with a gradual change. A generic test problem for such a dynamic situation is
presented in the following equation:

min
x

( f1(x), f2(x)) = ( f 1(xI),g(xII) ·h(xIII , f1,g)) (1)

where xI ,xII and xIII are subsets of design variables set x. In the above test problem,
there are three functions f1,g, and h. In the original paper, the following functions
were suggested:

f1(xI) = x1, g(xII) = ∑
xi∈xII

x2
i , h( f1,g) = 1−

(
f1

g

)2

. (2)

Each of them can change dynamically or in combination. In dynamic multi-objective
test cases the functions f1,g and h are re-defined in terms of three new time depen-
dent functions F,G and H.

In this paper we consider only one test case the FDA1 (see [22]):

Definition 3 (FDA1). Type I, convex POFs⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

f 1(xI) = x1,

g(xII) = 1+ ∑
xi∈xII

(xi−G(t))2,

h( f1,g) = 1−
√

f1
g ,

G(t) = sin(0.5πt), t = 1
nt
� τ
τT
�,

xI = (x1) ∈ [0,1], xII = (x2, . . . ,xn) ∈ [−1,1] .

(3)

Here, τ is the generation counter, τT is the number of generation for which t remains
fixed, and nt is the number of distinct steps in t. The suggested number of variables
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Fig. 1. SP(t) for FDA1, first two decision variables, 24 time steps

Fig. 2. FP(t) for FDA1, 24 time steps

is n = 20,τT = 5, and nT = 10. In this problem the Pareto optimal front does not
change, while the optimal set (in search space) suddenly change over time every τT

iterations (as shown in Fig. 2 and Fig. 1 respectively). The task of a dynamic MOEA
would be to find the same Pareto-optimal front f2 = 1−√ f1 every time there is a
change in t.
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3 Outline of the ALife-Inspired Algorithm
for Dynamic Multiobjective Optimization Problems

GAs are based on the simulation of nature evolution and the exploitation of Dar-
winian natural selection operators; they consider coded strings as genotypes of indi-
viduals. For this reason they may be defined a low level evolution imitation, where
artificial operators are considered imitating natural operators on genes. On the con-
trary, the proposed algorithm is based on a population level evolution: coded strings
are considered as individuals interacting in a population, and artificial operators im-
itate interactions between individuals (like meeting, fight and reproduction). In this
approach there is no a priori selection; each individual has the same probability of
meeting another individual. In some cases, they will procreate two sons, which are
added to the population without eliminating the parent. In other cases, they will fight
and the stronger (i.e., the one that dominates in Pareto sense the other) will kill the
other one. Moreover, individuals which do not encounter anybody else can reproduce
in asexual way; hence a new individual (a mutation of his parent) is inserted in the
population. As a consequence of all these operators, the population size is variable.

The aim of the algorithm we propose is not to definitively converge, but to be
able to “sense” the changing of the Pareto optimal set or front and then automatically
follow it.

The general behaviour of the algorithm is depicted in Fig. 3. Each time an indi-
vidual is considered, he can meet or not another individual according to a probability

Fig. 3. Principle flowchart of the algorithm
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pm. If he meets someone else, either reproduction or competition can occur. Other-
wise can take place or nothing happens. The meeting probability pm is defined in
terms of the actual size Ni of the population at iteration i and the maximum size Nmax

(fixed a priori) in the following way:

pm =
Ni

Nmax
(4)

Thus for each individual a value r in [0,1] is randomly chosen. If r > pm meeting
occurs, no meeting otherwise. In this way, when the maximum individual number is
approached the meeting probability is very high and viceversa. Consequences of this
will be clearer later on.

When the meeting probability is satisfied a new individual is randomly selected
for meeting with the current individual. When two individuals meet either bisexual
reproduction or fight can occur; the probability for bisexual reproduction pbr is the
following:

pbr = 1− pm (5)

Two new individuals are then added to the population, (for further details on bisexual
reproduction see the dedicated paragraph below). If bisexual reproduction does not
occur, fight is performed between the two selected individuals; the better kills the
other one. This operator thus reduces the population size by one.

If meeting does not occur either asexual reproduction or nothing happens. Asex-
ual reproduction, which is performed with probability par (equal to pbr), adds a new
individual to the population. More details on the operators can be found in [16].

In the actual implementation of the algorithm the bisexual reproductions is the
standard random crossover operation. Thus the fight operator is the only one that
involves the evaluation of the objective functions. When fight occurs, all the objective
functions f j are evaluated for both the individuals. The dominating individual in
Pareto sense1 survives, while the dominated one dies and is eliminated from the
population. If nobody dominates the other, the algorithm eliminates the individual
with a greater number of individual in a given neighborhood. This happens in order
to preserve diversity among individuals.

The probabilistic routing strategy leads to the population size N behavior shown
in Fig. 4. As can be seen it oscillates around a probabilistic computable value satis-
fying the following logistic formula:

Ni+1 = Ni

(
1−2

Ni

Nmax

)
+

1
Nmax

; (6)

where i is the iteration index. Two limit behaviors correspond to N ∼ Nmax ⇒ pm ∼
1 and N ∼ 0 ⇒ pm ∼ 0. In the former case meeting and fight always occurs and
population size reduces. In the latter meeting never occurs and asexual reproduction

1 Let v1,v be two candidate solutions (individuals). Then v1 is said to dominate v2 in the
Pareto sense if and only if the following conditions hold: (i) fi(v1) ≤ fi(v2) for all i ∈
{1,2, . . . ,M}, (ii) f j(v1) < f j(v2) for at least one j ∈ {1,2, . . . ,M}.
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Fig. 4. Population size story compared with the computed analytical mean value

always adds one individual; consequently population size increase by one at each
iteration.

The proposed strategy is supposed to run for an indeterminate time following sys-
tem changing, without definitely converging towards a final optimum unless a static
system is considered. For test problems a fictitious maximum iteration or generation
number is imposed but it only has an obvious practical meaning. The algorithm is
extremely flexible because probability threshold values are updated at each iteration.

4 Application of the ALife-Inspired Algorithm to Test Case FDA1

For the sake of clarity, we consider a problem with a two dimensional input space
(X1,X2) and two objective functions ( f1, f2). In this way we can easily plot the prob-
lem in both domains. Moreover we consider only two changes of the Pareto optimal
set.

Since the population size is not fixed and the algorithm proceeds individual by
individual, it is not properly correct to speak of “epochs”. However we will use this
term to signify the application of the algorithm a number of times (iterations) equal
to the average size of the population.

The starting population is uniformly distributed in the search space (Fig. 5), while
the analytical optimal set is the straight line x2 = 0 (dotted line in Fig. 6). After 45
epochs (Figs. 7, 8), there is a good approximation of the Pareto-optimal set and front.
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Fig. 5. Starting population in search space
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Fig. 6. Starting Population in objective space
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Fig. 7. Population in search space at epoch 45

As it is well known a good approximation of Pareto-optimal front (and set) requires
the solution to be (i) close to the exact front (and set), and (ii) as distributed as possi-
ble on the front (and set); this two requirements are usually clashing in multiobjective
evolutionary algorithms. Due to the absence of selection pressure (there is no fitness
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Fig. 8. Population in objective space at epoch 45
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Fig. 9. Epoch 46: Sudden change of the optimal front in search space; now it becomes the
straight (dotted) line x2 = 1

based selection in the proposed algorithm) the population covers the entire front and
set. Moreover the absence of fitness based selection is one of the main differences
between the proposed algorithm and the evolution based multiobjective optimization
algorithms. During the 46th epoch there is a sudden change of the Pareto-optimal
set; now it is the straight line x2 = 1. Consequently there is a big approximation error
both in search and objective space (Figs. 9, 10). Finally after 100 epochs the popula-
tion is again a good approximation of Pareto-optimal set and front (Figs. 11, 12). As
evident the absence of fitness based selection is a drawback when speed of reaction
to time-dependent changes is concerned.

The main drawback of this algorithm is that, in general, it converges slowly (in
term of number of epochs). Moreover the converge velocity strongly depends on
the distribution of the population in search space. In fact after the sudden change
(epoch 46), the convergence to the new optimal set is much more slower than the
previous one. Slowness of ALife algorithm is a known problem. For single-objective
optimization problem there is a speed-up by introducing crossover operators that
privilege the better parent (see [16]). However this kind of operators cannot be easily
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Fig. 10. Population in objective space at epoch 46
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Fig. 11. Population in search space at epoch 100
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Fig. 12. Population in objective space at epoch 100
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introduced in the Multiobjective algorithm, because we have to keep the diversity
among the individuals (both in search and objective space).

On the other side, this algorithm has two main advantages. The first is that it
is able to automatically follow the changes a dynamic Multiobjective optimization
problem, without any external help.

The second one is that the evaluation of the objective function (being usually a
computationally expensive task or requiring a measure on the system) is needed only
when the meeting probability is satisfied and not at each iteration, as it is required
for fitness based selection in an evolution based algorithm.

5 Conclusion

In this paper we introduced an ALife-inspired evolutionary algorithm for dynamical
multiobjective optimization problems. Although not flawless, this algorithm is sim-
ple to implement and able to detect the change of objectives or constraints of the
problem, and then to follow the Pareto-optimal set and fronts.

Our work is only at a preliminary state. Further developments may be concerned
with the following considerations.

On one side, the convergence to the optimal front and set could be fastened (in
terms of number of iteration) by exploiting the information about Pareto optimality.
For example the worst individuals in Pareto sense could be automatically eliminated
(without having to fight). Or, on the other side, the Pareto optimal individuals could
gain some advantages (re-introducing in this way a kind of selection pressure).

On the other side, the number of objective function evaluation could be decreased
by changing the probability route leading to a fight (the only operator that requires
objective evaluation). The corresponding increasing of population size (fight is also
the only operator that decrease population size) may be balanced by introducing,
for example, a kind of spontaneous decay (as in ant systems) – i.e. the automatic
elimination of the individuals that lived for more than a given iteration threshold.
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Summary. This paper deals with the problem of optimum test program development in ana-
log circuit testing process. Pre-production testing and production testing are taken into account
by the presented algorithm. Genetic algorithms are used as a new method for optimum test se-
lection. This approach enhances quality and speeds up finding suboptimal solutions by finding
more then one good result in each genetic algorithm cycle. Results for a hypothetical example
are given to clarify and discuss the method and they seem to be very promising.

1 Introduction

Testing of analog circuits is a very complex process. Different types of faults may oc-
cur. Generally they are grouped into two main categories: catastrophic faults (shorts,
opens and other topological changes in a circuit) and parametric faults (variations
of parameters due to imperfect parametric control of manufacturing process) [1, 2].
Such a variety of possible failure modes requires dedicated testing techniques. They
can be divided into three categories: simulation before test (SBT), simulation after
test (SAT) and functional testing (FT). Tests belonging to SBT and SAT are usually
simple tests targeted to detect most probable failures at the earliest possible stage.
Following [1], SBT is especially effective in detection of catastrophic faults while
SAT is suitable for diagnosis of parametric faults. Functional testing checks whether
a given circuit meets the design requirements. It could be possible to detect all faults
by performing only functional testing. However, especially in case of mature prod-
ucts, it is better to perform simple tests targeted to detect most probable faults, before
functional testing is performed. The whole process is terminated as soon as any fail-
ure is detected. Thanks to this, testing time is minimized. On the other hand in the
initial phase of manufacturing process the information about possible failures of the
circuit must be maximized. Minimization of necessary testing time is less important.

For the first time this problem was investigated in [1, 3]. An algorithm for
optimum test selection was presented. A new criterion for test selection, utilizing
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Computing 1, 129–135 (2005)
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information channel concept was proposed. Both, the number of detected faults,
and time effort of each test were considered. Results presented in [3] will be ref-
erenced to.

In this paper a new approach to the problem of optimum test selection will be
described. Application of genetic algorithm is considered. It has already been proven
that application of these evolutionary techniques is very useful in case of analog
circuits diagnosis [4]. In Sect. 2 a brief description of new method using genetic
algorithms is given. Section 3 contains computational examples. Different stages of
testing process are considered. Conclusions are given in Sect. 4.

2 Method Description

Finding optimal test set problem has been solved using genetic algorithm, which are
state-space search techniques modelled on natural evolutionary mechanisms. Genetic
algorithm [5, 6] is a compromise between random and informed search method. Vari-
ables are mapped to chromosomes, which consist strings of genes and genetic oper-
ators create new generations, such as: selection, crossover and mutation. From the
whole population only some best-fitted chromosomes are taken into account in next
generation. To ensure this, a selection operator is introduced. There are many known
algorithms of selection. One of the most popular is stochastic universal sampling
and roulette wheel selection. Crossover is an operator that combines randomly cho-
sen portions of two chromosomes. Mutation randomly changes the values in each
gene in a chromosome. In more advanced genetic algorithms inversion operator is
used (randomly changing position of gene in one chromosome). The whole process
is executed until a termination condition is satisfied. In this paper, the termination
condition is satisfied when a given number of generations is reached. A typical flow
of genetic algorithm used for finding optimal test set is presented below:

1. Randomly create a population P of n chromosomes. Evaluate their fitness values
and store the best chromosome. Create an empty subpopulation Q

2. Select two chromosomes chi and ch j from the population P with probability:

Pchrom =
fi

∑ fk
(1)

where fi is the fitness value of chromosome chi

3. Crossover chi and ch j to generate two new chromosomes ch
′
i and ch

′
j

4. Mutate ch
′
i and ch

′
j with a certain probability (from the range 0–0,1)

5. Evaluate the fitness values of ch
′
i and ch

′
j and add them in Q. If Q contains less

then m chromosomes, go to step 2
6. Replace m chromosomes in P with the ones in Q and empty Q Update the best

chromosome and increment the generation counter. If the generation counter
reached a pre-specified number, terminate the process and return the best chro-
mosome. Go to step 2, otherwise
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This algorithm prevents premature convergence of population and reaches an optimal
solution with smaller number of fitness evaluations.

In each generation the state of algorithm is called the population, consisting of
many strings (chromosomes). Each string represents a candidate solution to the op-
timization problem. In this paper, bit-string representation was chosen. The ith bit in
a string is equal 1 if the ith test is included in the set. For instance, the chromosome
[100010010] informs that tests 1, 5 and 8 are taken into account. The length of each
chromosome is equal to number of all available tests.

It is assumed that test database is available, i.e. list of all realizable tests, their
time efforts and information gained are known. Acquisition of such database is not
the subject of this research. To properly evaluate best chromosomes among popula-
tion, a fitness function has to be determined. Such function should take into account
all criteria of optimization, such as: number of selected tests, their time efforts and
information gained. A proper determination of a fitness function is the algorithm
crucial point. Function described by (2) has been proposed.

Ff it = a · Nrt

Nat
+b · Nf f

Na f
+ c · Trt

Tat
(2)

where:

Nrt–number of reduced tests (not included in the set)
Nat–number of all tests
Nf f –number of detected faults
Na f –number of all faults
Trt–total time effort of reduced tests
Tat–total time effort of all tests

Fitness function consists of two parts: information factor which is represented
by weighs a and b, and time factor which is represented by weigh c. By selecting
appropriate weighs we can decide which part is prevailing in function. The weighs
must fulfill the following equation:

a+b+ c = 1 (3)

In pre-production testing information about possible failure modes should be pre-
dominant. On the other hand, in case of production testing, time reduction should be
the predominant factor. According to the defined fitness function, value of the best
chromosome should be very close to 1.

3 Computational Examples

The method operation will be illustrated by a hypothetical example, originally con-
sidered in [3]. There are Nat = 15 tests available and Na f = 22 faults selected. For
each test, all 23 simulated CUT states (22 faults: x1,. . . , x2+“healthy”: x0) have been
grouped into ambiguity sets, numbered 0,1, . . . Assignment of states to ambiguity
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Table 1. Hypothetical tests results and time efforts

Test Results

Circuit State T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15

x0(nom) 0 0 0 0 2 0 2 0 0 5 0 0 9 0 5
x1 1 1 0 0 1 0 1 6 5 1 0 1 0 9 0
x2 1 2 5 0 2 0 3 6 3 2 0 2 0 9 0
x3 1 3 3 0 3 0 4 2 2 2 0 1 0 9 0
x4 1 4 5 0 0 0 2 3 1 2 0 1 3 1 2
x5 1 5 1 0 0 0 3 5 8 3 0 2 2 2 1
x6 1 6 2 0 5 0 0 2 9 5 3 1 1 3 4
x7 1 3 3 0 2 0 1 3 7 4 2 2 4 3 3
x8 1 3 4 0 3 0 3 1 5 6 3 1 6 3 3
x9 1 4 5 0 6 0 3 2 6 4 2 2 6 4 3
x10 1 6 6 5 1 0 2 0 4 3 1 3 9 5 3
x11 1 6 7 1 3 0 1 0 3 0 1 3 9 6 3
x12 1 6 8 2 4 0 3 6 2 0 1 3 5 7 3
x13 1 2 0 3 0 0 0 5 5 7 1 3 8 8 5
x14 1 2 0 4 0 4 2 6 7 6 1 2 7 9 5
x15 1 2 2 5 1 2 3 3 8 5 2 2 1 9 5
x16 1 1 7 6 3 1 4 3 9 4 2 1 10 9 5
x17 1 2 3 7 5 2 2 6 3 8 4 2 10 9 5
x18 1 4 0 8 2 1 3 4 0 3 3 4 10 5 5
x19 1 4 0 0 7 2 4 1 8 4 2 3 10 4 4
x20 0 0 1 0 2 3 2 6 6 4 1 3 10 3 4
x21 0 0 1 0 7 4 1 2 2 4 2 3 10 4 4
x22 0 0 1 0 3 5 2 6 3 3 2 2 10 9 4

Time effort ci 1.2 1 3 2.7 1.1 2.4 1.6 7.3 3.2 6.3 3.2 1.8 2.9 4 3.7

sets has been depicted in Table 1, together with the normalized time efforts of tests.
Origin of these data is immaterial for the intended optimization of test program. A
genetic algorithm is applied to find an optimum set of tests. The assumed constants
of the algorithm are as follows:

• number of individuals (chromosomes) in population: n = 30
• number of generations: 500
• mutation probability: 0,05
• crossover: single point crossover with probability 0,7
• selection: Stochastic Universal Sampling

Recombination and competitive selection pressure leads each succeeding generation
to have individuals of better fitness. Stochastic universal sampling shows better re-
sults then wheel selection.

At first, the following values of weighs are assumed: a = 0.5, b = 0.5,c = 0.
Circuit state Test results For such weights, information about failure modes is maxi-
mized, while time effort is not taken into account. This corresponds to pre-production
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Table 2. Optimum test set found by genetic algorithm (only information factor is considered)

Test Number

Solution 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1 0 0 0 0 0 0 0 0 1 0 1 1 0 0 0
2 0 0 0 0 0 0 0 0 1 0 1 0 0 1 0
3 0 0 1 0 0 0 0 0 1 1 0 0 0 0 0
4 0 0 0 0 0 0 0 1 0 1 0 1 0 0 0
5 0 0 0 0 0 0 0 0 1 1 0 0 1 0 0
6 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0
7 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0
8 0 0 0 0 1 0 0 0 1 0 0 1 0 0 0
9 0 0 1 0 1 0 0 0 0 1 0 0 0 0 0

10 0 0 0 0 0 0 0 0 1 1 0 1 0 0 0

testing. The obtained results are presented in Table 2. Fitness value of all solutions
equals 0.900 As can be seen, several equivalent solutions are found. Number of tests,
enabling detection of all faults, can be reduced from 15 to 3. Solution obtained by
means of information channel method [3] is contained among solutions of Table 2. It
is a solution of the 5th row, with T13 performed at first, as this test gives the maximum
mutual information. It is worth to mention, that application of genetic algorithm gives
many alternative solutions, while information channel based method only one. Solu-
tion of the GA optimization gives a set of the most desirable tests, under conditions
defined by the fitness function weights. This optimization does not take into account
test order of performance, also very important feature of a test program. Having a
list of alternative solutions, a design engineer may intuitively select the best set of
tests and establish the order of performance. Of course, the less costly is the test the
sooner it should be performed. Test T2 is the least costly and should be performed at
first, if solution of the 7th row is selected. However, two other tests of this solution
are the most costly and therefore it is difficult to say whether this solution is better
or worse than any other (in Table 2).

Next, significance of time effort has been increased, however, it still has smaller
value than information factor. The following values of weighs are assumed: a =
0.45, b = 0.45, c = 0.1. The obtained results are presented in Table 3. Two equivalent
solutions have been found, with the fitness of 0.899. Both selected sets of tests enable

Table 3. Optimum test set found by genetic algorithm (time effort factor is introduced)

Test Number

Solution 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1 0 1 0 0 0 1 1 0 0 0 0 0 0 0 0
2 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0
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detection of all faults, same as sets of Table 2, however, time effort of these sets is
less than time effort of sets contained in Table 2.

Finally, significance of time effort has been assumed greater than information
about possible failures. Values of weighs are: a = 0.25, b = 0.25, c = 0.5. Only one
solution has been found, with the fitness of 0.899. The obtained result is presented in
Table 4. This time, a number of tests was reduced to 2. This solution offers minimum

Table 4. Optimum test set found by genetic algorithm (time effort factor is prevailing)

Test Number

Solution 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0

testing time. However, in this case it is not possible to detect all the faults. As can be
noticed, there is a tradeoff between the reduction of testing time and maximization
of failure information. The obtained solution is suitable at early stages of production.

4 Conclusions

Selection of optimum test set is very important in optimization of analog circuit test-
ing process. Optimum test selection is an NP-hard problem. It can be solved using
different heuristic methods. It has been shown that application of genetic algorithms
enables to solve the problem. Moreover, using this approach, several alternative so-
lutions can be obtained, in contrary to other methods of optimization. The presented
test selection strategy takes into consideration information about failure modes and
time effort of evaluated tests. Adequate manipulation of the fitness function weights
enables finding of solution(s) of the desired fault detection level and time effort.

Some other hypothetical examples have been tested and the obtained results com-
pared with the results obtained by the information channel method [3]. In all cases
the results were comparable. To check whether the obtained solution is the optimum
one, performance of an exhaustive search is necessary. Unfortunately, such search
is enormously time consuming, even for a moderate size example, like the one pre-
sented in this paper. Total number of solutions to be checked by an exhaustive search
is:

N =
Nat

∑
i=1

CNat
i (4)
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Summary. In this paper an innovative approach to Spectral Pattern Recognition for
multispectral images based on Genetic Programming is introduced. The problem is faced in
terms of unsupervised pixel classification. Given an image consisting in B bands, the goal is to
find the optimal number of clusters and the positions of their centres in the B-dimensional
hyperspace, which allow the best possible description of the image. The pixels are then
assigned to the clusters according to “minimum distance to means” principle. Furthermore
the system is endowed with mechanisms able to avoid that cluster centres may be too close
one another, which would favour an excessive increase in their number. As a result a good-
quality clustered image is achieved. The output consists of the image divided into clusters, the
proposed number of clusters, the centre coordinates and the spectral signature for any such
cluster and solution fitness value. The results are compared against those achieved by another
system, MultiSpec, which performs supervised classification, yet it is endowed with some
features typical of an unsupervised classification system.

Key words: multispectral images, pixel clustering, Genetic Programming

1 Introduction

Remote Sensing [1, 2, 3] consists in deriving information about Earth’s land and
water areas from images taken at a distance, either from satellites or from airplanes.
It relies on measurement of electro-magnetic energy reflected or emitted from the
objects of interest at the surface of the Earth. Fields of application include disaster
assessment, urban trends monitoring, pollution detection, land use development,
water management, erosion assessment, weather forecast, climate changes studies,
forest inventarization, and others [2, 3]. Given an energy source which illuminates
target area, Remote Sensing can be accomplished by means of the following steps:
record the reflected energy by means of a sensor, transmit recorded information to a
receiving station, process data into a digital image and, finally, interpret and analyze
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this image. This can be made at different wavelengths, resulting in a multispectral
digital image.

As concerns the analysis step, a crucial task is feature classification.
Classification procedures can be broadly subdivided into supervised and unsuper-
vised classification. The objective is to assign all pixels in the image to particular
classes or themes (e.g. water, coniferous forest, deciduous forest, corn, wheat, etc.).
The resulting classified image is comprised of a mosaic of pixels, each of which
belongs to a particular theme, and is essentially a thematic “map” of the original
image.

A human analyst attempting to classify features in an image uses the elements
of visual interpretation to identify homogeneous groups of pixels which represent
various features or land cover classes of interest. On the contrary, digital image
classification uses the spectral information represented by the digital numbers in
one or more spectral bands, and attempts to classify each individual pixel based
on this spectral information. This type of classification is termed spectral pattern
recognition.

Recently researchers have started to apply evolutionary techniques to fulfill
several image understanding tasks. As regards spectral pattern recognition, however,
at present only little research is reported about supervised pixel classification, and
we know only one paper dealing with unsupervised approach [4].

This paper introduces an innovative approach based on Genetic Programming
(GP) [5] to unsupervised pixel classification for multispectral images. Unlike other
unsupervised classification approaches, ours may automatically determine the most
suitable number of clusters.

The paper is organized as follows. Section 2 describes the problems of spectral
pattern recognition and of unsupervised pixel classification. Section 3 briefly reports
on the use of Evolutionary Algorithms in image understanding and particularly
in spectral pattern recognition. Section 4 focuses on our GP-based approach. In
order to assess its feasibility, Sect. 5 reports preliminary results on the application
of our tool to a publicly available LANDSAT multispectral image with 7 bands
and 169 · 169 pixels. It represents an agricultural area containing different kinds
of crops. The resulting image is compared against that achieved by MultiSpec [6]
clustering system. The conclusions describe both the positive features and the current
limitations of our method. Finally, future works are outlined.

2 Spectral Pattern Recognition

The aim of spectral pattern recognition is twofold. The first goal is the division
of all the multispectral image pixels into clusters, based on statistical features
of the pixels themselves. This also results in the identification of the optimal
number of clusters. The second goal is the association of any found cluster with
the material it represents. This can be accomplished based on the fact that the
amount of solar radiation which is reflected, absorbed or transmitted by any given
material varies with wavelength. This property of matter makes it possible to identify
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different substances or classes and separate them by their spectral signatures (spectral
curves) identifying uniquely any given material. Huge catalogs exist which contain
thousands of spectral signatures, and experts can tell, based on them and on their
own experience, which material corresponds to a given spectral curve.

When talking about classes, we need to distinguish between information classes
and spectral classes. Information classes are those categories of interest that the
analyst is actually trying to identify in the imagery, such as different kinds of crops,
different forest types or tree species, different geologic units or rock types, etc.
Spectral classes are groups of pixels that are uniform (or near-similar) with respect to
their brightness values in the different spectral channels of the data. The objective is
to match the spectral classes in the data to the information classes of interest. Rarely
is there a simple one-to-one match between these two types of classes. Rather, unique
spectral classes may appear which do not necessarily correspond to any information
class of particular use or interest to the analyst. Alternatively, a broad information
class (e.g. forest) may contain a number of spectral sub-classes with unique spectral
variations. Using the forest example, spectral sub-classes may be due to variations in
age, species and density, or perhaps as a result of shadowing or variations in scene
illumination. It is the analyst’s job to estimate the utility of the different spectral
classes and their correspondence to useful information classes.

Common classification procedures can be broken down into two broad
subdivisions based on the method used: supervised and unsupervised classification.
Basic step in classification is the choice of a decision rule. This can be either
parametric or non-parametric. The former is based on known statistical properties,
like mean vector and covariances; examples of deriving classification techniques
are maximum likelihood, Bayes, Ward [1]. The latter, instead, relies on (non)linear
functions or mathematical/geometrical subdivision of the feature space, and results
in classification techniques known as minimum distance to means, nearest neighbor,
parallelepiped box, and so on [1].

In supervised classification, the task of determining the right number of clusters
is left to analysts. In fact, the analyst identifies in the imagery homogeneous
representative samples of the different surface cover types (information classes) of
interest. These samples are referred to as training areas. The selection of appropriate
training areas is based on the analyst’s familiarity with the geographical area and
his/her knowledge of the actual surface cover types present in the image. Thus,
the analyst is “supervising” the categorization of a set of specific classes. The
numerical information in all spectral bands for the pixels comprising these areas
are used to “train” the system to recognize spectrally similar areas for each class.
A special algorithm (of which there are several variations) is used to determine the
numerical “signatures” for each training class. Once the algorithm has determined
the signatures for each class, each pixel in the image is compared to these signatures
and labeled as the class it most closely “resembles” digitally. Thus, in a supervised
classification we are first identifying the information classes which are then used to
determine the spectral classes which represent them. The main drawback of such
a method is that determining a good ground truth may be a very difficult task,
since analysts must be sure that any pixel belonging to it is fully representative
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of the material related to the cluster, and does not contain any feature typical of
another material. This may take place because if pixel resolution is not sufficiently
high, different elements may be contained in a same pixel. For example, in a pixel
representing a 3 · 3 meters area, we might have a road, a car and tree branches
together. This gives origin to the so-called pixel unmixing problem [3].

Unsupervised classification in essence reverses the supervised classification
process. Spectral classes are grouped first, based solely on the numerical information
in the data, and are then matched by the analyst to information classes when possible.
As regards the clusterization phase, classical iterative programs, called clustering
algorithms, are typically used to determine the natural (statistical) groupings or
structures in the data. Firstly, the analyst must specify how many groups or clusters
are to be looked for in the data. In addition to specifying the desired number of
classes, the analyst may also specify parameters related to the separation distance
among the clusters and the variation within each cluster. The final result of this
iterative clustering process may result in some clusters that the analyst will want
to subsequently combine, or clusters that should be broken down further; each of
these situations requires a further application of the clustering algorithm. Once
clustering has terminated, matching between the found clusters and the materials they
represent must be carried out. This constitutes a very critical task for unsupervised
classification, and is accomplished thanks to spectral signatures achieved and to
analyst’s experience.

3 Evolutionary Algorithms in Spectral Pattern Recognition

There exist many techniques for exploiting the spectral content of multispectral
imagery. We can recall here at least Tassel Cap, Atmospherically Resistant
Vegetation Index, Normalized Difference Vegetation Index, Principal Component
Analysis [1]. Unfortunately these techniques face difficulties when the number of
bands increases. It is beyond the scope of this paper to explain into details why it is,
suffice it to say here that many of these methods are based on band rationing, and that,
given B bands, there exist B ·(B−1) different possible ratios. As the number of bands
increases the number of possible combinations becomes rapidly unmanageable. So,
approaches based on innovative methods, which can help to automize as much as
possible the classification task, are welcome.

Recently, researchers have started to take into account evolutionary approaches.
In the following we briefly describe some recent developments. Please note that all
of the papers are recent indeed, and the oldest one dates back to 1998, and since then
interest in the technique has been increasing.

Viana and Malpica [7] use Genetic Algorithms (GAs) to project a high
dimensional space (hyperspectral space) to one with few dimensions in unsupervised
classification. Firstly, since the experience shows that bands that are close in the
spectrum have redundant information, groups of adjacent bands are taken and a GA
is applied in order to obtain the best representative feature for each group, in the
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sense of maximizing the separability among clusters. Then the GA is applied again,
but this time context information is included in the process.

Yu et al. [8] use a feature selection technique based on GAs to reduce feature
space dimensionality and to select features on 224-band Remote Sensing data
generated from the NASA/JPL Airborne Visible/InfraRed Imaging Spectrometer
(AVIRIS). GAs are combined with Fuzzy Nearest Neighbours Classifiers.

Hung et al. [4] perform unsupervised learning for multispectral image pixel
classification by means of a hybrid technique based on GAs and on Differential
Competitive Learning performed by an Artificial Neural Network.

Benson et al. [9] examine the evolution of automatic target detection algorithms
and their application to the detection of shipping in spaceborne Synthetic Aperture
Radar (SAR) imagery. They apply GP which turns out superior to other techniques
used in the field.

Stanhope and Daida [10] use GP for both the generation of rules for the
target/clutter supervised classification on a set of infrared military vehicles images
obtained with SAR, and for the identification of tanks in a set of SAR images. To
these aims, previously defined feature sets are generated on the various images, and
GP is used to select relevant features and methods of analyzing these features.

Brumby et al. [11] apply a GP algorithm to image feature extraction in Remote
Sensing. They aim at finding open waters amidst vegetation. They claim theirs are
just preliminary results, and are investigating the GP algorithm parameter space, and
the relative importance of crossover and mutation. Their work is based on supervised
learning, and on a truth plane.

Fonlupt [12] applies GP to the ocean color problem. This consists in evaluating
ocean components concentration (phytoplankton, sediment and yellow substance)
from sunlight reflectance values at selected wavelengths in the visible band. He
performs supervised learning. Two different sets of experiments are carried out,
related to open ocean and coastal waters respectively. GP results to outperform
traditional polynomial fits.

Howard and Roberts [13] use a staged supervised GP strategy to automate the
task of visual inspection of images aimed to detect objects of interest. They evolve a
ship detector for SAR images of the English Channel and a recognizer of motorized
vehicles in infrared imagery.

Rauss et al. [14] describe an initial use of GP as a discovery engine that performs
supervised classification from 28-band spectral imagery, aiming at discovering the
most useful bands for a specific classification task. Their system finds out, for
example, that for grass only 18 out of the 28 bands are helpful.

4 Our GP Approach

In the present paper we introduce an innovative approach to unsupervised
spectral pattern recognition based on GP. An important problem when performing
unsupervised learning is that we do not know a priori which the right number of
clusters is. Differently from the classical methods, in our approach such a number is
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found by the system rather than being set by the human analyst. Therefore, the aim
of our automatic system for unsupervised pixel classification is to find both the most
suitable number of clusters for the image and the coordinates of any cluster centre.
Our method leaves cluster matching task to experts, nonetheless the system allows
to provide them with spectral signatures for all clusters it finds in the image, thus
easing their job.

We have decided to make use of GP because it allows to easily evolve individuals
with different numbers of clusters. Also a GA would be able to perform the same
task, but it would be more awkward to manage the existence of individuals with
different numbers of clusters (thus, with different genotype lengths). Actually, to
effectively face the problem at hand our approach is based on an adaptation of the
canonical GP scheme as explained in the following.

Each individual in the population is a tree: its root contains information about
the number of clusters, and as many pointers to cluster information nodes as there
are clusters. Any given cluster information node has below it exactly B nodes, B
being the number of frequency bands in the multispectral image. Any such band
node contains an integer number. More specifically, the set of node types making up
trees is very simple: it consists of the three types Number_of_clusters, Cluster and
Band. The root node can only be a Number_of_clusters, yielding an integer value
nc in the range [ncmin ,ncmax ]; this value expresses the number of clusters for the pixel
classification represented by the tree. Under a Number_of_clusters node only Cluster
nodes are allowed, and their number is exactly nc. Any Cluster node has exactly B
Band nodes under it, each of them being a terminal node with a constant integer value
and representing one of the coordinates of the cluster centre. This means that any tree
has just three levels, and that the structure is strongly constrained. Figure 1 shows the
example of a tree. It is the GP’s task to find out the most suitable number of clusters
and the most adequate coordinates in the hyperspace for any such cluster centre. The
data related to the multispectral image composed by M ·N pixels in B bands is stored
in an M ·N ·B matrix P, often referred to in literature as “data cube”. Each element
P(i, j,k) of the cube is an integer value in the range [0,255] expressing reflectance
value of pixel (i, j) at k-th wavelength. Given a tree representing a number of nc

clusters, any pixel is assigned to one and only one among the clusters, namely to the

Fig. 1. Example of a tree
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cluster z such that the euclidean distance in B dimensions between the pixel and the
centre cz of the cluster z is minimal. In formulae:

assign (i, j)→ z if

d((i, j),cz) =
nc

min
z=1

√
B

∑
k=1

(P(i, j,k)− cz(k))2

where cz(k) represents the centre of cluster z at k-th wavelength. Let us denote this
minimal value with dmin(i, j). The fitness φ of a tree is then given by the sum above
all pixels of pixel distance from the centre of the cluster it is assigned to:

φ =
M

∑
i=1

N

∑
j=1

dmin(i, j)

and the problem becomes a minimization task.
For any pixel the system records the number corresponding to the cluster it has

been assigned to. By doing so, an output image can be drawn which assigns the same
color to all pixels belonging to the same cluster.

Our program is based on freeware lil–gp Genetic Programming Software version
1.02 [15], yet strongly modified to best serve our purposes. Thus, it is based
on a set of parameters like number of individuals in the population, number of
generations, on several selection methods and on operators of crossover, mutation
and reproduction, each with an application probability (breed rate). The software also
contains parameters concerning internal and external crossover probabilities, and
internal and external mutations as well. By means of them crossover and mutation
points can be chosen more frequently among either internal nodes or leaves. Other
lil–gp parameters like initial tree depth range and maximum allowable tree depth
are useless in our case, since all legal trees must have a depth of exactly three
levels. To be sure that any new tree has three levels, a transition table has been
used for mutations, allowing only legal trees to be generated. A further feature of
our approach is that we, differently from other methods, do not make use of data
pretreatment techniques like Principal Component Analysis (PCA) or others which
are useful to reduce the number of bands to be taken into account. This is for two
reasons. The first reason is that our approach aims to manage images with a high
number of bands, and in those situations PCA, based on B · (B− 1) comparisons
between bands, becomes computationally expensive in terms of time. The second
reason is that we aim to investigate GP ability to understand on its own if there are
some frequencies which are more discriminating and, consequently, to find on its
own the most suited division of the hyperspace related to the image.

The program gives as output five files containing the output image, the number
of clusters and the centre position for each of them, the number of pixels assigned
to any cluster, the spectral signature for each cluster and the evolution of the genetic
system. Moreover, experiments performed in a preliminary study [16] have shown
that our system, when left totally free to evolve, tends to create a number of clusters
which becomes higher and higher as the number of generations increases. This may
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imply that some clusters actually represent a same material, so a postprocessing
phase might require a grouping for those clusters. To get rid of this problem we
have endowed the system with a further parameter, min_dist, which represents the
minimum distance which can exist between the centres of any two clusters in the
B-dimensional hyperspace. This prevents that too close clusters may be created,
which might represent a same material. For low min_dist values we obtain the above
described situation, whereas for high values we achieve a reduced number of clusters.

5 Experimental Results

We have downloaded from Purdue University [17] internet site a publicly available
LANDSAT multispectral image with 169 · 169 pixels and 7 spectral bands. The
image is reported in Fig. 2. The former three bands are in the visible and
represent respectively the blue ([0.45− 0.52]μm), green ([0.52− 0.60]μm) and red
([0.63− 0.69]μm) components. Next three bands are in the infrared and represent
the near ([0.76− 0.90]μm), medium ([1.55− 1.75]μm) and far ([2.08− 2.35]μm)
components. Finally there are the data for the thermal band ([10.4−12.5]μm). It is
an image related to Agriculture, and represents a set of fields cultivated with different
kinds of crop. The fields are crossed by some roads.

As regards the GP parameters, we have chosen a population size of 1,000 and a
maximum number of generations of 500. The breed rates are 0.4 for crossover, 0.5

Fig. 2. The original image
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for mutation and 0.1 for reproduction. Selection chosen is tournament with size of
ten. Internal crossover value is 0.8, while external crossover value is 0.2, meaning
crossover being more probable on Cluster nodes rather than on Band ones. Internal
and external mutation probabilities are set to 0.2 and 0.8, respectively. The values for
ncmin and ncmax have been set to 2 and 20, respectively. A total number of eight runs
has been carried out up to now by using different values for the min_dist parameter.
A typical interval for this parameter can be [0.00− 0.15]. The time needed for one
experiment is about two days on a Sun 20 workstation.

Figure 3 contains the output image we have obtained at the end of program
execution for the best run (in terms of lower final fitness) we have performed at
present.

Fig. 3. Output image for the best run

The output image contains 4 different clusters. This run makes reference to
a min_dist value equal to 0.07. The system has proved capable of reconstructing
the image with very good quality, though only experts can say, based on spectral
signatures and on existing catalogs, what any cluster (color in the output image)
represents. If we pay attention to original image contents and to the output image,
fields which are assigned to a same cluster seem to be actually similar in contents.
Also roads seem quite clear. An example of multispectral signatures achieved in
the best run, and related to cluster number 4, is shown in Fig. 4 (left). From the
evolutionary point of view, Fig. 4 (right) shows the evolution of the best fitness value
during the best run performed. As it can be noted, initial generation starts with a
best value of about 14,000. The decrease in fitness values shows a first remarkable
quasi-linear phase, until about generation 50, when a value of about 6,000 is reached.
Then fitness improvement continues more slowly until generation 320, where a tree
with a fitness of about 5,500 is reached. Since then a new quasi-linear phase (lasting
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Fig. 4. Spectral signature achieved for cluster 4 (left) and best fitness during best run (right)

about 30 generations) starts in which a solution with fitness of about 4,600 is reached.
Finally decrease gets slower again until end of run, when the best value reached is
about 4,500.

It is interesting to report here that during first generations the system provides
us with trees having only few clusters (the best individual in initial generation has
just two clusters). As the number of generation increases, solutions consisting of a
higher and higher number of clusters are found (three, four, then five and so on, until
a number of six is found). At that point, nonetheless, the mechanism limiting cluster
number not only allows to avoid cluster proliferation, it also makes this number to
reduce to four, yet resulting in a better fitness value.

With the aim to evaluate more deeply the quality of the obtained solution,
we have taken into account the clustering system MultiSpec. It is basicly a tool
for supervised classification, yet it is endowed with some features typical of
unsupervised classification: in fact it can propose to create some new clusters not
hypothesized by the user, to divide a cluster into two or more parts and to group
some clusters. The execution of this system, by exploiting also its nonsupervised
features, allows to obtain as a result the image reported in Fig. 5. As it can be seen,
the resulting image is very similar to ours, and the fields are grouped in four clusters
in about the same way as our system does. It is worth noting that MultiSpec has
created a fifth cluster, represented in black in the figure, which represents the roads.
The similarity of our results to those achieved by a widely utilised and highly reliable
system allows us to hypothesize that our approach is valid.

6 Conclusions and Future Work

Aim of this paper is to test the feasibility of a Genetic–Programming based approach
to unsupervised spectral pattern recognition for multispectral images.

The experiments reported here have been conducted by using a publicly available
LANDSAT multispectral image with 169 ·169 pixels and 7 spectral bands. Achieved
results seem positive and encouraging. The output image is of good quality, and
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Fig. 5. Output image achieved by MultiSpec system

material related to any obtained cluster can be determined by means of the yielded
spectral signature. Nonetheless we are well aware that these experiments are just
preliminary, and are part of an undergoing effort. To obtain a better version of our
system and to achieve better results, firstly we need to optimize the tool from the
evolutionary point of view. This means to search for the most suitable parameter set.
To accomplish this goal, many more runs are needed with the same and with other
images.

This leads us to a current drawback of our system: the execution time for one
run is still high. Therefore, we will do our best in order to reduce execution time.
Firstly, code shall be optimized to reduce computing time. Secondly, a parameter set
suitable for as many images as possible shall be found. Thirdly, we shall make use
of parallel versions of Genetic Programming on Multiple Instruction Multiple Data
(MIMD) parallel machines.

From the application point of view, after this tuning phase with publicly available
images, we aim to apply our system to hyperspectral (about 90 bands, 512 · 512
pixels) forestry images coming from European Space Agency (ESA).
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Summary. In this paper a system based on Genetic Programming for forecasting nonlinear
time series is outlined. Our system is endowed with two features. Firstly, at any given time t, it
performs a τ-steps ahead prediction (i.e. it forecasts the value at time t +τ) based on the set of
input values for the n time steps preceding t. Secondly, the system automatically finds among
the past n input variables the most useful ones to estimate future values. The effectiveness of
our approach is evaluated on El Niño 3.4 time series on the basis of a 12-month-ahead forecast.

Key words: Genetic Programming, time series forecasting

1 Introduction

The prediction of spatio-temporal patterns is substantial to a variety of applications
in fields ranging from engineering to economics. Different methods have been
investigated over the years [1]. The first approaches were devoted to linear models
for which the theory is known and consequently many algorithms for model building
are available. The most used linear regression methods have been the autoregressive
(AR) and the autoregressive moving average (ARMA) models [2, 3]. An example
of more complex regression method is the multivariate adaptive regression splines
[4]. These stochastic methods are fast but of limited applicability. In fact, time series
produced by systems with nonlinear dynamical behavior have proven notoriously
resistant to prediction by conventional techniques.

This is the reason why nonlinear methods have become widely utilized. Among
these Artificial Neural Networks (ANNs) represent an attractive approach for time
series prediction problems [5, 6, 7, 8]. In fact, in addition to their ability to
representing complex nonlinear functions, many different types of ANNs, such
as Multi-Layer Perceptron and Radial Basis Function networks, can effectively
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Advances in Soft Computing 1, 151–162 (2005)
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construct approximations for unknown functions by learning from examples [9].
In time series prediction with ANNs the main problems are the network structure
design and the effectiveness of the learning phase. These limitations have been
mitigated exploiting the training adaptability of evolutionary computations [10, 11,
12]. Though these approaches have revealed to be more powerful than stochastic
methods, they present drawbacks in the neural model design and in the capability of
providing explicit forecasting models.

As an alternative, the flexibility of evolutionary search methods has been
exploited. In the last years the Genetic Programming (GP) framework [13] has been
applied in various fields like engineering, medicine, economics and so forth with
excellent results [10, 14, 15, 16, 17, 18, 19, 20]. The objective is to exploit GP’s
flexible tree structure for building a time series prediction model. The motivation
of this choice is that GP has many advantages which allow to mitigate some of
the limitations typical of neural models. These advantages can be summarized as
follows: (i) generation of explicit model representations amenable to easy human
comprehension, (ii) automatic discovering of the model structure from the given
data, (iii) adaptive evolutionary search that allows to escape trapping in suboptimal,
unsatisfactory local solutions, (iv) absence of specific knowledge. Moreover, GP
is more attractive than traditional Genetic Algorithms for problems that require
the construction of explicit models. In fact, with the variable length program tree
representation, GP evolves program contents and structures at the same time.

Our GP-based system is able to modelise and forecast time series. In particular,
the modeling and the forecasting of El Niño is carried on. Its prediction is of
great importance as the global influence of this phenomenon on climate determines
strategic planning in areas such as agriculture, management of water resources and
reserves of grain and fuel oil before all in the more directly involved countries.

Our system, at any given time t, performs a τ-steps ahead prediction (i.e. it
forecasts the value at time t + τ) based on the set of input values for the n time steps
preceding t. Furthermore, it automatically finds among the past n input variables the
most useful ones to estimate future values.

It is known that a τ-steps ahead prediction can be performed in two different
ways. A first approach consists in carrying out prevision recursively, by evaluating
the forecast at t +1, then using it to forecast t +2, and so on, until t +τ is obtained as a
function of these intermediate values. Another approach, instead, consists in directly
forecasting the value at t + τ by using the values known at time t, i.e. t−1, t−2 and
so on. Our system is based on this latter approach.

The paper is organized as follows. In Sect. 2 our GP-based forecasting system is
outlined together with implementation details. In Sect. 3 the description of El Niño
time series and the related previous studies are reported. In Sect. 4 the experimental
results achieved are shown and discussed. Section 5 contains final comments and
prospects of future work.
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2 The Genetic Programming System

The aim is the implementation of a genetic system able to automatically provide the
modeling of a nonlinear time series and its prediction.

Given a fitness function, the forecasting problem becomes the search of the
model which best describes the essential characteristics of the time series. It is
evident that an exhaustive search by enumerating all the possible descriptions is
computationally impracticable. Hence we appeal to GP which is a powerful and
flexible search method inspired by natural selection. It does not guarantee to find
the global optimum, nonetheless it usually allows to retrieve a suboptimal solution
in a reasonable computation time.

The evolving population is constituted by “programs” representing the potential
forecasting models in the form of trees with variable depth. Each model is composed
by elementary functions and numerical operators. Moreover, at each time t the
prediction function x̃(t + τ) for time t + τ is simply searched as a function of the
n past states of x(t) in the n time steps preceding t [22]; this means that:

x̃(t + τ) = f (x(t−1), x(t−2), . . . ,x(t−n))

where n and τ are model parameters to be set.
A population of these candidate models is maintained and gradually improved

by constructing new fitter ones until a model of sufficient precision is found or other
stopping criteria are satisfied.

To construct the prediction model, data is partitioned into four sets: the
processing, the training, the validation and the prediction sets. The processing set
contains a number of n time series known elements, the training set contains the
values to be approximated during the learning phase, while the validation set is used
to evaluate the generalization ability of the found model, and real “blind” forecasting
will be performed on the prediction set.

2.1 Encoding

The individuals are composite functions encoded as tree structures for which limits
on the tree depth can be specified. The tree nodes are either functions or terminals.
The function set consists of elementary functions and numerical operators as reported
in Table 1. This set can be easily extended.

The terminal set has a fixed number of elements: the set of n time series past
values in input and an Ephemeral Random Constant (ERC). ERC is a special terminal
with a defined value. When a terminal ERC is generated a constant value is associated
to that terminal. A range of variation [ERCmin,ERCmax] can be specified for this
value, depending on the problem at hand. The terminal set is reported in Table 2.

2.2 Genetic Operators

The new elements in the population are generated by means of three operators:
crossover, reproduction and mutation:
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Table 1. Set of numerical operators and elementary functions with the related arity

Symbol Arity Description

+ 2 Addition
− 2 Subtraction
∗ 2 Multiplication
/ 2 Protected division (returns 1 if

the denominator is 0)
sin 1 Sine
cos 1 Cosine
exp 1 Exponential
rlog 1 Protected logarithm (rlog(0) is 0)

Table 2. Set of terminal symbols

Symbol Arity Description

x1 0 input value of time series at time (t−1)
...

xi 0 input value of time series at time (t− i)
...

xn 0 input value of time series at time (t−n)
R 0 ERC in the range [ERCmin,ERCmax]

• Crossover. Two parent individuals are selected and a subtree is picked on
each one. Then crossover swaps the nodes and their relative subtrees from one
parent to the other. This operator must ensure the respect of the depth limits.
If a condition is violated the too-deep offspring is simply replaced by one of
the parents. There are other parameters that specify the frequency with which
functions or terminals are selected as crossover points.

• Reproduction. The reproduction operator simply chooses an individual in the
current population and copies it without changes into the new population.

• Mutation. The mutation operator can be applied to either a function node or a
terminal node. A node in the tree is randomly selected. If the chosen node is a
terminal it is simply replaced by another terminal. If it is a function and point
mutation is to be performed, it is replaced by a new function with the same
arity. If, instead, tree mutation is to be carried out, a new function node (not
necessarily with the same arity) is chosen, and the original node together with
its relative subtree is substituted by a new randomly generated subtree. A depth
ramp is used to set bounds on size when generating the replacement subtree.
Obviously it is to check that this replacement does not violate the depth limit. If
this happens mutation just reproduces the original tree into the new generation.
Further parameters specify the probability with which functions or terminals are
selected as mutation points.
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2.3 Fitness Function

To evaluate the accuracy of a forecasting model, researchers make normally
reference to statistical indices. One of the most used is the Mean Squared Error
(MSE). In formula this can be devised as follows:

MSE = ∑l
i=1(x(i)− x̃(i))2

l
(1)

where l is the number of the discrete points in the set under examination.
For our GP tool we have chosen as fitness function for any proposed model the

value of MSE computed on the training set (MSEt ). With this choice the problem
becomes a minimization task, with the global optimum equal to 0.

It is important to note here that when we perform an evolutionary search for a
model, we hope to find a model with good generalization capability, i.e. it can predict
unseen values with same quality as values on which training is being carried out.

Usually an arbitrarily good prediction performance can be achieved on training
data, yet it often happens that the system specializes itself on those data, and may
poorly predict other data of the series not shown (the so-called overfitting problem).

To overcome this drawback, we have decided to divide the set of data as
mentioned earlier and to follow the approach proposed in [23]. Thus, we evaluate
the model on the training set, and we monitor its performance over the validation
set. It would be highly desirable to find by evolution models showing an error on
the validation set lower than or equal to (or even slightly higher than) that on the
training set. Therefore at the end of each generation we take into account its best
individual and evaluate the errors on the training set (MSEt ), on the validation set
(MSEv) and on the set composed by points in previous two sets (MSE0). This latter
error is a weighted average of MSEt and MSEv. Intuitively, overfitting takes place
when MSEv increases and is higher than MSEt . Whenever a proposed model shows
errors such that MSEt

∼= MSE0, this means that MSEt
∼= MSEv, and we can save it as

the current best model. Since it usually happens that MSEt gets lower and lower as
long as evolution takes place, every time we save a new model this will show better
quality on validation set than the previous one. At the end of the evolution the lastly
saved model will be used to perform forecasting.

2.4 The Genetic Time Series Algorithm

Our Genetic Time Series algorithm (GTS) is based on a freeware lil-gp Genetic
Programming software [21]. The software has been adapted to our purposes. Once
defined the fitness function and the operators, GTS operates as follows:

1. load the time series values;
2. generate at random an initial population of composite functions representing

potential forecasting models;
3. evaluate the models by using the fitness;
4. at each generation
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• select the functions to undergo the mechanism of reproduction;
• apply the genetic operators crossover, reproduction and mutation to produce

new composite functions;
• insert these offspring in the new population;
• evaluate the models by means of fitness;
• evaluate MSEt ,MSEv and MSE0 for the best individual and, if is the case, save

it as best-so-far model;
5. repeat step 4 until the specified maximum number of generations has been

reached.

Even though the individuals in the initial population are randomly created by
selecting from the function and terminal sets, during the tree construction some
restrictions have been imposed.

Moreover, a so-called half-and-half method has been chosen to create these
random initial structures. This is a compromise between the full and the grow
methods which are chosen 50% of times each. The full method generates only full
trees, that is the tree path length from any terminal node to the root of the tree is
the same. The grow, starting from a node chosen as root, recursively calls itself to
produce child trees for any node which needs them. When the initial structures reach
the maximum allowed depth all further nodes are restricted to be terminals. This
method has been used because it allows to create unbalanced trees with a variety of
shapes and sizes.

3 El Niño Anomalies Time Series

The Sea Surface Temperature (SST), monitored from ship reports, buoys and
satellite imagery, is an important physical quantity in understanding earth’s ocean-
atmosphere interactions. The so-called El Niño phenomenon is closely connected
with and partially defined by changes in SST. El Niño is characterized by the “Pacific
basin-wide increase in both SSTs in the central and/or eastern equatorial Pacific
Ocean and in sea level atmospheric pressure in the western Pacific” which occurs
periodically [24]. Indeed, Rasmusson and Carpenter [25] point out that El Niño is
the leading factor in interannual variability of SST off the coast of Peru and Ecuador.
Predicting this phenomenon is essential, as El Niño is linked to reduction of fish
population in coastal waters and changes in the climate of South America and other
global regions, often seriously impacting the economy.

Very often, rather than making reference to actual SST series, researchers deal
with SST anomalies series. Any such value represents the departure of a given SST
from the long term average temperature.

A rigorous definition [26] states that an El Niño occurs in a region when a positive
five-month running mean SST anomaly in the investigated region, exceeding 0.4 K,
lasts at least six months. Similarly, there are cold events when the SSTs become
unusually cold for at least six months: such events are termed La Niña.
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Fig. 1. The El Niño 3.4 SST anomalies original time series

For data sampling of SSTs the equatorial Pacific (between 5◦S–5◦N) has been
divided into a number of regions named El Niño 1, 2, 3, 4, and 3.4 (which
encompasses parts of both regions 3 and 4).

In this paper we have decided to take into account the El Niño 3.4 area. This is
defined by 120W◦–170◦W and 5◦N–5◦S, so it runs along the Equator and is broadly
bounded to west by Kiritimati atoll (Kiribati) and to east by Galapagos Islands
(Ecuador). For this area literature provides researchers with the monthly series of
SST anomalies for the period January 1950–December 1999. The series is publicly
available, downloadable at [28], contains 600 values and is reported in Fig. 1.

Forecast of this series has been faced by many researchers with different
approaches.

Classical multivariate statistical methods, like for example Multiple Linear
Regression (MLR), Principal Component Analysis (PCA), Canonical Correlation
Analysis (CCA) and many others, are widely used for data analysis in meteorology
and oceanography [27].

Several dynamical models have been applied to predict this series. They are
too numerous to be described here. There is an excellent review on them in [29].
Among them we can cite here at least Lamont Simple Coupled Model (LDEO),
Australian Bureau of Meteorology Research Center (BMRC) low-order coupled
model, University of Oxford intermediate coupled model, Scripps/MPI Hybrid
Coupled Model (HMC–3), The Center for Ocean Land Atmosphere Studies (COLA)
comprehensive coupled model, NCEP comprehensive coupled model.

Unger and others [30] have approached the problem by combining the forecasts
of three input models into a single forecast based on the past behavior of each
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contributing model. One of the selected models is dynamical (CMP12 NCEP) while
the other two are statistical (Constructed Analogue model and Canonical Correlation
Analysis model).

Recent advances in Artificial Neural Network (ANN) modeling have led to
the nonlinear generalization of CCA. Non-Linear Canonical Correlation Analysis
(NLCCA) using an NN approach was introduced by Hsieh and applied to the tropical
Pacific SST fields [31].

Tang and others [32] have used a Feedforward Neural Network model.
An ensemble of 20 neural networks are trained, each with a different weight
initialization. The final model output is the average of the outputs from the 20
members of the ensemble. The advantage of the ensemble model is to reduce
variance, or instability of the neural network. By doing so, they have been able to
perform several forecasts with respectively 3, 6, 9 and 12 months steps ahead.

As far as we know there is no paper in literature dealing with Evolutionary
Algorithms applied to El Niño 3.4 forecast.

4 The Experimental Results

4.1 Parameter Setup and Performance Measures

The El Niño 3.4 SST anomalies series has been divided as it follows: due to the
above choice, the former 100 points are used as processing set. Points in the range
[101–400] are used to perform training, those in the range [401–588] are used as
validation. Finally, the points [589–600] are used to perform prediction. Firstly the
value of n has been set equal to 100 and the value of τ has been set equal to 12, so
that our system performs 12-month-ahead forecasting. Due to this choice, the first
value forecast by our system is that at time t = 100+12 = 112.

A preliminary set of runs has been carried out to find a good parameter set.
The best resulting values are listed in the following. The population size chosen
is 3,000, the maximum number of generations allowed is 350, crossover rate is 0.40,
mutation rate is 0.59 and reproduction rate is 0.01. Initial tree depth is in the range
[2–6], and maximum tree depth is 30. Initial population is generated by half-and-
half method. Tournament selection with size equal to 200 is carried out. Crossover
is internal with probability 90%, and external for the remaining 10%. Mutation
is equiprobabilistically internal or external. Depth of new subtrees generated by
mutation is in the range [0–10].

4.2 Findings

Experiments have been performed on a Sun workstation and require few hours.
We have carried out a set of ten runs with the best found parameter values. We
consider as the best among those trials the one that gives rise to the best model
in terms of lower MSEv. Results for this best run are reported in Fig. 2 where the
training and the validation are shown. It should be noted that values shown have been
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Fig. 2. Training and validation
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Fig. 3. Forecasting for the twelve months of year 1999

normalized in [−1.0,1.0]. It can be seen that our system models the phenomenon in
good accordance with historical data, both hot and cold phases are caught correctly,
and all peaks are forecast, though in some cases computed peak heights are lower
than real ones. Figure 3 reports the forecasting for the twelve months making up year
1999. Also in this case values are normalized in [−1.0,1.0]. As it can be easily seen,
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Fig. 4. Evolution of best fitness as a function of number of generations

our forecasting is quite close to actual data: the general shape of this twelve-month
time interval is reproduced with good approximation, and can be interpreted as a
La Niña phase. Forecast values show a first increasing trend (though initially slower
than the real series) followed by a decreasing phase. Values for months from June to
September are in excellent agreement with real data. Figure 4 shows the evolution of
the best fitness value as a function of the number of generations. The improvement
in solution quality is very high during a first phase lasting about 50 generations,
though decrease continues satisfactorily in the next phases as well. The values of
the errors related to the best model found in this evolution are MSEt = 0.026442,
MSEv = 0.016818 and MSEp = 0.008829 for the prediction set.

5 Conclusions and Future Works

In this paper we have presented a GP tool for time series forecasting based on a τ-
steps ahead approach. The system has been tested on a publicly available series,
that of El Niño 3.4 SST anomalies. Experimental results have demonstrated the
effectiveness of the proposed approach in providing good-quality resemblance of the
computed series to the real one. Furthermore, good forecasting has been obtained,
which guesses the next phase as a La Niña one. This has been confirmed by the real
data.

Future work will include the application of the proposed system to other real-
world time series in order to further validate the promising results reported in the
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present paper. Furthermore, a parallel implementation of the GP tool on Multiple
Instruction Multiple Data (MIMD) parallel machines will be carried out with the
aim to reduce computational times.
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Summary. The tuning of parameter values in parametric modelling can be viewed as an
optimization problem where the outcome of the optimal model is to be as similar as possible
to the experimental data. We give a general formulation of the problem with different
fitness function definitions, both in terms of single-objective and multi-objective evolutionary
optimization. As a test case we show results on a parametric model of combustion in a
combustion chamber of a diesel engine. Such an optimal model will therefore be used for
a controller design. The outputs (pressure inside combustion chamber versus rotation angle)
of the resulting optimal models are compared to experimental data. Results of different
optimization runs with Differential Evolution (DE) and Evolution Strategy (ES) as search
algorithms and with different fitness definitions are compared.

1 Introduction

Parametric models are widely used in many technical and scientific areas when
an analytical or numerical model is partially unknown or computationally too
expensive. As evident some general laws governing the system must be known
in order to write prototype parametric equation and leave to the optimization the
choice and tuning of such parameters. If the governing laws are unknown and only
a linguistic knowledge on the system is available, the field is open for fuzzy and
neuro-fuzzy models.

As a first example the parametric model optimization of a mechanical device is
described in [1] where excellent results are obtained in terms of similarity between
measured data and optimal model output. A binary-coded GA was used with a non-
trivial definition of fitness, showing the importance of a proper fitness definition
for satisfactory results. A second example is the parametric model optimization of
a dynamic structure (a bridge, for example) where the stiffness matrix is usually
unknown and almost impossible to be measured or numerically computed. A precise
parametric model is essential for a satisfactory semi-active control in case of
earthquake; on this topic see [2, 3].
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Evolutionary based model optimization has many automotive applications. For
example, researchers at University of Tubingen, in collaboration with BMW Group
Munich, are working on both the reduction the costs related to engine application
at test beds and and to the improvement of the engine system calibration, [4, 5].
Complex engine functionality are the answer of Engine Management Systems
developers to the legal exhaust guidelines which are getting more and more strict
and to the increasing demands for a reduction of the fuel consumption. These engine
functions shall optimize the combustion process and thus increase the efficiency of
the engines. However, with the increasing number of adjustable engine parameters
the complexity of the look-up table tuning, the so-called application of electronic
control units becomes larger, too. In these framework evolutionary algorithms have
successfully been applied for solving several combinatorial optimization problems
in the engine application (e.g. optimization of the test bed schedule, statistical
experimental design, look-up table design).

Another important example is a recent work appeared at the Society of
Automotive Engineering SAE conference 2003, [6]. The authors describe the basic
role of evolutionary algorithms in the optimization of diesel engine emissions and
fuel efficiency. Each modern diesel engine design technique (Air Swirl, EGR,
Injection Timing and Multiple Injections etc. . .) can be optimized by evolutionary
algorithms, improving the performance considerably.

In the paper we show the application of parametric model optimization
via evolutionary techniques to the automotive field for control purposes. The
complexity of automotive devices (engine, suspension system. . .) highly demands
the development of simple and poorly time-consuming models (such as parametric,
fuzzy or neuro-fuzzy models) to be easily run in a control loop on cheap processors.
In the above context the unaffordable complexity of a differential model of
combustion is evident; fluid-dynamic partial differential equations coupled with
thermodynamic equations would be necessary and it would be impossible to run
such equations on a small and cheap processor for automotive control.

2 Problem Setting

The key point for a successful parametric model optimization is the interaction
between the optimization expert and the system’s expert; such an interaction give rise
to a combination of iterative and non-iterative procedures. The flowchart of the entire
optimization process is shown in Fig. 1 where system’s expert tasks, optimization
expert tasks and joined tasks are outlined with different colors. Moreover the iterative
process is shown with full line while non-iterative processes are shown with broken
lines.

Regarding the iterative optimization process, an essential point for a satisfactory
result is the proper fitness definition in our experience, this is even more important
than the choice of the optimization algorithm. The outcome of a parametric model
may be of different typology, a single value, a 1-dimensional relationship between
two variables or more generally an N-dimensional relationship between N + 1
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Fig. 1. Flowchart of the optimization strategy with the following meaning of lines and colors:
plain line: iterative process, broken line: human expert intervention, gray box: optimization
expert task, white box: model expert task. Several optimizers are implemented among which
ES, DE and Genetic Algorithms (GA).

variables. We consider here the second case. In the test case we will present later
the two variables are an angle θ (crank-angle) and a pressure p(θ).

2.1 Objective Function Definition

From a general point of view a proper fitness definition has to express properly
the similarity between the experimental N-dimensional relationship and the model
outcome and proper functional norms have to be used for evaluating differences
between N-dimensional functions. When considering the one dimensional case.
several different functional norms can be used for measuring the gap between the
experimental pressure pe(θ) and the output of the parametric model ps(θ,X) at the
current values of optimization parameters X ∈ Ω (parameters space). The choice
of such gap measuring strategy is highly dependent on the shape of the model
output (oscillatory, smooth, . . . ) and on what kind of similarity is the most important
(uniform convergence, no oscillatory behavior, coincidence on some key points, . . . ).
For a general problem’s formulation we consider the following set of possible
objective functions to be eventually combined once the above information are given
by the system’s expert.

f1(X) = max
i=n1,...,n2

|ps(θi)− pe(θi)|
Pn

, f2(X) =

√√√√∑n2
i=n1

(ps(θi)−pe(θi))2

P2
n

n2−n1
.
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where both ps(θ) and pe(θ) are sampled in n points (θ1, . . . ,θn), the indexes n1 and
n2 are such that 1≤ n1 < n2 ≤ n, and Pn is the normalizing factor that can be defined

either as P(1)
n = maxi=1,...,n pe(θi) or P(2)

n (θ) = pe(θ). For generality we consider

two different normalization strategies, the first one (Pn = P(1)
n ) does not depend on

θ while the second one (Pn = P(2)
n (θ)) is θ-dependent and it increases importance of

similarity on areas where p(θ) is small. Generally a small interval [n1,n2] of sample
points may be considered when fitness is to be defined. Such a procedure may be
needed when similarity on only one interval of p(θ) curve is important.

If no information are available about the most proper similarity function to be
used, the following general formulation can be used where one combination of

weights w j and comparison windows values n(M)
1 ,n(M)

2 are automatically looked for
by the optimizer.⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

min
X,w,n1,n2

= ∑M−1
k=1 w j fk

(
X,n(k)

1 ,n(k)
2

)
+
(
1−∑M−1

k=1 wk
)

fM

(
X,n(M)

1 ,n(M)
2

)
∑M−1

k=1 wk ≤ 1 wk ≤ 1 k = 1, . . . ,M−1

X ∈Ω 1≤ n(k)
1 ≤ n(k)

2 ≤ n k = 1, . . . ,M

(1)

We point out that, although the above equations where written for a situation where
the model’s outcome is a 1-D relation between two parameters, similar equations
expressing the same ideas can be written for the general case of N −D relations
among N +1 parameters.

2.2 The Problem from the Point of View of Multi-Objective Optimization

In some cases the requirements for similarity of data and model output expressed
by the various functions 1 are contradictory. As an example a model output may be
globally quite similar to the data (the mean square error is low) but it may be hard to
have at the same time a very small error on some crucial point. Such a situation may
give rise to the following multi-objective optimization problem:⎧⎨

⎩
min

X,n1,n2
=
(

fk

(
X,n(k)

1 ,n(k)
2

))
k = 1, . . . ,M

X ∈Ω 1≤ n(k)
1 ≤ n(k)

2 ≤ n k = 1, . . . ,M
(2)

One possible solution of the parametric model optimization problem can be to choose
two potentially conflicting requirements such as global MSE (Mean Square Error)
and local MSE and solve the multi-objective optimization problem approximating
the Pareto optimal front and after that choose the best compromise; this choice may
be done after a visual analysis of outcomes of Pareto optimal models.

3 Modelling the Combustion Chamber in a Diesel Engine

A model of combustion in a diesel engine requires knowledge and sub-models
of several complex processes: air dynamic in the cylinder, fuel pulverization and
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vaporization, mix of the two fluids, chemical kinetic setting combustion premixed
and diffusive phases. From a general point of view two different typologies
of combustion models are usually developed and used: multidimensional and
thermodynamic models. The first one aims at forecasting all details of fluids
dynamics processes in engine cylinders. The second one, through empirical
correlations and through the first principle of thermodynamics, aims at briefly
describing the several processes related to combustion. In the simplest approach the
fluid is considered to be uniform in temperature, pressure and chemical composition,
so that the processes in the combustion chamber only depends on time (that it only
depends on the crank angle). This model is known as “single zone” combustion
model.

The most important step in the “single zone” combustion model is the evaluation
of the heat release law. When neglecting mass flows through boundary surface
of combustion chamber, heat released by chemical reactions (dQb

dθ ) is equal to:
dQb
dθ = dE

dθ + dL
dθ + dQr

dθ where dE
dθ represent the system internal energy variation, dL

dθ
the power exchanged with the environment by the piston and dQr

dθ the heat leakage
caused by the contact of fluid with the chamber chilled sides. Treating the fluid as
a perfect gas with a mean temperature T̃ , we have E = mcvT̃ . Consequently, the
following equation holds:

dE
dθ

= mcv
dT̃
dθ

,
dL
dθ

= p
dV
dθ

, T =
pV
mR

,
dT
dθ

=
p

mR
dV
dθ

+
V

mR
d p
dθ

(3)

Finally, combining the (3) each other we obtain the following equation for the
heat release law:

dQb

dθ
=
[cv

R
+1
]

p
dV
dθ

+
cv

R
V

d p
dθ

+
dQr

dθ
(4)

Based on (4), the Mechatronics team developed a theoretical model to forecast
the pressure cycle inside the combustion chamber of a single injection diesel
engine. This model has 3 external parameters (describing the engine working point)
and 9 input parameters (among which RPM – Rounds Per Minutes, combustion-
start, temperature, loss factor, etc.)1. The Fig. 2 shows the pressure values versus
crank angle θ associated to a given set of external and input parameters. The test
case engine is a Common Rail four strokes mono-cylinder diesel engine with the
following features: Displacement = 224 [cm3], Bore = 69 [mm], Piston race =
60 [mm], Compression ratio = 17.5:1, the Fuel supply is a Common Rail direct
injection, Max power = 3.5 [kW] at 3600 RPM and maximum torque = 10.5 [Nm]
at 2200 RPM.

The aim of the work is the tuning (optimization) of the model parameters to
achieve a “good fitting” of the experimental data of the engine pressure cycle. Here
“good fitting” has a twofold meaning. One side, the approximation has to ensure
the global error to be less than 5% of the max value of experimental data. On the
other side, the fitting is asked to have a small error (about 2% of the max value of

1 Since this theoretical pressure model is a key item of a patent proposal, we are restrained
from giving its detailed description.
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Fig. 2. Data flow for pressure cycle model and for parameter optimization. P: peak pressure
point, S: Start of combustion point

experimental data P(1)
n ) on some given crank angle ranges, and in details: around the

combustion starting point (where−50≤ θ≤−25) and around the the pressure cycle
peak (where −10 ≤ θ ≤ 15). These tho objectives are in conflict and the eventual
multiobjective treating of the problem is thus justified.

4 Optimization Algorithms

One drawback of a model optimization procedure is that each objective function
call from the optimizer requires the full run of the model itself with parameters
corresponding to the current solution to be evaluated. This may give a relevant burden
from the computational point of view. For this reason we have decided to consider
only ES and DE and not GA for comparing results.

The two differential evolution DE1 and DE2 algorithms are described in [7, 8, 9]
and for a 9-variables real-values box-constrained problem as our test case is a number
of 30–50 individuals is sufficiently high for convergence in about 250 iterations; this
means approximately 104 model runs.

In this work two distinct evolution strategies have been used: (1 + 1)-ES and
(1+9)-ES [10]. This type of evolution strategies doesn’t comprise any selection and
recombination. They are the simplest form of the parallel search methods. At each
step, all population individuals generate offspring by an asexual reproduction (also
referred to as mutation [11]).
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Let Pt be the population at t-th iteration, Xt be an individual in Pt and J be the
number of genes of each individual. For offspring generation we used the following
formula:

off(Xt( j)) = Xt( j)+Dt(Xt( j))
√
−2lg(r1)cos(2πr2) (5)

where off is the generative function, Xt( j) is the j-th gene of the individual X at
t-th iteration (with j = 1, . . . ,J), Dt is the covariance matrix at t-th iteration (whose
dimension is |Pt | × J) which describes the search step of each gene (that is each
model parameter) of all individuals and r1,r2 are two random number belong to
range [0,1].

In both strategies, optimum search involves an updating procedure of the
search step Dt based on the “simulated annealing” strategy. Offspring generation
is controlled by several algorithm parameters: the hypersphere ray update threshold
h, the “annealing” threshold ath and the “annealing” scaling factor as. Obviously,
offspring generation is controlled by parameters constraints in search space too. The
start value of covariance matrix D0 sets the first hypersphere ray to 10% of the range
size of each parameter. The parameter h is the number of initial iterations in which
the search hypersphere, centered on the current individual, isn’t changed. We set
this parameter as 40% of the max number of simulation iterations. After the first h
iterations, matrix Dt is updated in this way:

Dt+1(Xt+1( j)) =

{
Dt(Xt( j))/as if p(Xt) > ath

Dt(Xt( j))as otherwise .
(6)

where Dt(Xt( j)) is the search ray associated to j-th gene of the current individual
Xt , p(Xt) is the ratio between the number of the fitness improvements ( f (off(Xt)) <
f (Xt) in a minimum search problem, f is the fitness function utilized) in the last h
iterations and h. Usually in literature [12] ath takes the value 0.2 and 0.9≤ as ≤ 0.96.

5 Single-Objective Optimization Results

Table 1 shows the optimal results of the fitness functions f1 and f2 obtained by the
different evolution strategies and differential evolutions algorithms. Table 2 lists the
optimal values of model parameters Par1, . . . ,Par9 for each optimization strategy.

Table 1. Outcomes obtained by (1 + 1)-ES, (1 + 9)-ES, DE1 and DE2 algorithms with
different objective functions. These errors are normalized respect to value max of experimental

data P(1)
n

(1+1)ES (1+9)ES DE1 DE2 Prot. Mod.

f1 0.0693 0.0472 0.0087 0.0041 0.1818
f2 0.0148 0.0122 0.0094 0.0077 0.0716
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Table 2. Optimal parameters obtained by (1 + 1)-ES, (1 + 9)-ES, DE1 and DE2 algorithms
with different objective functions. Parameters values are compared with parameters obtained
by the prototype of the pressure model (Prot. mod.). This table shows the ranges of each
parameter too

(1 + 1)ES (1 + 1)ES (1 + 9)ES (1 + 9)ES DE1 DE1 DE2 DE2 Prot
f1 f2 f1 f2 f1 f2 f1 f2 Mod. Range

Par1 4.7144 3.5650 3.4130 3.9787 0.0234 0.1216 0.0454 0.0000 3.3 [0,5.0]
Par2 0.5079 0.5385 0.4697 0.4906 0.3958 0.3765 0.3811 0.4345 0.8 [0,2.0]
Par3 0.0437 0.0325 0.0102 0.0134 0.0564 0.0679 0.0671 0.0721 0.12 [0.01,0.1]
Par4 1.3991 1.3813 1.3870 1.3714 1.3563 1.3445 1.3345 1.3400 1.4 [1.35,1.40]
Par5 1.4803 1.6451 1.5803 1.5238 1.1452 2.3257 1.1456 2.1784 4.0 [0,6.0]
Par6 14.386 12.3838 11.9032 12.4482 12.456 12.3672 11.234 10.7729 7.0 [6.0,30.0]
Par7 68.1875 82.8804 79.5597 69.0244 9.998 89.9997 89.997 89.9997 60.0 [10.0,90.0]
Par8 559.0053 492.7448 455.5236 428.8541 553.054 456.5853 455.5853 457.3456 863.0 [400,1000]
Par9 0.0425 0.0243 0.0223 0.0253 0.0204 0.0198 0.0204 0.0202 0.4 [0,1.0]

Figure 3 shows outcomes obtained by DE2 algorithm with the fitness function
f2. As can be seen the experimental data and the optimal model outcome are
overlapping and the error is very small. Figures 4 and 5 illustrate respectively a

Fig. 3. Pressure curves corresponding to optimized model, data and prototype model (the best
model provided by the mechatronics expert) and error for the DE2 optimization
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Fig. 4. Zoom of pressure curves corresponding to optimal model and data on the most critical
part (peak of the pressure cycle) obtained by DE2 algorithm with the objective function f2

zoom of the fitting obtained in this case on one of the most critical part of pressure
cycle (around peak of the pressure cycle) and the story of the objective function. We
point out that, as can be seen from the zoomed figure, the error is of the same size of
experimental data oscillations and it is thus a very satisfactory model. Figure 5 shows
that the approximation error size is reduced by approximately two magnitude orders.
Moreover the pressure curve corresponding to the optimal solution is significantly
more similar to the experimental curve than the one corresponding to the “prototype”
model given by the mechatronics expert. This means that the optimization process
can relevantly improve the solution, exploring areas of the search space that wouldn’t
have been considered as promising by the mechatronics expert.

At first, it has been made a simulation using (1 + 9)-ES algorithm with a
weighted fitness function f1+α· f2

1+α composed by a uniform error max on the entire
domain of the pressure cycle function and by a mean quadratic error on the function
“peak” range. In this work we have set α value to 10. The simulation, whose
results are showed in Fig. 5 yields objectively the best result obtained by evolution
strategies. In fact in this case the error normalized respect to the max value of the
experimental data is 0.01.
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Fig. 5. Top: DE2 optimization: story of the objective function f2. Bottom: Pressure cycle fitting
by (1 + 9)-ES with a weighted mixed fitness function

It follows the list of outcomes obtained by the use of evolution strategies
approaches stated before with fitness functions: f1 and f2.

Figure 6 shows the results of the pressure cycle fitting obtained by (1 + 1)-ES
algorithm with the fitness function f1 (error uniform max). Figure 6 instead shows a
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better fitting (according to previous description of the aim of this optimization work)
than previous case obtained by the same algorithm but with the mean quadratic error
(fitness f2).

Figures 7 illustrates the result of the pressure cycle fitting obtained by (1 + 9)-ES
algorithm with the fitness function f1 (error uniform max), while Fig. 7 illustrates a
better fitting (according to previous description of the aim of this optimization work)
than previous case obtained by the same algorithm but with the mean quadratic error
(fitness f2). From the results Table 1 and from Figs. 6 and 7 it can be noticed that (1 +
9)-ES algorithm yields better outcomes than (1 + 1)-ES with both fitness functions
f1 and f2.

Before going to conclusions we wish to thank Olga Scognamiglio and Giuseppe
Palma for the support they gave us with their knowhow on Mechatronics systems.

6 Conclusions

A complete tool for model optimization have been developed. The strategy is based
on both algorithm iteration and non-iterative process requiring interactions between
the optimization expert and the model’s expert. Several evolutionary optimizers have
been compared with several objective function definitions.

The key point for such results is the proper choice of both the search algorithm,
and the objective function. While the former is usually selected by optimization
expert, the latter should be selected through a deep interaction between optimization
expert and the system’s expert.

The pressure curve corresponding to the optimal solution is significantly more
similar (the approximation error size is reduced by approximately two magnitude
orders) to the experimental curve than the one corresponding to the “prototype”
model given by the mechatronics expert. This means that the optimization process
can relevantly improve the solution, exploring areas of the search space that wouldn’t
have been considered as promising by the mechatronics expert.
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Abstract. A hybrid network, based on the integration of Fuzzy ARTMAP (FAM) and the
Rectangular Basis Function Network (RecBFN), is proposed for rule learning and extraction
problems. The underlying idea for such integration is that FAM operates as a classifier to
cluster data samples based on similarity, while the RecBFN acts as a “compressor” to extract
and refine knowledge learned by the trained FAM network. The hybrid network is capable of
classifying data samples incrementally as well as of acquiring rules directly from data samples
for explaining its predictions. To evaluate the effectiveness of the hybrid network, it is applied
to a fault detection and diagnosis task by using a set of real sensor data collected from a
Circulating Water (CW) system in a power generation plant. The rules extracted from the
network are analyzed and discussed, and are found to be in agreement with experts’ opinions
used in maintaining the CW system.

1 Introduction

Rule learning and extraction is an important area in neural network (NN) research.
Although NN models have exhibited a number of attractive features for fault
detection and diagnosis (FDD) applications, there is no single panacea in NN
approaches that always yield the best performance on FDD problems. This is
particularly true for real problems in large-scale, complex processes in today’s
modern industrial environments [1]. To circumvent the problem, two key limitations
of NN models for FDD tasks are focused in our work. First most NN algorithms need
a long training time in response to a large database and cannot perform incremental
learning in real time. The ability of NN models in absorbing knowledge continuously
and autonomously without corrupting or forgetting previously acquired knowledge
is necessary, for instance, in handling on-line learning problems in non-stationary
environments. Second, trained NN models often operate as a “black box” which

Shing Chiang Tan and Chee Peng Lim: Rule Learning and Extraction Using a Hybrid Neural Network: A Case Study
on Fault Detection and Diagnosis, Advances in Soft Computing 1, 179–191 (2005)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2005
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reveals little or no information of the system they represent [2]. Knowledge learned
is concealed within a large number of connections (weights), in which domain users
can hardly understand and utilize the embedded knowledge to assist in decision-
making.

In this paper, we propose a hybrid network, based on Fuzzy ARTMAP (FAM)
[3] and the Rectangular Basis Function Network (RecBFN) [4], for undertaking
condition monitoring and FDD problems. FAM is a supervised learning architecture
of the Adaptive Resonance Theory (ART) [5, 6] family that combines neural network
and fuzzy set theory into a common framework. FAM has the ability to undertake
the stability-plasticity dilemma, i.e. how a learning system is able to protect useful
historical data from corruption (stability) while simultaneously learning new data
(plasticity) [5]. It is thus able to learn continuously in a changing data environment
and to acquire knowledge in situ while simultaneously providing useful predictions.
To enhance its applicability to condition monitoring and FDD tasks, we have
endowed FAM with an explanatory facility for its predictions via a rule extraction
algorithm. Specifically, we combine FAM and the RecBFN to form a hybrid rule-
based adaptive network that is capable of classifying fault patterns as well as of
acquiring rules directly from data for explaining its predictions. To evaluate the
effectiveness of the proposed system, we have collected a set of real sensor data from
a power generation plant to develop health signature for FDD of a crucial process in
the plant.

2 The FAM-RecBFN: A Hybrid Network

The hybrid network between FAM and the RecBFN, known as the FAM-RecBFN,
is formed in a cascaded mode. The underlying idea for such integration is that FAM
works as a classifier to cluster data samples based on similarity, while the RecBFN
acts as a “compressor” which groups and refines knowledge from the trained FAM
network. The FAM-RecBFN inherits several advantages from its predecessors. First,
it requires no prior handcrafting of network architecture. Instead, its network size
is built incrementally pertaining to the process/machine under scrutiny via data
samples. Second, it is a model of network that overcomes the stability-plasticity
dilemma and is potentially applicable to real-time problems. Besides, it has fewer
user-defined parameters that need tuning which, in turn, makes rule extraction
almost an automated manner. Furthermore, the extracted rules are less restrictive
and conflict-free, and they can be expressed in the If-Then format that is explicit to
domain users. The operation of the FAM-RecBFN is as follows.

2.1 Fuzzy ARTMAP (FAM)

FAM consists of a pair of Fuzzy ART [7] modules, ARTa and ARTb, interconnected
by a map field. Figure 1 shows the FAM network structure. Each ART module
comprises three layers of nodes: Fa

0 (Fb
0 ) is the normalization layer in which an

M-dimensional input vector, a, is complement-coded [3] to a 2M-dimensional
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Fig. 1. The architecture of Fuzzy ARTMAP

vector, A = (a,ac)≡ (a1, . . . ,aM,1−a1, . . . ,1−aM); Fa
1 (Fb

1 ) is the input layer which
receives the complement-coded input vectors; Fa

2 (Fb
2 ) is the recognition layer which

is a dynamic layer that encodes prototypes of input patterns and that allows the
creation of new nodes when necessary.

The key feature of FAM is in the inclusion of a novelty detector, i.e., the vigilance
test, to measure against a threshold (vigilance parameter, ρ) the similarity between
the prototype patterns stored, wJ , in the network and the input pattern A, i.e.,
|A∧wJ |
|A| ≥ ρ [3]. When the match criterion is satisfied, learning takes place according

to w(new)
J = β(A∧w(old)

J )+(1−β)w(old)
J , where β ∈ [0,1] is the learning rate. When

the match criterion is not satisfied, a new node is created, and the input is coded as
its prototype pattern. As a result, the number of nodes grows with time, subject to the
novelty criterion, in an attempt to learn a good network configuration autonomously
and on-line. As different tasks demand different network structures, this learning
approach thus avoids the need to specify a pre-defined static network size, or to re-
train the network off-line.

During supervised learning, ARTa and ARTb, respectively, receive a stream of
input and target patterns. FAM does not directly associate input patterns at ARTa to
target patterns at ARTb. Rather, input patterns are first classified into prototypical
category clusters before being linked with their target outputs via a map field. At
each input pattern presentation, this map field establishes a link from the winning
category prototype in Fa

2 to the target output in Fb
2 . This association is used, during

testing, to recall a prediction when an input pattern is presented to ARTa.
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As pointed out in [3], the orders of input patterns presented to FAM in the
training phase can affect the formation of cluster prototypes, hence the network
performance. As a result, an ordering algorithm [8] has been proposed to identify a
fixed order of training samples that should be presented to FAM in order to improve
the performance. In this work, FAM with the ordering algorithm is employed.
The ordering algorithm comprises three stages. In the first stage, the input pattern
that maximizes the sum ∑M

i=1 |AM+i−Ai| is selected as the first center, and is
removed from the training set ST to avoid re-selection in subsequent stages. In
the second stage, the next (nclust − 1) input patterns are selected as centers (in
which nclust is the number of distinct classes) through an Euclidean-based Max-
Min clustering algorithm [9], and they are discarded from ST . In the third stage, the
presentation orders for the remaining input patterns in ST are determined by finding
the minimum of the Euclidean distances between these patterns and the nclust centers.
The whole procedure in the third stage is repeated until all orders of the input pattern
presentation for the training phase of FAM have been identified.

2.2 The Rectangular Basis Function Network (RecBFN)

The RecBFN is a feedforward network, with an input layer, one hidden layer, and
an output layer. Its architecture, as shown in Fig. 2, is similar to the RBF network.
Nevertheless, they are different in two aspects: the activation functions of the hidden
nodes and the propagation rule.

The input layer is fully connected to the hidden layer. The hidden (RecBF) nodes
are dynamically created when necessarily. Each hidden node, which corresponds
to a rule, comprises a center-vector r and two sets of widths: a core region (inner
rectangle) λ+

i ,λ−i and a support region (outer rectangle) Λ+
i ,Λ−i ,(1≤ i≤ n where n

denotes the input dimension). Figure 3 illustrates an instance of the RecBF node in a
two-dimensional feature space. Each RecBF node is linked to one output node with
a non-zero weight, and each output node corresponds to one class.

The RecBFN employs a fast and constructive training scheme known as the
Dynamic Decay Adjustment (DDA) algorithm [4, 10, 11]. The DDA algorithm

Fig. 2. The architecture of the RecBFN
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Fig. 3. A RecBF node in a two-dimensional feature space

comprises three steps that create new prototypes when necessary and adjusts the core
and support regions of the existing prototypes. The steps are described as follows:

• cover: if a new training pattern lies inside the support region of an already existing
prototype, its core-region is extended to cover the new pattern;

• commit: if a new training instance is not covered by a prototype of the correct
class, a new hidden node will be created. The hidden node is assigned with a
reference vector that is the same as the new training instance. Meanwhile, the
widths of the hidden node will be chosen as large as possible, without running
into conflict with the already existing prototypes. This, consecutively, requires
the execution of a shrinking procedure towards the existing prototypes of other
classes.

• shrink: if a new pattern is incorrectly classified by an existing prototype of
conflicting class, the widths of this prototype will be reduced (shrunk) so as to
solve the conflict.

2.3 The FAM-RecBFN

To effectively form the hybrid FAM-RecBFN, a center estimation procedure is
introduced in FAM. This is because the original weight vectors encode the maximum
and minimum vertices of a hyper-rectangle which do not reflect the centroids of
the pattern clusters represented by each ARTa prototype node. A new set of center
weight vectors, wa−c

j , is introduced in ARTa to represent cluster centroids [12]. The
center weight vectors propagate from the input layer to the hidden layer. If wa−c

j
is inside the support region of an already existing hidden node, its core region is
extended to cover the pattern. Otherwise, a new hidden node is created to include the
center weight vector r. The reference vector of the hidden node is the same as the
center weight vector. The widths of the prototype are determined using a shrinking
algorithm, against the references of already existing hidden nodes of conflicting
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Fig. 4. The shrinking procedure

class. Three cases of width shrinking have been proposed (Fig. 4). If an existing
finite dimension can be shrunk without shrinking below a preset minimum width,
εmin, the one with the smallest loss in volume will be chosen (Λbest,k). If this is not
the case, either one of the remaining infinite dimensions will be shrunk (Λmax,l),
or if this would result in a new width smaller than εmin, one of the existing infinite
dimensions (Λmin,m) will be shrunk below εmin. In fact, the inclusion of εmin to the
DDA algorithm and the formation of asymmetric rectangles ease rule extraction with
soft boundaries, which are important and useful in suppressing the effect of rule
rigidity.

3 Application of the FAM-RecBFN
to Fault Detection and Diagnosis

3.1 The Circulating Water (CW) System

Applicability of the FAM-RecBFN to FDD tasks is investigated using a set of real
sensor data collected from an electricity power generation plant in Penang, Malaysia.
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Fig. 5. The Circulating Water system

The system being monitored in the power station is the Circulating Water (CW)
system. The main function of the CW system is to supply a sufficient and continuous
amount of cooling water to the main turbine condenser to condense steam from the
turbine exhaust and other steam flows into the condensers [13]. Figure 5 depicts
a simplified overview of the CW system. The CW system includes all piping and
equipment (such as condensers and drum strainer) between seawater intake and the
outfall where water is returned to the sea.

The circulating water enters the plant from the sea through a primary bar screen
at the pump house. The bar screen is used to prevent large sized debris, such as
timber and clumps of seaweed, from entering the CW system. In the pump house,
the CW pumps draw seawater from the suction chamber to a common discharge
header through a hydraulic discharge valve. From the common discharge header,
the seawater flows into the CW inlet culvert through a drum strainer. This drum
strainer functions as a filter to remove fine debris, such as shells and seaweed
in the seawater. The circulating water flows through the culvert up to the turbine
condensers, where the water is used to condense steam being exhausted from the
low-pressured turbine. After passing through the condenser, the circulating water
exits the condenser through a pair of outlet valves into a concrete outlet culvert,
before it is discharged back to the sea through an outfall.

3.2 Network Accuracy

A database was formed on 80M Watts of the targeted power generation. Each
record in the database consisted of 12 features comprising temperature and pressure
measurements at various inlet and outlet points of the condenser, as well as other
important information (as tabulated in Appendix). Four fault states of the CW system
have been identified and they are summarized in Table 1.
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Table 1. Fault-states classification of the CW system

Class Indication

1 Heat transfer in the condenser is efficient and there is no significant blockage
in the CW system.

2 Heat transfer in the condenser is not efficient and there is no significant blockage
in the CW system.

3 Heat transfer in the condenser is efficient and there is significant blockage in
the CW system.

4 Heat transfer in the condenser is not efficient, and there is significant blockage
in the CW system.

The database was partitioned into a training set and a test set, each with 1000
samples. The hybrid network was trained in the fast learning mode with 10 epochs
per training session, and by systematically varying the value of the ARTa baseline
vigilance [3], ρ̄a, for low to high values. Table 2 depicts the network performance
in terms of test accuracy and the number of Fa

2 nodes. The highest test accuracy
achieved was 95.70%, with a total number of 18 nodes, at ρ̄a = 0.5. This setting was
used in subsequent experiments for rule extraction.

Table 2. Classification performance

ρ̄a Test Accuracy (%) Number of Nodes

0.0 95.20 15
0.1 95.20 15
0.2 95.20 15
0.3 95.20 15
0.4 95.20 15
0.5 95.70 18
0.6 94.70 20
0.7 94.00 27
0.8 94.70 41
0.9 88.70 119

3.3 Rule Extraction

The centroid of each prototype was retrieved from the trained FAM network and
used in the rule extraction phase. A total number of 18 prototypes were obtained,
and rule extraction ensued with a predefined minimum width εmin of 0.1, for each
dimension of the input attributes. Nine rules were extracted, four for Class 1, three for
Class 2, one for Class 3, and one for Class 4. Quantization, as proposed in [14], was
conducted in which each rule was quantized into 5 levels of linguistic representation
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Table 3. Rules extracted from the FAM-RecBFN (1-very low; 2-low; 3-medium; 4-high; and
5-very high)

Parameter

No. Class 1 2 3 4 5 6 7 8 9 10 11 12

1 1 1 1 2 1 3 1 2 3 2 2 5 1
2 1 2 1 1 3 3 2 1 3 3 2 3 1
3 1 2 2 2 3 4 3 2 3 4 3 4 2
4 1 3 2 2 3 3–4 3 2 3 4 2 4 2–3
5 2 2 2 1 3–4 4 3 2 2–3 2–3 1–2 3–4 2
6 2 2–3 2 2 3–4 3–4 3 2 3 4 2–3 4 2–3
7 2 3 3 2 3 4 3 2 3 5 3 4 4
8 3 1–3 1–2 2–3 3 3 2–3 1–2 2–3 3–4 1–3 1 1–4
9 4 2–3 2–3 1–2 3–4 3–4 2–3 2 2–3 1–3 1–2 1 2–4

to ease user interpretation (i.e., 1 for very low; 2 for low; 3 for medium; 4 for
high; and, 5, for very high). If compared to the quantization approach in [14], each
level of quantization is not necessarily assigned the same interval. Instead, domain
experts are free to set the range for each quantization level which conforms to their
experience and knowledge. Table 3 shows the extracted rules by considering only
their core regions.

3.4 Rule Analysis

With reference to CWOP B (parameter 11) in Table 3, Rule 1 to Rule 7 can be linearly
separated from Rules 8 and 9, where in Rules 1 to 7 CWOP B ≥ 3 and Rules 8 and
9 CWOP B = 1. The former rules show insignificant blockage in the CW piping
system, whereas the latter rules indicate significant blockage. In accordance with the
experts’ opinions, the CW system is in a state of significant blockage when CWOP
B is very low.

Rules from Class 1, particularly Rules 1 and 2, depict a high efficiency of
heat transfer of the condensers. This is indicated by the condenser vacuum, VAC
(parameter 12), which is very low (i.e., 1). On the other hand, Rule 7 from Class 2
and Rule 9 from Class 4, show poor heat transfer in the condensers, as the condenser
vacuum (VAC) is raised from above level 2. The finding is further supported by high
scores of quantization levels in LPT A and LPT B (parameters 1 and 2) in Rules 7
and 9, compared to Rules 1 and 2, i.e.,

• In Rule 7, LPT A and LPT B are 3 while Rule 9, both range from 2 to 3.
• In Rule 1, LPT A and LPT B are 1 while in Rule 2, they are 2 and 1, respectively.

Rules 7 and 9 have differences in several aspects. Rule 7 shows a state of inefficient
heat transfer in the CW system that has no significant blockage, whereas Rule 9,
on the other hand, has significant blockage. Note that CWOP A and CWOP B
(parameters 9 and 11) in Rule 7 have quantization levels 5 and 4, respectively,
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whereas for Rule 9, both scores are from 1 to 3, and 1, respectively. This is the
finding that differentiates the two rules.

Most of the rules derived are from Classes 1 and 2. At a glance, Rule 5 from
Class 2 is not much different from the rules from Class 1. They, however, do have
differences, as follows.

• Rule 5 is the condition where the amount of power generated, GEN (parameter
3), is at level 1. If Rule 5 is to be compared with Rule 2 (which has GEN = 1),
one can find that LPT B in Rule 5 is quantized at a higher level (levels 2 and 1,
respectively in Rules 5 and 2). Besides, CWIT A, CWIT B, CWOT A, and CWOT
B levels in Rule 5 (i.e., from 3 to 4, 4, 3, and 2, respectively) are generally higher
than those in Rule 2 (i.e., 3, 3, 2, and 1, respectively).

• If Rule 5 is to be compared with Rule 3, in which Rule 3 has the same condition
as Rule 5 in LPT A and LPT B, Rule 3 is able to produce more amount of power.
This finding is indicated by GEN in Rule 3 (i.e., 2) has a higher quantization level
than that in Rule 5 (i.e., 1). The same finding can be observed in Rules 4 and 5.
The underlying reason is, Rule 4 is supported by higher levels of CWIP A and
CWIP B (i.e., 3, and 2, respectively), and in addition, by higher levels of CWOP
A and CWOP B (i.e., 4 and 4, respectively). Rule 5, however, has a lower range
of quantization levels in CWIP A (i.e., from 2 to 3), CWIP B (i.e., from 1 to 2),
CWOP A (i.e., from 2 to 3), and CWOP B (i.e., from 3 to 4).

• If Rule 1 is to be compared with Rule 5, obviously, Rule 1 indicates better heat
transfer efficiency than Rule 5. This is due to the former has a higher score in
GEN at an expense of lower scores in LPT A, LPT B, CWIT A, and CWIT B. For
evidence, the scores of LPT A, LPT B, GEN, CWIT A, CWIT B in Rule 1 are 1,
1, 2, 1, and 3, respectively; whereas the scores of the corresponding parameters in
Rule 5, are 2, 2, 1, from 3 to 4, and 4, respectively.

4 Conclusions

For NN models to be practically useful and usable as a decision-support tool
in handling complex FDD tasks, two key limitations of NN models need to be
solved. The underlying limitations are related to the network learning paradigm
(i.e., aspect of adaptability), and the black-box phenomenon on how the network
reaches a conclusion/prediction given an incoming sensor data. To cope with these
limitations, the network should have an ability that learns new data incrementally.
An incremental learning network should not suffer from the so-called catastrophic
forgetting and neither has to be re-trained with a batch of new and old data. In
addition, the network should have an ability to extract knowledge embedded in the
learned network and to provide users with reasoning/justification upon a predicted
outcome.

In this paper, a hybrid network, known as the FAM-RecBFN, that inherits
advantages of FAM and the RecBFN and that overcomes the aforementioned
limitations, has been proposed. To evaluate the effectiveness of the FAM-RecBFN,
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a case study on fault detection and diagnosis has been conducted. Specifically, a
set of sensor data pertaining to a CW system from a power generation plant has
been collected. The classification results and the extracted rules have been analyzed
and discussed. The extracted rules have exhibited a high degree of interpretability,
and they are in line with the opinions of the domain experts in maintaining the CW
system. The capability of rule interpretability with a substantially high predictive
accuracy is particularly beneficial when the system is applied to real-world problems,
such as decision support in safety critical applications like power plants.

Further work will be directed to conducting comparative experiments, based
on the CW as well as other benchmark data sets, using the FAM-RecBFN and
other machine learning techniques, e.g., decision trees such as C4.5 [15], neural-
fuzzy or fuzzy-neural systems such as the NEFCLASS system [16, 17] and the
EFuNN [18], and the KBANN-based techniques [19]. In particular, the aspect of
rule quality (e.g. accuracy, fidelity, consistency and comprehensibility), in addition
to rule interpretability, will be investigated. Moreover, it would be interesting to
investigate how FAM and the RecBFN could be hybridized as an entity, rather than
as in the cascaded mode in the current study. For this, a new network architecture,
which extracts conflict-free rectangles from data empirically, will be devised and
developed.
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Appendix

Table 4. Abbreviations of the CW System parameters

No. Parameter Description

1. LPT A Low Pressure Cylinder Exhaust Temperature A
2. LPT B Low Pressure Cylinder Exhaust Temperature B
3. GEN Generator
4. CWIT A Condenser Circulating Water Inlet Temperature A
5. CWIT B Condenser Circulating Water Inlet Temperature B
6. CWOT A Condenser Circulating Water Outlet Temperature A
7. CWOT B Condenser Circulating Water Outlet Temperature B
8. CWIP A Condenser Circulating Water Inlet Pressure A
9. CWOP A Condenser Circulating Water Outlet Pressure A

10. CWIP B Condenser Circulating Water Inlet Pressure B
11. CWOP B Condenser Circulating Water Outlet Pressure B
12. VAC Condenser vacuum
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1 Introduction

PID (Proportional, Integral and Derivative) controller is still the most widely used
control structure in industrial plants. Accordingly to Åström and Hägglund [1], more
than 90% of closed-loops have been controlled by PID algorithms. The simplicity
of design and the performance on linear systems are good reasons for the great
acceptance of PID control in industrial and academic fields. However, when the
process to be controlled has a high level of complexity, such as, time delay, time
varying parameters, modeling mismatch and nonlinearities, the performance of a
PID control system becomes unsatisfactory in order to guarantee the requirements
on most of the practical situations. There are many researches worldwide aiming
to improve the performance of complex processes and, so, leading to several
advanced control techniques such as: adaptive control, auto-tuning, optimal control
and predictive control [2].

Most advanced control algorithms not only has had a great advance on the
control theory but also depends on the mathematical model, where, in hard practical
conditions, is not always possible to come up the model. Therefore, there is a
necessity for a general-purpose intelligent controller that can be used easily and
effectively to control a wide variety of complex plants, in other words, a fuzzy
control. Controllers based on fuzzy logic theory not only try to mimic the behavior
of an expert operator but also do not demand the model identification [3]. In most
adaptive control, if the quantitative knowledge of the process is not available, an
identification mechanism is usually required to obtain the process dynamic on-line or
off-line. This fundamental problem makes the control design task extremely difficult
and waste time for control operators.

Fuzzy control systems have been investigated in many technical and industrial
applications since its introduction by Mamdani and Assilian [3]. Despite their
effectiveness, fuzzy controllers with fixed parameters become inadequate for
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complex plants especially when the available expert knowledge is not reliable.
Therefore, it is important to explore adaptation schemes for fuzzy controllers in order
to ensure good control performance over a wide range of operating conditions of
the plant in spite of a bad expert knowledge [4, 5]. There is no formal method to
determine accurately the parameters of the fuzzy controller (membership functions,
rules, fuzzy variables). Therefore, an alternative to improve the performance of a
fuzzy control system is to combine the fuzzy controller with an adaptation technique
to overcome the rule base limitations and to tune the controller.

The current paper is organized as follows. First, the fuzzy PID control system
is described. Four adaptation techniques combined with the fuzzy PID controller
are presented. Numerical results on a nonlinear plant are shown. Finally, some
conclusions and future directions are given.

2 Static Fuzzy PID Control Schemes

As alternatives to overcome the classical control limitations, several modern control
techniques (adaptive control, optimal control and predictive control) were developed.
However, each advanced control design conception is based on hard mathematical
formalisms and it is not an easy task where each control engineer is not prepared to
tune in industrial conditions [4].

Another way to deal with complex systems is to use intelligent control systems,
which try to mimic the human behavior and do not need any mathematical model.
One of the most used intelligent control methods is the fuzzy control. Fuzzy
controllers can be divided in three different stages: fuzzification, rule base evaluation,
defuzzification (Fig. 1).

Fig. 1. Mamdani structure of a fuzzy controller

Fuzzy PID controllers are developed for the same design methodology. Input
signals are the system error, (e(t) = yr(t)− y(t)) defined as the difference between
the setpoint and the output, and the error change, (ce(t) = e(t)−e(t−1)) defined as
the difference between the error in the current instant and the error in the previous
instant. The fuzzification procedure is accomplished with the inputs being distributed
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Fig. 2. Membership functions of output and input variables

in three fuzzy variables (negative, zero and positive), with membership functions in
triangular and trapezoidal shapes [6]. The control signal is calculated from three
(negative, zero and positive) or five fuzzy variables (negative big, negative small,
zero, positive small and positive big) depending on the control structure (Fig. 2).

Next, nine different control conceptions for fuzzy PID systems are reviewed, in
order to implement closed-loop systems, such as (Fig. 3): (a) FPD+I – a fuzzy PD
part is added to a conventional integrator, (b) FPD+(Fk)I – a fuzzy PD is summed
to an integrator with the gains calculated with the fuzzy logic, (c) FPD+FPI – two
controllers, fuzzy PD and fuzzy PI, are summed and the difference between both is
the control variable ud for PD and ui for the PI, (d) FPD+FPI (derived of the PD) – if
the difference between PI and PD controllers just lays on the control term, other form
of obtaining the controller can be using the same base of rules and to calculate the
term ui as the integral of the output of PD, (e) FPD+FI – control signal is obtained
by using the isolated integral part of the proportional term, obtaining a fuzzy PD
controller added to a fuzzy integrator, (f) FPI+D – a fuzzy PI controller is added to
a modified conventional derivative to avoid the derivative kick in the setpoint change
[7], (g) FI+FPD Incremental – the controller fuzzy I is added to an incremental fuzzy
PD, (h) FP+I+D – the part P is calculated in a fuzzy way and adds the derivative and
conventional integral parts, (i) FP+FI+FD – all the control part are fuzzy, however,
design parameters are calculated in an independent way in order to reduce the rule
base and the computational effort. Fuzzy PID controllers of Fig. 3 were proposed in
the control literature by: (i) (a–e) – [8]; (ii) (f) – [9]; (iii) (g) – [10] (iv) (h) – [11];
(v) (i) – [12]. In all simulation essays, the controllers are tuned by trial-and-error.

3 Adaptive Fuzzy PID Control Schemes

The use of a large operational range when controlling a nonlinear process with a
conventional PID fuzzy controller may lead to an undesirable performance due to a
time varying dynamic in the plant. Also, the rules obtained can not fit to all operating
points in a satisfactory fashion. To overcome these problems, it is necessary to add
some kind of adaptation mechanism [4, 5, 13, 14, 15]. Some of this adaptation
structures aim to change the tuning parameters of the controller, while others perform
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Fig. 3. Design diagrams of fuzzy PID controllers

a compensation on the control signal without act directly in the controller. In this
paper both approaches are shown.

All adaptive control structures, presented in this paper, have a similar pattern and
are based on a model reference (working as a setpoint filter and smoothing set point
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changes). The adaptation is performed by a mechanism that evaluates the process
output and the desired closed-loop behavior of the output (model reference output).

4 Direct Adaptation

Figure 4 shows the first adaptive fuzzy control structure that uses the recursive
least squares algorithm (RLS) to optimize the membership functions of the control
variable.

The main idea is to use the standard least squares algorithm to compute values
to the center of mass of the membership functions that lead the control variable as
close as possible to the desired control (udc). The desired control is the control signal
that gives the best system response to a defined setpoint. Rashid and Heger [15]
used a linearizing control to determine udc, but to find an adequate desired control
model to a nonlinear or complex process is not a trivial task. In order to ensure a
smooth response of the control system and to overcome the difficulty of selecting the
desired control, the equation (1) has been implemented for simulation and real-time
applications.

udc (t) = λ. |e(t)|ymr (t) (1)

It is important to observe that the modification performed by the adaptation
mechanism shifts the membership functions, as shown in Fig. 5. Accordingly to the
way that the adaptation is performed, it may correspond to a rule base modification,
which gives a desired dynamic structure.

Figure 6 shows the adaptive fuzzy control structure of Layne and Passino [14]
which implements a mechanism of adaptation to optimize the PID tuning parameters.
The purpose of the adaptation block is to modify the centers of mass of the
membership functions, the difference is the way this is performed. While in the
former method the values are calculated at every time sample in this structure the

Fig. 4. Adaptive FPID with least squares technique
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Fig. 5. Membership function shifting

Fig. 6. Adaptive FPID with fuzzy internal model control

mechanism of adaptation computes little values to be added or subtracted to provide
a smooth adaptation.

The adaptation mechanism is a fuzzy controller that minimizes the error between
the system output and the output of the model reference. This auxiliary controller
is also called inverse fuzzy model (IFM) because presents a behavior that is
approximately the opposite of the plant, although it does not require the identification
of the process model [14].

Indirect Adaptation

Another way to perform adaptation is to add a complementary control signal without
changing the controller parameters. Features of these control techniques over the
direct adaptation are: (1) small complexity for designing, (2) ease of implementation,
and (3) small computational effort. The indirect adaptation is good when the
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Fig. 7. Adaptive FPID with fuzzy compensation

operational conditions are changing, because it does not modify the control structure,
only compensates the control signal when needed.

Minh and Hoang [5] proposed an adaptive fuzzy control design that compares
the system output to a model reference output. When the responses do not match, the
fuzzy compensation mechanism is activated to bring the system output to the desired
point. When the operational conditions are changing, an error appears between
y(t) and ymr(t), generating a compensation on the control signal. Figure 7 shows
the implemented controller with a PID controller on the adaptation mechanism to
perform adaptation.

Finally, the last adaptive fuzzy technique is basically a modification of the former.
It replaces the fuzzy controller presented in the main loop for a conventional PID
controller (Fig. 8). This approach aims to make the controller design easier, allowing
to tune the controller by using any of the numerous design methods presented
in the classical control literature and reducing the computational effort [1]. It is
necessary to tune the conventional PID to an operating point (usually at the middle
of the operational range) and the fuzzy compensation mechanism adapts the control
signal to optimize the system response to match the model reference dynamic. The
adaptation mechanism is based on the Minh and Hoang controller [5].

Fig. 8. Adaptive PID with fuzzy compensation



200 T.C. Callai et al.

5 Simulation Results

In order to verify the efficiency of adaptive fuzzy PID control structures, several
simulations are performed on the control of a nonlinear system (2).

ẏ(t) =−y(t)+ sin2(
√
|y(t)|)+u(t) (2)

The nonlinear behavior of the plant is illustrated in Fig. 9, showing the variation
of the static gain when the operational point is changing.

Fig. 9. Nonlinear characteristic of the plant

Simulation tests are performed with a sampling time of 0.5 sec. Servo behavior is
assessed by setpoint variations, changing from 0 to −2 at 0 sec and from −2 to 2 at
30 sec. For the regulatory analysis, a load disturbance of 100% is applied at 60 sec.

Fine tuning for the controllers was done experimentally and depended on the
dynamic of the plant. In Figs. 11–14, all controllers showed a more conservative
control signal and a better response than the non-adaptive fuzzy PID (Fig. 10),
which had a small oscillatory behavior on the steady state phase. Adaptive fuzzy PID
controllers, from Figs. 12 and 13, provided faster settling time and smaller overshoot
than controllers from Figs. 11 and 14.

In order to compare the behavior of each adaptive fuzzy PID control system,
according to setpoint tracking and control energy, the following performance indices
were used: (1) sum of the quadratic error, calculated by Je = (1/N)∑N

t=1[e(t)]
2, and

(2) sum of the quadratic increment control, calculated by Ju = (1/N)∑N
t=1[u(t)−

u(t−1)]2. As shown in Table 1, the indices confirmed some important characteristics
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Fig. 10. Non-adaptive FPID

Fig. 11. FPID + RLS adaptation

Fig. 12. FPID + Fuzzy adaptation
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Fig. 13. FPID + Fuzzy compensation

Fig. 14. PID + Fuzzy compensation

Table 1. Indices for error and control signals

Controller Dynamic Je Ju

FPID (Non-Adaptive) 0.4718 0.6050
FPID+RLS Adaptation 0.9667 0.0258
FPID+Fuzzy Adaptation 0.3296 0.4476
FPID+Fuzzy Compensator 0.2977 0.3629
PID+Fuzzy Compensator 0.3368 0.2394

of the closed-loop dynamic. The best performance was obtained from the indirect
adaptation (compensation techniques), which, beside the better indices had the
advantage to be computationally lighter (did not require excessive computation
time).
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6 Conclusion

In this paper, several design procedures presented in the process control literature for
the PID controller, based on fuzzy control systems, are reviewed.

In order to make the fuzzy logic control less dependent on the quality of
the expert knowledge, four techniques for improving the fuzzy PID controllers
performance, by adding some kind of adaptation feature when facing nonlinear
processes, were presented.

From simulation results, it was possible to show that all four adaptive controllers
had better responses than the FPID controller. Adaptive fuzzy PID controllers had a
smooth response and a more conservative control action than the non-adaptive fuzzy
PID controller.

As a future work, the next step is to assess the adaptive fuzzy PID system on a
nonlinear experimental setup. Other fuzzy control systems combined with advanced
control techniques, such as, auto-tuning, minimum variance and predictive strategies
are also some future considerations.
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Abstract. The combination of wavelets with neural networks can hopefully remedy each
others weaknesses, resulting in wavelet based neural network capable of handling system
identification problems of a moderately large dimension. A wavelet based neural network
is a nonlinear regression structure that represents nonlinear mappings as the superposition
of dilated and translated versions of a function, which is found both in the space and
frequency domains. In this paper, a wavelet-based neural network is introduced for the
nonlinear identification of dynamic systems with chaotic behavior (chaotic time series). The
structure of the wavelet based neural network is similar to that of radial basis function neural
networks, except that here the activation function of the hidden nodes is replaced by wavelet
functions. The proposed wavelet-based neural network is evaluated on two case studies: (i)
the Hénon map, and (ii) the Rössler system. Simulation results demonstrate the accuracy and
the reliability of the proposed identification methodology based on a wavelet based neural
network.

1 Introduction

In recent years, great interest has been devoted to dynamic chaotic systems, since
they cover the theories of bifurcations, variable linking, temporal series forecasting,
non-linear systems and control systems, amongst others [1, 2, 3].

In various cases the apparent randomness in time series may be due to the chaotic
behavior of a nonlinear system (more deterministic) and the sensitivity of the chaotic
system to the initial conditions deny the possibility of forecasting of time systems
for a long prediction horizon.

Among the many possible methodologies for the identification of nonlinear
systems and/or forecasting of time series are neural networks. One type of neural
network with interesting properties for this application is the wavelet neural network
(WNN) or wavenets. WNNs are a class of neural networks with an intermediate layer
in which the base functions are made up of a family of wavelet functions. WNNs have
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properties similar to radial basis neural networks certainly an efficient mathematical
structure for nonlinear mapping.

This paper presents the mathematical fundamentals and the use of WNNs in two
case studies of identifying systems with chaotic behavior. The use of WNNs was
motivated by the promissory results seen in papers of non-linear dynamic systems
identification using these neural networks [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14].

The remaining of this paper is organized in the following manner. Section 2
presents the background and an algorithm for conception of WNNs. The application
of WNNs in non-linear identification is presented in Sect. 3. Numerical simulations
and the results of applying WNNs are shown in Sect. 4. Finally, in Sect. 5, the
conclusions and the perspectives of future research are discussed.

2 Wavelet Neural Networks (WNNs)

Wavelets offer a well-structured mathematical base for signal representation [10, 11].
WNNs, on the other hand, are built into universal function approximators [7] for
structural systems identification (gray-box mathematical models). WNN’s, as in
other neural networks, are used to represent, in a precise way, the input/output of
dynamic systems through the learning of training data. Representation of nonlinear
mapping through WNNs depends on: (i) proper structure selection of the WNN;
(ii) choice of the activation function of the intermediate layer, or in other words,
the wavenet base function; (iii) choice of parameters for translation and dilatation
(scale); and (iv) the capacity of the learning algorithm to determine the proper
parameters for the selected WNN structure.

A WNN can adjust the parameters of the wavelet representation of a dynamic
system. However a pre-processing data procedure and a priori knowledge of the
parameters of the project are necessary. In the approach used in this paper the WNN
structure is adjusted through a Gram-Schmidt [12] orthogonalization method.

The investigation of WNN structures, as mentioned in this paper, reveals a
resemblance to three layer radial basis neural networks (input, intermediate, and
output layers).

In the case of a problem with Ni problems, a multidimensional wavelet network
can be considered. A simple choice would be the multiplication of Ni one-
dimensional wavelets for each input, using the following equations:

Φ j(x) =
Ni

∏
k=1

φ(z jk) (1)

and

z jk =
x(k)−m jk

d jk
(2)

where m j and d j are translation and dilatation vectors respectively. In this study the
WNN’s are represented by the equation:
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ŷ = ψ(x) =
Nw

∑
j=1

c jΦ j(x)+a0 +
Ni

∑
j=1

akx(k) (3)

Equation (3) can be seen as a neural network with Ni inputs, a hidden layer of Nw

wavelets of Ni dimensions with polarization term (bias), a0, and one linear neuron
as output. A WNN can be represented by the diagram in Fig. 1. In this paper, a
first derived Gaussian function was chosen, φ(x) =±x exp

(±0,5x2
)
, with a mother

wavelet.

Fig. 1. A wavelet neural network structure

In the next section two case studies of chaotic systems are presented in which the
WNNs are applied to the nonlinear identification of the dynamic systems.

3 Nonlinear Identification using WNNs

3.1 Case Study 1: Hénon Map

The French astronomer M. Hénon, in 1975, showed an interesting phenomenon
(Hénon maps) present in Poincaré maps created from differential equations. The
Hénon [13] map is expressed by the following equation:

x(t +1) = 1−a [x(t)]2 +0,3x(t−1) . (4)

It can be observed that, depending on the chosen value of parameter a, the system
shows different behaviors, anywhere from a periodic regimen to a deterministic
chaotic behavior. In this case the dynamic system is sensitive to small perturbations
making the mathematic model analysis a much more complex task to represent in a
Hénon map.
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Fig. 2. Data used for the Hénon map forecast through of WNNs

In this paper a chaotic time series, made up of 400 values generated from the
initial values x(0) = 0.1 and x(1) = 0.3 with the parameter a = 1.4, was considered.
The simulations were conceived to use 200 samples for the estimation phase and 200
for the validation phase of the model obtained by the WNN for the Hénon begin (see
Fig. 2).

3.2 Case Study 2: Rössler System

The German scientist O. Rössler [14] proposed a chaotic attractor based on nonlinear
differential equations. The Rössler equations are [15]:

dx
dt

= −y− z , (5)

dy
dt

= x+ay , (6)

dz
dt

= b+(x− c)z , (7)

which exhibit a chaotic behavior for (a,b,c) = (0.36; 0.40; 4.50). The chaotic
attraction for this case is presented in Fig. 3. The corresponding dynamic behavior
of the x-y, y-z, and z-x planes are also presented in Fig. 4.

A set of 20000 samples is used in the identification of this system, which are
presented in Fig. 5, where the objective is to identify the dynamic behavior of the x
coordinate of the Rössler system.

Since (4)–(6) represent a continuous dynamic system instead of a discrete
system it’s necessary to use a numeric integration method. In this case a 4th order
Runge-Kutta method was chosen with a 0.005 step and null initial conditions. The
experiment was conditioned to use 10000 samples for the estimation phase and
10000 for the mathematic model validation phase obtained through the WNN.
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Fig. 3. Rössler system attractor for (a,b,c) = (0.36, 0.40, 4.50)

Fig. 4. Dynamic behavior of Rössler system
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Fig. 5. Time series of the x coordinate used for the Rössler system identification for (a,b,c) =
(0.36; 0.40; 4.50) case

4 Simulation Results of Case Studies

The procedure for analysis of the results from the nonlinear identification is divided
into the following steps: (i) obtain the input/output data from the dynamic system,
(ii) WNN structure choice (number of wavelets, scale and search space), (iii) define
which optimization algorithm to use on the WNN (in this case a stochastic gradient
algorithm [4] with 100 training epochs for case study 1, and 15 for case study 2), (iv)
calculate the parameter estimation of the mathematical model (estimation phase),
and (v) obtain the validation of the mathematical model (validation phase).

The performance criteria for the means square error, MSE, is calculated by
the sum of the square error difference between the real output, x(t + 1), and the
desired output x̂(t + 1), divided by number of samples in the dynamic system being
identified. The WNNs results are shown in Tables 1 and 2 respectively.

The estimated initial number of wavelets for the hidden layer was obtained
through a procedure based upon the Akaike criteria [16]. The Akaike criteria
measures the residual variance in relation to the number of adjustable parameters.
With this in mind an ortogonalization, as proposed in [17], using Gram-Schmidt [12]
combined with a decision based on final prediction criteria (FPEC) of Akaike.

The results for identification through WNNs were promising for the identification
of both case studies here discussed. Figures 6 and 9 show the best results obtained
with WNNs for identification of Hénon maps (see Table 1). The best result was given
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Table 1. WNN results for 1st case study (Hénon map)

Wavelets in
WNN Inputs Hidden Layer MSE (Estimated) MSE (Validated)

x(t−1) 4 3.717 × 10−2 4.132 × 10−2

x(t−1) .. x(t−2) 16 6.591 × 10−6 5.759 × 10−3

x(t−1) .. x(t−3) 19 1.636 × 10−6 5.276 × 10−3

x(t−1) .. x(t−4) 8 1.609 × 10−4 1.669 × 10−2

x(t−1) .. x(t−5) 2 1.401 × 10−4 3.705 × 10−2

Table 2. Results obtained through of WNN for 2nd case study (Rössler system)

Wavelets in
WNN Inputs Hidden Layer MSE (Estimated) MSE (Validated)

x(t−1) 2 5.437 × 10−4 6.057 × 10−4

x(t−1) .. x(t−2) 29 2.339 × 10−8 1.726 × 10−8

x(t−1) .. x(t−3) 35 8.727 × 10−12 1.672 × 10−12

by the WNN input array [x(t − 1) x(t − 2) x(t − 3)] using 19 wavelets (also called
wavelons according to the convention given by [4] and [9]).

In regards to the best results from the estimation phase, an average error of
1.2103 × 10−6 was obtained with a mean error of –4.620 × 10−3, and a maximum
error of 5.337 × 10−3 was obtained by the WNN. However, in the validation phase,
upon verifying generalization capacity of the WNN, a maximum error of 1,763 ×
10−1; a mean of 4,023 × 10−2 and average of 1,613 × 10−7 were obtained.

The maximum error obtained was considered acceptable and it was noted,
through the average error in both estimation and validation phases, that the
identification procedure of the WNN retained a descorrelation of error data (white
noise feature).

Figures 10–13 show the best results obtained from the WNN for Rössler
identification, as seen in Table 2.

The best results for the WNN were from the input [x(t − 1) x(t − 2) x(t − 3)]
with 35 wavelets in the hidden layer. In regards to the best preliminary results in
the estimation phase, a maximum error of 3.100 × 10−6, mean error of 1.238 ×
10−7 and average error of 1.372 × 10−7 was obtained. However, in the validation
phase, upon verifying the generalization capacity of the network, a maximum error
of 9.608× 10−6, mean error of 1.280× 10−8 and average error of 2.901× 10−8 were
observed. The maximum error obtained was considered acceptable and it was noted,
through the average error in both estimation and validation, that the identification
procedure of the WNN retained a descorrelation error sign (white noise or Gaussian
distribution) similar to that in case study 1. This leads to the conclusion that WNNs
are robust when used for forecasting time series. However, some questions remain.
The solution of the problem of structural selection present in WNNs depends upon
the given values of dilations and translations of the wavelets. In this case there is
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Fig. 6. Results for the FPEC of Akaike for initial network configuration for the identification
of Hénon map (19 wavelets in hidden layer)

Fig. 7. Convergence of the Hénon map using WNNs (19 wavelets in hidden layer)
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Fig. 8. Identification results for the Hénon map (19 wavelets in hidden layer)

Fig. 9. Error for the Hénon map (19 wavelets in hidden layer)



214 L. dos S. Coelho and R. Calixto

Fig. 10. Results for the FPEC of Akaike for initial network configuration for Rössler system
identification (32 wavelets in hidden layer)

Fig. 11. Convergence of the Rössler system using WNNs (32 wavelets in hidden layer)
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Fig. 12. Rössler system results (32 wavelets in hidden layer)

Fig. 13. Rössler system error (32 wavelets in hidden layer)
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an underlying need for a deeper study of the relationship between the number of
selected wavelets (computational complexity) and the quality of the WNNs answer
to forecasting the dynamic chaotic behavior of a time serie.

5 Conclusions

WNNs have advantages due to the high resolution of the wavelets and the learning
potential of the feedforward neural networks. Besides the fact that WNNs show
advantages due to their capacity of approximation of non-linear functions along with
quick and efficient learning, giving the possibility of precise results while offering
efficient solutions for multidimensional approximations. These are the characteristics
which motivated the writing of this paper, to show the fundamentals and applications
of WNNs for the learning of dynamic chaotic systems identification.

Two case studies were analyzed: the Hénon map and the Rössler system. The
simulation results show that WNNs learned fast, converged fast and had good
approximation to the chaotic dynamics of each study. Future studies will treat the
analysis of crosscorrelation algorithms for WNNs with time variant parameters.

References

1. Brown, R.; Berezdivin, R.; Chua, L. O. (2001) Chaos and complexity, International
Journal of Bifurcation and Chaos 11(1), pp. 19–26

2. Chen, G. (ed.) (1999) Controlling chaos and bifurcations in engineering systems, CRC
Press, Boca Raton, FL

3. Wang, J.; Wang, X. (1999) A global control of polynomial chaotic systems, International
Journal of Control 72(10), pp. 911–918

4. Zhang, Q.; Benveniste, A. (1992) Wavelet networks, IEEE Transactions on Neural
Networks 3(6), pp. 889–898

5. Szu, H. H.; Yang, X.-Y.; Sheng, Y. (1993) Neural network and wavelet transform for
scale-invariant data classification, Physica Review E 48(2), pp. 1497–1501

6. Bakshi, B. R.; Stephanopoulos, G. (1993) Wave-net: a multiresolution, hierarchical neural
network with localized learning, AIChE Journal 39(1), pp. 57–81

7. Kreinovich, V.; Sirisaengtaksin, O.; Cabrera, S. (1994) Wavelet neural networks are
asymptotically optimal approximators for functions of one variable, IEEE Int. Conf. on
Neural Networks, Orlando, FL, pp. 299–304

8. Chen, C. H.; Lee, G. G. (1996) Multiresolution wavelet analysis based feature extraction
for neural network classification, IEEE International Conference on Neural Networks,
Washington, DC, USA, vol. 3, pp. 1416–1421

9. Zhang, Q (1997) Using wavelet network in nonparametric estimation, IEEE Transactions
on Neural Networks 8(2), pp. 227–236

10. Daubechies, I. (1990) The wavelet transform, time-frequency localization and signal
analysis, IEEE Transactions on Information Theory 36(5), pp. 961–1005

11. Nikolaou, M.; Vuthandam, P. (1998) FIR model identification: parsimony through kernel
compression with wavelets, AIChE Journal 44(1), pp. 141–150



Wavelet Neural Networks and Its Applications in Chaotic Systems Identification 217

12. Golub, G. H.; Van Loan, C. F. (1983) Matrix computations, Baltimore: The John Hopkins
University Press

13. Hénon, M. (1976) A two dimensional mapping with strange attractor, Communications in
Mathematical Physics 50, pp. 69–77

14. Rössler, O. E. (1976) An equation for continuous chaos, Physical Letters 35A, pp. 397–
398

15. Alligood, K. T.; Sauer, T. D.; Yorke, J. A. (1996) Chaos: an introduction to dynamical
systems, Springer, London, UK

16. Johansson, R. (1993) System modeling and identification. Prentice-Hall, Englewood
Cliffs, NJ

17. Hull, J. R.; Pendse, H. P. (1997) A neural network algorithm using wavelets and auto
regressive inputs for system identification, International Conference on Neural Networks,
Houston, TX, Vol. 2, pp. 728–732



Fuzzy Specializations and Aggregation Operator
Design in Competence – Based Human Resource
Selection

Miguel-Ángel Sicilia1, Elena García-Barriocanal1, and Rafael Alcalde2

1 Computer Science Department, University of Alcalá, Ctra. Barcelona km. 33.600–28871,
Alcalá de Henares, Madrid (Spain)
{msicilia, elena.garciab}@uah.es

2 R&D Department, Cátenon Human Resource Selection, Goya 115 – 28009 Madrid (Spain)
ralcalde@catenon.es

Summary. The central component of most knowledge-based Human Resource Management
(HRM) systems is a model of the actual or required knowledge and abilities of employees,
applicants and job positions. The notion of competence has been used in many of them to
describe levels of skills and knowledge as applied to concrete work situations. Nonetheless,
the imprecise nature of relationships and interactions between competences has been neglected
in existing approaches. In this paper, a model for imprecise gen-spec and composition
relationships between competences is described, aimed at coming up with more detailed and
realistic selection processes. A concrete case study is also described, illustrating how the
Hr-Xml canonical format for competency definition and interchange can be extended to give
support to those relationships.

1 Introduction

The technology of Knowledge-based Systems (KBS) can be applied to give support
to [11] or complement [13] a wide range of Human Resource Management (HRM)
activities, including human resource planning, recruitment, selection, and staff
development. In consequence, application areas for artificial intelligence techniques
range from strategic ones, like manpower planning [6], to operational activities
like performance appraisal or individualized training. Nonetheless, all of these
application areas share a common requirement: the construction and maintenance
of some form of knowledge base regarding human resources – both employees
and job applicants – , with detailed and up-to-date information about the history,
skills and abilities of each individual. Such kind of knowledge base requires a
epistemologically adequate schema – in the sense given by McCarthy [12] –
to properly represent the value of each individual, organized around a set of
concepts describing difficult to characterize human traits like knowledge, abilities
and attitudes. The notion of competencies – that form the basis of current industry

Miguel-Ángel Sicilia et al.: Fuzzy Specializations and Aggregation Operator Design in Competence – Based Human
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proposed standards like Hr-XML1 – can be used as the core structuring criterion for
that purpose. Competence is understood as the relation between humans and work
tasks in the context of concrete work roles, i.e. the concern is not about knowledge
and skills by themselves, but about which knowledge and skills are required to
perform a specific task in an efficient way [9]. Nonetheless, as competence can be
considered as ‘skills or knowledge applied to a concrete business objective’, the three
terms are in some cases used interchangeably.

This competence-oriented view of human resources is considered to form the
basis for organizations that are more responsive to its constituency [7]. As a
consequence, a number of HRM-related systems have been built that organize
its core model around the notion of competence or skill, some of them using
ontologies for that purpose [21]. In all of them, some notion of relationship between
competencies is used, but they do not capture the diverse forms of interaction
between competences that are used by HR consultants in their everyday’s work. For
example, in MASEL the only relationship is that of competence grouping by company
role [3], and in CommOnCV sector-specific competencies are grouped by position and
activity [8]. Some systems use the concept of skill tree [1, 20], but the hierarchical
relationship embodied in those trees is not clearly defined, and specializations are
intermingled with composition relations, thus making difficult to aggregate and
obtain overall realistic competence scores.

The focus of this paper is the fact that relationships between competencies
or skills inside a HRM system are in many cases of an imprecise nature. For
example, the “developing dynamic Web page” skill subsumes more specific ones like
“developing Jsp pages” and “developing Php pages” to some extent, and depending
on the kind of HRM process being carried out, a given degree of specificity might
be required. Another example is that of competencies that depend on each other
like “customer interaction” that may depend to some extent – or may be correlated
in some way – with competencies like “customer tracking” and “customer value
estimation”. These relationships are of a different nature than the more precise
groupings found in CommOnCV, since the former are of a finer level of granularity.
Nonetheless, selection services depend critically on these lower-level definitions,
as they ultimately require numerical scores or sorting criteria for candidates that
are computed from them. Possibility theory [2] has been applied elsewhere [15] to
model compentences and competence matching, but limiting relationships between
competences to boundary restrictions of possibility in specializations.

Given that imprecise relationships between competences have not been properly
addressed in existing work, in this paper we aim at addressing at least some of them.
Concretely, we approach the following two different kinds of relationships (they were
identified by HR consultants in an informal analysis session):

(i) Generalization-specialization (gen-spec) relationships.
(ii) Aggregation-oriented relationships (compositions).

1 http://www.hr-xml.org/
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Relationships of type (i) essentially provide a mean to deal with competences
at different levels of abstraction or specificity that are somewhat related by
subsumption, i.e. they appear in the same work context and require related abilities or
skills, and only specificity makes them different. For example, “formal writing with
word processors’- is a general term that may subsume “formal writing with Microsoft
Word”. Relationships of type (ii) allow for the description of competences that are
present whenever a combination of competences appear. Following the example, in a
given context, “formal writing” may be considered an aggregate of “academic paper
writing” and “professional writing” (which in turn may be an aggregate of “review
writing” and “report writing”). The differences between types (i) and (ii) are subtle
in some cases, as will be detailed in the following sections.

The rest of this paper is structured as follows. In Sect. 2, a model for fuzzy
relationships of type (i) is described. Section 3 deals with relationships of type
(ii), assuming some form of HRM scenario involving aggregation of competencies
modelled after the concepts described in the previous section. Section 4 sketches
some details about a concrete implementation case study that uses the proposed
canonical model of competencies provided by the Hr-XML Consortium. Finally,
conclusions and future research directions are provided in Sect. 5.

2 Modelling Vague Competence Specializations

In what follows, competences will be considered in the context of selection, which is
one of the most common activities in HRM, necessary both in internal project group
selection or assessments, skill gap analysis, recruitment and other tasks. It will be
assumed also that HR consultants drive concrete selection activities.

In addition, a possibilistic approach following [15] is used, since it provides
a realistic framework for modelling human traits, given that it provides a upper
probability bound “disconnected” with randomness, as described by Smithson [18].
The process of competence assessment can be summarized as follows: Initially, the
score for each competence (in a set C of them) of a given individual is set as “non
applicable”, indicating that the competence has not been assessed for that individual.
After that, a consultant carries out an initial curriculum inspection, assigning a
possibility distribution for some of the competencies. Then, subsequent analysis and
selection processes will eventually lead to gather additional evidence about some
competences, resulting in the progressive definition of the profile.

Following the usual notation, a measure space (X ,B,μ) is defined by a σ-field
B of subsets of X and a (finite) measure μ defined on B such that μ(X) < ∞. The
function μ is said to be a possibility measure if μ( /0) = 0,μ(X) = 1 and for any
countable sequence of subsets S in B, μ(

⋃
i∈S si) = sup{μ(si)|i ∈ S}. It should be

noted that a possibility measure Π such that Π(A) = 1 if A = /0, and Π( /0) = 0
describes the least informative possibility measure. Given a possibility measure Π
a possibility distribution π : X → [0,1] can be defined such that π(x) = Π({x}).

Possibility distributions for a given individual h ∈H, denoted by πh
c̃(x),c ∈C are

defined following the usual conventions: (1) πh
c̃(x) = 0 means that c̃ = x is impossible,
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Fig. 1. Example possibility distribution

and (2) πh
c̃(x) = 1 means that c̃ = x is possible without any restriction. The domain

of values of competencies is normalized in the [1,100] real interval.
Figure 1 depicts an example of possibility distribution for a given competence.

The rationale in this case is that of assigning a score obtained from a self-assessment
that yielded the value “3”. According to the function, it’s granted complete possibility
to values above that medium point, proceeding in this case in an optimistic way.
The selection of the shape is competence and assessment method-dependant, and
therefore, consultants are responsible for that decision.

Possibility may be additionally restricted by certifications, grants or experience.
For example, the presence of a certification in a programming language or
technology can be used to give full possibility for related competences to a certain
extent.

The following property regarding gen-spec relations between competences must
be true for any candidate profile. Given a pair of competencies a and b so that b is an
specialization of a:

∀x πh
ã(x)≥ πh

b̃(x) (1)

The rationale for (1) is that it’s possible that for an individual the more specific
competence is known to be not present at all (i.e. that πh

b̃
≡ 0), but having that

more specific competence entails that the more general one is also present. Despite
this restriction, some specialized competences are less differentiated to some of
its generalizations than others. This fact should be taken into account when using
flexible approaches to selection, since in many practical situations, more specific
competences can be substituted by more general ones, e.g. a selection searching
for individuals with a given level of “Oracle 6i Backup Administration” may also
consider individuals with an appropriate level in “Oracle Backup Administration”,
but not those having a more general competence like “Relational database backup
administration”. This leads to a concept of degree of substitutability between
competences connected by gen-spec relations.

The approach to model this kind of imprecise relationships follows the
resemblance-relation approach described in [14]. Concretely, we’ll denote a
generalization relationship between two competences in C as defined in (2).



Fuzzy Specialization and Aggregation Design in HR Selection 223

a�d b a,b ∈C (2)

d = {φi(a,y) | a�d y ∧ y ∈C} (3)

A discriminator d determines the taxonomic criterion that justifies the
relationship, and can be represented in the most general case by a set of predicates
(3) – one for each direct specialization – that determines the specific properties of
the instances of each subclass. Each of the predicates φi characterize one of the
subclasses discriminated. Following the example, product(X) and version(X) could
represent assertions discriminating backup competences like those mentioned above.

Given a competence, its direct subclasses are divided in disjoint sets (partitions),
according to their discriminators. P denotes the set of (local) partitions.

Pa = {p(d,a) | a ∈C} where p(d,a) = {c | c ∈C ∧ a�d c} (4)

Given a concrete p(d,a), a notion of distance from a to each of its specializations
is required to model the concept of substitution mentioned above. We have used
resemblance relations to model that specialization distance. A resemblance relation
R on a crisp domain D is a binary fuzzy relation (5).

R : D×D→ [0,1] (5)

which satisfies reflexive (6) and symmetric (7) properties.

R(x,x) = 1 ∀x ∈ D (6)

R(x,y) = R(y,x) ∀x,y ∈ D (7)

Given this definition, a separate partial resemblance relation R can be obtained
locally for each partition of subclasses, so that we operate on a set of relations (8) in
the form (9).

ΞD =
⋃
x∈P

Rx (8)

Rx : p(d,c)∪{c}× p(d,c)∪{c}→ [0,1] (9)

Relations are labelled partial since they only contain competence-sub-
competence relationships, that is, relations are really defined in the form Rx : {c}×
p(d,c) → [0,1], i.e. from a specified competence to all its specializations that are
discriminated by an specific d (although this could easily be extended to siblings).
This enables a form of stepwise simple reasoning in which competences at hierarchy
level i can be substituted with the closest competence in the i± 1 level traversing
gen-spec relations through the different discriminators. The use of these resemblance
relations in selection models the notion of substitution, as will be described in Sect. 4.
The elicitation method for these relations was based on the techniques described in
[14], using HR consultants as experts.
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3 Designing Aggregation Schemes for Competencies

Weighted additive approaches like the percentage matching used in OntoProper
[19] have been used for the process of selecting individuals given a desired profile for
a task or job. But these approaches neglect the fact that the presence of one concrete
skill or competence may be correlated or be interpreted as being covered by others.
This and other forms of interaction between competencies point out that the problem
of score aggregation for concrete selection processes require a careful examination
of the nature of the skills involved in the process. Since relationships between
competencies are seldom precisely defined, fuzzy integrals are good candidates
for the design of flexible and interpretable aggregation schemes as described in
[4]. Following the possibilistic framework described above, the aggregation of
competence levels can be described as an aggregation of possibilities normalized
in the [0,1] interval:

Ω : In → I (10)

Our first attempt to model these forms of aggregation has been that of designing
fuzzy measures that are used as capacities using the Choquet integral (11) as a
concrete form of Ω operator.

Cv(x) =
n

∑
i=1

x(i)[v({ j|x j ≥ x(i)})− v({ j|x j ≥ x(i+1)})] (11)

The fuzzy measure v is specific to each aggregated competence and should
in the general case be specified by HR consultants (a sample process for the
elicitation of those measures in other domain can be found in [16]). A fuzzy
measure on a set X is a monotonic (i.e. v(S) ≤ v(T ) whenever S ⊆ T ) set function
v : 2X → [0,1],v( /0) = 0,v(X) = 1. A number of interactions between competences
can be modelled by fuzzy measures, including substitutiveness, complementarity and
preferential dependencies, as described by Marichal [10].

An example is given in Table 1, in which the value of the typical soft
competence “customer loyalty management” (clm) is obtained by aggregation of
four competences2, namely, “Campaign eligibility criterion setting” (e), “customer
portfolio management” (m), “customer segmentation analysis” (s) and “customer
loyalty program management” (l).

A positive correlation is assumed between e and s since they share a common
collection of required skills to be attainable. This interaction, according to [10],
expresses that the marginal contribution of s to every combination of criteria that
contains e is strictly less than the marginal contribution of s to the same combination
when e is excluded. In addition, m and l are considered as substitutive by the
consultants (due to the fact that both reference a common collection of management
skills), so that the presence of m or l produces almost the same effect than the
presence of both.

2 The characterization of the competence is actually more complex, but a simplification is
described for clarity



Fuzzy Specialization and Aggregation Design in HR Selection 225

Table 1. Example fuzzy measure v(X)

n = 1 n = 2 n = 3 n = 4

{e}→ 0.15 {e,s}→ 0.5 {e,m,s}→ 0.9 {e,m,s, l}→ 1
{m}→ 0.2 {e,m}→ 0.65 {e,s, l}→ 0.95
{s}→ 0.5 {e, l}→ 0.65 {e, l,m}→ 0.7
{l}→ 0.15 {m,s}→ 0.7 {m, l,s}→ 0.75

{s, l}→ 0.65
{l,m}→ 0.2

It should be noted in Table 1 that the weight of {e,m} is only slightly augmented
when the substitutive competence l is added to the set, and the set of correlated
competences {e,s} has a weight of 0.5, which represents a difference of 0.15 from
absolute additivity. In more complex cases, mathematical functions are required
to model those relationships (and in presence of larger numbers of competences,
k-additivity must be studied to be able to define v [5]). The requirement for
two correlated criteria i and j is that they are subadditive i.e., that v({i, j}) <
v({i})+v({ j}). Two substitutive competences are required to satisfy the relationship
expressed in (12), so that the addition of a substitutive criterion have a small effect in
the fuzzy measure (having no effect if the criterion are completely interchangeable).

v(T ) <

{
v(T ∪ i)

v(T ∪ j)

}
≈ v(T ∪{i, j}) ; T ⊆ X−{i, j} (12)

The results of the Choquet integral for the measure in Table 1 can be compared
with those of a simple weighted mean (W) to appreciate the differences (both
expressed in a zero to three scale). For example, given the input vectors x1 =
(2,0,3,3) and x2 = (2,3,3,3), W(x1,x2) = 0.85, while  W(x1,x2) = 0.2. This
reflects the effects of substitutiveness between m and l. If we consider x3 = (3,2,0,2)
and x4 = (3,2,2,2), we have W(x3,x4) = 0.4 and C(x3,x4) = 0.15, reflecting the
effect of the degree of correlation between e and s.

The just described example illustrates the subtleties and context-dependency of
competence composition in the general case, which calls for further studies on this
kind of relationship. It should be noted that this form of relationship is different to
that described in the previous section. For example, the presence of a given possible
level x in competence s does not entail necessarily that the aggregated possible level
in clm would be over that value.

4 Integrating Vague Relationships and Aggregation Schemes
in Canonical Models

The just described competency relationships have been used to build a Web-based
tool used as a support system in human resource selection. The tool allows a
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consultant to query for matching candidates for a given desired profile, and the tool
uses the relationships described in Sects. 2 and 3. The overall layout of the tool,
showed in Fig. 2 simply allows for the definition of a given required profile (a job
profile), and returns the individuals in the database that better match the given profile.

Fig. 2. Overall layout of the candidate-query Web tool

Job positions are described by a set of competency scores that are associated
to a specific selection process. A number of explicit scores is specified by the job
seeker directly, that are considered as completely certain and required requirements.
Other scores may be desirable but not mandatory requirements. In consequence, a
job profile p ∈ P for a given organization may be characterized as a set of scores:

p ≡ REQp∪DESp (13)

p ≡ {ri}∪{d j},ri,d j ∈ (c,x),c ∈C,x ∈ [1,100] (14)

The selection of the better subset of candidates for a given job position is carried
out according to the following compatibility formula that represents the possibility
of fit of the profile of candidate h to the job position p.

POSSh
p = trunc

⎛
⎝ ∏

(ci,si)∈REQp

πh
ci
(si)

⎞
⎠ · ∑

(ci,si)∈DESp

πh
ci
(si) (15)

The trunc function truncates the real value to an integer. This entails that if any
of the required scores is below perfect possibility, the overall score becomes zero.
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Otherwise, the effect of that required competences is that of multiplying one by the
rest of the formula. The POSS value can be divided by |DESp| to have a normalized
value for comparing degrees of matching in different selection processes.

When obtaining the possibility grades in expression (15), the relationships
described in previous sections are used in the following way:

(i) Gen-spec relationships are used to substitute more specific competences with
direct generalizations both in REQ and DES, for individuals in whose profile the
concrete competence is not present or does has a lower value than that of the
generalized competence.

(ii) Aggregation operators associated to competences (as clm in the example of
Sect. 3) are used whenever they appear in REQ or DES, computing the aggregated
value from the partial values of sub-competences. This may occur recursively if
more than one level of composition occurs.

In Fig. 2, the column “overall possibility score” is shadowed if a relationship
of type (i) has been used as substitute. These scores are links that lead to a page
providing details on the competences actually used in the computation of the score.

Competences involved in the described process can be described in standardized
markup following the Hr-Xml conventions. But a number of extensions to the
“Competencies 1.0 (Measurable Characteristics)” recommendation are required to
describe both resemblance relations and aggregation-oriented compositions:

• The recommendation states that “competencies can be recursive”, but a way to
differentiate types of relationships is required.

• Each type or relationship must be accompanied by a collection of information
elements describing the concrete characteristics of the relationship.

The following example fragment of extended markup illustrates a possible
straightforward way of adding those required information items:

<?xml version="1.0"?> <Competency name="Communication Skills"
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xsi:noNamespaceSchemaLocation="http://ns.hr-xml.org/

Competencies-1_0/Competencies-1_0.xsd"
xmlns:fuzzy="http://www.dei.inf.uc3m.es/hr/">
<Competency name="Written Communication Skills">

<CompetencyEvidence name="WRITTENTEST1-A"
dateOfIncident="1995-01-01"
lastUsed="2000-01-01">

<NumericValue minValue="3"
maxValue="5"

description="SEP-equivalent Skill-Level Range">5
</NumericValue>

</CompetencyEvidence>
<Competency name="Technical Writing Skills"

fuzzy:type="specialization">
<fuzzy:distance value="0.4"/>
<fuzzy:discriminator name="Kind of writing"/>
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<CompetencyEvidence name="c1" >
<!-- etc...-->

</Competency>
</Competency>
<Competency name="Oral Communication Skills">

<CompetencyEvidence name="ManagerObservation"
dateOfIncident="1996-01-01"
lastUsed="2000-01-01">

<NumericValue minValue="1"
maxValue="5"
description="Company XYZ Skill Range">5

</NumericValue>
</CompetencyEvidence>

</Competency>

<!-- etc... -->

<fuzzy:AggregationScheme file="aggr1.xml" />
</Competency>

In the above fragment, extended elements and attributes are put into the fuzzy
namespace. By default, competence nesting is interpreted as “aggregation”, and
the AggregationScheme elements is provided an alternative for the official
simple weighting scheme of Hr-Xml, and points to a separate file. Specialization
relationships are marked explicitly by the type attribute, and elements distance
and discriminator give details about the characteristics of the relationship.

5 Conclusions and Future Work

Imprecision is an inherent characteristic of both composition and generalization-
specialization relationships in competence modelling, which makes necessary the
development of richer and more realistic knowledge representations of contextually–
situated competences. In this paper, we have proposed resemblance relations to
model distance between competences and its specializations, and the use of the
Choquet integral as a device to produce interpretable aggregations of competence
levels considering interactions between them. Both relationships have also been
integrated in a simple scoring possibilistic framework based on previous work [15],
that has been used to develop a prototype tool that allows for querying for individuals
that match a given job position. The resulting model provides a point of departure
for further studies about the structure of competences that are more ambitious than
current simple compensatory scoring models like the one described in [19].

The modelling constructs devised as part of our current competency model are
fragmentary aspects of the problem of competency modelling, and in consequence,
they need to be integrated in a comprehensive framework to give support to
knowledge-based applications. Future work should focus on the specifics of each
of the different kinds of competence relationships and their interactions to be able
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to develop a new generation of more realistic HRM tools. It should be noted that
here we only deal with specific forms of imprecision, but other forms of imperfect
information [17] are also inherent to most HRM systems. For example, ambiguity
appears whenever they have to deal with conflicting information like assessments
coming from peers and managers, and imprecision and uncertainty is also inherent
to measurement instruments like questionnaires or indirect tests.
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Personalizing Information Services for Mobile Users
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Summary. The advances of mobile devices and wireless telecommunication infrastructure
have allowed mobile users to conveniently transmit information through a wireless
environment. To enhance the information services via the wireless transmission, the WAP
Forum was founded and a new protocol was proposed to support wireless applications.
However, as in the World Wide Web, the increasing information leads to the problem of
information overload. One method to overcome such a problem is to model individual users
to provide personalized information services. By this way, only the information predicted as
user-interested can reach the end user. This paper presents a multi-agent framework in which a
decision tree-based approach is employed to learn a user’s preferences. To assess the proposed
framework, a mobile phone simulator is used to represent a wireless environment and a series
of experiments are conducted. The experimental studies have concentrated on how to deliver
appropriate information to the individual user, and on how the system can adapt to a user’s
most recent preferences. The results and analysis show that based on our framework the WAP-
based personalized information services can be successfully achieved.

1 Introduction

In recent years, the advances of mobile devices and wireless telecommunication
infrastructure have allowed mobile users to conveniently transmit information
through a wireless environment. To enhance the information services via the
wireless transmission, the WAP (Wireless Application Protocol) Forum (http://www.
wapforum.org) was founded and a new protocol was proposed to support wireless
applications. Together with WAP, a specific language WML (Wireless Markup
Language) was also invented to describe the information content for mobile access,
as HTML is to the Internet and World Wide Web. In this way, content providers
can easily and rapidly offer more and more information for mobile users. Though
it is convenient to access on-line information via mobile devices, the problem of
information overload caused by the increasing digital contents has to be overcome,
especially when there is only limited communication bandwidth available.

One way to remedy the above problem is to model the preferences of
individual users and then to provide personalized information services. In a wireless
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broadcasting environment, the service provider can use a personal profile to record
the most recent preferences of each individual user, and then to deliver information
to a specific user according to his preferences. Similar to the work of information
filtering, to personalize information services is to reason a user’s preferences by
analyzing his personal information, especially the information he has accessed in
the past. In this way, only the information considered as user-interested can reach the
end user. The user can thus access the information he is interested in whenever he
wants, to save the time spent on reading large amount of electronic documents.

In this paper, we describe how we adopt an agent-based methodology to develop
a prototype system for personalizing mobile information services. Our system
includes four agents: a film agent to gather a user’s preferences in different ways;
a news agent to collect Internet news for user’s identification; a learning agent
to analyze and model a user’s interests; and an adaptation agent to evaluate the
performance of the system and adapt to the user’s newly changed interests. To assess
our framework, a mobile phone simulator is used in the experiments for two kinds
of mobile services: one is about the film, and the other, the news. The experimental
results show that our learning agent can model a user’s interests in real time and
provide sensible information recommendations for mobile users. Furthermore, we
also show that even if a user changes his interests occasionally, the learning agent can
continuously learn his most up-to-date preferences to ensure the quality of services.

2 Background

To deploy data-oriented applications for wireless terminals, WAP has provided a
promising technological solution for mobile information services. WAP specifies an
end-to-end communication platform between the mobile terminals and a gateway,
and the latter is defined to be a server to convert WAP and HTTP, and vice
versa. Different system architectures have been proposed to enable WAP-compliant
applications (e.g., [1, 2]), and many information services have been developed for
the mobile users (e.g., [3, 4]).

As services created by HTML do not fit well on handheld devices, the content
providers have been deploying WAP services by conducting completely new WML-
based applications or building mechanisms that can automatically transfer the
original HTML pages into WML. In the latter case, when a mobile user asks for the
Internet information, the WAP gateway will filter the useless tags and reconstruct
the content of the pages, and then convert it into WML pages [5]. However,
unlike with the Internet, a wireless environment has some restrictions such as low
bandwidth, limited computational resources and power of batteries, etc. Therefore,
information services for mobile users must be provided in a more efficient way. An
ideal solution is to build a recommendation system that gives information to each
individual user according to his own preferences, rather than delivers all information
to all users. In this way, the user can save his time spent on reading irrelevant
information and the transmission bandwidth can be utilized more efficiently.



Personalizing Information Services for Mobile Users 235

Regarding the work of personalization, the most important issue is to construct a
computational model for each individual user to predict his preferences for incoming
information. In this way, only the information considered as user-interested can reach
the end user. Therefore, the work of personalization can be regarded as classification:
using the personal information already known to build a model to predict the events
unknown. Some machine learning approaches have been applied to construct users’
profiles, for example, a statistic-based approach tfidf (term frequency and inverse
document frequency, [6]) was used in [7] to build a user’s profile for recommending
Web pages, and a reinforcement learning method was employed in [8] for book
recommendations. Our work presented here differs not only in the learning approach
used, but in that we apply the services to the mobile network. Most importantly, our
work includes a specially designed mechanism for system adaptation, with which a
user’s profile can be re-learnt to correct the prediction errors and to meet the user’s
most recent preferences.

3 Personalizing Mobile Information Services

3.1 System Architecture

The major tasks of a personalized recommender system include collecting a user’s
personal interests, building a model to describe the information collected, and
adapting to the user’s most recent interests. In this work, we design and implement an
agent-based framework to provide WAP services. To incorporate this personalization
framework with a mobile device and to experience the overall system in a wireless
environment, we adopt a mobile phone simulator developed by the NOKIA mobile
phone company. The simulator is an application software for emulating WAP
network; it thus plays both roles of mobile browser and WAP gateway in a simulated
environment for mobile information access. Figure 1 shows the typical mobile
environment and the roles of the simulator. With the simulator, we do not have
to consider the problems of signal translation, encoding/decoding, etc., and can
concentrate on the design of new mobile information services. In this work the
NOKIA simulator UP.Simulator 4.1.1 is used as the mobile information receiver
for the end user, and a WML database is built to work as the Internet service
provider. Figure 2 illustrates the system architecture in which the computation for
personalization is performed on the server side. As can be seen, three types of agents
for information gathering, user modeling, and system adaptation are included. Each
agent is responsible for a specific task, and different agents work simultaneously to
achieve the overall task in a distributed way.

3.2 Information Gathering

In order to reason the user’s preferences, the first task a personalized system has to
perform is to collect his personal information. In this work, two kinds of information
services are considered. One is to provide the user the information about the daily
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Fig. 1. The typical mobile environment and the mobile phone simulator

Fig. 2. The typical mobile environment and the mobile phone simulator

TV film programmes that may seem interesting to him. This is for the increasingly
numerous digital channels following the invention of the set-top-box and digital
TV. The other service is to inform the user whenever there appears a piece of
news he may be interested in available on-line. The film agent and news agent
shown in Fig. 2 are designed to collect the relevant information respectively. For the
film service, the film agent finds the daily film programmes to be broadcasted and
extracts the corresponding information (such as genres, actors, introductory notes,
etc.) of these films from the on-line resources. Then it suggests a programme list
to the individual user according to his personal profile (shown in the experimental
section). The user can select an item to read the detailed information provided by
the film agent and identifies whether he likes this item or not by the mobile device.
Alternatively the film agent can present the user a form (as shown in Fig. 3) that
allows him to explicitly point out his interests through the World Wide Web. With the
user’s feedback, this agent can precisely learn his preferences. For the news service,
the news agent in Fig. 2 extracts the on-line daily news from the CNN news site
(http://www.cnn.com), re-organizes the news, and presents the news to the user by
the interface shown in Fig. 4, according to his profile. As for the films described
above, the user can mark the news to indicate his interests by the desktop PCs or
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Fig. 3. Information being gathered by the information agent

Fig. 4. Interface presented by the news agent for information collection
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mobile devices. The above agents both play the role of information collectors; a
user can activate them arbitrarily to provide personal information to the system. In
this system, a film is represented as a feature vector of genre, director, cast, and plot,
because they often are the most decisive factors a general audience used to determine
whether he likes a specific film or not. In the preliminary experiments, we used the
introductory note of a film as its corresponding plot, and employed the traditional text
analysis approach (i.e., tfidf) to extract words to represent the plot. Yet, as is found,
the introductory note is generally too short to extract representative terms. Therefore
we decide to directly use the keywords associated with a film (available from the
on-line film database) to represent the plot part of a film. Consequently, a film is
represented as the combination of the above four types of terms. For example, the
film Batman is represented as 〈 genre: fantasy, genre: action, director: Tim Burton,
cast: Jack Nicholson, cast: Michael Keaton, keyword: revenge, keyword: superhero,
.... 〉. With this representation, for each available film item, the film agent retrieves
information from an Internet site to constitute the above uniform representation. If
the user gives feedback for this item, it is then recorded in the user’s profile for
later training. All terms appearing in the training examples are defined as candidate
features (attributes) in the learning procedure and used to construct the user models.
In addition, as the standard work in text mining, each piece of news extracted is
represented as a word vector in which the feature words are determined by the
tfidf method, after the common words are removed and the stemming procedure is
performed.

3.3 User Modeling

The second type of agent in Fig. 2 is used to model a user’s preference from the
information recorded in his profile. As is shown in Fig. 2, the learning agent is
developed for user modeling. The learning agent takes the responsibility of building
a classifying system that consists of a set of prediction models (or classifiers) for a
user, by using the most recent items collected and recorded in the personal profile
as training examples. In modeling a user, the examples for individual services
collected are trained to build the corresponding models separately. In our current
implementation, the learning agent acts in a passive way: it is activated manually by
the user, or when the performance of prediction is lower than a pre-defined threshold.

The learning agent is implemented by a decision-based approach that is one of
the most popular and practical methods for inductive inference. For the keyword
representation described in Sect. 3.2, a tree node is a test for the appearance of
a feature keyword and this node has two branches indicating whether a film (or a
piece of news) includes this keyword. After a series of attribute testing, the leaf node
directs the item to one of the classes pre-defined. The construction of the above tree
classifier is based on the measure of a statistical property that is called information
gain for each attribute. This property measures how well a given attribute separates
the training examples according to their target classification. The details about the
decision tree learning can be found in [9].
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Though decision trees can perfectly separate training examples by a covering
tree, their predictive performance for the test cases is not as good as that in the
training phase. This overfitting phenomenon occurs mainly in the situations when
the number of training examples is too small to form a representative sample set
or when there are noises in the data. As a result, the tree is overly specialized to
the training data. To avoid the overfitting cases, we adopt the method of adaptive
resampling for multiple trees. This method is to reduce the variance between training
and testing cases, and it has been observed that inducing multiple decision trees from
the same training set is an efficient approach. In such an iterative approach, training
examples are firstly sampled from the original training set and used to construct a
tree. Then this tree is given a vote for determining the categories of other items.
After that, the training examples are replaced by the newly sampled cases, and a
new decision tree is constructed again. This process continues and the category with
most votes determines the final answer. It has been shown that when the number
of induced decision trees increases, the variance can gradually be reduced and the
corresponding prediction performance can be enhanced [10]. In the sampling phase
mentioned above, the technique of adaptive resampling usually performs better than
others: instead of randomly sampling a training set in each iteration, this technique
increases the probabilities to be chosen for those cases previously misclassified [11].

For simplicity, in our current implementation the system only predicts whether
a user is interested in a specific item or not, rather than the degree in which he
favors the item. In other words, each decision tree shall predict an item into one
of the pre-defined classes (user-like or user-dislike) Here, ten decision trees are
included, and their voting results are used to determine whether a user likes a
specific item or not. That is, an item will be predicted as user-like if it receives
at least 5 votes for this class. As the number of news pieces is much larger than
the number of films, therefore, instead of directly constructing a single classifier to
categorize all news documents, our system decomposes the overall classification task
into several subtasks in which an individual classifier is developed respectively for
each category of news, for example business, sports, or politics. For each category,
the news cases recorded in the profile are used as training examples to build the
corresponding classifier. In this way, the personal model for news prediction in a
user profile includes several classifiers for different categories of news. Each piece
of Internet news extracted is sent to the corresponding classifier according to its
category originally assigned by the news site, and the classifier predicts the user’s
interests for this news. Then only those predicted as user-interested are sent to the
end user.

3.4 System Adaptation

With the multiple decision trees learnt, the system can classify films and news into
appropriate classes of preference. Yet, in the real world situations a user’s interests
may change occasionally. In this situation the model built earlier is not able to
characterize the most up-to-date interests any more, and consequently the system
performance declines. To deal with this situation, the system must continuously track
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the user’s feedback in order to adapt to his most recent interests. The adaptation
agent is thus designed for this purpose. Because the prediction errors occur here,
the examples used in the previous training phase have to be gradually removed.
Under such circumstances, the system uses the misclassified items to replace the
oldest training examples in the user’s profile and re-build the personal models. As the
decision tree learning approach can build new models in real time in our application
case, the learning procedure is thus activated for each faulty prediction. In addition
to the above case, the user can also arbitrarily add new example or remove the old
ones from the profile to derive a new model.

4 Experiments and Results

4.1 The Mobile Environment

In the experiments, we use a NOKIA mobile phone simulator (UP.Simulator 4.1.1) as
a wireless platform to perform WAP-based services on a simulated mobile network.
Here, the wireless communication is simulated by connecting the WAP-phone to the
IP address of the server, as shown in Fig. 5(a). As can be seen in Fig. 5(b), two

Fig. 5. (a) Left: The simulated mobile phone; (b) Right: The services provided
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Fig. 6. (a) Upper: The film programmes predicted as user-like; (b) Middle: The user can
choose a certain programme to view the relevant details; (c) Bottom: The user can directly
remove an item previously added

kinds of mobile services are provided, including the recommendations of daily TV
film programmes and the real time news. For the film service, the system presents
the user with a list of programmes predicted as user-like, and each programme is
associated with its corresponding tree votes as a score (Fig. 6(a)). The user can
select a programme to see the relevant information, for instance the genres, directors,
actors, and the plot of the film (Fig. 6(b)). After reading the descriptions, he can give
his opinion to the system by pressing the like/dislike button. The user’s feedback
will then be used to modify his personal profile, and the user model within the
profile will be adjusted whenever necessary. In addition, the user can also choose
the option of editing listed in Fig. 5(b) to directly remove the items previously added
(Fig. 6(c)). Similarly, the user can choose the news service, read the titles of news
pieces recommended by the service provider (Fig. 7(a)), and select the specific pieces
news to further read the details (Fig. 7(b)). Again, he can give his responses to the
system via the like/dislike button. The examples illustrated in Fig. 6 and Fig. 7 show
that the WAP-based information services have been successfully established in the
simulated mobile environment.
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Fig. 7. (a) Left: The user can choose a certain piece of news to read the content; (b) Right: The
detail of the news selected

4.2 Evaluation of the Learning Agent

To evaluate the performance of our learning agent, we have implemented a decision
tree-based mechanism to develop models of preferences for users. In the first set of
experiments, we only used the plot of a film to be the representative feature: each
film was represented by its corresponding keywords. In this way, a decision tree was
constructed from the keywords within the training set. In the training phase, different
numbers of examples (including 60, 80, 100, and 120 training examples) were used
to develop trees: a half of them were positive examples and the other half, negative.
After the training, each tree model was tested by another 40 cases not contained
in the training set for further evaluation. Table 1 shows the test results. The test
results indicate that in average 73.8 ∼ 77.3% accuracy can be obtained. This may be
satisfactory as there were only 60 to 120 training examples used in the learning phase
and they were distributed between different genres. Though using sparse samples to
reason about a user’s preferences in a large space could result in a relatively loose
user model, it is nevertheless a more realistic situation.

After showing that our learning agent is capable of developing tree classifiers
to model a user’s preferences, we compared it with the well-known k-nearest
neighbor method. Three different values of k (1, 3, and 5) were used, and for each k
different numbers of reference examples were provided as in the above decision tree
experiments. The k-NN-1, k-NN-3, and k-NN-5 in Table 1 are the results. As can be
seen, in our user modeling cases, the decision tree learning outperforms the k-nearest
neighbor method.

Table 1. A comparison of the decision tree and k-nearest neighbor methods

# Training Examples 60 80 100 120

decision tree 73.8 74.7 76.1 77.3
k-NN (k = 1) 67.5 67.2 69.3 68.5
k-NN (k = 3) 67.2 67.4 70.4 69.4
k-NN (k = 5) 66.7 66.8 70.4 68.8
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In addition to the representation of plot keywords, we also used the combination
of keyword, genre, director, and cast to represent a film for further performance
comparison. The results show that with the hybrid representation, the accuracy
of prediction can be slightly improved from 77.3% to 78.5% in average. Though
there seems to be no significant difference in prediction between the above two
representations, we have noticed that the hybrid representations can give more
consistent results for different experimental runs. The reason could be that users
normally have their own ways to choose films, for example some tend to focus on
the plots, but others on the directors. Therefore using the hybrid of different features
can mediate various cases and then obtain more stable results.

To investigate the effect of adaptive resampling for multiple trees, we conducted
a series of experiments to observe their corresponding efficiency. In the experiments,
ten trees were used, and here one additional copy of each misclassified case was
added to the original example pool so that its corresponding probability to be chosen
as a training example for the next iteration was increased. A set of experiments was
conducted in which the hybrid representation was used. The results show that the
resampling technique was able to improve the prediction accuracy from 78.5% to
81.1% in average.

The above decision tree approach was also employed to learn classifiers for
news categorization. As is analyzed, each classifier here is developed for a specific
category of news; it is to predict whether or not a user is interested in a certain
piece of newly available news assigned to this category by the news Web site.
Four sets of experiments were performed for four categories of news, including
business, politics, sport, and U.S. domestic, as expository examples. For each
category, different numbers of training cases collected by the new agent were used to
construct classifiers. Table 2 shows the prediction performance of 40 test cases. The
result is similar to those of decision tree-based text mining work [11]. It shows the
feasibility of this approach in news classifications. As the user’s models for films and
news recommendations are developed by the same approach, the same technique of
adaptive resampling can also be applied to news classifications.

4.3 Evaluation of the Adaptation Agent

To evaluate the adaptability of our system, we conduct experiments to examine how
the system can adapt to the real world situations. In the case that the recommendation
performance declines (i.e., the prediction fault occurring), the user’s preferences

Table 2. The results for news categorizations

# Training Examples 60 80 100 120

business news 76.1 77.2 78.6 80.4
politics news 80.5 81.7 81.1 81.8
sport news 79.4 81.4 81.1 81.6
U.S. domestic news 75.0 74.7 77.5 79.3
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are re-learnt and his personal model is updated. Here, the strategy is that the case
misclassified is used to substitute the training example firstly added to the user’s
profile. Figure 8(a) shows a simulation example in which a stream of new cases
(i.e., film programmes) were used to continuously test the most recent user model.
It indicates how the performance of the system changes during the 90 consecutive
recommendations for a certain user. In this figure each data point in the upper
curve indicates the number of correct cases accumulated from the most recent ten
recommendations (representing the first ten programmes recommended to the user),
and the gray data point at the lower part of the figure, the correctness of each
single prediction. As can be seen, with the mechanism of adaptation the system
can keep its performance at a certain level. In this example, the user suddenly
changed his preferences into completely different ones at the twentieth step (it was
simulated by exchanging the positive and negative cases) and it caused the decline of
system performance seriously. To deal with each fault, the adaptation agent resumed
the learning agent to build a new model. The new model did not improve the
system performance immediately because the number of cases representing the new
preferences was not enough to dominate the set of learning examples; consequently
the new model could not reflect the new preferences truly. After most of the original
training examples were replaced by the new ones, the model learnt could then
represent the user’s current interests and the system performance was thus improved.
Similarly, the learning agent can be resumed to correct the prediction faults for the
news service. Figure 8(b) shows the typical simulation result.

5 Conclusions and Future Work

With the coming 3G systems and mobile IP, WAP and similar technologies will
continue to play an important role in the development of information services. To
mediate the problem of information overload along with the exponentially increasing
digital information over the mobile networks, in this paper, we emphasize the
importance of providing personalized information services for the mobile users.
To achieve the personalization, we present a framework that mainly includes three
parts: information gathering, user modeling, and system adaptation. The first part is
to collect a user’s personal information in different ways; the second part focuses
on how the system can know the individual user by reasoning his preferences; and
the third part emphasizes the system’s adaptation ability in response to the user’s
feedback. The decision tree approach is employed in user modeling and a series
of experiments are conducted to inspect the corresponding performance. Also the
k-nearest neighbor method is implemented for comparison. In addition, the system
is evaluated to show how it can re-build a user’s model in respect to the changed
interests. Two services are performed as examples, and the experimental results have
shown the promise of our proposed approach.

Based on the work presented, we plan to develop further an intelligent conversion
interface to incorporate voice transmission for audio information services. Also
it is worthwhile to investigate how to combine the personalization techniques
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Fig. 8. The examples illustrate how the system performance changes during the consecutive
recommendations. In the above figures, the circles indicate the correctness for each
single recommendation; and the cross marks, the accumulated accuracy of ten consecutive
recommendations



246 W.-P. Lee

and the broadcasting schedule algorithms to enhance the service quality from
different design dimensions. Another important issue is to explore how to embed an
appropriate trust mechanism to the personalization platform to secure the personal
information of the users.
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Clustering of unlabelled data is a difficult problem with numerous applications
in various fields. When input space dimensions are many, the number of distinct
patterns in the data is not known a priori, and feature scales are different, then
the problem becomes much harder. In this paper we deal with such a problem.
Our approach is based on an extension to hierarchical clustering that makes it
suitable for data sets with numerous independent features. The results of this
initial clustering are refined via a reclassification step. The issue of evaluation of
hierarchical clustering methods is also discussed. The performance of the proposed
methodology is demonstrated through the application to a synthetic data set and
verified through application to a variety of well known machine learning data sets.

1 Introduction

Clustering of data is an problem that is related to numerous scientific and applied
fields [6]. Although researchers in the field of data mining have worked in this
direction for long, and numerous related texts exist in the literature, it is still
considered an open issue, as it is difficult to handle in the cases that the data is
characterized by numerous measurable features. This is often referred to as the
dimensionality curse.

Works in the field of classification focus in the usage of labelled (characterized)
data, also known as training data, for the automatic generation of systems that are
able to classify (characterize) future data. This classification relies on the similarity
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of incoming data to the training data. The main aim is to automatically generate
systems that are able to correctly classify incoming data [6].

Typically, in order to pursue such a task, one first needs to detect the patterns
that underly in the data, and then study the way these patterns relate to meaningful
classes. Even when using self-training systems, such as resource allocating neural
networks, that are able to adapt themselves to the training data, good results may
only be achieved when the patterns are known before hand, so that they may be used
for proper initialization [5].

Although the tasks of classification and clustering are closely related, an
important difference exists among them. While in the task of classification the
most important part is the distinction between classes, i.e. the detection of class
boundaries, in the task of clustering the most important part is the identification
of cluster characteristics. The latter is usually tackled via the selection of cluster
representatives and cluster centroids, or via the extraction of (fuzzy) rules [6].

Efficient solutions have been proposed in the literature for both tasks, for the case
in which a unique similarity or dissimilarity measure is defined among input data
elements [11]. When, on the other hand, multiple independent features characterize
data, and thus more than one meaningful similarity or dissimilarity measures can
be defined, both tasks become more difficult to handle. A common approach to the
problem is the lowering of input dimensions. This may be accomplished by ignoring
some of the available features (feature selection) [7], or by applying some space
transformation [3].

In the case when input features are not independent from each other, a decrease of
dimensions is very helpful. On the other hand, when input features are independent,
or when the relation among them is not known a priori, which is often the case with
real data, a decrease of space dimensions cannot be accomplished without loss of
information. Therefore, if the relation among features is not known before hand, and
the aim is to detect the patterns that exist in the data, the decrease of dimensions is not
possible. Moreover, the differences in measurement scale among different features
also tend to disrupt the process of clustering. The difficult problem of initial analysis
of data as to properly re-scale features and select which ones to use in the process of
clustering is known as data pre-processing.

In this work we attempt to tackle detection of patterns in multi-dimensional data
that have not been pre-processed, when the count of distinct patterns in the data
and the relation among input features are unknown. The proposed algorithm is an
extension of agglomerative clustering and is based on a soft selection of features to
consider when comparing data. The results of this initial clustering are refined via a
reclassification step; this step, although unsupervised, is based on the principles of
the Bayes classifier. This step also contributes to the experimental evaluation of the
method’s efficiency.

The structure of the paper is as follows: in Sect. 2, after a short introduction
to agglomerative clustering, we present the main problems that are related to our
task. In Sect. 3, we present the proposed method for initial clustering and in Sect. 4
we explain how a Bayes – based classifier can be used to refine, as well as to
experimentally verify the efficiency of the algorithm. Finally, in Sect. 5, we present
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experimental results for the proposed algorithm and in Sect. 6, we present our
concluding remarks.

2 Agglomerative Clustering and Related Problems

Most clustering methods belong to either of two general methods, partitioning and
hierarchical. Partitioning methods create a crisp or fuzzy clustering of a given data
set, but require the number of clusters as input. When the count of patterns that
exist in a data set is not known beforehand, partitioning methods are inapplicable; an
hierarchical clustering algorithm needs to be applied.

Hierarchical methods are divided into agglomerative and divisive. Of those, the
first are the most widely studied and applied, as well as the most robust. Their general
structure is as follows [9]:

1. Turn each input element into a singleton, i.e. into a cluster of a single element.
2. For each pair of clusters c1,c2 calculate a compatibility indicator CI(c1,c2). The

CI is also referred to as cluster similarity, or dissimilarity, measure.
3. Merge the pair of clusters that have the best CI. Depending on whether this is a

similarity or a dissimilarity measure, the best indicator could be the maximum or
the minimum operator, respectively.

4. Continue at step 2, until the termination criterion is satisfied. The termination
criterion most commonly used is the definition of a threshold for the value of the
best compatibility indicator.

The two key points that differentiate agglomerative methods from one another,
and determine their efficiency, are the compatibility indicator and the termination
criterion used. Major drawbacks of agglomerative methods are their high complexity
and their susceptibility to errors in the initial steps, that propagate all the way to their
final output.

The core of the above generic algorithm is the ability to define a unique
compatibility indicator among any pair of clusters. Therefore, when the input space
has more than one dimensions, an aggregating distance function, such as Euclidean
distance, is typically used as the CI [14]. This, of course, is not always meaningful.
Cases exist, in which the “context” can change the similarity or dissimilarity measure
to be used [13]. For example, two films may be compared based on their topic, or on
their directors.

In such cases, a selection of meaningful features needs to be performed, prior
to calculating a CI. In the example of films, although two films may be similar to
one another as far as their content is concerned, two other films may be similar
as far as their cast is concerned. In other words, it may not be possible to select a
single distance metric, which will apply in all cases, for a given data set. Moreover,
one feature might be more important than others, while all of the features are useful,
each one to its own degree. In other words, hard (crisp) feature selection is not always
possible, either.
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3 Soft Feature Selection and Clustering
in Multi-Dimensional Spaces

Elements are usually grouped together based on their similarity in a single or a few
features. When the total number of features is high, small distances in a small subset
of them barely affect the overall distance, when an aggregation of distances in all
features is used. Thus, only when the correct subset of features is considered, can
elements be compared correctly [4, 10].

In this paper we tackle feature selection based on the following principle: while
we expect elements of a given meaningful set to have random distances from one
another according to most features, we expect them to have small distances according
to the features that relate them. We rely on this difference in distribution of distance
values in order to identify the context of a set of elements, i.e. the subspace in which
the set is best defined.

More formally, let c1 and c2 be two clusters of elements. Let also ri, i ∈ NF be
the metric that compares the i-th feature, and F the overall count of features (the
dimension of the input space). A distance (dissimilarity) measure between the two
clusters, when considering just the i-th feature, is given by

fi(c1,c2) = κ

√
∑a∈c1,b∈c2

ri(ai,bi)κ

|c1||c2| (1)

where ei is the i-th feature of element e, |c| is the cardinality of cluster c and κ ∈ R is
a constant.

The context is a soft selection of features to consider when calculating an overall
distance value. We can define it as a fuzzy set x defined on NF , with a scalar
cardinality of one. Then, the overall distance between c1 and c2 is calculated as

d(c1,c2) = ∑
i∈NF

xi(c1,c2)λ · fi(c1,c2) (2)

where xi is the degree to which i, and therefore fi, is included in the context, i ∈ NF

and λ ∈ R is a constant.
According to the principle presented in the beginning of this paragraph, the

features that relate c1 and c2 are the ones that produce the smallest distances
fi. Therefore, the “correct” context can be calculated through the solution of an
optimization problem, as the context that produces the smallest overall distance.

When λ = 1 the solution is trivial: the feature that produces the smallest distance
is the only one selected. The degree to which it is selected is 1. If more than one
features produce the best distance, then they are equally selected, as there is no
information as to which should be favored.

When λ = 1 and ∃i∈NF : fi(c1,c2) = 0, then the features for which fi(c1,c2) = 0
are the ones the are (equally) selected.

When λ = 1 and fi(c1,c2) = 0∀i ∈ NF , then the optimization problem is
not trivial and has to be solved. According to the following lemma it can be
solved analytically, which means that the optimization problem does not affect the
algorithmic complexity of the process:
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Lemma 1. When λ = 1 and fi(c1,c2) = 0∀i ∈ NF , then the best context x, and
equivalently the best compatibility indicator CI, is given by:

xF(c1,c2) =
1

∑i∈NF

[
fF (c1,c2)
fi(c1,c2)

] 1
λ−1

(3)

xi(c1,c2) = xF(c1,c2) ·
[

fF(c1,c2)
fi(c1,c2)

] 1
λ−1

(4)

Proof. We have demanded that the scalar cardinality of the context is one; the
optimization problem we have to tackle is constrained. |x| = 1 is equivalent to
∑i∈NF

xi = 1. Thus, replacing

xF = 1− ∑
i∈NF−1

xi (5)

the minimization of

d(c1,c2) = xF(c1,c2)λ · fF(c1,c2)+ ∑
i∈NF−1

xi(c1,c2)λ · fi(c1,c2)

is reduced to an unconstrained optimization problem. From (5) we have

∂xF(c1,c2)
∂xi(c1,c2)

=−1∀i ∈ NF−1

and thus

∂{xF(c1,c2)λ · fF(c1,c2)}
∂xi(c1,c2)

=−λ · xF(c1,c2)λ−1∀i ∈ NF−1

Easily now, demanding that

∂d(c1,c2)
∂xi(c1,c2)

= 0∀i ∈ NF

we have

xi(c1,c2) = xF(c1,c2) ·
[

fN(c1,c2)
fi(c1,c2)

]1−λ
∀i ∈ NF−1 (6)

Combining (6) with (5) we also have

xF(c1,c2) =
1

∑i∈NF

[
fF (c1,c2)
fi(c1,c2)

] 1
λ−1

�

As λ increases, pairs of clusters that are related by fewer features, and thus have
greater values in their contexts, are obviously assigned smaller distances. In order
for distances to be usable as compatibility indicators, they need to be unaffected
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by cluster direction in comparison to the axes. Thus, it is imperative that they
are transformed, as to become directly comparable to each other. The following,
adjusted, compatibility indicator is used:

CI(c1,c2) =
d(c1,c2)
xλ(c1,c2)

(7)

xλ(c1,c2) = ∑
i∈NF

[xi(c1,c2)]λ (8)

When features are quantized to a small set of levels, as is often the case with
digital data, cases for which fi(c1,c2) = 0 are not rare. Especially in the first steps of
agglomerative clustering, when clusters are of small size, the best CIs are almost
always zero. Since, as we have already mentioned, errors in the initial steps of
agglomerative clustering propagate all the way to the final output, it is important
to always make the best selection possible for the pair of clusters to merge. Therefore,
especially for the case of CIs that are equal to zero, we introduce one more criterion:
out of all the pairs for which CI = 0, the one that has zero distances for the most
features will be selected. In other words, out of all the pairs of similar clusters, the
ones that are similar according to the greatest number of features are selected.

As far as the termination criterion is concerned, a threshold on the value of CI
can be used, as Lemma 2 guarantees that this is meaningful.

Lemma 2. The above mentioned CI is non decreasing as we move from one step to
the next.

Proof. Proof is trivial and is omitted for the sake of space. �
This way, the algorithm gradually groups elements together, based on their

similarities; for each cluster, a different fuzzy subset of features may be considered
for the calculation of similarities. This soft feature selection may also be perceived of
as a re-scaling of features, thus making up for the skipped step of data pre-processing.

The average values of features for each cluster form the centroid, i.e. a “virtual”
element that is located at the center of the cluster, when all of its elements are placed
in the F-dimensional space. Its position may be considered as a description of the
feature values of the pattern that this cluster corresponds to. The variances of the
values for each feature indicate the importance of each feature for the definition of
the cluster; this may be perceived of as an estimation of the radius of the cluster in
the direction of each feature.

Assuming that the clustering has produced meaningful groups of elements, the
latter may be used for the initialization of an adaptive neural classifier; the fact that
clusters are described through center and variance combinations makes the output
ideal for the initialization of RBF based networks [12].

4 Refinement and Verification through Bayesian Classification

As stated in Sect. 1, the primary aim of clustering algorithms is not to correctly
classify data, but rather to identify the patterns that underly in it. Therefore, “wrong”
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elements in clusters may be acceptable, as long as the overall cluster correctly
describes an existing and meaningful pattern. This implies that feeding labelled data
to the algorithm and measuring the classification rate may not be enough to evaluate
the actual efficiency of the algorithm.

In order for a clustering algorithm to be truly evaluated, the patterns that are
described by the detected clusters need to be extracted and examined. In this work
we examine whether detected patterns are meaningful by evaluating a classifier that
is created by using them. Out of the numerous classification schemes that exist in the
literature we have chosen to work with the Bayesian classifier, although others could
have been chosen as well [8].

Specifically, each cluster is considered to describe a distinct class. Furthermore,
we assume that all features of members of a class follow a gaussian distribution.
Thus, using the centroid and standard deviations of each cluster, we may design
the mixture of Gaussians that describe the class. The Bayes classification scheme
calculates for each input element a the probabilities P(pi/a), i ∈ NT , where T is the
count of detected patterns, and classifies a to the pattern for which it has the greatest
probability. Probabilities are easily computed by applying the transformation:

P(pi/a) = P(a/pi)P(pi)

where P(pi) is equal to the relative cardinality of cluster ci, i.e.

P(pi) =
|ci|

∑ j∈NP
|c j|

and P(a/pi) is given as the value of a in the mixture of Gaussians that describe
pattern i, i.e.

P(a/pi) = ∏
j∈NF

1√
2πsi j

e
−
( a j−mi j

2si j

)2

where mi j and si j are the centroid value and standard deviation for the j-th feature of
pattern i and a j is the j-th feature of element a.

Using this scheme, we may reclassify all data that were used for clustering. If
the clustering was successful, i.e. if the detected patterns are meaningful, then this
process will refine the classification rate by removing some of the clusters’ members
that were a result of errors in the initial steps. Thus, this process offers an indication
of the clustering’s true performance. Moreover, it makes the overall algorithm more
robust, as opposed to simple hierarchical clustering, as it is more resilient to errors
in the initial steps.

5 Experimental Results

In this section we list some indicative experimental results of the proposed
methodology. In Subsect. 5.1 we provide an example of application to a simple
synthetic data set, which facilitates the visualization of the algorithm’s performance.
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Continuing, in Subsect. 5.2 we list results from application to real data sets from the
machine learning databases.

5.1 Synthetic Data

In order for the visualization of the synthetic data set to be feasible, we have limited
it to two dimensions. Three classes of data were created, using a gaussian random
generator. The parameters of the gaussian distributions used for the generation of the
data set are presented in Table 1.

Table 1. The parameters for the generation of the synthetic data set

Class m1 s1 m2 s2 Elements

A 2 0.5 1 0.1 100
B 1 0.9 3 0.1 100
C 1 0.1 2 0.7 100

The synthetic data set.

�

�

As can be seen from the Table, as well as from the diagram, the three
classes are not clearly distinguished from each other, and the subspaces that best
characterize each class differ to a great extent. This makes distance aggregation –
based approaches inefficient; this is verified in Table 3. The initial classification
step produces a classification rate of 91% (assigning each cluster to the class that
dominates it), and the reclassification refines this to 95.7%, indicating that the initial
step, although has a smaller rate, has correctly identified the underlying patterns.

5.2 Real Data

Iris Data

The iris data set contains 150 elements, characterized by 4 features, that belong to
three classes; two of these classes are not linearly separable from each other. This
is a relatively easy data set, as the number of clusters in the data is equal to the
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Table 2. The clusters produced, for the synthetic data set. Format: (class 1, class 2, class 3)

Method Cluster 1 Cluster 2 Cluster 3 Classification Rate

Euclidian clus. (0, 0, 13) (28, 0, 87) (72, 100, 0) 66.7%
Initial clus. (4, 0, 86) (92, 5, 8) (4, 95, 6) 91%
Bayesian reclass. (6, 0, 98) (94, 5, 2) (0, 95, 0) 95.7%

Table 3. Classification rates for iris data (κ = λ = 2)

Method Cluster 1 Cluster 2 Cluster 3 Classification Rate

Initial clus. (36, 4, 12) (13, 0, 38) (1, 46, 0) 80%
Bayesian reclass. 1 (33, 0, 2) (17, 0, 48) (0, 50, 0) 87.3%
Bayesian reclass. 2 (35, 0, 0) (15, 0, 48) (0, 50, 0) 90%

number of classes. The labels of the elements were not used during clustering and
reclassification; there were used, though, for evaluation purposes. Results are shown
in Tables 2 and 3.

The considerable refinement that a single step of Bayesian reclassification offers
is indicative of the validity of the detected clusters. This observation is supported
even more by the fact that recursive application of the reclassification step refines
even more the results, even though this step is unsupervised (it does not use element
labels).

Wisconsin Breast Cancer Database

The Wisconsin breast cancer database contains 699 elements, which are
characterized by the following attributes: clump thickness, uniformity of cell size,
uniformity of cell shape, marginal adhesion, single epithelial cell size, bare nuclei,
bland chromatin, normal nucleoli, mitoses. All these attributes assume integer values
in [1,10]. Elements are also accompanied by an id, and class information; possible
classes are benign and malignant. 65.5% of the elements belong to the benign
class and 34.5% to the malignant class. 16 elements are incomplete (an attribute
is missing) and have been excluded from the database for the application of our
algorithm.

This data set, having a greater number of features, is considered to be more
difficult than the iris data set. Detailed results acquired using the proposed
methodology are available in Tables 4 and 5. It is worth noting that, although
the classification rate of the initial clustering procedure are not extremely high,
the reclassification step refines it considerably. Furthermore, for the case where
κ = λ = 5, the reclassification step classifies every element to one of exactly two
clusters, each one almost totally dominated by one class.

This performance is not far from that of trained classification systems that utilize
the same dataset; a classification rate of 97% is reported in [2]. This is indicative of



256 M. Wallace et al.

Table 4. Classification rates for Wisconsin data (κ = λ = 2)

Method Cluster 1 Cluster 2 Cluster 3 Classification Rate

Initial clus. (31, 42) (3, 136) (410, 61) 86.1%
Bayesian reclass. (5, 18) (2, 177) (437, 44) 92.5%

Table 5. Classification rates for Wisconsin data (κ = λ = 5)

Method Cluster 1 Cluster 2 Cluster 3 Classification Rate

Initial clus. (192, 56) (3, 154) (249, 29) 87.1%
Bayesian reclass. (0, 0) (10, 218) (434, 21) 95.5%

the method’s efficiency, considering that we are referring to the comparison of an
unsupervised method to a supervised one.

Ionosphere Database

This radar data was collected by a system in Goose Bay, Labrador. The targets were
free electrons in the ionosphere. “Good” radar returns are those showing evidence
of some type of structure in the ionosphere. “Bad” returns are those that do not.
Elements of the data set are characterized by 34 features and classified as either
good or bad. Results from the application of the proposed methodology appear in
Table 6.

Considering that supervised classification algorithms report a classification rate
of around 90%, it is easy to conclude that the initial clustering is extremely
efficient. If we also consider that unsupervised clustering methods do not exceed
a classification rate of 80% for 10 clusters [1], then we might conclude that the
detection of two clusters with a classification rate of 87.2% is extremely successful.

The step of Bayesian reclassification, in addition to refining the clustering, as to
reach a classification rate of 91.2% for 25 clusters, also discriminates meaningful
from random output. Thus, it is easy to see that although the same classification rate
is reported, a partitioning with less than 10 clusters is not able to provide efficient

Table 6. Classification rates for Ionosphere database (κ = λ = 2)

Number of Clusters Initial Clust. Bayesian Reclass.

2 87.2% 80%
3 87.2% 80.1%

10 87.2% 84.9%
15 87.2% 87.2%
20 87.2% 87.7%
25 87.2% 91.2%
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classifier initialization, as it does not adequately describe the underlying patterns,
while a partitioning of 25 clusters would be much more effective.

6 Conclusions

In this paper we developed an algorithm for the detection of patterns in unlabelled
data. The first step of the algorithm consists of an hierarchical clustering process.
This process performs a soft feature selection in order to determine the subspace
within which a set of elements is best defined. Thus, it is suitable for data sets
that are characterized by high dimensionality. The second part of the algorithm is a
Bayesian classification. This process considers initial clusters to be labels and uses
this information to build a classifier, through which to reclassify all data. Thus, errors
from the hierarchical algorithms initial steps are corrected. In addition to making the
overall algorithm more efficient and resilient to errors, it also serves as a means for
its evaluation.

The efficiency of the proposed algorithm as a whole, as well as of its distinct
steps independently, has been demonstrated through application s to a variety of
synthetic and real data sets. Within them was the Wisconsin breast cancer database
which is a multi-dimensional data set; the algorithm performs remarkably well for
it. The ionosphere database was also considered, through which it was made obvious
that the evaluation of the performance of a clustering method is imperative, before
its output is further used for other tasks of data processing.

The fact that the proposed methodology performs a soft feature selection makes
it able to handle input data with features of different scales. Thus, it may be used to
substitute the phase of data pre-processing. Moreover, the representation of clusters
using a mixture of Gaussians is compatible with the internal representation of RBF
nodes, which makes our method ideal for the initialization of RBF based neural
networks.
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Summary. In this paper we introduce UPoet, also known as the Ubiquitous Poet, the
prototype of a 3D virtual character resembling a hieratical zen monk, being able to play small
minimalist japanese poetic compositions, namely haiku and to chat with users or explain them
haiku history and tradition.

UPoet facial animations are used to express UPoet reactions to users requests, and to
convey its feelings whilst the text of the poetry is being generated.

1 Introduction

Creativity is probably the most noticeable feature of our mind. It is thus natural
that Artificial Intelligence researchers strived after the conception of adequate
computational models to simulate creativity. Artificial creative systems could
be effective in a wide range of artistic, architectural and engineering domains
where formal problem specification is not possible or hardly conceivable and,
therefore, conventional problem solving is unlikely to produce optimal solutions.
Moreover studying the behavior of these artificial systems may contribute to
the overall understanding of the mechanisms behind human creativity. This is a
multidisciplinary area which requires contributions from a wide set of other areas
such as Cognitive Modeling, Genetic Algorithms, Neural Nets, Natural Language
and Computational Arts. Good examples of creative systems are automatic music
compositors, image and 3D shape creators, story and poetry generators.

We do not know any up-to-date system sharing the same goals and the same set
of features UPoet has, but a lot of research was done both into the 3D intelligent
agents field and in the text-generation one. REA is a very complete ECA (Embodied
Conversational Agent) [1], a Real Estate Agent able to converse with the users and
sell them a house with regard to their wishes and needs. The interaction occurs in
real time via sensor acquiring user facial expressions and hands pointing; moreover
speech recognition is performed to bypass users need of writing their requests. REA
answers using its body posture, its facial expressions and digitized sounds rendering
the salesperson recommendations and utterances.

M. Lamarca et al.: UPoet: A 3D Agent Able to Compose Short Poems, Advances in Soft Computing 1, 259–270 (2005)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2005



260 M. Lamarca et al.

The EMBASSI system [2] was born by a very big consortium occupied
in defining the technologies and their ergonomics requirement to implement an
intelligent shop assistant to facilitate user purchasing and information retrieval.
These objectives are pursued by multi-modal interaction: common text dialogs as
well as speech recognition devices are used to sense user requests whilst a 3D face is
the front-end of the system. The agent is able to send its response also via classical
multimedia content (video-clips, hyperlinks, etc.).

In [3] an agent is described which is not just able to be animated but also to
answer to users based on emotions modeled on the Five Factor Model (FFM) of
personality [4] and implemented using Bayesian Belief Networks. Moreover the
Alice chatterbot is used in order to let the web agent process and generate responses
into the classical textual form.

We consider “creative” those literary systems that generate composition
characterized by a certain degree of novelty and quality, as in [5]. Here we present
two examples of these systems, both dealing with poetic production: Poevolve and
McGonagall.

The system Poevolve [6] takes its name from “poetry” and “evolve”, for is
an attempt to generate limericks using evolutionary algorithms. In this working
prototype the user can set some parameters for the genetic algorithm which guides
the evolution of a population of limericks with restricted lexicon.

Quality is assured by a recurrent neural network trained on the ratings done by
160 students. This network assigns fitness values to individuals of the population of
limericks. A the same time, novelty is assured by genetic operators: mutation and
crossover.

Another system is McGonagall, developed by Manurung [7], which uses
evolutionary techniques. Poetry generation is considered as an evolutionary
exploration of all possible texts.

Genetic operators work at different representation levels, while fitness takes into
account semantics, rhetorics, and phonetics. In such a way, the system features an
integrated architecture, because of the interaction between text planning and surface
realization.

Manurung motivates this architectural design recalling that poetry combines form
and content.

Unfortunately, it was impossible to evaluate experimental results of these two
systems, due to the lack of examples.

The remainder of our paper is organised as follows: Section 2 gives an overview
of the system, Sect. 3 details the client side of the UPoet application whilst Sect. 4
explains the server side. Section 5 shows our experimental results while future work
is drawn out in Sect. 6.

2 The UPoet System Architecture

Our UPoet application was born integrating the YODA generative module with a
part of the S.A.M.I.R. (Scenographic Agents Mimic Intelligent Reasoning) [8]
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Fig. 1. The UPoet Architecture

system: A 3D intelligent character, resembling the appereance of a zen monk, acts
as an animated front-end to the haiku, some sort of minimalist japanese poetic
compositions [9], generated by the YODA module. This original virtual poet can
be embedded into any kind of web applications or in a stand-alone fashion, just for
the sake of entertainment.

A general picture of the application is given in Fig. 1: It is split between a client, a
Java applet, enclosing the animated 3D face and a minimal interface to let users chat
with the system (the DMS client) and a small HTTP layer to ensure synchronized
communication with the server. Basically the user can chat with UPoet, receiving
visual (i.e. animation of the 3D face) and textual responses but he can also request
the generation of a haiku: At this time a message is issued to the server which
receives the user request about the subject of the haiku. The server will try, using
the YODA module, to generate a context dependant haiku: It means that the words
and the meaning of the composition will be as related as possible to the suggestions
given by its user.

The server is composed not only by the YODA module but also by a small set of
Java classes acting as a filter on the suggestions given by the user, removing not so
useful words for the generation phase (i.e. articles, conjunctions etc.). A list of these
useless words is mantained in an apposite bag-of-words [10].

The Alice chatterbot [11], used to give responses to users when not in text-
generation mode, completes the server side set of modules and represents the core of
the server side part of the Dialogue Management System. Alice was slightly modified
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in order to run as a servlet in the Tomcat servlet container [12] and its knowledge
base was tailored to fit our conversational needs.

3 The UPoet Client

The UPoet client is composed by two modules that we shall describe later in
more detail: FACE (Facial Animation Compact Engine) and the DMS (Dialogue
Management System), both hosted in a common Java applet. We experimented using
our client with widespreaded web browsers such as Microsoft Internet Explorer
(under Windows and MacOS X) or Mozilla (under Windows and Linux) without
reporting any particular problem.

Our Java applet is responsible for storing the client state, sending user requests
to the server and synchronizing the haiku verses received from the server with facial
animations. Specifically each of the three verses of an haiku has a facial expression
associated with it which represents a keyframe [13] into the animation process, while
the duration in seconds of each animation sequence is moduled by the length of the
verses.

3.1 FACE

The FACE (Facial Animation Compact Engine) Animation System is devoted to
generating 3D facial animations on the web. It is implemented in Java and uses
the Shout3D API [14] which not only ensures very good performances in our
applications, but comprises also a very good OpenGL based hardware support. We
followed a design philosophy based upon SACs (Standard Anatomic Components).

The basic idea underlying them is to define face regions, acting as objects, in
an object-oriented sense of the term. The offered services correspond to different
low-level deformations such as FAPs (Facial Animation Parameters) [15], activated
during the animation process, or face sculpting and remodeling, activated when the
user wants to modify the 3D face mesh. We choose to use the linear interpolation of
3D face key-frames, as exported by the 3D Studio Max morph targets [13] because
modifying vertices this way, is the best compromise between speed and accuracy.

FACE was conceived keeping in mind lightness and performance so that it
supports a variable number of morph targets: For example we currently use either
12 high-level ones or the number of the entire low-level FAP set, in order to achieve
MPEG-4 compliance [15]. Using just a small set of high-level parameters might
be extremely useful when debugging the character behavior, because it is easier to
reason about behavioral patterns in terms of explicit expressions rather than longer
sets of facial parameters.

A considerable number of animation timelines can be allocated by F.A.C.E.: One
channel for the stimulus-response expressions, some other ones for non-conscious
reflexes (i.e. eye-lid movements, head rotations and small lips movements). We are
trying to integrate a TTS engine into our system and, for this reason, other channels
for visemes will be used. In Fig. 2 some expressions taken from an animation stream
are illustrated.
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Fig. 2. A few expressions taken from an animation stream

4 The UPoet Server

4.1 The Dialogue Management System

The DMS (Dialogue Management System) is responsible for the management of
user dialogues and for the extraction of the necessary information for giving textual
responses to any user. The DMS can be viewed as a client-server module composed
mainly by two submodules, communicating through the HTTP protocol (see Fig. 3).
The client side submodule is embedded just in a simple Java applet whose main aim
is to let users type requests in a natural language form and to send these ones to the
server side submodule in order to process them.

The other important task is retrieving specific information, based on the
responses elaborated by the server-side application, on the World Wide Web through
some JavaScripts. On the server side we have the ALICE Server Engine [11]
enclosing all the knowledge and the core system services to process user input.
ALICE is an open source chatterbot developed by the ALICE AI Foundation and
based on the AIML language (Artificial Intelligence Markup Language), an XML-
compliant language that gives us the opportunity to exchange dialogues data through
the World Wide Web. The AIML knowledge base of the bot is composed of several
categories. Here is an example of two categories in AIML:

<category>
<pattern>*</pattern> <template> Hello! </template> </category>

<category>
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<pattern>I WOULD NOT *</pattern>
<template> No one says you have to. </template>
</category>

The <category> tag indicates an AIML category, the basic unit of chat robot
knowledge.

The category has a <pattern> and a <template>. The pattern in the first example
is the wildcard symbol “*” that matches any input. In general the pattern is a
combination of text and wildcards as in the second example (“I WOULD NOT *”).
The template is the bot’s answer associated to the user input detected by the pattern.
Just the text “Hello!” in the first example or “No one says you have to.” in the second
example.

ALICE has been fully integrated in UPoet as a Java Servlet and all the knowledge
of the system has been stored in the AIML files, containing all the patterns matching
user input.
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Dialogues data are exchanged through simple built-in classes handling the
classical HTTP sockets communication.

4.2 YODA

YODA is a prototype of creative literary system, developed in [16]. Technically,
YODA is a natural language generation system, which is also creative and interactive,
as we shall explain later.

YODA is developed in such a way that the process of generation should proceed
as follows:

• text planning, i.e., selection of knowledge and output structuring;
• surface realization, i.e., conversion of information blocks in grammatically (well-

formed) sentences.

Text planning is dependent on the kind of our desired output, while surface
realization depends mainly on the language to use; in our case, the English language.

To demonstrate YODA features, we chose to generate haiku. This short poetic
form originated in Japan during 17th century, as starting verses of a collective
composition, renga: usually, the first verses of renga contain an indication of the
period in which the renga is composed. These first verses split to become haiku;
the indication of the period is given in term of natural events, pertaining a specific
season.

In Japanese language a haiku is made up of 17 onji, “phonetical symbols” which
have no exact equivalent in English language. Currently is being used a transposition
which maps one onji to one English syllable. These 17 syllables are distributed on 3
verses, respectively of 5, 7, and 5 syllables.

YODA is interactive in the sense that the user gives suggestions to generate the
haiku. Suggestions are given in terms of words, related or not to seasons.

YODA is creative in the sense that elaborates “creatively” these suggestions, in
order to select a set of words to use in the haiku. This set is semantically related to
the suggestions. The aim is to make the user feel that YODA has taken into account
his suggestions.

4.3 YODA Architecture

YODA is constituted by several components: the User Interface, the Surface
Realizer, the Text Planner, the library JWNL 1.2.1, and the lexical resource
WordNet 1.7.1 as shown in Fig. 4.

The component WordNet 1.7.1 database is a lexical database of English
language. A short description which can be found on the main site of WordNet [17].

The great advantage of WordNet over other lexical databases and dictionaries is
the possibility to go across large semantic networks. From the standpoint of a natural
language generation system, this fact implies that the system has access to a resource
that’s not “flat”, like an ordinary browsable dictionary.
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Fig. 4. YODA Architecture

The fundamental unit of WordNet is the concept. Every concept has associated
lemmas, which constitute all together a synonyms set, a.k.a. synset. Pointers between
synset implement semantic relationships between concepts. This organization leads
to hierarchical structures which are navigable following pointers. For example, nouns
are structured in trees, while adjectives in clusters.

YODA is written in Java, so it is necessary the use of a library to access WordNet
from Java code. YODA uses the component JWNL 1.2.1, i.e. the Java WordNet
Library 1.2.1 developed as a SourceForge project, available at [18].

This library gives access to all the informations of WordNet, but in a format that
is too verbose for a natural language generation system like YODA. The library is
wrapped, to get a format more suitable for our purposes.

Moreover, JWNL gives the possibility to serialize the entire WordNet dictionary.
Doing so, during the startup phase YODA loads the dictionary and every access
is done in memory, rather than from disk. In a client-server context, like ours, the
dictionary is loaded just one time on the server, shortening users waiting.

The component called User Interface makes possible the user to insert
suggestions. Here “user” stands for a human or a system giving suggestions. In the
stand-alone version of YODA, the (human) user inserts suggestions at the prompt,
while in UPoet the user (from the point of view of YODA) is the client application.

The Text Planner concerns the semantics. Instead of generating text with
random (or pseudo-random) words, like many other systems do, YODA chooses the
words to use following the user’s suggestions.

Suggestions are not isolated words, but linked to other nodes in a semantic
network. The heuristics guiding the process of text planning exploit the structure
of WordNet.

The Surface Realizer takes care of the morphological and syntactical aspects
of text generation. YODA is able to get the stem of nouns and verbs. Moreover, it can
declinate nouns and conjugate verbs, in order to obtain agreement during the process
of generation of the text. In fact, text is generated starting from single sentences. Each
sentence is generated independently from others, using words chosen by the Text
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Planner component. During the process of haiku generation, syllable counting is
performed.

For the syntactic aspect, YODA uses a CFG modeled upon sentence frames. In
WordNet, every verb has one or more corresponding sentence frame, each indicating
the correct use of the verb (e.g., if the verb is transitive or intransitive). This
information makes possible the generation of well-formed sentences.

To summarize the process of haiku generation, we briefly explain the steps
involved:

• the user inserts one or more words, taken by YODA as suggestions;
• for each term of this set, it is determined the suitable part(s)-of-speech;
• from this set are obtained (via WordNet) the terms effectively being used for the

generation: rather than use terms inserted by the user, YODA selects (for example)
synonyms; if a term is related to a particular season, then selection is guided by
the appropriate season;

• if the number of words found is not yet enough for generation, then some other
words are chosen randomly;

• eventually, the surface realizer generates sentences that take into account user’s
suggestions, while fitting haiku structure.

4.4 Haiku and Facial Expressions

As Higginson states [9], a haiku is a way to share feelings: UPoet shares emotions
with the user by means of haiku and facial expressions.

The 3D agent changes its facial expression according to the content of the haiku
generated by YODA. For the realization of this feature, we follow the theory of
Ekman and Friesen [19] on facial expression. This theory claims that every facial
expression is given by a combination of six fundamental expressions, corresponding
to six emotions: anger, disgust, fear, happiness, sadness, and surprise.

UPoet manages the mapping between text and expression our 3D facial
animation engine (F.A.C.E.) and our natural language generation system (YODA),
synchronizing text and expression on the client-side of the application.

The mechanism used for the mapping from words to expression is based on a
metric distance defined in terms of semantic relationships in WordNet. Distances
are calculated between words used in the haiku and words corresponding to the six
emotions. Then, for every verse of the haiku, YODA passes text and corresponding
facial expression.

YODA receives suggestions from the user via a filtering mechanism based on a
bag of words. This bag contains words that should not be accepted as suggestions by
YODA: articles, conjunctions, determiners, pronouns, prepositions, and other words.
Every other word which passes this filter is passed to YODA as a suggestion.
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Fig. 5. A view of two conversations with the UPoet, culminating in the haiku generation

5 Experimental Results

We include two screenshots in Fig. 5, showing the user interface during some typical
interaction. Moreover we report a small piece of conversation underlining how the
user perceives the flow of information in the application.

UPoet> I’m the Ubiquitous Poet. I compose haiku inspired by your suggestions and tastes.
user> What is a haiku?
UPoet> Haiku is a short Japanese poem. It originated in Japan during 17th century as an
evolution of the first initial verses of a collective poem called renga. The main subject of a
haiku is nature. Some classical themes are astronomy, climate, animals, plants, geography,
life, and observances.
user> I think rage is wrong.
UPoet> Please tell me the correct answer.
Aggrieved injustice.
Violated violation
acted false injustices.
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6 Future Work

Our current major concerns about UPoet enhancements are related to the YODA
module and a particular client feature. We basically would like to:

• Enhance YODA text generation mechanics using evolutionary learning
techniques, for example genetic algorithms or genetic programming

• Improve the variability of the syntax, adding more tenses and introducing the use
of phrasal verbs

• Generate other kind of poetic compositions other than haiku (i.e. Western forms
such as the sonnet, sestina, terza rima but also modern styles such as the Beat
Generation and so on)

• Integrate a TTS (Text-To-Speech) system into our client so that the Ubiquitous
Poet could dramatically play its compositions, in a more human-like sense of the
term

It should result in a way more interesting application and it should target a wider
audience of different kind of cultures and social extraction.

6.1 Enhancement of YODA Text Generation

While the surface realizer module is deterministic in the sense that follows
syntacytical and grammatical constraints, the text planner module is basically a set
of heuristics guiding the process of words selection.

While there exists several guidelines which YODA could follow in order to avoid
the generation of “bad” poetry, there exist subjective factors which determine how
“good” a haiku is.

It results necessary the subjective evaluation of the user to choose which
heuristics the text planner should follow.

Reinforcement learning [20] is a first candidate technique: At the presentation
of the haiku, the user is given the chance to evaluate the poem. YODA should learn
how to generate more pleasant haiku, thanks to the iteration of suggestion-haiku-
evaluation cycle.

This cycle is a basis to implement a genetic algorithm [21], since we have a
method to calculate a fitness function, even though subjective. The genotype could
be based on user’s suggestions and haiku’s constraints, while the phenotype is the
entire haiku.
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Evolutionary algorithms are adaptive methods based on natural evolution that may
be used for search and optimization. As Training Set Selection can be viewed as a
search problem, it could be solved using evolutionary algorithms.

In this paper, we have carried out an empirical study of the performance of CHC
as representative evolutionary algorithm model. This study includes a comparison
between this algorithm and other non-evolutionary instance selection algorithms
applied in large size data sets for Training Set Selection. The results show that the
stratified evolutionary instance selection algorithms consistently outperform the non-
evolutionary ones, the main advantages being: better instance reduction rates, higher
classification accuracy and models that are easier to interpret.

1 Introduction

Advances in digital and computer technology that have led to the huge expansion of
the Internet means that massive amounts of information and collection of data have
to be processed. Due to the enormous amounts of data, much of the current research
is based on scaling up [15] Data Mining (DM) [1, 2, 3] algorithms. Other research
has also tackled scaling down data. The main problem of scaling down data is how
to select the relevant data and then apply a DM algorithm [1]. This task is carried
out in the data preprocessing phase in a Knowledge Discovery in Databases (KDD)
process.

Our attention is focused on Data Reduction (DR) [9], which can be achieved in
many ways: by selecting features [4], by making the feature-values discrete [11],
and by selecting instances [12, 16, 17, 18]. We led our study to instance selection
(IS) as DR mechanism , where we reduce the number of rows in a data set (each
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row represents and instance). IS can follow different strategies: sampling, boosting,
prototype selection (PS), and active learning. We are going to study the IS from the
PS perspective.

Instance selection mechanisms have been proposed to choose the most suitable
points in the data set to become instances for the training data set used by a learning
algorithm. This is our Training Set Selection (T SS) problem. T SS has been studied
previously in the literature, for example, in [10], a Genetic Algorithm [5] (GA) is
used for training data selection in radial based function networks.

Evolutionary Algorithms (EAs) [6, 7] are general-purpose search algorithms
that use principles inspired by natural genetic populations to evolve solutions to
problems. The basic idea is to maintain a population of chromosomes, which
represent plausible solutions to the problem, which evolves over time through a
process of competition and controlled variation. EAs have been used to solve the
IS problem, with promising results [10, 19].

As with any algorithm, the issue of scalability and the effect of increasing the size
of data on algorithm behaviour are always present. This scaling up drawback appears
in EAs in the chromosome’s size, which reduces the EAs convergence capabilities.

To avoid this drawback we offer a combination of EAs and the stratified strategy.
In large and huge size we can’t evaluate the algorithms over the complete data set so
the stratification is the only way to carry out the executions. Combining the subset
selected per strata we can obtain the subset selected for the whole initial data set.
The stratification reduces the data set size, while EAs select the best local T SS.

The aim of this paper is to study the application of a representative and efficient
EA model for data reduction (CHC [13]) in T SS, and to compare it with non-
evolutionary instance selection algorithms (hereafter referred to as classical ones)
following a stratified strategy.

To address this, we have carried out a number of experiments with increasing
complexity and size of data.

In order to do this, this paper is set out as follows. In Sect. 2, we introduce the
main ideas about IS, describing the process which IS algorithms take part (T SS),
and we also summarise the classical IS algorithms used in this study. In Sect. 3, we
introduce the foundations of EAs and summarise the main features of them, giving
details of how EAs can be applied to the T SS problem in large size data sets. In
Sect. 4, we explain the methodology used in the experiments. Sect. 5 deals with the
results and the analysis of large and huge data sets. Finally, in Sect. 6, we reach our
conclusion.

2 Instance Selection on Data Reduction

In this section we describe the strategy which IS takes part in, as a DR mechanism,
as well as a summary of classical IS algorithms.
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2.1 Instance Selection

In IS we want to isolate the smallest set of instances which enable us to predict
the class of a query instance with the same (or higher) accuracy as the original set
[9]. By reducing the “useful” data set size, which can reduce both space and time
complexities of subsequent processing phases. One can also hope to reduce the size
of formulas obtained by a subsequent induction algorithm on the reduced and less
noise data sets. This may facilitate interpretation tasks.

IS raises the problem of defining relevance for a prototype subset. From the
statistical viewpoint, relevance can be partly understood as the contribution to
the overall accuracy, that would be e.g. obtained by a subsequent induction. We
emphasize that removing instances does not necessarily lead to a degradation of
the results: we have observed experimentally that a little number of instances can
have performances comparable to those of the whole sample, and sometimes higher.
Two reasons come to mind to explain such an observation. First, some noises or
repetitions in data could be deleted by removing instances. Second, each instance
can be viewed as a supplementary degree of freedom. If we reduce the number of
instances, we can sometimes avoid over-fitting situations.

2.2 Instance Selection for Training Set Selection

There may be situations in which there is too much data and this data in most cases
is not equally useful in the training phase of a learning algorithm. Instance selection
mechanisms have been proposed to choose the most suitable points in the data set to
become instances for the training data set used by a learning algorithm. For example,
in [10], a Genetic Algorithm (GA) [5] is used for training data selection in radial
based function networks.

Figure 1 shows a general framework for the application of an IS algorithm for
T SS. Starting from the data set, T R, the IS algorithm finds a suitable set, SS, then a

Model
Obtained

Data Set (D)

Training Set (TR) Test Set (TS)

Data Mining
Algorithm (C4.5)

Algorithm
Instance Selection

Training Set Selected (TSS)

Fig. 1. T SS Strategy
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learning or DM algorithm is applied to evaluate each subset selected (C4.5 [8] in our
case) to obtain a model from the data set. This model is assessed using the test data
set, T S.

2.3 Overview of Instance Selection Algorithms

Historically, IS has been mainly aimed at improving the efficiency of the Nearest
Neighbour (NN) classifier. The NN algorithm is one of the most venerable algorithms
in machine learning. This algorithm calculates the Euclidean distance (possibly
weighted) between an instance to be classified and each training-neighbouring
instance. The new instance obtained is assigned to the class of the nearest
neighbouring one. More generally, the k-nearest neighbours (k-NN) are computed,
and the new instance is assigned to the most frequent class among these k neighbours.
The k-NN classifier was also widely used and encouraged by early theoretical results
related to its Bayes error generalization.

However, from a practical point of view, the k-NN algorithm is not suitable for
dealing with very large sets of data due to the storage requirements it demands and
the computational costs involved. In fact, this approach requires the storage of all
the instances in memory. Early research in instance selection firstly tried to reduce
storage size. Taking as reference our study in [20] we select the most effective classic
algorithms to evaluate them.

The algorithms used in this study will be:

Methods based on Nearest Neighbour Rules

• Cnn [21] – It tries to find a consistent subset, which correctly classifies all of the
remaining points in the sample set. However, this algorithm will not find a minimal
consistent subset.

• Ib2 [12] – It is similar to Cnn but using a different selection strategy.
• Ib3 [12] – It outperforms Ib2 introducing the acceptable instance concept to carry

out the selection.
• Ic f [16] – It tries to select the instances which classify more prototypes correctly.

Ic f uses coverage and reachable concepts to carry out the selection.

Methods Based on Ordered Removal

• Drop1 [14] – Essentially, this rule tests to see if removing an instance would
degrade leave-one-out cross-validation generalization accuracy, which is an
estimate of the true generalization ability of the resulting classifier.

• Drop2 [14] – Drop2 changes the order of removal of instances. It initially sorts the
instances in T R by the distance to their nearest enemy (nearest instance belonging
to another class). Instances are then checked for removal beginning at the instance
furthest from its nearest enemy. This tends to remove instances furthest from the
decision boundary first, which in turn increases the chance of retaining border
points.
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• Drop3 [14] – Drop3 uses a noise filtering pass before sorting the instances in T R.
This is done using the rule: Any instance not classified by its k-nearest neighbours
is removed.

3 Evolutionary Instance Selection Algorithms

Most of the success of EAs is due to their ability to exploit the information
accumulated about an initially unknown search space. This is their key feature,
particularly in large, complex, and poorly understood search spaces, where classical
search tools (enumerative, heuristic, etc.) are inappropriate. In such cases they offer
a valid approach to problems requiring efficient and effective search techniques.

In this section we firstly present the key-points of their application to our problem
as well as the representation and the fitness function, and then describe the EA (CHC
[13]) used in this study.

3.1 Evolutionary Algorithms

EAs [6, 7] are stochastic search methods that mimic the metaphor of natural
biological evolution. All EAs rely on the concept of a population of individuals
(representing search points in the space of potential solutions to a given problem),
which undergo probabilistic operators such as mutation, selection, and (sometimes)
recombination to evolve towards increasingly better fitness values of the individuals.
The fitness of an individual reflects its objective function value with respect to
a particular objective function to be optimized. The mutation operator introduces
innovation into the population by generating variations of individuals, and the
recombination operator typically performs an information exchange between
different individuals from a population. The selection operator imposes a driving
force on the process of evolution by preferring better individuals to survive and
reproduce when the members of the next generation are selected.

In the appendix we describe the model of EA that will be used in this paper as
evolutionary instance selection algorithm. CHC is a classical model that introduces
different features to obtain a trade-off between exploration and exploitation.

3.2 Evolutionary Instance Selection

EAs may be applied to the IS problem, because it can be considered as a search
problem.

The objective of this paper is to study the performance of the EAs as IS algorithm
applied to T SS for data reduction in KDD, comparing its results with the ones
obtained by the algorithms introduced in Sect. 2.3.

The application of EAs to these approach is accomplished by tackling two
important issues: the specification of the representation of the solutions and the
definition of the fitness function.
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Representation

Let’s assume a data set denoted T R with n instances. The search space associated
with the instance selection of T R is constituted by all the subsets of T R. Then, the
chromosomes should represent subsets of T R. This is accomplished by using a binary
representation. A chromosome consists of n genes (one for each instance in T R) with
two possible states: 0 and 1. If the gene is 1, then its associated instance is included in
the subset of T R represented by the chromosome. If it is 0, then this does not occur.

Fitness Function

Let SS be a subset of instances of T R to evaluate and be coded by a chromosome.
We define a fitness function that combines two values: the classification performance
(clas_per) associated with SS and the percentage of reduction (perc_red) of
instances of SS with regards to T R:

Fitness(SS) = α · clas_rat +(1−α) · perc_red . (1)

The 1-NN classifier (Sect. 2.3) is used for measuring the classification rate,
clas_rat, associated with SS. It denotes the percentage of correctly classified objects
from T R using only SS to find the nearest neighbour. For each object y in SS,
the nearest neighbour is searched for amongst those in the set SS \ {y}. Whereas,
perc_red is defined as:

perc_red = 100 · (|T R|− |SS|)/|T R| . (2)

The objective of the EAs is to maximize the fitness function defined, i.e.,
maximize the classification performance and minimize the number of instances
obtained. In the experiments presented in this paper, we have considered the value
α = 0.5 in the fitness function, as per a previous experiment in which we found the
best trade-off between precision and reduction with this value.

Stratification Strategy

The algorithms we have studied, both classical and evolutionary, are affected when
the size of the data set increases. The main difficulties they have to face are as
follows:

• Efficiency. The efficiency of IS algorithms is at least O(n2), where n is the size of
the data set. Most of them present an efficiency order greater than O(n2). When
the size increases, the time needed by each algorithm also increases.

• Resources. Most of the algorithms assessed need to have the complete data set
stored in memory to carry out their execution. If the size of the problem were
too big, the computer would need to use the disk as swap memory. This loss of
resources has an adverse effect on efficiency due to the increased access to the
disk.
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• Representation. EAs are also affected by representation, due to the size of their
chromosomes. When the size of these chromosomes is too big, the algorithms
experience convergence difficulties.

To avoid these drawback we led our experiments towards a stratified strategy.
This strategy divides the initial data set in strata. The strata are disjoints sets with
equal class distribution. We evaluate the algorithm over each strata to carry out the
selection and finally we reunite the subresult to conform the final one, where we use
a DM algorithm to evaluate the quality of the subset selected.

In the following section (Fig. 2) we describe the use of stratified strategy
combined with EA.

Fig. 2. Combination of EAs and Stratified Strategy

Evolutive Algorithms and Stratification Strategy

Following this strategy, data sets are divided into disjoint sets of equal size, T1,T2, . . . ,
and Tt . We maintain class distribution within each set in the partitioning process. EA
(CHC) is applied to each Ti obtaining a subset selected SSi. We then conduct t pairs
of training and test sets, (T Ri,T Si), i = 1, . . . ,t. For each pair i, the test set, T Si, is Ti,
and the training set, T Ri, is the union of all of the other SS j, j = i. We evaluate each
pair (T Ri,T Si) using C4.5 for T SS.

4 Experimental Methodology

We have carried out our study of T SS problem using two size problems: large and
huge. We intend to study the behavior of the algorithms when the size of the problem
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increases. Section 4.1 describes the data sets used (large and huge) and introduces
the parameters associated with the algorithms. Finally, in Sect. 4.2 we present the
tables where we show the results.

4.1 Data Sets and Parameters

The data sets used in the experimentation are the following:

Table 1. Large and Huge size data sets

Data Set Num. Instances Num. Features Num. Classes

Adult 30132 14 2
Kdd Cup’99 494022 41 23

Whether either small or medium data sets are evaluated, the parameters used are
the same:

Table 2. Parameters

Algorithm Parameters

Ib3 Acept. Level = 0.9, Drop Level = 0.7
CHC Population = 50, Evaluations = 10000

4.2 Table of Results

In the following section we will present the structure of tables where we present the
results.

Our table shows the results obtained in T SS by the classical and evolutionary
instance selection algorithms, respectively. In order to observe the level of robustness
achieved by all algorithms, the table presents the average (for (T Ri,T Si) , i = 1, . . . ,t)
of the results offered by each algorithm in the data sets evaluated. Each column
shows:

• The first column shows the name of the algorithm
• The second column contains the average execution time associated to each

algorithm. The algorithms have been run in a Pentium 4, 2.4 Gh, 256 RAM, 40 Gb
HD.

• The third column shows the average reduction percentage from the initial training
sets.
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• The fourth column contains the accuracy when C4.5 is applied using the training
set selected. This column presents two sub-columns: the first one shows the
training accuracy when using the training set selected from the initial set; the
second sub-column shows the test accuracy of over the test data set. Each sub-
column presents the accuracy mean. We study both sub-columns in an effort to
evaluate the existence of over-fitting in the instance selection phase.

5 Experimental Study

5.1 Large Size Data Sets: Adult

Table 3 shows the results obtained in T SS by instance selection algorithms.

Table 3. T SS for Adult data set

C4.5

Exec. Time (sec) % Reduction %Ac. Trn %Ac. Test

C4.5 2 88.72% 85.40%
Cnn Strat 1 97.34% 88.02% 36.45%
Drop1 Strat 44 95.09% 100.00% 26.31%
Drop2 Strat 48 70.33% 71.00% 83.09%
Drop3 Strat 41 95.57% 85.34% 77.29%
Ib2 Strat 1 99.57% 95.81% 36.37%
Ib3 Strat 3 76.69% 76.72% 82.73%
Ic f Strat 33 85.62% 88.75% 82.21%
CHC Strat 20172 99.38% 97.43% 82.76%

The number of stratus used in Adult data set is 10.
The following conclusions about the instance selection algorithms for T SS

studying Table 3 can be made:

• In Table 3 we can see that CHC has not been improved in their test accuracy by
classic methods which offer small reduction rates. EAs maintain their behaviour
in test and training rates, avoiding over-fitting.

• Classic algorithms produce over-fitting in most of the cases, or offer small
reduction rates.

• CHC offers the best balance between reduction and accuracy rates.

The main conclusion that can be drawn when using large data sets is that CHC
is a very good algorithm for data reduction having both high reduction rates and
accuracy, and avoiding over-fitting.
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Table 4. T SS for Kdd Cup’99 data set

C4.5

Exec. Time(sec) % Reduction %Ac. Trn %Ac. Test

C4.5 265 99.97% 99.94%
Cnn Strat 8 81.61% 99.92% 96.43%
Drop1 Strat 111 99.97% 92.33% 34.97%
Drop2 Strat 105 76.66% 99.17% 76.58%
Drop3 Strat 131 56.74% 99.99% 75.38%
Ib2 Strat 7 82.01% 99.40% 95.05%
Ib3 Strat 3 78.92% 98.13% 96.77%
Ic f Strat 242 23.62% 99.98% 99.53%
CHC Strat 1960 99.68% 98.97% 97.53%

5.2 Huge Size Data Sets: Kdd Cup’99

The number of stratus used in Kdd Cup’99 data set is 100.
We would make the following conclusions about the instance selection

algorithms for T SS studying Table 4:

• CHC offers the best behaviour in T SS. It presents the best reduction rates and
accuracy rates. The fourth column in Table 4 shows that CHC is the best algorithm
offering optimal models that can be applied to DM, as per our study.

• The classical algorithms present high accuracy rates but smaller reduction rates
than CHC.

If we pay attention to execution time we can detect that all classic algoritms
increase it when the data set size grows, while the CHC one suffer a important
reduction. This situation is due to in Kdd Cup’99 data set, CHC can develop a higher
reduction in the first generations of the algorithm so the number of instances selected
in each chromosome are reduced and the time for evaluate each solution is reduced
too. So its difficult to talk about execution time for CHC as drawback because it
depends of the problem where we apply it.

Clearly, when we manage data sets which are bigger than the previous ones, the
CHC algorithm improves its behaviour giving the best results for scaling down data.

5.3 On the Simplicity Obtained for Training a Decision Tree Algorithm
with a Small Instance Selection Set by EAs in TSS

The presence of noise in data sets is a widely extended pathology in the design of
decision trees [22]. Sources of noise can be error in measurements, error in data
encoding, error in examples, missing values, etc. Another problem that appears in
the design of decision trees is the presence of clashes between examples (same
attribute vector but different class). Both problems produce complex hypothesis, poor



A Study on the comb. of EAs and Strat. Strateg. for T SS in Data Mining 281

comprehensibility, over-fitting (hypothesis over-fits the data), and low classification
accuracy of new data.

Larger decision trees introduce a loss of human interpretability of the models.
Pruning is the common framework to avoid the problem of over-fitting noisy

data. The basic idea is to incorporate a bias towards more general and simpler
theories in order to avoid overly specific theories that try to find explanations for
noisy examples. The two different ways [23] to deal with this are:

• Pre-pruning: Stop growing the tree when there is not enough data to make reliable
decisions, or when the examples are acceptably homogeneous.

• Post-pruning: Grow the full decision tree and then remove nodes for which there
is not sufficient evidence.

The drawback of pre-pruning is that it is very difficult to know when to stop
growing the tree.

Classical strategies based on post-pruning tend to under-prune or over-prune the
decision tree.

We have applied CHC in the T SS problem as seen in Sects. 5.1 and 5.2, obtaining
greater reduction and accuracy rates. In Tables 5 and 6 we show the number of rules
offered by the decision tree obtained after CHC execution over the data sets. This is
compared with the decision tree obtained after applying C4.5 to the complete data
set.

Table 5. Comparison of the number of rules in the Decision tree for Adult data set

Number of Rules

C4.5 327.4
CHC Strat 16.3

Table 6. Comparison of the number of rules in the Decision tree for Kdd Cup’99 data set

Number of Rules

C4.5 132.7
CHC Strat 9.1

In the first column of tables the name of the algorithm is stated, and the remaining
ones give the average number of rules after the evaluation of both algorithms.

An analysis of Tables 5 and 6 give the following conclusions:

• CHC offers representative models that maintain the balance between accuracy and
reduction.
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• Tables 5 and 6 show the reduction that CHC gives in the model of a decision tree
generated by the subset selected. As we can see, the number of rules associated to
decision trees are significantly reduced, with a more interpretable model.

Briefly summarizing this subsection, we conclude that when the CHC is applied
to T SS problems it produces a small model with a high accuracy rate. This small
model size increases its speed in classification, reducing its storage necessities and
increasing its human interpretability.

6 Conclusion

This paper addressed the analysis of the evolutionary instance selection algorithms
(CHC) and their use in data reduction for large data sets in KDD.

An experimental study was carried out to compare the results of a EA model
with the classical IS ones, over large and huge size data sets. The main conclusions
reached are as follows:

• Strati f ied CHC outperform the classical algorithms, simultaneously offering
two main advantages: better data reduction percentages and higher classification
accuracy.

• Strati f ied CHC avoid over-fitting in the learning phase, maintaining the accuracy
rates in the training and the test sets.

• Strati f ied CHC is the most appropriate algorithm evaluated, according to the
algorithms that we have compared. It offers the best when we increase the size
of the data set.

• Strati f ied CHC algorithm significantly reduces the size of the decision tree
associated to the model studied. This characteristic produces decision trees that
are easier to interpret.

• In large and huge size data sets, classical algorithms do not present balanced
behaviour. If the algorithm reduces the size then its accuracy rate is poor. When
accuracy increases there is no reduction. The stratified version of CHC offers the
best results when the data set size increases.

Therefore, as a final concluding remark, we consider Stratified strategy combined
with CHC to be a good mechanism for data reduction in KDD. It has become a
powerful tool to obtain small selected training sets and therefore scaling down data.
CHC can select the most representative instances, satisfying both the objectives
of high accuracy and reduction rates. Stratified strategy permits a reduction of the
search space so we can carry out the evaluation of the algorithms with acceptable
execution time.

Finally, we would say that future research could be directed towards the study of
hybrid strategies between classical and evolutionary instance selection algorithms.
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Abstract. Model based predictive control has become an important form of advanced control.
Generalised predictive controllers (GPCs) have been successfully applied to control complex
processes in the industry during the last decade. In this paper, we present a novel method
named modified particle swarm optimization, which is based on Gaussian and Cauchy
distributions for the optimization of an adaptive GPC using an ARMA (Auto Regressive
Moving Average) mathematical model. The simulation results demonstrated the successful
GPC tuning and the suitability of the modified particle swarm optimization for the control of
a non-linear process of Hammerstein type.

1 Introduction

Model based predictive controllers (MBPCs) have been well accepted in the industry,
basically due to the development of identification techniques and the use of digital
computers [1, 2, 3]. MBPCs are a conception of internal model control, whereby a
mathematical model is utilised for the prediction of a process output over a finite
horizon. At each time step, the MBPC calculates a set of optimum process control
moves, the first of which is applied to the process in a recent horizon manner [4].

In the last few years some researches have been carried out on the development
of design methods and optimization of MBPCs using genetic algorithms [5, 6, 7].
In this paper, the design, optimization, and performance of a MBPC – an adaptive
generalised predictive controller (GPC) [8, 9] using a new approach based on Particle
Swarm Optimization (PSO) [10, 11, 12], are proposed and discussed. The new
approach uses Cauchy and Gaussian probability distributions to PSO. Particle swarm
optimization is a kind of evolutionary algorithm based on a population of individuals
and motivated by the simulation of social behaviour instead of the survival of the

Leandro dos Santos Coelho and Renato A. Krohling: Predictive Controller Tuning Using Modified Particle Swarm
Optimization Based on Cauchy and Gaussian Distributions, Advances in Soft Computing 1, 287–298 (2005)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2005
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fittest individual. In PSO, each solution candidate (called particle) has a speed
associated to it. The speed is adjusted through an update equation that considers
the experience of the corresponding particle and the experience of other particles in
the population.

A case study for the optimization of the GPC using PSO with Cauchy and
Gaussian distributions will be examined. The non-linear process has characteristics
of the Hammerstein type. In the next sections the design of the adaptive GPC and
the description of PSO are presented. The design and the simulation results showing
the behaviour of a control system in closed loop are discussed.

2 Predictive Controller

The MPBCs present a series of advantages over the other control methods. The
MPBC is particularly attractive in the case of complex processes with transport
delay, non-minimum phase, instability in open loop, restrictions and uncertainties
[1, 8]. The methodologies for MBPC use the process model incorporating the
foreseen future behaviour of the process in the controller design procedure. Several
methodologies for MBPC have been studied, but all of them have in common the
basic design structure. The main differences among them are how the future forecasts
are calculated, the type of mathematical model used, and how the cost function is
defined. In this paper, it is described as the design of a GPC with the classic algorithm
of the recursive squared minimum for identification of the mathematical model of the
process.

2.1 Design of Generalized Predictive Control

The GPC consists of a generalisation of predictive algorithms of multiple
steps (multi-step-ahead). Moreover, the GPC is also a natural extension with
extended horizon of single-step-ahead control, named generalised minimum variance
controller considered by Clarke & Gawthrop [13]. The GPC carries out the forecast
of the process output in a horizon of larger time than the transport delay of the
process. The control signal is calculated by means of the minimisation of a cost
function (quadratic) that it is obtained by the difference between the foreseen output
and the reference signal, with restrictions on the future control actions.

Most of strategies in predictive control are basically a combination of: (i) a
model, that describes the process, which is necessary to predict the future outputs
of the process; (ii) a cost function, usually, quadratic, which takes into account the
control and the future errors of the process output. This function is calculated for a
fixed number of steps ahead to predict the behaviour of the process; (iii) a known
trajectory of the outputs of future references; (iv) restrictions of the system and
control variables (optional); and (v) an optimization algorithm to find the control
sequence that minimises the cost function.

In the present study, the GPC with incremental model is considered in order
to prevent the error in steady state, which occurs in the positional model many
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times. The multi-step-ahead predictive controllers use a process model of the kind
CARIMA (Controlled Auto-Regressive Integrated Moving Average) as described by
the following difference equation [14]:

A(q−1)y(t) = q−dB(q−1)u(t)+C(q−1)ξ(t)/Δ (1)

which can be rewritten in the following way:

A(q−1)Δy(t) = q−dB(q−1)Δu(t)+C(q−1)ξ(t) (2)

where

A(q−1) = 1+a1q−1 + · · · +anaq−na ,

B(q−1) = b0 +b1q−1 + · · · +bnbq−nb ,

C(q−1) = c0 + c1q−1 + · · · + cncq−nc ,

where y(t) is the system output, u(t) is the control signal, ξ(t) is a random sequence
of the kind white noise and Δ = (1−q−1).

The design adopted for the adaptive GPC is based on the approach proposed by
Clarke et al. [8, 9]. In that case, the cost function is given by the equation:

JGPC = E

{
N2

∑
j=N1

[y(t + j)− yr(t + j)]2 +
Nu

∑
j=1

ΓΔu2(t + j−1)

}
(3)

where Γ is a weighting factor of the control signal, N1 and N2 are the horizon of
forecast of the initial and the final output respectively, and Nu is the control horizon.
The terms y(t + j) and yr(t + j) represent the output signal and the reference signal
j steps ahead and Δu(t + j− 1) is the increment of the control signal in the time
(t + j−1).

The prediction horizon and the weighting of the control are the main tuning
parameters of the GPC. From the selection of these parameters, it is possible to
obtain different kinds of predictive controllers and to adjust the desired performance
of the controlled system.

In the stochastic case, some suitably defined expectation of JGPC should be
minimized. In this case, using the following polynomial equations:

1 = FjĀ+ z− jG j (4)

BFj = E j + z− jHj (5)

with j = 1,2, . . . ,N2. Equations (4) and (5) can be written as:

y(t + j) = E jΔu(t + j−1)+G jy(t)+HjΔu(t−1) . (6)

In the vector form, the equation (6) is described by:

y = Eu+Gy(t)+HΔu(t−1) (7)

yT = [y(t +1), . . . ,y(t +N2] (8)

uT = [Δu(t), . . . ,Δu(t +N2−1)] (9)

GT = [G1, . . . ,GN2] HT = [H1, . . . ,HN2] (10)
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where E is an inferior triangular matrix with size (N2xN2) given by:

E =

⎡
⎢⎢⎣

e0

e1 e0

· · ·
eN2−1 eN2−2 · · · e0

⎤
⎥⎥⎦ (11)

From the definitions of y, u, and using

yT
r = [yr(t +1), . . . ,yr(t +N2)] (12)

the cost function can be described by:

JGPC = (y− yr)
T (y− yr)+ΓuT u . (13)

Substituting (7) into (13) and let JGPC minimised in relation to u, results the
following control law:

u = (ET E +ΓI)−1ET [yr−Gy(t)−HΔu(t−1)] (14)

In order to avoid the singularity of (ET E + ΓI) and reduce the computational
effort for the horizon of output with a large value, it was used a control horizon Nu

(Nu < N2), i.e., for j≥Nu, the incremental control is Δu(t + j) = 0 (a constant control
after the time Nu).

The control vector, u, and the matrix E with size (N2×Nu) have the form:

uT = [Δu(t), . . . ,Δu(t +Nu−1)] (15)

E =

⎡
⎢⎢⎢⎢⎢⎢⎣

e0

e1 e0

· · ·
eNu−1 eNu−2 · · · e0

· · ·
eN2−1 eN2−2 · · · eN2−Nu

⎤
⎥⎥⎥⎥⎥⎥⎦

(16)

2.2 Adaptive Generalized Predictive Control

Adaptive GPC, or even the MBPCs in its general form, can be obtained by means
of two design procedure: direct and indirect. The direct procedure uses a recursive
estimator to directly obtain the parameters of the control law trough measures from
the input and output of the process. The indirect procedure combines a recursive
estimator to obtain the parameters of the process model and a procedure to design
the controller.

In summary, for the adaptive GPC design, the estimator of parameters must be
iterative, and the model of the system is updated in each sampling period when
new measured are available. In this paper, the recursive squared minimum (RSM)
algorithm was used [15] which is summarised in the following steps: (i) obtain the
inputs and outputs of the process to be identified; (ii) update the vector of measures;
(iii) calculate the prediction error; (iv) calculate the gain of the estimator; (v) update
the vector of estimated parameters; (vi) update the covariance matrix; and (vii) return
to the step (i).
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2.3 Particle Swarm Optimization

2.3.1 Standard Particle Swarm Optimization

Particle Swarm Optimization (PSO) is an evolutionary computation technique
originally developed by Kennedy and Eberhart in 1995 [10, 11]. PSO is initialised
with a population of random solutions. Unlike the most evolutionary algorithms, each
potential solution (individual) in PSO is also associated with a randomised velocity,
and the potential solutions, called particles, are then “flown” through the problem
space.

Each particle keeps track of its coordinates in the problem space, which are
associated with the best solution (fitness) it has achieved so far. This value is called
pbest. Another “best” value that is tracked by the global version of the particle swarm
optimiser is the overall best value, and its location, obtained so far by any particle in
the population. This location is called gbest.

The particle swarm optimization concept consists of, at each time step, changing
the velocity (accelerating) of each particle flying toward its pbest and gbest locations
(global version of PSO). Acceleration is weighted by random terms, with separate
random numbers being generated for acceleration toward pbest and gbest locations,
respectively. The procedure for implementing the global version of PSO is given by
the following steps [16]:

(i) Initialise a population (array) of particles with random positions and velocities
in the n dimensional problem space.

(ii) For each particle, evaluate its fitness value.
(iii) Compare each particle’s fitness with the particle’s pbest. If current value is

better than pbest, then set pbest value equal to the current value and the pbest
location equal to the current location in n-dimensional space.

(iv) Compare fitness with the population’s overall previous best. If current value is
better than gbest, then reset gbest to the current particle’s array index and value.

(v) Change the velocity and position of the particle according to (17) and (18),
respectively [17, 18]:

vi = w · vi + c1 ·ud() · (pi−xi)+ c2 ·Ud() · (pg−xi) (17)

xi = (xi + vi) . (18)

(iv) Loop to step (ii) until a stop criterion is met, usually a sufficiently good fitness
or a maximum number of iterations (generations).

where xi = [xi1,xi2, . . . ,xin]T stands for the position of the i-th particle, vi =
[vi1,vi2, . . . ,vin]T stands for the velocity of the i-th particle and pi = [pi1, pi2, . . . , pin]T

represents the best previous position (the position giving the best fitness value) of
the i-th particle. The index g represents the index of the best particle among all
the particles in the group. Variable w is the inertia weight, c1and c2 are positive
constants; ud() and Ud() are two random functions in the range [0, 1]. Particles’
velocities on each dimension are clamped to a maximum velocity Vmax. If the sum
of accelerations would cause the velocity on that dimension to exceed Vmax, which
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is a parameter specified by the user, then the velocity on that dimension is limited to
Vmax.

Vmax is a parameter which determines the resolution with which the regions
around the current solutions are searched. If Vmax is too high, the PSO facilitates
global search, and particles might fly past good solutions. If Vmax is too small,
on the other hand, the PSO facilitates local search, and particles may not explore
sufficiently beyond locally good regions.

The first part in (17) is the momentum part of the particle. The inertia weight
w represents the degree of the momentum of the particles. The second part is the
“cognition” part, which represents the independent thinking of the particle itself. The
third part is the “social” part, which represents the collaboration among the particles.
The constants c1 and c2 represent the weighting of the “cognition” and “social” parts
that pull each particle toward pbest and gbest positions.

Based on previous experience with particle swarm optimization (trial and error,
mostly) led us to set the acceleration constants c1 and c2 equal to 2.0; Vmax set to
20% of the dynamic range of the variable on each dimension and the number of
particles to 30.

2.3.2 Modified Particle Swarm Optimization

In this paper, new approaches to PSO, named fast PSO are proposed which are based
on the studies of mutation operators in fast evolutionary programming [19, 20]. The
aim is to modify the equation (17) of the conventional PSO (case 1) to use it with
Gaussian or Cauchy distribution. The use of Cauchy distribution in evolutionary
algorithms could be useful to escape of local minima, while the Gaussian distribution
(normal distribution could provide a faster convergence in local searches [21]. The
modification of the equation (17) (conventional PSO) proceeds as follows:
Type 2: It is used a function with Cauchy distribution, cd(), to generate random
numbers in the interval [0 1] for the “cognitive part”:

vi = w · vi + c1 · cd() · (pi−xi)+ c2 ·Ud() · (pg−xi) (19)

Type 3: It is used a function with Cauchy distribution Cd(), to generate random
numbers in the interval [0 1] for the “social part”:

vi = w · vi + c1 ·ud() · (pi−xi)+ c2 ·Cd() · (pg−xi) (20)

Type 4: It is used a function with Cauchy distribution, cd(), and Cd(), to generate
random numbers in the interval [0 1] for the “cognitive part” and “social part”:

vi = w · vi + c1 · cd() · (pi−xi)+ c2 ·Cd() · (pg−xi) (21)

Type 5: It is used a function with Gaussian distribution, gd(), to generate random
numbers in the interval [0 1] for the “cognitive part”:

vi = w · vi + c1 ·gd() · (pi−xi)+ c2 ·Ud() · (pg−xi) (22)
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Type 6: It is used a function with Gaussian distribution Gd(), to generate random
numbers in the interval [0 1] for the “social part”:

vi = w · vi + c1 ·ud() · (pi−xi)+ c2 ·Gd() · (pg−xi) (23)

Type 7: It is used a function with Gaussian distribution, gd() and Gd(), to generate
random numbers in the interval [0 1] for the “cognitive part” and “social part”:

vi = w · vi + c1 ·gd() · (pi−xi)+ c2 ·Gd() · (pg−xi) (24)

Type 8: It is used a function to generate random numbers in the interval [0 1] with
Gaussian distribution, gd(), for the “cognitive part” and with Cauchy distribution for
the “social part”:

vi = w · vi + c1 ·gd() · (pi−xi)+ c2 ·Cd() · (pg−xi) (25)

Type 9: It is used a function to generate random numbers in the interval [0 1] with
Cauchy distribution, cd(), for the “cognitive part” and with Gaussian distribution for
the “social part”:

vi = w · vi + c1 · cd() · (pi−xi)+ c2 ·Gd() · (pg−xi) (26)

3 GPC Design: A Case Study Using a Non-linear Process

For the case study chosen, the analysis of the performance of the GPC is carried
out by using a non-linear mathematical model of the Hammerstein type, which is
described in Katende et al. [22]. The Hammerstein model is composed of a static
non-linear block in serie with a dynamic linear block as shown in Fig. 1.

The dynamics of the process studied is given by the following difference
equation:

(1+0.022q−1−0.7991q−2)y(t) = q−1(0.029+0.0269)u(t)
+ q−1(0.021+0.003q−1)u2(t) (27)

where u(t) and y(t)represent the input and output signals of the process, respectively.

Fig. 1. Mathematical model of the type Hammerstein
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4 Result for the GPC Design Using PSO Approaches

The indirect procedure to design the GPC has been used which is based on
self-tuning (an adaptive control approach). In that case, the control is calculated
assuming that the parameters of the process are unknown. The estimator uses an
RSM algorithm to obtain the parameters of the process from the input and output
measures, followed by substitutions of the parameters by the estimated values, in a
recursive way. From the estimated parameters, one calculates the GPC parameters,
as shown in Fig. 2.

The design problem consists of finding the best values for the parameters Nu,N2,
and Γ Some studies regarding the design and the parameters of GPC have been
presented in the literature [23, 24].

In this case, the real values obtained by using PSO are rounded off to integer
values. It has been carried out 10 experiments for each type of PSO. The stop
criterion was 20 generations and the population size is 30. The cost function to be
minimised by the PSO is given by:

J(u,e) =
∑N

k=1 i∗ [e(t)]2

N
(28)

where e(t)is the error between the output of the process, y, and the reference signal,
yr, at the sample time t. N is the number of samples of the process; w is fixed to 1;
and i is equal to t, except when some change of reference occurs, since in this case,

Fig. 2. Adaptive GPC using PSO
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i = 1 and after that its value is incremented successively in each iteration, in the same
way as t is. So, the fitness function, f [J(e,u)], to be maximised by the PSO is given
by:

f [J(u,e)] =
k

1+ J(u,e)
(29)

with k = 300000. The higher the value of f [J(u,e)], the better is the particle.
Table 1 summarises the results obtained by means of the minimisation of the cost

function J(u,e) to obtain the design parameters Nu,N2 and Γ for nine different types
of PSO as mentioned in Sect. 2.3.2. The search bounds are: 1≤ Nu ≤ 8;1≤ N2 ≤ 8
and 0.001≤ Γ≤ 2.000. Nu and N2 are real numbers.

Table 1. Results obtained by means of the optimization of J(u,e) using modified PSO (it is
adopted from the particle with better J(u,e) after the accomplishment of 10 experiments)

J(u,e) Standard
Type of PSO J(u,e) Average J(u,e) Maximum J(u,e) Minimum Deviation

1 0.4317 0.5845 0.0915 0.2156
2 0.4096 0.5828 0.0996 0.1951
3 0.3577 0.5547 0.1668 0.1792
4 0.3524 0.5801 0.1195 0.2197
5 0.4446 0.5847 0.1453 0.1813
6 0.3409 0.5738 0.1299 0.1940
7 0.3595 0.5723 0.1668 0.2079
8 0.3929 0.5757 0.2245 0.1714
9 0.5161 0.5791 0.3354 0.1025

The best parameters obtained for the GPC are Nu = 6,N2 = 6 and Γ = 0.11323
using PSO type 5 with J(u,e) = 0.5847. However, PSO type 9 (according to equation
(26) using Gaussian distribution, Gd(), in the “social part” and Cauchy distribution,
cd(), in the “cognitive part”), was the one that presented the better result regarding
the average convergence with larger value of J(u, e) and a smaller standard deviation
of J(u,e).

In this case, the results of the GPC regarding to the servo behaviour are shown in
Fig. 3. For analysis of this behaviour was used the references yr(t) = 0.70 (samples
1 to 100) and yr(t) = 0.50 (samples 101 to 200). The initial parameters of the RSM
estimator considering a linear model of second order are a1 = a2 = b1 = b2 = 0.10.
The initial trace of the covariance matrix for the GPC design is 1000I4. The results
depicted in Fig. 3 indicate that the GPC presents in servo behaviour a small variation
of the control action for the two first references.
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Fig. 3. Simulation of the GPC obtained using PSO according to type 5 for the analysis of
servo behaviour

5 Conclusions

Most of methodologies for the GPC design have in common the same basic structure.
The main differences among them are concerning the way how the future predictions
are calculated, the type of mathematical model used, and as the cost function is
defined. In this paper, an approach for optimization of an adaptive GPC using PSO
has been presented. The design parameters to be optimised were the control horizon,
the prediction horizon, and the weighting of the control action. As a case study, it
was chosen a non-linear process of the Hammerstein type.

The results obtained for the servo behaviour have been satisfactory. However,
further studies are necessary. Future works will be concentrated on the improvement
of the performance for GPC which consists of: (i) design using non-linear
mathematical models for prediction of the servo and regulatory behaviour; (ii) the
development of methodologies that allow optimization of the integer parameters (Nu

and N2); (iii) optimization in real time; and (iv) statistical analysis of the PSO with
the different distributions proposed in this paper.
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Summary. IQBE has been shown as a promising technique to assist the users in the
query formulation process. In this framework, queries are automatically derived from sets
of documents provided by them. However, the different proposals found in the specialized
literature are usually validated in non realistic information retrieval environments. In this work,
we design several experimental setups to create real-like retrieval environments and validate
the applicability of a previously proposed multiobjective evolutionary IQBE technique for
fuzzy queries on them.

1 Introduction

Information retrieval (IR) may be defined as the problem of the selection of
documentary information from storage in response to search questions provided
by a user [2]. Information retrieval systems (IRSs) deal with documentary bases
containing textual, pictorial or vocal information and process user queries trying to
allow the user to access to relevant information in an appropriate time interval.

The paradigm of Inductive Query by Example (IQBE) [4], where queries
describing the information contents of a set of documents provided by a user
are automatically derived, has proven to be useful to assist the user in the query
formulation process. This is especially useful for fuzzy IRSs [3], as they consider
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complex queries composed of weighted query terms joined by the logical operators
AND and OR, which are difficult to be formulated by non expert users.

The most known existing approach is that of Kraft et al. [15], based on
genetic programming (GP) [13]. Several other approaches have been proposed based
on more advanced evolutionary algorithms (EAs) [1], such as genetic algorithm-
programming (GA-P) [12] or simulated annealing-programming, to improve Kraft
et al.’s [7, 8].

In view of the latter, the IQBE paradigm seems to perform properly but most
of the existing proposals are validated by only running the algorithms on a whole
document collection selected from those typical in IR, as Cranfield, CISI, etc. This
does not show the real environment in which an IRS will be used.

In this paper, we will design real-like environments to test these kinds of
algorithms by: i) dividing the documentary base (Cranfield, in our case) into a
training document set, in which the queries will be learned, and a test document set,
against to which the obtained queries will be tested; and ii) using training collections
with a number of irrelevant documents that shows the real behaviour of the users in an
IQBE or a user profile [13] environment. Then, we will validate a specific algorithm
able to generate several queries with a different trade-off between precision and recall
in a single run, the multiobjective GA-P IQBE technique proposed in [9], in the
designed IR environments.

The paper is structured as follows. Section 2 is devoted to the preliminaries,
the basis of FIRSs and a short review of IQBE. Then, Sect. 3 describes the design
of realistic IR test environments. The multiobjective GA-P proposal is reviewed in
Sect. 4. Section 5 presents the experiments developed and the analysis of results.
Finally, the conclusions are pointed out in Sect. 6.

2 Preliminaries

2.1 Fuzzy Information Retrieval Systems

FIRSs are constituted of the following three main components:

The Documentary Data Base, that stores the documents and their representations
(typically based on index terms in the case of textual documents).

Let D be a set of documents and T be a set of unique and significant terms
existing in them. An indexing function F : D×T → [0,1] is defined as a fuzzy relation
mapping the degree to which document d belongs to the set of documents “about”
the concept(s) represented by term t. By projecting it, a fuzzy set is associated to
each document (di = {< t,μdi(t) > | t ∈ T}; μdi(t) = F(di, t)) and term (t j = {<
d,μt j(d) > |d ∈ D}; μt j(d) = F(d, t j)).

In this paper, we will work with Salton’s normalized inverted document frequency
(IDF) [2]: wd,t = fd,t · log(N/Nt);F(d, t) = wd,t

Maxd wd,t
, where fd,t is the frequency of

term t in document d,N is the total number of documents and Nt is the number of
documents where t appears at least once.
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The Query Subsystem, allowing the users to formulate their queries and presenting
the retrieved documents to them. Fuzzy queries are expressed using a query language
that is based on weighted terms, where the numerical or linguistic weights represent
the “subjective importance” of the selection requirements.

In FIRSs, the query subsystem affords a fuzzy set q defined on the document
domain specifying the degree of relevance (the so called retrieval status value
(RSV)) of each document in the data base with respect to the processed query:
q = {< d,μq(d) > |d ∈ D}; μq(d) = RSVq(d).

The Matching Mechanism, that evaluates the degree to which the document
representations satisfy the requirements expressed in the query (i.e., the RSV) and
retrieves those documents that are judged to be relevant to it.

When using the importance interpretation [3], the query weights represent the
relative importance of each term in the query. The RSV of each document to a fuzzy
query q is then computed as follows [17]. When a single term query is logically
connected to another by the AND or OR operators, the relative importance of the
single term in the compound query is taken into account by associating a weight to
it. To maintain the semantics of the query, this weighting has to take a different form
according as the single term queries are ANDed or ORed. Therefore, assuming that
A is a fuzzy term with assigned weight w, the following expressions are applied to
obtain the fuzzy set associated to the weighted single term queries Aw (disjunctive
queries) and Aw (conjunctive ones):

Aw = {< d,μAw(d) > |d ∈ D} ; μAw(d) = Min (w,μA(d))

Aw = {< d,μAw(d) > |d ∈ D} ; μAw(d) = Max (1−w,μA(d))

If the term is negated in the query, a negation function is applied to obtain the
corresponding fuzzy set: A = {< d,μA(d) > |d ∈ D};μA(d) = 1−μA(d).

Finally, the RSV of the compound query is obtained by combining the single
weighted term evaluations into a unique fuzzy set as follows:

A AND B = {< d,μA AND B(d) > |d ∈ D} ; μA AND B(d) = Min(μA(d),μB(d))

A OR B = {< d,μA OR B(d) > |d ∈ D} ; μA OR B(d) = Max(μA(d),μB(d))

2.2 Inductive Query by Example

IQBE was proposed in [4] as “a process in which searchers provide sample
documents (examples) and the algorithms induce (or learn) the key concepts in order
to find other relevant documents”. This way, IQBE is a technique for assisting the
users in the query formulation process performed by machine learning methods. It
works by taking a set of relevant (and optionally, non relevant documents) provided
by a user and applying an off-line learning process to automatically generate a query
describing the user’s needs from that set. The obtained query can then be run in other
IRSs to obtain more relevant documents.
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3 Real-like IR Environments to Test IQBE Algorithms

As said, the experimental studies developed in most IQBE contributions [4, 6, 7, 8,
15] do not represent a real environment where an IRS will be used. In this work, we
aim at designing realistic retrieval environments to test IQBE algorithms.

Two problems are found in the experimental setups usually considered. On
the one hand, the document set provided to the IQBE algorithm is the whole
documentary collection. In this set, the relevant documents are those which are
relevant to the selected query, while the irrelevant documents are the rest of them.
Hence, the amount of irrelevant documents is very high (for example, in the first
Cranfield query, 1369 of the 1398 documents are irrelevant). This does not represent
a realistic environment as when the user provides a set of (relevant and irrelevant)
documents, for which he wants to learn the best possible query retrieving them, the
amount of irrelevant documents provided uses to be significantly smaller.

On the other hand, the real goal of the query learning system (the derivation
of queries modeling the information needs represented by the set of documents
provided by the user, which are able to retrieve new relevant documents when applied
to a different documentary collection) is not actually tested.

Considering the previous aspects, and following the usual machine learning
operation mode, we propose to divide the documentary base into a training document
set from which the queries will be learned, and a test document set against to
which those queries will be tested. Besides, in order to confront the former aspect,
we use training collections with a realistic number of irrelevant documents that
matches with the real behaviour of the users. In short, we will implement four
different environments – two corresponding to a usual IQBE framework and other
two coming from the user profile field –, by considering a different number of
irrelevant documents for the training set in each case1.

These four proposals are analyzed as follows and their characteristics are
summarized in the left side of Table 1, where %non− rel and %rel refer to the
percentages of the whole irrelevant and relevant documents, respectively, included in
the training document set.

Table 1. Characteristics of the IR environments designed

A1/A2 B1/B2 C1/C2 D1/D2 A B C D
% non-rel 0 2 10 50 Pob-Size 200 400 400 800

% rel 50,25 50,25 50,25 50,25 #Eval 1000 25000 25000 50000

3.1 Classic IQBE Test Environments

We include within this group those environments where the training document set is
assigned a number of irrelevant documents similar to that a user would provide in a

1 Notice that two different variants are obtained from each of these four environments by
taking two different values for the number of relevant documents considered.
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real IQBE case. It is expected that a normal user can afford up to 30 or 40 irrelevant
documents to represent an information need. On the other hand, other real (and very
usual) case is that where the user does only provide relevant documents and does not
give any irrelevant one at all.

As said, we are working with Cranfield, which has a total of 1398 documents. We
have decided to design two different classic IQBE environments: one of them where
the training set has a 2% of the whole irrelevant documents (randomly selected) and
another where no irrelevant document is included on that set.

Both variants will allow us to check if the amount of documents normally
provided by a user to a IQBE process is enough to derive queries satisfying the
user’s needs or if there is a need of using any additional assistance mechanism.

3.2 User Profile-Based IQBE Test Environments

These two environments are based on incorporating a large number of irrelevant
documents to the training documentary set, a 10% and a 50% of the overall number
existing in the whole collection. At first sight, we could think there is a discrepancy
with a realistic IR environment, since a user is not able to provide so many irrelevant
documents (around 690 when working with Cranfield). However, this operation
mode is clearly justified when considering user profiles.

User profile derivation [13] is based on a relevance feedback framework where
a user runs queries on an IRS and judges the relevance of the retrieved documents
to his informations needs. Then, the system makes use of this information to build
a user profile, representing the user information needs, considered to enhance the
retrieval efficacy of future queries of that user. Hence, the system can store user
relevance judgements from different queries in an automatic way. As said in [11],
these techniques will be useful for users having a persistent need for the same type
of information in order to increase the retrieval effectiveness.

4 A Multiobjective GA-P Algorithm
for Automatically Learning Fuzzy Queries

The components of our multiobjective IQBE algorithm to learn fuzzy queries based
on the GA-P paradigm [9] are described next.

Coding Scheme: The expressional part (GP part) encodes the query composition –
terms and logical operators – and the coefficient string (GA part) represents the term
weights, as shown in Fig. 1. A real coding scheme is considered for the GA part.

Fitness Function: The multiobjective GA-P (MOGA-P) algorithm is aimed at
jointly optimizing the precision and recall criteria [2], as follows:

Max P = ∑d rd · fd

∑d fd
; Max R = ∑d rd · fd

∑d rd
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t1

0.5

0.7

0.25

w1

w2

w3t3 4t

Value string

OR

AND

Expressional part

Fig. 1. GA-P individual representing the fuzzy query 0.5 t1 AND (0.7 t3 OR 0.25 t4)

with rd ∈ {0,1} being the relevance of document d for the user and fd ∈ {0,1} being
the retrieval of document d in the processing of the current query.

Pareto-Based Multiobjective Selection and Niching Scheme: The Pareto-based
multiobjective EA considered is Fonseca and Fleming’s Pareto-based MOGA [5].
Therefore, the selection scheme of our MOGA-P algorithm involves the following
four steps:

1. Each individual is assigned a rank equal to the number of individuals dominating
it plus one (non-dominated individuals receive rank 1).

2. The population is increasingly sorted according to that rank.
3. Each individual is assigned a fitness value according to its ranking in the

population: f (Ci) = 1
rank(Ci)

.
4. The fitness assignment of each group of individuals with the same rank is

averaged among them.

Then, a niching scheme is applied in the objective space to obtain a well-
distributed set of queries with a different trade-off between precision and recall
(see [9] for details). Finally, the intermediate population is obtained by Tournament
selection [16].

Genetic Operators: The BLX-α crossover operator [10] is applied twice on the
GA part to obtain two offsprings; it ramdoly generates offsprings’s genes from the
associated neighborhood of the genes in the parents, allowing a suitable balance
between exploration and exploitation. Michalewicz’s non-uniform mutation operator
[16] is considered to perform mutation on that part.

The usual GP crossover [14] is considered for the GP part. Two different mutation
operators are applied: random generation of a new subtree, and random change of a
query term by another not present in the encoded query.

5 Experiments Developed and Analysis of Results

As said, the documentary set used to design our IR frameworks has been the
Cranfield collection, composed of 1398 documents about Aeronautics. It has been
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automatically indexed by first extracting the non-stop words, applying a stemming
algorithm, thus obtaining a total number of 3857 different indexing terms, and then
using the normalized IDF scheme (see Sect. 2.1) to generate the term weights in the
document representations.

Among the 225 queries associated to the Cranfield collection, we have selected
those presenting 20 or more relevant documents (queries 1, 2, 23, 73, 157, 220 and
225). The number of relevant documents associated to each of these seven queries
are 29, 25, 33, 21, 40, 20 and 25, respectively.

For each one of these queries and each retrieval environment, the documentary
collection has been divided into two different, non overlapped, document sets,
training and test, each of them composed of the percentage of relevant and irrelevant
documents showed in the left side of Table 1.

MOGA-P has been run ten different times on the training document set associated
to each query during a fixed number of evaluations (see the right side of Table 12).
The common parameter values considered are a maximum of 20 nodes for the
expression parts, a Tournament size t of 1% of the population size, 0.8 and 0.2 for
the crossover and mutation probabilities in both the GA and the GP parts.

The Pareto sets obtained in the ten runs performed for each query have been
put together, and the dominated solutions removed from the unified set. Then, five
queries well distributed on the Pareto front were selected from each of the seven
unified Pareto sets and run on the corresponding test set once preprocessed3.

Table 2. Statistics of the Pareto sets obtained by the MOGA-P algorithm (option C1)

#q #p σ#p #d p σ#d p M∗2 σM∗
2

M∗3 σM∗
3

1 30.7 4.318 2.9 0.263 6.455 1.305 0.601 0.025
2 45.1 5.098 1.8 0.190 8.421 1.192 0.448 0.052

23 34.0 4.825 3.9 0.411 9.216 2.061 0.74 0.042
73 44.3 3.699 1.7 0.145 6.735 1.714 0.338 0.071

157 33.5 5.301 4.8 0.395 8.944 2.046 0.803 0.035
220 36.6 2.021 1.1 0.095 1.308 1.241 0.044 0.041
225 36.9 6.082 2.2 0.19 8.899 2.605 0.485 0.056

As there is not enough space in the contribution to report every experiment
developed, several illustrative results have been selected to be showed. Tables 2
and 3 collect several data about the composition of the ten Pareto sets generated
for each query in environments C1 and D1, always showing the averaged value
and its standard deviation. From left to right, the columns contain the number of

2 We have tried with different parameter values choosing those for which the systems behaves
better.

3 As the index terms of the training and test documentary bases can be different, there
is a need to translate training queries into test ones, removing those terms without a
correspondence in the test set.
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Table 3. Statistics of the Pareto sets obtained by the MOGA-P algorithm (option D1)

#q #p σ#p #d p σ#d p M∗2 σM∗
2

M∗3 σM∗
3

1 110.0 10.5 5.3 0.348 39.901 4.574 0.918 0.044
2 127.4 7.462 4.3 0.202 47.023 3.235 0.895 0.033

23 133.8 5.805 6.9 0.170 52.156 3.004 1.042 0.015
73 93.0 12.435 2.6 0.210 24.893 5.133 0.730 0.041

157 118.9 7.886 7.8 0.310 45.264 3.943 1.066 0.006
220 91.1 6.897 1.9 0.221 18.987 4.395 0.437 0.094
225 98.1 6.243 2.3 0.202 22.931 4.266 0.626 0.083

non-dominated solutions obtained (#p), the number of different objective vectors
(i.e., precision-recall pairs) existing among them (#d p), and the values of two of the
usual multiobjective metricsM∗

2 andM∗
3 [5].

On the other hand, Table 4 shows the retrieval efficacy of the five queries selected
from the unified Pareto sets for several Cranfield queries in three of the retrieval
environments (B2, C1 and D1). In that table, Sz stands for the query size, P and
R for the precision and recall values, and #rr/#rt for the number of relevant and
retrieved documents, respectively. Finally, the following subsections summarize the
conclusions drawn in the different experiments developed.

5.1 Classic IQBE Versus User Profile Test Environments

In the two classic IQBE environments, A and B, both the precision and the recall of
every learned query is always equal to 1 in the training set, regardless the number
of relevant documents. Besides, both values are also very close to 1 in most of the
cases in the user profile-based evironment C (see B2 and C1 in Table 4). However, in
the other user profile-based framework D, it is very difficult to find a query with both
recall and precision equal to 1 (see D2 in Table 4). Hence, as the number of irrelevant
documents increases, it is more difficult for the learned query to only retrieve relevant
documents.

On the other hand, in the test results, as the number of irrelevant documents in
the training set increases, the precision values also increase, whereas the recall values
diminish. The reason is that when there are a lot of irrelevant documents in the test
set (a few of them in the training set), the queries get all the relevant documents
by retrieving a very large number of documents, thus obtaining a very low precision.
However, there are cases in option D where the query does not retrieve any document
or just one, showing a usual machine learning phenomenon called over-learning (see
the results for query 225 in C1 and D1 in Table 4).

5.2 50% Relevant Documents Versus 25% Relevant Documents

In both classic IQBE environments (A and B), there is no significant differences
between option 1 (50% of the relevant documents in the training set) and 2 (25%).
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Table 4. Retrieval efficacy of the selected queries on the training and test collections

Training set Test set

#q Sz P R #rr/#rt Sz P R #rr/#rt

1 19 1.0 1.0 7/7 19 0.036 0.364 8/221
2 19 1.0 1.0 7/7 19 0.063 0.455 10/158

1 3 19 1.0 1.0 7/7 19 0.057 0.500 11/192
4 19 1.0 1.0 7/7 19 0.062 0.500 11/176
5 15 1.0 1.0 7/7 15 0.094 0.636 14/149B2
1 19 1.0 1.0 6/6 17 0.026 0.211 4/151
2 17 1.0 1.0 6/6 13 0.043 0.263 5/117

225 3 17 1.0 1.0 6/6 17 0.021 0.211 4/193
4 19 1.0 1.0 6/6 19 0.050 0.579 11/220
5 15 1.0 1.0 6/6 15 0.045 0.579 11/244

1 19 0.923 1.0 12/13 11 0.096 0.769 10/104
2 19 0.923 1.0 12/13 17 0.131 0.846 11/84

2 3 19 0.923 1.0 12/13 19 0.133 0.769 10/75
4 19 0.923 1.0 12/13 19 0.110 0.846 11/100
5 19 1.0 0.833 10/10 17 0.046 0.231 3/65C1
1 19 0.923 1.000 12/13 17 0.016 0.077 1/61
2 19 0.923 1.000 12/13 19 0.000 0.000 0/52

225 3 19 1.000 0.917 11/11 13 0.017 0.077 1/60
4 19 0.800 1.000 12/15 17 0.016 0.077 1/61
5 17 1.000 0.833 10/10 11 0.021 0.077 1/48

1 19 0.299 1.0 20/67 15 0.195 0.8 16/82
2 19 0.39 0.8 16/41 19 0.119 0.25 5/42

157 3 19 0.593 0.8 16/27 17 0.3 0.3 6/20
4 19 0.789 0.75 15/19 15 0.25 0.15 3/12
5 19 1.0 0.5 10/10 15 0.375 0.15 3/8D1
1 17 0.324 1.0 12/37 15 0.0 0.0 0/33
2 17 0.324 1.0 12/37 15 0.0 0.0 0/33

225 3 19 0.579 0.917 11/19 11 0.0 0.0 0/15
4 19 0.688 0.917 11/16 15 0.0 0.0 0/8
5 19 1.0 0.917 11/11 15 1.0 0.077 1/1

However, in those based on user profiles (C and D), the differences are more
significant. In both cases, option 1 with more relevant documents in the training
set performs better than the other in the test results. This shows that the larger the
number of irrelevant documents in the training set, the more relevant documents are
needed to get good queries for the test one.

In addition, option C2 usually presents more queries with precision and recall
values equal to 0, having a stronger over-learning than C1.
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6 Concluding Remarks

Several real-like retrieval environments with different characteristics have been
proposed to test IQBE algorithms. The Cranfield collection has been considered to
define several retrieval needs and, for each of them, relevant and irrelevant documents
have been divided into several training-test partitions with a different number of
documents. Then, a previous multiobjective evolutionary IQBE proposal for learning
fuzzy queries has been tested in the designed environments analyzing the retrieval
efficacy obtained in each case.

As future works, we will use retrieval measures considering not only the absolute
number of relevant and non relevant documents retrieved, but also their relevance
order in the retrieved document list, which is a fuzzy IR ability very useful for the
user.
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1 Introduction

Fuzzy control has shown to be a very useful tool in the field of autonomous mobile
robotics, characterized by a high uncertainty in the knowledge about the environment
where robot evolves.

The design of a fuzzy controller is generally made using expert knowledge about
the task to be controlled. Expert knowledge is applied in order to decide the number
of linguistic labels for each variable, to tune the membership functions, to select the
most adequate linguistic values for the consequents, and to define the rules in the
fuzzy knowledge base. This process is tedious and highly time-consuming. For this
reason, automated learning techniques, such as evolutionary algorithms, have been
employed for helping in some, or in all, of the tasks involved in the design process.

A knowledge base is formed of a data base (number and definition of the
linguistic values, and universe of discourse of each of the variables) and the rule
base. Some authors have utilized evolutionary algorithms for learning or tuning fuzzy
controllers in robotics [1, 2, 3]. In some of the approaches evolutionary algorithms
are used just for tuning the membership functions. In others, the complete rule base
is learned, starting from a hand designed data base. But only in a few of them both
the data base and the rule base are learned.

In this paper we describe the learning of a fuzzy controller for the wall-following
behaviour in a mobile robot. No restrictions are placed neither in the number of
linguistic labels, nor in the values of the membership functions. The methodology
is based on the Iterative Rule Learning (IRL) approach [4]. The paper is organized
as follows: in Sect. 2 some general comments about the evolutionary learning of
knowledge bases are made, whilst in Sect. 3 the genetic learning methodology
employed is explained. Section 4 describes the application of the proposed algorithm
to the wall-following behaviour, and Sect. 5 presents the results we obtained. Finally,
conclusions and future work are pointed out in Sect. 6.

M. Mucientes et al.: Evolutionary Learning of a Fuzzy Controller for Mobile Robotics, Advances in Soft Computing 1,
311–321 (2005)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2005
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2 Evolutionary Learning of Knowledge Bases

Learning of knowledge bases using evolutionary algorithms has three main
approaches: Michigan, Pittsburgh and IRL [5]. In the Michigan approach [6], each
chromosome represents an individual rule, and the entire population is the rule base.
Rules evolve along time due to their interaction with the environment. The major
problem of this approach is that of resolving the conflict between the performance of
individual rules and that of the rule base. The objective is to obtain a good rule base,
which means to obtain good individual rules, but also rules that cooperate between
each other to get adequate outputs. This could be sometimes conflicting, for example
when an individual rule that receives a high payoff is not adequately cooperating
with other rules. This problem is addressed in [7].

This conflict is overcome by the Pittsburgh approach [8], where each
chromosome represents a full knowledge base. Length of the chromosomes can be
variable, which permits dealing with knowledge bases with a variable number of
rules. This approach has a higher computational cost, because several knowledge
bases have to be evaluated, while for the Michigan approach a single rule base is
evaluated.

In the third approach (IRL [4]), each chromosome represents an individual rule,
but contrary to the Michigan approach, a single rule is learned by the evolutionary
algorithm and not the whole rule base. After each sequence of iterations, the best rule
is selected and added to the final rule base. The selected rule must be penalised in
order to induce niche formation in the search space. Niching is necessary for solving
multimodal problems, as occurs with knowledge bases learning. In this case, each
of the rules of the knowledge base is a solution (highly multimodal problem), and
all the solutions must be taken into account to get the complete knowledge base. A
common way to penalize the rules that have been obtained is to delete those training
examples that have been covered by the set of rules that integrate the final rule base.
The final step of the IRL approach is to check whether the obtained set of rules is a
solution to the problem. In the case it is not, the process is repeated. A weak point of
this approach is that the cooperation between rules is not taken into account when a
rule is evaluated.

When learning knowledge bases, many approaches use a predefined number
of linguistic labels for each variable, or the shape of the membership functions is
constrained, facilitating the learning, but also limiting the solutions space and the
strength of the method. The learning of both the data and rule bases can be done
simultaneously, or in different stages. Some approaches firstly learn the data base and
finally generate the rule base using the learned data base. Other approaches obtain the
rule base using a predefined data base, and then tuning the shape of the membership
functions to improve the learned knowledge base.

3 Learning of Fuzzy-Rule Based Controllers

Our proposal consists on a learning method based on the IRL approach in which both
the data and rule bases are simultaneously learned. The only predefined parameters
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are the universe of discourse and the granularity of each variable. Both the number
of linguistic labels, the shape of the membership functions and the rules’ structure
(a variable could not be considered in a rule) will be learned. The algorithm has the
following steps:

1. Obtain a rule for the system.
(a) Initialise population.
(b) Evaluate population.
(c) Eliminate bad rules and fill up population.
(d) Scale the fitness values.
(e) While the maximum number of iterations is not exceeded.

i. Select the individuals of the population.
ii. Crossover and mutate the individuals.
iii. Evaluate population.
iv. Eliminate bad rules and fill up population.
v. Scale the fitness values.

2. Add the best rule to the final rule set.
3. Penalize the selected rule.
4. If the knowledge base does not solve the problem, return to step 1.

The rules that are going to be learned are conventional fuzzy rules like:

Ri : If Xi
1 is Ai

1 and . . . and Xi
NA is Ai

NA

Then Y i
1 is Bi

1 and . . . and Y i
NC is Bi

NC

(1)

where Ri, i = 1, . . . ,NR, is the i-th rule, Xi
j, j = 1, . . . ,NA, and Y i

k , k = 1, . . . ,NC,
are linguistic variables of the antecedent and consequent parts, respectively. NR is
the number of rules, NA the number of antecedents in a rule, NC the number of
consequents, and Ai

j and Bi
k are linguistic values (labels) of these variables.

A set of examples has been chosen for learning the knowledge base. These
examples cover the universe of discourse of all the variables in the antecedent part
of the rule. The universes of discourse have been discretised, in order to minimize
the search space, with a step or granularity gn,n = 1, . . . ,NV , where NV = NA+NC
is the number of variables. Prior to the application of the learning method, the best
action for each one of the examples is determined and saved in the variables in the
consequent part of that example. The function, SF , that scores the action of a rule
over an example (not the fitness function) is application dependent.

An example, el , is covered by rule Ri if it complies with the following two
conditions:

Ai
1

(
el

1

)
∧·· ·∧Ai

NA

(
el

NA

)
> 0 (2)

where Ai
j(e

l
j) represents the membership degree of the value of variable j in the

example el to Ai
j. A new parameter, δ, is defined with the aim of selecting the relation

between the number of rules and the quality and accuracy of the controller. In that
way, a second condition is imposed:
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SF
(
Ri
(
el
))

max(SF (el))
> δ (3)

where SF(Ri(el)) is the score assigned to the state reached by the system after
applying rule Ri over example el , and max(SF(el)) is the maximum score that an
action can obtain for example el . The value of parameter δ can be adjusted in a range
between 0 and 1. A low value of δ produces a lower number of rules in the final
knowledge base, but the quality and the accuracy of the controller decreases. On the
contrary, a high value of δ increases the quality of the controller, but also the number
of rules.

The use of δ can be clarified by means of the following example. Let us suppose
a robot must reach a point by turning 30◦. Although this may be labelled as the
best control action, also a rule proposing a turning of 20◦ should be considered as a
good rule, even though the goal point is not fully reached. Parameter δ indicates the
minimum quality a rule must have in order to be a valid rule for being added to the
final knowledge base.

The shape of the membership functions that are going to be learned is shown in
Fig. 1. Parameters bi

n and ci
n are learned, but points ai

n and di
n are calculated as:

ai
n = max

{
bi

n−gn, lowern
}

(4)

di
n = min

{
ci

n +gn, uppern
}

(5)

where lowern and uppern are the extreme points of the universe of discourse of
variable n. In that way, it is not possible to exceed the range of the universe of
discourse of the variables during the learning process. For example, for a variable n
having the following values: lowern = 0,uppern = 60,gn = 10,bi

n = 40 and ci
n = 60,

then ai
n = max{40−10, 0}= 30 and di

n = min{60+10, 60}= 60.

1

ai
n bi

n ci
n di

n
gn gnlowern uppern

Ai
n

Fig. 1. Shape of the membership function for the linguistic value Ai
n

Chromosomes are real coded, and a rule as the one shown in (1) is encoded into
a chromosome Ci as:

Ci =
(
ai

1, bi
1, ci

1, di
1, · · · ,ai

NV , bi
NV , ci

NV , di
NV

)
(6)

The first step of the genetic algorithm consists in initialising the population. Rules
in the initial population are created in the following way. An example currently not
covered by any rule in the final knowledge base is randomly selected. The created
rule is going to cover that single example, named el , at this initial generation. The
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membership functions for this rule are constructed as: bi
n = ci

n = el
n, whilst ai

n and di
n

are calculated using (4) and (5) respectively.
The evaluation of each individual of the population (each rule) is done with a

two level fitness function. The first level (FF) consists on counting the number of
examples that are covered by this rule, i.e., that fulfil (2) and (3), and that are not
yet covered by a rule of the final knowledge base. If an example is covered by a
rule of the final knowledge base, it will not contribute to the fitness value of any
rule in the population. A second level for the fitness function is added in order to
distinguish between rules with the same antecedent part but different consequents. It
is the average value of the scoring function, SF , for all the examples that verify (2):

ASFi =
∑NE

l=1SF
(
Ri
(
el
))

NECi (7)

where NE is the number of examples, and NECi is the number of examples that
verify (2) for rule i. The second level of the fitness function is only used (in
conjunction with the first level) when the final generation has been reached and the
best rule of the population has to be added to the final knowledge base.

If for any example a rule verifies (2) but not (3), then this rule is deleted from
the population. After the deletion of all the bad rules, the population must be filled
up, until its size reaches NR. The rules that will be added are the best rules in the
population. Finally the fitness values of the individuals of the population must be
linearly scaled in order to prevent premature convergence of the population.

The selection procedure that has been employed is the stochastic remainder
without replacement. An individual i will be selected int( FFi

AFF ) times, where FFi is
the value of the fitness function (first level) for individual i, and AFF is the average
value of all FFi. Taking into account f rac( FFi

AFF ) the population is randomly filled
up. After selection, the individuals are crossed (one-point crossover), mutated, and
finally added to the new population. Elitism has been applied to avoid the loss of the
best individuals due to crossover and mutation.

Crossover is done taken into account that the combination of points ai
n and bi

n
cannot be truncated, and the same occurs to points ci

n and di
n. This means that the

slope of the sides of a membership function cannot be modified. After crossover, each
chromosome is reordered for repairing bad definitions of the membership functions
(e.g. bi

n > ci
n).

The mutation operator has three equally probable options to operate on a gene.
It will only modify genes of type bi

n or ci
n: increasing or decreasing the value of

the gene in an amount of gn, or leaving the gene unchanged. This will provoke
the extension or contraction of the membership function in a quantity equal to the
granularity of each variable, implementing a local search in that way. After mutation,
each chromosome will be reordered, and values of ai

n and di
n will be calculated using

(4) and (5), respectively.
Once the maximum number of iterations has been reached, the best rule of the

population is added to the final knowledge base, and all the examples covered by this
rule are marked. In that way these examples will not contribute to the fitness value of
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the individuals in the next sequence of iterations. If all the examples are covered by
the rules of the final knowledge base, then this is a solution to the problem and the
algorithm ends.

4 Learning the Wall-Following Behaviour

The methodology presented in the previous section is applied here for the design of
a fuzzy controller for the wall-following behaviour in mobile robotics.

The wall-following behaviour is usually implemented when the robot is
exploring an unknown area, or when it is moving between two points in a map.
A good wall-following controller is characterized by three features: to maintain a
suitable distance from the wall that is being followed, to move at a high velocity
whenever the layout of the environment is permitting, and finally to avoid sharp
movements, making smooth and progressive turns and changes in velocity. The
controller can be configured modifying the values of two parameters: the reference
distance, which is the desired distance between the robot and the selected wall, and
the maximum velocity attainable by the robot. In what follows we assume that the
robot is going to follow a contour that is on its right side. Of course, the robot
could also follow the left-hand wall, but this can be easily dealt with by simply
interchanging the sensorial inputs.

The input variables of the control system are the right-hand distance (RD), the
distances quotient (DQ), which is calculated as:

DQ =
left-hand distance

RD
(8)

As it can be seen (Fig. 2), DQ shows the relative position of the robot inside a
corridor, which provides with information that is more relevant to the problem than
simply using the left-hand distance. A high value for DQ means that the robot is
closer to the right-hand wall, whilst a low value indicates that the closer wall is the
left-hand one. The other input variables are the linear velocity of the robot (LV), and
the orientation of the robot with respect to the wall it is following. A positive value
of the orientation indicates that the robot is approaching to the wall, whilst a negative
value means the robot is moving away from the wall. The output variables are the
linear acceleration and the angular velocity.

All the information used to calculate distances and orientations comes from the
ultrasound sensors of a Nomad 200 robot. The distances and the orientation are
obtained in two ways: if any of the walls (left or right) can be modelled with a straight

Left-hand distance RD

Fig. 2. Description of some of the distances used for the calculation of the input variables
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line using a least square mean of the raw sensor data, then the corresponding distance
and orientation are measured from that line. Otherwise, distance is measured as the
minimum distance of a set of sensors, and the orientation will be the orientation of
that sensor with respect to the advance direction.

The function SF used at (3) is defined for this application as:

SF(Ri(el)) =
1

α1 +α2 +α3 +1
(9)

where α1,α2, and α3 are respectively:

α1 = 100
|RD-reference distance|

gRD
(10)

α2 = 10
|maximum velocity−LV |

gLV
(11)

α3 =
|orientation|

gorientation
(12)

and gRD,gLV , and gorientation are the granularities of the respective input variables.
The granularities are used in these equations in order to evaluate the deviations of
the values of the variables from the desired ones in a relative manner (the deviation
of the value of variable n from the desired one is measured in units of gn). This
makes the comparison of the deviations of different variables possible and, as a
consequence, the assignment of the weights for each one of the variables. These
weights (100, 10 and 1 for (10), (11), and (12) respectively) have been heuristically
determined, and indicate how much important the deviation in the value of a variable
is with respect to the deviation of other variables.

SF takes values in [0, 1]. The highest weight has been assigned to the distance,
as small variations of RD with respect to the reference distance should be highly
penalised. An intermediate weight is associated to velocity and, finally, the least
important contribution to function SF is for the orientation of the robot.

The defuzzification method that has been used for the learned fuzzy controller is
the height defuzzifier [9]:

Ok =
∑NR

i=1 Y
i
k Bi

k(Y
i
k)

∑NR
i=1 Bi

k(Y
i
k)

(13)

where Y
i
k is the centre of gravity of the linguistic label Bi

k, and Ok is the defuzzified
value for variable k. This method does not take into account the width of the
membership functions from the consequent part of the rule. For this reason, and
in order to simplify the learning process, the membership functions of the variables
of the consequent part are crisp. This simplification does not affect the quality of the
obtained controller.



318 M. Mucientes et al.

5 Results

The system described in the previous sections has been implemented with a
crossover probability of 0.2 and a mutation probability (per gene) of 0.4 (remember
that mutation can increase, decrease or maintain unchanged a gene with equal
probability). These values have been selected in order to focus search in a few
promising areas (low crossover probability), but exploiting those areas doing a local
search due to the high mutation probability, in a similar way evolution strategies, for
example (1 + 1)-ES, work. We noticed that a high crossover probability distracted
the search due to the combination of rules from quite different areas of the search
space, but a low crossover probability is still necessary to discover new promising
areas.

The population size is 300 individuals, and the maximum number of generations
is 50. Once that value is reached, the best rule of the population is added to the final
knowledge base. The process is repeated until the final knowledge base covers all the
examples. Different values for parameter δ (3) have been tried. All the parameters of
evolutionary learning have been heuristically obtained.

Figure 3 shows the variation of the number of rules and the average velocity
change of the final knowledge base with δ. As δ increases the number of rules rises.
Values of δ < 0.06 have been discarded since they did not produce valid controllers.
The average velocity change of the robot was measured for the environment shown in
Fig. 4(b). This variable evaluates the average change of the robot’s velocity between
two consecutive control iterations. Low values of the average velocity change
indicate smooth and progressive changes in velocity, reflecting more accuracy
and quality in the control actions. As can be seen in Fig. 3, as δ increases the
average velocity change decreases, and consequently the accuracy and quality of
the controller rises.

All the controllers that have been obtained were tested in three simulated
environments using the Nomad 200 robot simulation software. We have to emphasize
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base with δ
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Fig. 4. Path of the robot in different simulated environments for δ = 0.06

that the environments training set is different from the testing set. Learning only
depends on function SF , which has to be carefully selected, and also on the
examples, that must be chosen covering the input space with an adequate granularity
(selection of the granularity of the variables is also of high importance). None of
the environments shown in this paper (Fig. 4) have been used during the learning
process.

Figure 4 shows as an example the robot path in three simulated environments
for δ = 0.06. The robot trajectory is represented by circular marks. A higher
concentration of marks indicates lower velocity. The learned controller has 100 rules,
the maximum velocity the robot can reach is 61 cm/s, and the reference distance at
which the robot should follow the right wall is 51 cm. Ten tests have been done for
each one of the environments. The average values measured for some parameters
that reflect the controller performance are shown in Table 1.
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Table 1. Average values of some parameters for the environments of Fig. 4

Environment RD (cm) Velocity (cm/s) Velocity Change (cm/s) Time (s)

4(a) 70 57 4.23 62
4(b) 65 51 4.59 106
4(c) 63 48 5.48 87

Environment 4(b) is quite complex, with three concave corners and seven convex
corners in a circuit of a length of 54 meters. Convex corners are truly difficult
situations, because the robot’s sensors may cease to correctly detect the wall at some
given moments, even though some of them may occasionally detect it. The controller
must also significantly reduce velocity at corners. In spite of these difficulties, the
obtained average velocity has been quite high, and the distance at which the robot
should follow the wall is near the desired reference distance. The difference between
both distances is caused by the high number of corners, in which the orientation of
the robot is very bad (at concave corners the robot is detecting two perpendicular
walls, and sometimes at convex corners it detects no wall), and a fast turning is
prioritised over a correct distance.

Nevertheless, some aspects could be improved. Thus, comparing this controller
with [10, 11] (Fuzzy Temporal Rule-based controller, hand-designed involving 313
rules), the obtained behaviour provokes sharp changes in velocity. For this reason,
one of the aspects that characterizes a good wall-following controller (smooth and
progressive turns and changes in velocity) is not fulfilled. Also, the controller
proposed in [10, 11] gets a trajectory closer to the shape of the contour being
followed.

6 Conclusions and Future Work

A genetic algorithm based on the IRL approach for the learning of fuzzy controllers
has been described. Learning has no restrictions neither in the number of linguistic
values for each variable, nor in the values that define the membership functions.
The process only depends on function SF , and on the selected granularities of
the variables, which are application dependent and must be carefully chosen. The
algorithm has been applied to the learning of the wall-following behaviour. The
learned control systems (for different values of δ) have been tested in a simulated
environment with a high number of corners, showing a good performance both in the
distance the wall was followed and in the average velocity.

Some aspects must be improved in the future, in order to get a better cooperation
among rules of the final knowledge base, and enhance the interpretability of the
rules. Another challenging work will be the learning of Fuzzy Temporal Rule-based
controllers [10, 11, 12], which have a high degree of expressiveness and of analysing
the evolution of variables, whilst taking past values into account.
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Abstract. Genetic Algorithm (GA) is generating considerable interest for solving industrial
optimisation problems. It is proving robust in delivering global optimal solutions and helping
to resolve limitations encountered in traditional methods. However there are fewer GA
applications in the process optimisation. This paper presents an overview of recent GA
applications in process optimisation. The paper explores the features of process optimisation
and critically evaluates how current GA techniques are suited for such complex problems. The
survey outlines the current status and trends of GA applications in process related industries.
For each industry, the paper describes the general domain problem, common issues, current
trends, and the improvements generated by adopting the GA strategy. The paper concludes
with an outline of future research directions.

1 Introduction

Genetic Algorithm (GA) are biologically inspired robust optimisers which in recent
years are generating increasing interest for solving industrial optimisation problems.
It is proving robust in delivering global optimal solutions and helping to resolve
limitations encountered in traditional methods. The application of GA techniques
is increasing with successful applications in many areas including but not limited
to: engineering design optimisation, manufacturing system, process control, medical
diagnosis, finance and simulation and communication systems. Despite the wider
applications of GA in various industrial sectors, there are fewer publications in the
area of process optimisation. This can be largely attributed to the inherent limitations
in GA for large-scale process problems.

This paper attempts to bridge the gap between theory and practice by exploring
characteristics of process optimisation and presenting a recent survey of GA
applications. The paper begins by presenting definitions and the essential features
of process optimisation problems. A survey of recent applications of GA to process
optimisation problems is presented and a critical analysis of GAs potential to
deal with such problems is outlined. The survey explores the current status and
trends of GA applications in process related industries. For each application, the
paper describes the problem, common issues, current trends, and the improvements

Victor Oduguwa et al.: Genetic Algorithm in Process Optimisation Problems, Advances in Soft Computing 1, 323–333
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Fig. 1. Features of Process Optimisation Problems

achieved by adopting the GA strategy. The paper concludes with an outline of
challenges and future research directions.

2 Definition and Features of Process Optimisation

Process optimisation involves the generation of optimal design solutions for
individual units of the process where design information for the unit, are used to meet
the desired requirement of the overall process. Various search algorithms have been
developed for different types of process optimisation problems. In order to explore
the efficacy of such algorithms it is often necessary to examine the features of the
process problem. This section introduces a classification scheme shown in Fig. 1 to
provide an explanatory shell for exploring the complexity of process optimisation
problems.

2.1 Search Space

Process optimisation search space represents how the problem is represented in
conventional optimisation theory. The main features of the problem space is
summarised in this section using the classification given by Oduguwa [1]. The
objective functions are mostly multiple and often conflicting, since a range of criteria
is taken into account. Constraints are usually quite large, and could be either hard,
soft equality or inequality. The parameter space are highly dimensional and could
be discontinuous, continuous or a combination of both. Large number of parameters
also implies exponential increase in interactions [2] among those parameters which
give result to the “Curse of dimensionality” [3].

The search space can be quantitative (QT ) or qualitative (QL) in nature. While
QT describes the behaviour of the problem in numerical terms, QL is a non-numerical
method of reasoning.

Multiple Stages: Individual units of he process systems are connected to form
multiple stages of the overall process problem. The nature of this association could
sequential or non-sequential. Sequential nature of the process offers the separate
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subsystems a dependency link where the output relationship of a subsystem becomes
the input relationship of the subsequent subsystem in an orderly manner.
Hierarchical nature of process problem implies the “pecking order” of the
subsystems problem space. Most process optimisation problems can be hierarchical
in nature with multiple level problem space. A two level problem is described here
where the subsystems problem is considered the low-level problem and the system
level that acts as the coordinator is considered the high level problem. The low-level
search provides insight into the intricacies of subsystem while the high-level search
aggregates the overall search behaviour with respect to the system requirement.

2.2 Process Models

The process model is related to the search space and characterised in terms of its
influence on the complexity of the process problem. Process models can be small
or large but most real life process models are large and hence the combinatorial
explosion. In these problems objective functions are often analytically unknown
and are often substituted by fast-simplified models to gain access to less difficult
functional models. In most cases, the function evaluation is mainly achievable
through computer simulations.

3 Classical Approaches in Process Optimisation

Several mathematical optimisation algorithms for process optimisation have been
used to solve the following process related optimisation problems: scheduling [4],
chemical process engineering [5] and heat integration distillation [6]. Many of the
solution approaches are based on mixed integer non-linear programme (MINLP)
formulations, some of which have been successful in locating optimal and near-
optimal solutions. However, these methods have some inherent limitations. The
objective functions and the constraint are required to be twice differentiable and
initial starting point guesses are required for the search, which may influence the type
of solution achieved. This tends to reduce the consistency of the result achievable by
this method. Also the user is required to have a detailed knowledge of the search
space when applying these optimisation techniques. This is generally difficult to
achieve in real-life problems since the search space are too complex to be known.
Dynamic Programming (DP) is also mostly used in scheduling and process planning
problems. The basic idea behind DP comes from the observation that any partial
sub-path that ends at a point along the true optimal must itself be the optimal path
leading up to that point. Thus the optimal path can be found by incremental extension
of optimal sub-paths. The main limitation of dynamic programming is scalability. As
the problem scale increases, the dimensionality explode hence the technique is not
suitable for large-scale problems.
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3.1 Stochastic Search Techniques

Recently, stochastic search techniques such as Simulated Annealing (SA), Taboo
Search (TS) and Genetic algorithms (GA) are emerging for solving this class of
problems. This paper focuses on GAs. GA are adaptive methods used to solve search
and optimisation problems, based on genetic processes of biological organisms [7].
GA was developed in the 1970’s by John Holland and students at the University
of Michigan. Their aim was to simulate adaptive process of natural systems and
to develop artificial systems that retain features of natural systems. The canonical
form of the GA encodes each candidate solution to a given problem as a binary,
integer, or real-valued string, referred to as chromosome. GAs simulates the genetic
state (chromosomes) of a population of individuals using recombination operator
with mutation. Each individual is evaluated and fitness assigned in proportion to the
value of the objective function for the individual. New individuals created by these
operators are selected on the basis of their fitness for the next generation.

4 GA Industrial Process Applications

This section presents an overview of interesting GA applications from the metal-
forming (MF), scheduling, production, network and the chemical process industries.
Most of these process optimisation problems have the characteristics described
in Sect. 2. For each of the industrial areas explored, this section describes the
problem area, traditional technique adopted, common issues, current trends, and the
improvements achieved by adopting the GA strategies are discussed. An outline of
GA applications in industry is given in Table 1.

4.1 Process Design Problems in the MF Industry

The MF process is a complex operation requiring a simple geometry to be
transformed into a complex one. The main goal of optimisation in MF is to produce
sound products through optimal process design, since the process material and die
parameters significantly influences the process. Classical approaches such as trial and
error for arbitrarily assigning reduction are tedious, ill-structured, time consuming
and costly. DP even though can handle continuous and discrete variable, it is limited
since the MF process normally involves large amount of process parameters with
wide range of values, which may be active in the optimisation problem. Also
derivative based approaches are not suitable since the objective function may reveal
multiple stationary points. Several authors [8] have shown that the GA’s based
approached can be used to deal with this complex problems.

In rolling system optimisation several studies have been reported using SGA
for optimal design [9], for multi-objective optimisation problems [10, 12], and
recently for QT and QL search space [13]. These approaches have been shown
to offer a more structured approach to process optimal design problems and the
benefits to catalogue optimal design solution for future re-use. However the main
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Table 1. Summary of GA Applications in Process Industry

EA
Process Problems Characteristics Component

Steel Making • A real coded GA for optimal process parameter GA SGA,
setting in CC of steel [8]

• Parameter optimisation of re-heat furnaces for DE, μGA
bloom delivery [14]

• Pareto converging GA for optimal CC PCGA
velocity [10]

• SGA for optimal process parameter setting in SGA
CC of steel [11]

Metal forming • Inverse elitist evolutionary search for GA
optimal design of metal forging [15]

• Inverse elitist evolutionary search for optimal GA
design of extrusion [15]

•Multi-objective GA for pass schedule optimal GA NSGAII
design in cold rolling of steel strips [9]

•Multi-objective optimisation of rod product NSGAII,
design [12]

• A QT and QL design optimisation approach to FL
minimise both load and shape in rod rolling
product design [16]

• Three objective optimisation of elongation, NSGAII, FL
strain distribution and shape for
rod rolling [13, 14, 15, 16, 17]

Manufacturing Process • SGA for process optimal design of textile SGA
manufacturing process [18]

• SGA to determine optimal cutting SGA
conditions [19]

• SGA for optimal set points for leavening SGA
process in bread-making plant [20]

Production Scheduling • Scheduling complex products using repair SGA
strategy to obtain feasible solutions [21]

• Optimal operational planning of district heating GA+NLP
and planning [23]

• Optimal production planning to meet GA+DP
time-varying stochastic demand [24]

• Global topological design for hierarchical GA
network [25]

Chemical • Optimal operating conditions for improved NSGA
unit performance [26]

• Optimisation of process parameter for SGA
carbon nanotubes [27]
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problem experienced using GA in this environment is due to the expensive function
evaluations. Since objective functions are often analytically unknown, function
evaluations can only be achieved through costly computer simulations. The slow
convergence criteria to near optimal solution with very small tolerance accompanied
with the large population of solutions required for the evolutionary process also
result to expensive evaluations. Oduguwa et al. [16, 17] developed meta-models as
surrogate to these expensive computational FE simulations. The meta-model were
used for function evaluations in the optimisation of rolling design problems. This
reduced computational cost significantly. Several other authors have adopted micro
GA (μGA) as embedded optimisers within expensive computational simulation
softwares to reduce the computational cost. The μGA attempts rapid convergence
using a small population size which typically consists of five individuals created
using selection and crossover. Several authors have applied μGA optimal design.
Deb and Chakraborti [14] conducted an experimental study to identify the optimal
setting of the burners in continuous casting using μGA. Roy et al. [28] proposed
adaptive μGA for optimal design of process variables in multi-pass wire drawing.
In spite of the small population, the authors reported expensive computation runs
required for convergence to optimal solutions with very small tolerance.

4.2 Scheduling and Process Planning Problems in Production Industries

Scheduling is an important aspect of the economy defined as the allocation of
resources over time to perform a collection of activities. These problems are
normally difficult to solve due to various constraints, complex product structures
with many levels of assembly and large number of potential sequences. Mathematical
programming techniques such as mixed integer programming techniques although
have provided near optimal solutions, they tend to be suitable to small scheduling
problems [21]. Most GA applications to these problems, encodes the sequence
of the entire schedule in the chromosomes. Such a method can render the SGA
unusable since the large amounts of offspring can become infeasible after the genetic
operations. To overcome these problems, most GA research in this area focuses
on developing approaches that improves the feasibility of chromosomes in the
population.

Hicks et al. [21] proposed a repair strategy in their GA application for scheduling
complex product in Capital Goods Company. Marian et al. [22] developed a more
elaborate approach based on Huygens’ wave propagation in Principles of Physics
for an assembly sequence planning problem. The principle is based on determining
the components to be added to the partial assembly at the next stage. Sakawa [23]
proposed a GA using chromosome encoded with integer genes and fitness based
on linear programming problem to decide feasible solutions for district heating and
cooling (DHC) plant. In a similar approach, Yokoyama and Lewis III [24] proposed
a two level solution method using GA and DP for production planning problem. At
the upper level GA was used to determine decision variables that minimise set-up
cost and the production cost while at the lower level, the DP were used to determine
the decision variables for the production quantities. In telecommunications network
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design problem, Pablo et al. [25] guaranteed feasible solutions in GA by using
problem specific heuristics. The network problem was augmented with fictitious
nodes rules to establish feasible communication links.

Most of the approaches outlined above attempts to solve the feasibility problem
caused by concatenating the decision variables into the chromosomes. It is arguable if
this approach could sustain the increasing need to incorporate more problem features
into the process problem, resulting in the need to develop advanced techniques to
encourage feasible solutions.

4.3 Classical GA Applications in Related Process Industries

This section evaluates the success of classical GAs in related process industries.
Several authors have applied classical GA, in manufacturing process [19, 20], and
chemical industries [26, 27] in chemical industry. The main reason for classical GAs
success in such complex environments is due to the size of the problem. Only the
necessary part of the solution is coded in the chromosome. The problem size tends
range from 5 to about 19. Since the number of parameters is relatively small there
is a higher chance of obtaining feasible solutions. This approach can be considered
appropriate with respect to the sparsity effects principle [29]. Where it is assumed
that the process problem are dominated by the chosen parameters and the interactions
are negligible. It is interesting to note that most authors suggested the need to include
more parameters for a complete optimisation analysis. Since this approach is only
suitable for small sized problems, future research might necessary to determine the
maximum number of parameters the classical GA can cope with.

5 Future Directions

Future GA researches are required to address the issues outlined in the previous
paragraph. This section briefly describes possible research directions.

Studies are required to explore search behaviours within hierarchical and
sequential process environment. Exploiting special features of such problem could
result to more realistic solutions.

Decomposition strategies from mathematical programming and super computing
technologies can be explored to deal with large scale problems.

Integrated design strategies that deal with both QT and QL knowledge
simultaneously within an optimisation framework would form an interesting area
of research.

6 Current Research Efforts

Our research effort focuses on three problems areas regarding GA application
to process design problem. These areas are: hierarchical process optimisation,
approximate solution models and integrated design strategy for QL and QT models.
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The authors have developed solution approaches suitable for improving GA
application in process design. An outline of the proposed approaches is given below.

6.1 Hierarchical Process Optimisation

Most real-life process optimisation problems such as rolling system design can be
hierarchical in nature where the subsystems problem is considered as the low-level
problem and the system level is considered the high level problem. Most GA based
solution approach assumes maximisation of objective function subject to various
constraints. While such assumptions may be required at an aggregate level so that the
problem is tractable for mathematical analysis, it is less certain that the assumptions
will lead to valid conclusions at the low-level.

In addition, while aggregation may even out fluctuation caused by many of the
underlying factors influencing the search directions, this may not always be the
case and could result to deceptions in the search problem. Including the hierarchical
property into search algorithms offers both advantages and disadvantages. The low-
level search provides insight into the intricacies of subsystem but their search path is
biased to the subsystems and this limits their application at system level. Subsystem
search directions are also of limited value at the system level since the coordinator
is mainly concerned with aggregating the overall search behaviour with respect to
the system requirement. However, outputs from low-level search directions serves
as important pre-requisites for guiding the high-level search directions. Since the
optimal design path and convergence characteristics are key features for efficient
search performance, it is therefore necessary to include the hierarchical behaviour in
process optimisation problems.

A number of GA based approaches [30, 31] have been developed for solving
this class of problems. Recently, the authors [32] proposed a bi-level genetic
algorithm (BiGA) for solving the two level problem within a single framework.
BiGA is an elitist optimisation algorithm developed to encourage limited asymmetric
cooperation between the two players. Interested researchers can see the paper [32]
for more details.

6.2 Integrated Qualitative and Quantitative Design Approaches

Most process optimisation techniques search the problem space using quantitative
models (QT ). Although they provide various detailed information about the process,
unfortunately, these approaches do not consider qualitative effect of the problem
simultaneously. The QT models are often incomplete such that key qualitative (QL)
characteristics are missed. It is therefore necessary to develop integrated design
strategies that incorporate the QL characteristics with the QT features for realistic
optimal solutions.

One of the early works reported that considered QL characteristics within
engineering search problem was Roy [33]. A GA based approach was developed to
identify optimal solutions and then fuzzy logic was used to qualitatively evaluate
a selection of solutions separately. Recently, Oduguwa et al. [13, 34] extended
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this work by developing an integrated QL evaluation optimisation approach which
combines QL evaluation from designers with QT formulation of the design problem
within an optimisation framework. The elaborate approach adopts the principle of
multi-objective optimisation to explore the functional relationship between the QT

and QL knowledge. In the proposed solution strategy, fuzzy logic-based models are
developed to account for the QL characteristics of the design problem.

7 Conclusion

This paper presents an overview of recent GA in process optimisation. The paper
explores the features of process optimisation and critically evaluates how current
GA techniques are suited for such complex problems. Based on our observation,
GA method offers improved solutions over classical strategies. However, future
research work is required to address the underlying issues experienced to broaden
the application of GA for the process optimisation problems.
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