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Preface 

World Wide Web search engines have become the most heavily-used online ser
vices, with millions of searches performed each day. Their popularity is due, in 
part, to their ease of use. The central tasks for the most of the search engines can 
be summarize as 1) query or user information request- do what I mean and not 
what I say!, 2) model for the Internet, Web representation-web page collection, 
documents, text, images, music, etc, and 3) ranking or matching function-degree 
of relevance, recall, precision, similarity, etc. 

Design of any new intelligent search engine should be at least based on two 
main motivations: 

i- The web environment is, for the most part, unstructured and imprecise. To 
deal with information in the web environment what is needed is a logic that sup
ports modes of reasoning which are approximate rather than exact. While searches 
may retrieve thousands of hits, finding decision-relevant and query-relevant in
formation in an imprecise environment is a challenging problem, which has to be 
addressed. 

ii- Another, and less obvious, is deduction in an unstructured and imprecise en
vironment given the huge stream of complex information. 

Search engines, with Google at the top, have many remarkable capabilities. But 
what is not among them is the deduction capability—the capability to synthesize 
an answer to a query by drawing on bodies of information which are resident in 
various parts of the knowledge base. It is this capability that differentiates a ques
tion-answering system, Q/A system for short, from a search engine. 

Construction of Q/A systems has a long history in AI. Interest in Q/A systems 
peaked in the seventies and eighties, and began to decline when it became obvious 
that the available tools were not adequate for construction of systems having sig
nificant question-answering capabilities. However, Q/A systems in the form of 
domain-restricted expert systems have proved to be of value, and are growing in 
versatility, visibility and importance. 

Search engines as we know them today owe their existence and capabilities to 
the advent of the Web. A typical search engine is not designed to come up with 
answers to queries exemplified by "How many Ph.D. degrees in computer science 
were granted by Princeton University in 1996?" or "What is the name and affilia
tion of the leading eye surgeon in Boston?" or "What is the age of the oldest son 
of the President of Finland?" or "What is the fastest way of getting from Paris to 
London?" 



VI 

Upgrading a search engine to a Q/A system is a complex, effort-intensive, 
open-ended problem. Semantic Web and related systems for upgrading quality of 
search may be viewed as steps in this direction. But what may be argued, as is 
done in the following, is that existing tools, based as they are on bivalent logic and 
probability theory, have intrinsic limitations. The principal obstacle is the nature 
of world knowledge. 

The centrality of world knowledge in human cognition, and especially in rea
soning and decision-making, has long been recognized in AI. The Cyc system of 
Douglas Lenat is a repository of world knowledge. The problem is that much of 
world knowledge consists of perceptions. Reflecting the bounded ability of sen
sory organs, and ultimately the brain, to resolve detail and store information, per
ceptions are intrinsically imprecise. More specifically, perceptions are f-granular 
in the sense that (a) the boundaries of perceived classes are fuzzy; and (b) the per
ceived values of attributes are granular, with a granule being a clump of values 
drawn together by indistinguishability, similarity, proximity or functionality. What 
is not widely recognized is that f-granularity of perceptions put them well beyond 
the reach of computational bivalent-logic-based theories. For example, the mean
ing of a simple perception described as "Most Swedes are tall," does not admit 
representation in predicate logic and/or probability theory. 

Dealing with world knowledge needs new tools. A new tool which is suggested 
for this pu ose is the fuzzy-logic-based method of computing with words and 
perceptions (CWP), with the understanding that perceptions are described in a 
natural language. A concept which plays a key role in CWP is that of Precisiated 
Natural Language (PNL). It is this language that is the centerpiece of our approach 
to reasoning and decision-making with world knowledge. 

A concept which plays an essential role in PNL is that of precisiability. More 
specifically, a proposition, p, in a natural language, NL, is PL precisiable, or sim
ply precisiable, if it is translatable into a mathematically well-defined language 
termed precisiation language, PL. Examples of precisiation languages are: the lan
guages of propositional logic; predicate logic; modal logic; etc.; and Prolog; LISP; 
SQL; etc. These languages are based on bivalent logic. In the case of PNL, the 
precisiation language is a fuzzy-logic-based language referred to as the General
ized Constraint Language (GCL). By construction, GCL is maximally expressive. 

A basic assumption underlying GCL is that, in general, the meaning of a propo
sition, p, in NL may be represented as a generalized constraint of the form X isr R, 
where X is the constrained variable; R is the constraining relation, and r is a dis
crete-valued variable, termed modal variable, whose values define the modality of 
the constraint, that is, the way in which R constrains X. The principal modalities 
are; possibilistic (r=blank); probabilistic (r=p); veristic (r=v); usuality (r=u); fuzzy 
random set (r=rs); fuzzy graph (r=fg); and Pawlak set (r=ps). In general, X, R and 
r are implicit in p. Thus, precisiation of p, that is, translation of p into GCL, in
volves explicitation of X, R and r. GCL is generated by (a) combining generalized 
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constraints; and (b) generalized constraint propagation, which is governed by the 
rules of inference in fuzzy logic. The translation of p expressed as a generalized 
constraint is referred to as the GC-form of p, GC(p). GC(p) may be viewed as a 
generalization of the concept of logical form. An abstraction of the GC-form is re
ferred to as a protoform (prototypical form) of p, and is denoted as PF(p). For ex
ample, the protoform of p: "Most Swedes are tall" is Q A's are 's, where A and 

are labels of fuzzy sets, and Q is a fuzzy quantifier. Two propositions p and q 
are said to be PF-equivalent if they have identical protoforms. For example, "Most 
Swedes are tall," and "Not many professors are rich," are PF-equivalent. In effect, 
a protoform of p is its deep semantic structure. The protoform language, PFL, con
sists of protoforms of elements of GCL. 

With the concepts of GC-form and protoform in place, PNL may be defined as 
a subset of NL which is equipped with two dictionaries: (a) from NL to GCL; and 
(b) from GCL to PFL. In addition, PNL is equipped with a multiagent modular 
deduction database, DDB, which contains rules of deduction in PFL. A simple ex
ample of a rule of deduction in PFL which is identical to the compositional rule of 
inference in fuzzy logic, is: if X is A and (X, Y) is then Y is AoB, where A«B is 

the composition of A and B, defined by Іі^{ ) = SUp^|Li^(u) [і^{ , )), 

where | and jLlg are the membership functions of A and B, respectively, and 
is min or, more generally, a T-norm. The rules of deduction in DDB are organized 
into modules and submodules, with each module and submodule associated with 
an agent who controls execution of rules of deduction and passing results of exe
cution. 

In our approach, PNL is employed in the main to represent information in the 
world knowledge database (WKD). For example, the items: 

If X/Person works in Y/City then it is likely that X lives in or near Y 
If X/Person lives in Y/City then it is likely that X works in or near Y 

are translated into GCL as: 

Distance (Location (Residence (X/Person), Location (Work (X/Person) isu 
near, 

where isu, read as ezoo, is th e usuality constraint. The corresponding proto
form is: 

F (A(B(X/C), A(E(X/C)) isu G. 

A concept which plays a key role in organization of world knowledge is that of 
an epistemic (knowledge-directed) lexicon (EL). Basically, an epistemic lexicon is 
a network of nodes and weighted links, with node і representing an object in the 
world knowledge database, and a weighted link from node і to node j representing 
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the strength of association between і and j . The name of an object is a word or a 
composite word, e.g., car, passenger car or Ph.D. degree. An object is described 
by a relation or relations whose fields are attributes of the object. The values of an 
attribute may be granulated and associated with granulated probability and possi
bility distributions. For example, the values of a granular attribute may be labeled 
small, medium and large, and their probabilities may be described as low, high 
and low, respectively. Relations which are associated with an object serve as PNL-
based descriptions of the world knowledge about the object. For example, a rela
tion associated with an object labeled Ph.D. degree may contain attributes labeled 
Eligibility, Length.of.study, Granting.institution, etc. The knowledge associated 
with an object may be context-dependent. What should be stressed is that the con
cept of an epistemic lexicon is intended to be employed in representation of world 
knowledge — which is largely perception- based—rather than Web knowledge, 
which is not. 

As a very simple illustration of the use of an epistemic lexicon, consider the 
query "How many horses received the Ph.D. degree from Princeton University in 
1996." No existing search engine would come up with the correct answer, "Zero, 
since a horse cannot be a recipient of a Ph.D. degree." To generate the correct an
swer, the attribute Eligibility in the Ph.D. entry in EL should contain the condition 
"Human, usually over twenty years of age." 

In conclusion, the main thrust of the fuzzy-logic-based approach to question-
answering which is outlined here, is that to achieve significant question-answering 
capability it is necessary to develop methods of dealing with the reality that much 
of world knowledge—and especially knowledge about underlying probabilities is 
perception-based. Dealing with perception-based information is more complex 
and more effort-intensive than dealing with measurement-based information. In 
this instance, as in many others, complexity is the price that has to be paid to 
achieve superior performance. 

In this context, Berkeley Initiative in Soft Computing (BISC), University of Cali
fornia, Berkeley formed a Technical Committee to organize a Meeting entitled 
"Fuzzy Logic and the Internet: Enhancing the Power of the Internet" to understand 
the significance of the fields accomplishments, new developments and future di
rections. In addition, the Technical Committee selected and invited over 100 sci
entists (and industry experts as technical committee members) from the related 
disciplines to participate in the Meeting "State of the Art Assessment and New Di
rections for Research" which took place at the University of California, Berkeley, 
in August 14-18, 2001 and Dec 14-19, 2003. We would like to thank the authors 
of the papers and gratefully acknowledge their effort. 

The chapters of the book are evolved from presentations made by the participants 
at the Meeting. The papers include reports from the front of soft computing in the 
Internet industry and address the problems of the fields by considering a very im-
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portant topic of search engine, fuzzy query, decision analysis and support system, 
e-business and e-commerce. 

The book provides a collection of twenty-one(21) articles including web intelli
gence, search engines and navigations, perception based information processing, 
fuzzy ontology and thesauri, user modeling and personal information provision. 
Agents, feature selection, association rules, cognitive maps, analogical reasoning, 
information network, , semantic web/net, web-assistant and agents, knowledge 
representation, content-based information retrieval, information organization, and 
causality. 

We would like to take this opportunity to thank all the contributors and reviewers 
of the articles. We also wish to acknowledge our colleagues who have contributed 
to the area directly or indirectly related to the content of this book. Finally, we 
gratefully acknowledge the BTexact technologies ~ specially. Dr. Ben Azvine and 
Dr. Nader Azarmi— for the financial and technical support, which made the Meet
ing and book possible 

Masoud Nikravesh, Lotfi A Zadeh and Janusz Kacprzyk 
Berkeley Initiative in Soft Computing (BISC) 
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University of California, Berkeley 

CA 94720-1776; 
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Telephone (Zadeh): 510-642-4959; Fax: 510-642-1712 
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Abstract: Existing search engines—with Google at the top—have many re
markable capabilities; but what is not among them is deduction capability—the 
capability to synthesize an answer to a query from bodies of information which re
side in various parts of the knowledge base. In recent years, impressive progress 
has been made in enhancing performance of search engines through the use of 
methods based on bivalent logic and bivalent-logic-based probability theory. But 
can such methods be used to add nontrivial deduction capability to search engines, 
that is, to upgrade search engines to question-answering systems? A view which is 
articulated in this note is that the answer is "No." The problem is rooted in the na
ture of world knowledge, the kind of knowledge that humans acquire through ex
perience and education. 

It is widely recognized that world knowledge plays an essential role in as
sessment of relevance, summarization, search and deduction. But a basic issue 
which is not addressed is that much of world knowledge is perception-based, e.g., 
"it is hard to find parking in Paris," "most professors are not rich," and "it is 
unlikely to rain in midsummer in San Francisco." The problem is that (a) percep
tion-based information is intrinsically fuzzy; and (b) bivalent logic is intrinsically 
unsuited to deal with fuzziness and partial truth. 

To come to grips with the fuzziness of world knowledge, new tools are 
needed. The principal new tool—a tool which is briefly described in their note—is 
Precisiated Natural Language (PNL). PNL is based on fuzzy logic and has the ca
pability to deal with partiality of certainty, partiality of possibility and partiality of 
truth. These are the capabilities that are needed to be able to draw on world 
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knowledge for assessment of relevance, and for summarization, search and deduc
tion. 

1. Introduction 

In moving further into the age of machine intelligence and automated reasoning, 
we have reached a point where we can speak, without exaggeration, of systems 
which have a high machine IQ (MIQ) (Zadeh, [17]). The Web and especially 
search engines—with Google at the top—fall into this category. In the context of 
the Web, MIQ becomes Web IQ, or WIQ, for short. 
Existing search engines have many remarkable capabilities. However, what is not 
among them is the deduction capability—the capability to answer a query by a 
synthesis of information which resides in various parts of the knowledge base. A 
question-answering system is by definition a system which has this capability. 
One of the principal goals of Web intelligence is that of upgrading search engines 
to question-answering systems. Achievement of this goal requires a quantum jump 
in the WIQ of existing search engines [1]. 

Can this be done with existing tools such as the Semantic Web [3], Cyc [8], 
OWL [13] and other ontology-centered systems [12, 14]—tools which are based 
on bivalent logic and bivalent-logic-based probability theory? It is beyond ques
tion that, in recent years, very impressive progress has been made through the use 
of such tools. But can we achieve a quantum jump in WIQ? A view which is ad
vanced in the following is that bivalent-logic- based methods have intrinsically 
limited capability to address complex problems which arise in deduction from in
formation which is pervasively ill-structured, uncertain and imprecise. 
The major problem is world knowledge—the kind of knowledge that humans ac
quire through experience and education [5]. Simple examples of fragments of 
world knowledge are: Usually it is hard to find parking near the campus in early 
morning and late afternoon; Berkeley is a friendly city; affordable housing is non
existent in Palo Alto; almost all professors have a Ph.D. degree; most adult 
Swedes are tall; and Switzerland has no ports. 
Much of the information which relates to world knowledge—and especially to un
derlying probabilities—is perception-based (Fig. 1). Reflecting the bounded abil
ity of sensory organs, and ultimately the brain, to resolve detail and store informa
tion, perceptions are intrinsically imprecise. More specifically, perceptions are f-
granular in the sense that (a) the boundaries of perceived classes are unsha ; and 
(b) the values of perceived attributes are granular, with a granule being a clump of 
values drawn together by indistinguishability, similarity, proximity or functional
ity [2]. 

Imprecision of perception-based information is a major obstacle to dealing 
with world knowledge through the use of methods based on bivalent logic and bi
valent-logic-based probability theory—^both of which are intolerant of imprecision 
and partial truth. What is the basis for this contention? A very simple example of
fers an explanation. 



MEASUREMENT-BASED VS. PERCEPTION-BASED INFORMATION 

INFORMATION 

measurement-based 
numerical 

perception-based 
linguistic 

•it is 35 •It is very warm 

•Eva is 28 •Eva is young 

• Tandy is three years • Tandy is a few 

older than Dana years older than Dana 

• •it is cloudy 

• •traffic is heavy 

• •Robert is very honest 

Figure 1. Measurement-based and perception-based information 

Suppose that I have to come up with a rough estimate of Pat's age. The informa
tion which I have is: (a) Pat is about ten years older than Carol; and (b) Carol has 
two children: a son, in mid-twenties; and a daughter, in mid-thirties. 
How would I come up with an answer to the query q: How old is Pat? First, using 
my world knowledge, I would estimate Carol's age, given (b); then I would add 
"about ten years," to the estimate of Carol's age to arrive at an estimate of Pat's 
age. I would be able to describe my estimate in a natural language, but I would not 
be able to express it as a number, interval or a probability distribution. 
How can I estimate Carol's age given (b)? Humans have an innate ability to proc
ess perception-based information—an ability that bivalent-logic-based methods do 
not have; nor would such methods allow me to add "about ten years" to my esti
mate of Carol's age. 

There is another basic problem—the problem of relevance. Suppose that in
stead of being given (a) and (b), I am given a collection of data which includes (a) 
and (b), and it is my problem to search for and identify the data that are relevant to 
the query. I came across (a). Is it relevant to ql By itself, it is not. Then I came 
across (b). Is it relevant to ql By itself, it is not. Thus, what I have to recognize is 
that, in isolation, (a) and (b) are irrelevant, that is, uninformative, but, in combina
tion, they are relevant i.e., are informative. It is not difficult to recognize this in 
the simple example under consideration, but when we have a large database, the 
problem of identifying the data which in combination are relevant to the query, is 
very complex. 



Suppose that a proposition, p, is, in isolation, relevant to q, or, for short, is i-
relevant to q. What is the degree to which p is relevant to ql For example, to what 
degree is the proposition: Carol has two children: a son, in mid-twenties, and a 
daughter, in mid-thirties, relevant to the query: How old is Carol? To answer this 
question, we need a definition of measure of relevance. The problem is that there 
is no quantitative definition of relevance within existing bivalent-logic-based theo
ries. We will return to the issue of relevance at a later point. 
The example which we have considered is intended to point to the difficulty of 
dealing with world knowledge, especially in the contexts of assessment of rele
vance and deduction, even in very simple cases. The principal reason is that much 
of world knowledge is perception-based, and existing theories of knowledge rep
resentation and deduction provide no tools for this pu ose. Here is a test problem 
involving deduction form perception-based information. 

The Tall Swedes Problem 

Perception: Most adult Swedes are tall, with adult defined as over about 20 years 
in age. 
Query: What is the average height of Swedes? 
A fuzzy-logic-based solution of the problem will be given at a later point. 
A concept which provides a basis for computation and reasoning with perception-
based information is that of Precisiated Natural Language (PNL) [15]. The capa
bility of PNL to deal with perception-based information suggests that it may play 
a significant role in dealing with world knowledge. A quick illustration is the 
Carol example. In this example, an estimate of Carol's age, arrived at through the 
use of PNL would be expressed as a bimodal distribution of the form 

Age(Carol) is (( , ;) + ...+ (P„K)) , /=1, ..., n 

where the Vi are granular values of Age, e.g., less than about 20, between about 20 
and about 30, etc.; P, is a granular probabihty of the event (Age(Carol) is /), /=1, 
..., n; and + should be read as "and." A brief description of the basics of PNL is 
presented in the following. 

2. Precisiated Natural Language (PNL) 

PNL deals with perceptions indirectly, through their description in a natural lan
guage, Zadeh [15]. In other words, in PNL a perception is equated to its descrip
tion in a natural language. PNL is based on fuzzy logic—a logic in which every
thing is, or is allowed to be, a matter of degree. It should be noted that a natural 
language is, in effect, a system for describing perceptions. 



The point of departure in PNL is the assumption that the meaning of a propo
sition, p, in a natural language, NL, may be represented as a generahzed constraint 
of the form (Fig. 2) 

•Standard constraint: X є 
•generalized constraint: X isr R 

f — 
XisrR 
t U 

copula 

' GC'form (generalized constraint form of type r^ 

— modality Identifier 

constraining relation 

constrained variable 

•X may have a structure: X=Location (Residence(Carol)) 
•X may be a function of another variable: X=f(Y) 
•X may be conditioned: (X/Y) 
• r := /< . . . / c /Z) /b lank/v /p /u /rs / fg /ps / . , . 

Figure 2. Generalized Constraint 

where X is the constrained variable, /? is a constraining relation which, in general, 
is not crisp (bivalent); and r is an indexing variable whose values define the mo
dality of the constraint. The principal modalities are: possibilistic (r=blank); veris-
tic(r=v); probabilistic(r=/?); random set(r=r^); fuzzy graph {r=fg); usuality (r=w); 
and Pawlak set {r=ps). The set of all generalized constraints together with their 
combinations, qualifications and rules of constraint propagation, constitutes the 
Generalized Constraint Language (GCL). By construction, GCL is maximally ex
pressive. In general, X, R and r are implicit in p. Thus, in PNL the meaning of p is 
precisiated through explicitation of the generalized constraint which is implicit in 
p, that is, through translation into GCL (Fig. 3). Translation of p into GCL is ex
emplified by the following. 

(a) Monika is young - • Age(Monika) is young. 



most 

usually 

1 number 

Figure 3. Calibration of most and usually represented as 
trapezoidal fuzzy numbers. 

where young is a fuzzy relation which is characterized by its membership function 
l-tyoung, with iLiyoung (w) representing the degree to which a numerical value of age, w, 
fits the description of age as "young." 

(b) Carol lives in a small city near San Francisco 
dence(Carol)) is SMALL [City; ju] NEAR [City; / / ] , 

"> Location (Resi-

where SMALL [City; ju] is the fuzzy set of small cities; NEAR [City; //] is the 
fuzzy set of cities near San Francisco; and denotes fuzzy set intersection (con
junction). 

(c) Most Swedes are tall ZCount(tall.Swedes/Swedes) is most. 

In this example, the constrained variable is the relative Scount of tall Swedes 
among Swedes, and the constraining relation is the fuzzy quantifier "most," with 
"most" represented as a fuzzy number (Fig. 3). The relative Scount, SCount(A/B), 
is defined as follows. If and are fuzzy sets in a universe of discourse U= {W/, 
..., w„}, with the grades of membership of in A and being jUi and V/, respec
tively, then by definition the relative ZCount of in is expressed as 



,.//,, v,. 
2 v, 

where the conjunction, ^, is taken to be min. More generally, conjunction may be 
taken to be a ř-norm [11]. 
What is the rationale for introducing the concept of a generalized constraint? Con
ventional constraints are crisp (bivalent) and have the form X є C, where X is the 
constrained variable and is a crisp set. On the other hand, perceptions are f-
granular, as was noted earlier. Thus, there is a mismatch between f-granularity of 
perceptions and crisp constraints. What this implies is that the meaning of a per
ception does not lend itself to representation as a collection of crisp constraints; 
what is needed for this purpose are generalized constraints or, more generally, an 
element of the Generalized Constraint Language (GCL) [15]. 
Representation of the meaning of a perception as an element of GCL is a first step 
toward computation with perceptions—computation which is needed for deduc
tion from data which are resident in world knowledge. In PNL, a concept which 
plays a key role in deduction is that of a protoform—an abbreviation of "proto
typical form," [15]. 
If p is a proposition in a natural language, NL, its protoform, PF(p), is an abstrac
tion of p which places in evidence the deep semantic structure of p. For example, 
the protoform of "Monika is young," is " ( ) is C," where A is abstraction of 
"Age," is abstraction of "Monika" and is abstraction of "young." Similarly, 

Most Swedes are tall • Count(A/5) is Q, 

where A is abstraction of "tall Swedes," is abstraction of "Swedes" and Q is ab
straction of "most." Two propositions, p and q, are protoform-equivalent, or PF-
equivalent, for short, if they have identical protoforms. For example,/?: Most 
Swedes are tall, and q\ Few professors are rich, are PF-equivalent. 
The concept of PF-equivalence suggests an important mode of organization of 
world knowledge, namely protoform-based organization. In this mode of organi
zation, items of knowledge are grouped into PF-equivalent classes. For example, 
one such class may be the set of all propositions whose protoform is A(B) is C, 
e.g., Monika is young. The partially instantiated class Price(5) is low, would be 
the set of all objects whose price is low. As will be seen in the following, proto
form-based organization of world knowledge plays a key role in deduction form 
perception-based information. 

Basically, abstraction is a means of generalization. Abstraction is a familiar 
and widely used concept. In the case of PNL, abstraction plays an especially im
portant role because PNL abandons bivalence. Thus, in PNL, the concept of a pro
toform is not limited to propositions whose meaning can be represented within the 
conceptual structure of bivalence logic. 

In relation to a natural language, NL, the elements of GCL may be viewed as 
precisiations of elements of NL. Abstractions of elements of GCL gives rise to 
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POSSIBILITY 
MODULE 

SEARCH 

PROBABILITY FUZZY ARITHMETIC 
MODULE ^g^^^ MODULE 

FUZZY LOGIC 
MODULE 

EXTENSION 
PRINCIPLE MODULE 

Figure 7. Basic structure of PNL: modular deduction database 

where AoB is the composition of A and B, defined in the computational part, 
in which 4, JUB and JUĄ <B are the membership functions of A, and A°B, respec
tively. Similarly, a rule drawn from probability is 

Prob(XisA)is5 

Prob (Z is C) is D 

symbolic part 

\ij,iv) = max (\ig(\\i^(u)g(u)du)) 
^ 

subject to: v= \idQ(u)g(u)du 

\g(u )du = 1 

computational part 

where D is defined in the computational part and g is the probability density func
tion of X. 



what is referred to as Protoform Language, PFL, (Fig. 4). A consequence of the 
concept of PF-equivalence is that the cardinaHty of PFL is orders of magnitude 
smaller than that of GCL, or, equivalently, the set of precisiable propositions in 
NL. The small cardinality of PFL plays an essential role in deduction. 

THE BASIC IDEA 
P 

• 
w 
p 

description 
NL 

• • 

NL(p) 

precisiation 
GCL 

______̂  
w 

GC(p) 1 

perception description of 
perception 

precisiation 
of perception 

GCL 

A 

GC(P) 

abstraction 
PFL 

, „ , • 1 

PF(P) 1 
precisiation 

of perception 

GCL (Generaiized Constrain Language) is maximaiiy expressive 

Figure 4. Precisiation and abstraction 

The principal components of the structure of PNL (Fig, 5) are: (1) a dictionary 
from NL to GCL; (2) a dictionary from GCL to PFL (Fig. 6); (3) a multiagent, 
modular deduction database, DDB; and (4) a world knowledge database, WKDB. 
The constituents of DDB are modules, with a module consisting of a group of pro-
toformal rules of deduction, expressed in PFL (Fig. 7), which are drawn from a 
particular domain, e.g., probability, possibility, usuality, fuzzy arithmetic, fuzzy 
logic, search, etc. For example, a rule drawn from fuzzy logic is the compositional 
rule of inference [11], expressed as 

XisA 

(X, ľ) is 5 

YisAoB 

JUAOB(^) = ^^^U( MA(^^)^MB(^''^))\ 

symbolic part computational part 
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Figure 5. Basic structure of PNL 
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protoform 

PF(p*) 

Q A's are B's 

Figure 6. Structure of PNL: dictionaries 
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The rules of deduction in DDB are, basically, the rules which govern propa
gation of generalized constraints. Each module is associated with an agent whose 
function is that of controlling execution of rules and performing embedded com
putations. The top-level agent controls the passing of results of computation from 
a module to other modules. The structure of protoformal, i.e., protoform-based, 
deduction is shown in Fig. 5. A simple example of protoformal deduction is 
shown in Fig. 8. 

GC(p) PF(P) 

Dana is young Age (Dana) is young 
t XisA 

Tandy is a few 
years older 
than Dana 

Age (Tandy) is (Age (Dana)) 
+few 
T 

Yis(X+B) 

XisA 
YisrX+B) 
YisA+B 

^ Age (Tandy) is (young+few) 

MA^B(V) = SUPU(JUA(U)^MB(V - u) 

Figure 8. Example of protoformal reasoning 

The principal deduction rule in PNL is the extension principle [19]. Its 
symbolic part is expressed as 

f(X)isA 
g(X)isB 

in which the antecedent is a constraint on X through a function of X,/(Z); and the 
consequent is the induced constraint on a function of X, g(X), 

The computational part of the rule is expressed as 

|ІІ ( ) = 8 ( ( )) 

subject to 
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v = g(u) 

To illustrate the use of the extension principle, we will consider the Tall Swedes 
Problem: 
p: Most adult Swedes are tall 
q: What is the average height of adult Swedes? 

Let Pi(wi, ..., WAT) be a population of Swedes, with the height of being /z/, /=1, 
..., ,̂ and jUa(Ui) representing the degree to which is an adult. The average 
height of adult Swedes is denoted as have- The first step is precisiation of/?, using 
the concept of relative ECount: 

ZCount(talİAadult.Swedes/adult.Swedes) is most 

or, more explicitly, 

^Mtall(hi)^Ma(^i) 

The next step is precisiation of q: 

Kve'^—^A 

IS most. 

have is ? 5 , 

where 5 is a fuzzy number 
Using the extension principle, computation of have as a fuzzy number is reduced to 
the solution of the variational problem. 

2.LI, n(h. ) ( . ) 

subject to 

Note that we assume that a problem is solved once it is reduced to the solution of a 
well-defined computational problem. 
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3. PNL as a definition language 

One of the important functions of PNL is that of serving as a high level definition 
language. More concretely, suppose that I have a concept, C, which I wish to de
fine. For example, the concept of distance between two real-valued functions,/ 
and g, defined on the real line. 

The standard approach is to use a metric such as Lj or L2. But a standard met
ric may not capture my perception of the distance between/and g. The PNL-
based approach would be to describe my perception of distance in a natural lan
guage and then precisiate the description. 

This basic idea opens the door to (a) definition of concepts for which no satis
factory definitions exist, e.g., the concepts of causality, relevance and rationality, 
among many others, and (b) redefinition of concepts whose existing definitions do 
not provide a good fit to reality. Among such concepts are the concepts of similar
ity, stability, independence, stationarity and risk. 

How can we concretize the meaning of "good fit?" In what follows, we do 
this through the concept of cointension. 

More specifically, let ř/ be a universe of discourse and let be a concept 
which I wish to define, with relating to elements of U. For example, Í/ is a set of 
buildings and is the concept of tall building. Let/7(C) and d(C) be, respectively, 
my perception and my definition of Let I(p(C)) and I(d(C)) be the intensions of 
p(C) and d(C), respectively, with "intension" used in its logical sense, [6, 7] that 
is, as a criterion or procedure which identifies those elements of U which fit p(Q 
or d{Q. For example, in the case of tall buildings, the criterion may involve the 
height of a building. 

Informally, a definition, d(C), is a good fit or, more precisely, is cointensive, 
if its intension coincides with the intension of p(C). A measure of goodness of fit 
is the degree to which the intension of d{C) coincides with that of p(C). In this 
sense, cointension is a fuzzy concept. As a high level definition language, PNL 
makes it possible to formulate definitions whose degree of cointensiveness is 
higher than that of definitions formulated through the use of languages based on 
bivalent logic. 

A substantive exposition of PNL as a definition language is beyond the scope 
of this note. In what follows, we shall consider as an illustration a relatively sim
ple version of the concept of relevance. 

4. Relevance 

We shall examine the concept of relevance in the context of a relational model 
such as shown in Fig. 9. For concreteness, the attributes Ay, ...,An may be inter
preted as symptoms and D as diagnosis. For convenience, rows which involve the 
same value of D are grouped together. The entries are assumed to be labels of 
fuzzy sets. For example, 5 may be blood pressure and 5̂5 may be "high." 
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RELEVANCE, REDUNDANCE AND 
DELETABILITY 

DECISION TABLE 

Name I 

Namej I 

I I 
Namej^ 1 

Name^^i 1 

1 1 
Namei 1 

1 1 
Name^ 1 

1 '̂ 
« i i 

1 

1 %/ 
1 ^k-¥l,l 

1 

1 «» 
J_«a7 

^ / 

^ir 

Ufa-

^A+i.y 

• 

i_2û.,... 

І£ -. 

A„ 1 
« 1 

1 

«it/t 

^Ä:+i,w 1 

1 
Ufa 1 

^m« 1 

1 £) 1 
UJ 
1 1 

^2 

1 1 

m 

-- th symptom 

a,j: value of j th 
symptom of 
Name 

D: diagnosis 

Figure 9. A relational model of decision 

An entry represented as * means that the entry in question is conditionally redun
dant in the sense that its value has no influence on the value of D (Fig. 10). 

REDUNDANCE -^ DELETABILITY 
Name 1 

1 
Name^ 1 

1 ^i 

1 a,, 

^L-: 

* 

. 

~vJ 
a™ 1 

I D I 
1 1 

d2 

1 . 1 

Aj is conditionally redundant for Name^ A, is â „ A„ is a^^ 
If D is d s for all possible values of Aj in * 

Aj is redundant if it is conditionally redundant for all values of Name 

• compactification algorithm (Zadeh, 1976); Quine-McCluskey algorithm 

Figure 10. Conditional redundance and redundance 

An attribute, Aj, is redundant, and hence deletable, if it is conditionally redundant 
for all values of Name. An algorithm, termed compactification, which identifies 
all deletable attributes is described in Zadeh [18]. Compactification algorithm is a 
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generalization of the Quine-McCluskey algorithm for minimization of switching 
circuits. The Redact algorithm in the theory of rough sets [10] is closely related to 
the compactification algorithm. 

(Aj is ajj) is irreievant 
(uninformative) 

\Name 

Name 

1 r 

i+s 

Ai 

• 

• 

-

% 

«V 

K\ 

• 1 

• 

] 
\d\ 

1' 
Y\ 
1 ^2 

Figure 11. Irrelevance 

The concept of relevance (informativeness) is weaker and more complex than that 
of redundance (deletability). As was noted earlier, it is necessary to differentiate 
between relevance in isolation (/-relevance) and relevance as a group. In the 
following, relevance should be inte reted as /-relevance. 

Dis?d if A lis a rj 

constraint on Aj induces a constraint on D 
example: (blood pressure is high) constrains D 
(Aj is a^j) is uniformative if D is unconstrained 

AJ is irrelevant if it Aj is uniformative for all a^j 

irrelevance \ — • deletability 

Figure 12. Relevance and irrelevance 

A value of /, say a^ is irrelevant (uninformative) if the proposition Aj is Urj does 
not constrain D (Fig. 11). For example, the knowledge that blood pressure is high 
may convey no information about the diagnosis (Fig. 12). 

file:///Name
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An attribute, Aj, is irrelevant (uninformative) if, for all the proposition Aj is ürj 
does not constrain D. What is important to note is that irrelevance does not imply 
deletability, as redundance does. The reason is that Ay may be /-irrelevant but not 
irrelevant in combination with other attributes. An example is shown in Fig. 13. 

As defined above, relevance and redundance are bivalent concepts, with no 
degrees of relevance or redundance allowed. But if the definitions in question are 
inte reted as idealizations, then a measure of the departure from the ideal could 
be used as a measure of the degree of relevance or redundance. Such a measure 
could be defined through the use of PNL. In this way, PNL may provide a basis 
for defining relevance and redundance as matters of degree, as they are in realistic 
settings. However, what should be stressed is that our analysis is limited to rela
tional models. Formalizing the concepts of relevance and redundance in the con
text of the Web is a far more complex problem—a problem for which no cointen-
sive solution is in sight. 

EXAMPLE 

D: black or white 

A^ and A2 are irrelevant (uninformative) but not deletable 

D: black or white 

• A . 
A2 is redundant (deletable) 

Figure 13. Redundance and irrelevance 

5. Concluding remark 

Much of the information which resides in the Web—and especially in the domain 
of world knowledge—is imprecise, uncertain and partially true. Existing bivalent-
logic-based methods of knowledge representation and deduction are of limited ef-
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fectiveness in dealing with information which is imprecise or partially true. To 
deal with such information, bivalence must be abandoned and new tools, such as 
PNL, should be employed. What is quite obvious is that, given the deeply en
trenched tradition of basing scientific theories on bivalent logic, a call for aban
donment of bivalence is not likely to meet a warm response. Abandonment of bi
valence will eventually become a reality but it will be a gradual process. 
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Summary . We show how Zadeh's idea of computing with words and perceptions, 
based on his concept of a precisiated natural language (PNL), can lead to a new 
direction in the use of natural language in data mining, linguistic data(base) sum
maries. We emphasize the relevance of Zadeh's another idea, that of a protoform, 
and show that various types of linguistic data summaries may be viewed as items 
in a hierarchy of protoforms of summaries. We briefly present an implementation 
for a sales database of a computer retailer as a convincing example that these tools 
and techniques are implementable and functional. These summaries involve both 
data from an internal database of the company and data downloaded from external 
databases via the Internet. 

1 Introduction 
Computing with words and perceptions, introduced by Zadeh in the mid-
1990s, and best and most comprehensively presented in Zadeh and Kacprzyk's 
books [?], is a new "technology" in the representation, processing and solving 
of various real life problems when a human being is a crucial element. Such 
problems are omnipresent. The basic philosophy and rationale of computing 
with words and perceptions is tha t since for a human being natural language 
is the only fully natural way of communication and articulation, and also the 
only tool to express perceptions tha t are so characteristic for human beings, 
then maybe it could be expedient to try to " directly" use (elements of) natural 
language in the formulation, processing and solution of problems considered 
to maintain a higher human consistence, hence a higher implementability. 

A prerequisite for computing with words is to have some way to formally 
represent elements of natural language used. Zadeh proposed to use here the 
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PNL (precisiated natural language). Basically, in PNL statements about val
ues, relations, etc. between variables are represented by constraints. In the 
conventional case, a statement is, e.g., that the value of variable x belongs 
to a set X. In PNL, statements - written "x isr " - may be different, and 
correspond to numeric values, intervals, possibility disctributions, verity dis
tributions, probability distributions, usuality qualified statements, rough sets 
representations, fuzzy relations, etc. For our purposes, usuality qualified rep
resentation will be of special relevance. Basically, it says "x is usually /^" that 
is meant as "in most cases, x is R\ PNL may play various roles among which 
crucial are: description of perceptions, definition of sophisticated concepts, a 
language for perception based reasoning, etc. More details and insights may 
be found in Zadeh's articles earlier in this volume 

Recently, Zadeh introduced the concept of a protoform. For our purposes, 
one should notice that most perceptions are summaries. For instance, a per
ception like "most Swedes are tall" is a summary. It can be represented in 
Zadeh's notation as "most As are 5s" . This can be employed for reasoning 
under various assumptions. For instance, if we know that "a: is A", we can 
deduce that, e.g. "it is likely that x is ", we can ask about an average height 
of a Swede, etc. One can go a step further, and define a protoform as an 
abstracted summary. In our case, this would be "QAs are 5s" . Notice that 
we now have a more general, deinstantiated form of our point of departure 
(most Swedes are tall), and also of " most As are 5s" . Needless to say that 
most human reasoning is protoform based, and the availability of such a more 
general representation is very valuable, and provides tools that can be used 
in many cases. 

Here, we show that the concept of a precisiated natural language, and in 
particular of a protoform, viewed from the perspective of the computing with 
words and perceptions, can be of use in data mining, and more generally in 
attempts at a more efi'ective and efficient use of vast information resources. We 
show the idea of a hnguistic data summarization as a type of data mining that 
is very characteristic for human needs and comprehension abilities. Generally, 
data summarization is still an unsolved problem though many techniques are 
available. However, they make little use of human perceptions and natural 
language as, e.g., summarizing statistics, exemplified by the average, median, 
minimum, maximum, a-percentile, etc. 

In this chapter we discuss an approach based on the concept of a linguistic 
data(base) summary that has been originally proposed by Yager [36, 37] and 
further developed mainly by Kacprzyk and Yager [16], and Kacprzyk, Yager 
and Zadrożny [17]. The essence of such linguistic data summaries is that a 
set of data, e.g., concerning employees, with (numeric) data on their age, sex, 
salaries, seniority, etc., can be summarized linguistically with respect to a se
lected attribute or attributes, say age and salaries, by linguistically quantified 
propositions, e.g., "almost all employees are well qualified", "most young em
ployees are well paid", etc. which are simple, extremely human consistent and 
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intuitive, and do summarize in a concise yet very informative form what we 
may be interested in. 

We present the essence of such summaries, mainly from the perspective 
of Zadehs computing with words and perception paradigm (cf. Zadeh and 
Kacprzyk [41]) that can provide a general theoretical framework which is im
plement able, as shown in works mentioned above. In particular, we indicate 
the use of Zadehs concept of a protoform of a fuzzy linguistic summary (cf. 
Zadeh [40], Kacprzyk and Zadrożny [20]) that can provide an easy general
ization, portability and scalability. 

We present a number of approaches to mining of linguistic summaries. 
First, those based on Kacprzyk and Zadrożnys [21, 26] idea of an interactive 
approach to linguistic summaries in which the determination of a class of 
summaries of interest is done via Kacprzyk and Zadrozny's [19, 22] FQUERY 
for Access, a fuzzy querying add-on to Microsoft Access©. We show that by 
relating a range of types of linguistic summaries to fuzzy queries, with various 
known and sought elements, we can arrive at a hierarchy of protoforms of 
linguistic data summaries. 

As an example we will show an implementation of the data summarization 
system proposed for the derivation of linguistic data summaries in a sales 
database of a computer retailer 

Our general discussion and implementation should convince the reader 
that the use of a broadly perceived paradigm of computing with words and 
perceptions, equipped with a newly introduced concept of a protoform, may be 
a proper tool for being able to more intelligently manage with huge amounts 
of data we face in the present world. 

2 Linguistic Data Summaries via Fuzzy Logic with 
Linguistic Quantifiers 

The linguistic summary is meant as a sentence [in a (quasi)natural language] 
that subsumes the very essence (from a certain point of view) of a set of 
data. Here this set is assumed to be numeric, large and not comprehensible 
in its original form by the human being. In Yagers approach (cf. Yager [36], 
Kacprzyk and Yager [16], and Kacprzyk, Yager and Zadrożny [17]) we have: 

• Y = { і , . . . , 2/n} is a set of objects (records) in a database, e.g., the set of 
workers; 

9 A = {Ai,.,. ,Am} is a set of attributes characterizing objects from F , 
e.g., salary, age, etc. in a database of workers, and Aj{yi) denotes a value 
of attribute A j for object І. 

A linguistic summary of data set D consists of: 

• a summarizer 5, i.e. an attribute together with a linguistic value (fuzzy 
predicate) defined on the domain of attribute Aj (e.g. low salary for at
tribute salary); 
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• a quantity in agreement Q, i.e. a linguistic quantifier (e.g. most); 
• truth (validity) T of the summary, i.e. a number from the interval [0,1] 

assessing the truth (validity) of the summary (e.g. 0.7); usually, only sum
maries with a high value of T are interesting; 

• optionally, a qualifier R^ i.e. another attribute together with a linguistic 
value (fuzzy predicate) defined on the domain of attribute Ak determining 
a (fuzzy subset) of Y (e.g. young for attribute age). 

Thus, the linguistic summary may be exemplified by 

T (most of employees earn low salary) = 0.7 (1) 

A richer form of the summary may include a qualifier as in, e.g., 

T(most of young employees earn low salary) = 0.7 (2) 

Thehe core of a linguistic summary is a linguistically quantified proposition 
in the sense of Zadeh [39], the one corresponding to (1)written as 

Qy's are 5 (3) 

and the one corresponding to (2) written as 

QRy's are S (4) 

The , i.e., the truth value of (3) or (4), m may be calculated by using 
either original Zadehs calculus of Unguistically quantified statements (cf. [39]), 
or other interpretations of linguistic quantifiers (cf. Liu and Kerre [31]), in
cluding Yagers OWA operators [38] and Dubois et al. OWmin operators [5], 
or via generalized quantifier, cf. Hájek and Holeňa[12] or Glöckner [11]. 

Using Zadeh's [39] fuzzy logic based calculus of linguistically quantified 
propositions, a (proportional, nondecreasing) linguistic quantifier Q is as
sumed to be a fuzzy set in the interval [0,1] as, e.g. 

(1 for x > 0.8 
fiQ{x) = <2x- 0.6 for 0.3 <x< 0.8 (5) 

[ o forrr<0.3 

and then 
1 "" 

truth((52/'s are S) = / i g [ - ^ ^ ^ ( z / i ) ] (6) 

truth(Qi?^'s are S) = /XQ[ ' j — . ] (7) 

Both the fuzzy predicates S and R are of a simplified, atomic form referring 
to one attribute, and they can be extended to cover more sophisticated sum
maries involving some confiuence of various attribute values as, e.g, "young 

or 
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and well paid". Clearly, when we try to linguistically summarize data, the most 
interesting are non-trivial, human-consistent summarizers (concepts) as, e.g.: 
productive workers, difficult orders, etc. to be definedand by a complicated 
combination of attributes. 

Recently, Zadeh [40] introduced a relevant concept of a protoform which 
is defined as a more or less abstract prototype (template) of a linguistically 
quantified proposition. The most abstract protoforms correspond to (3) and 
(4), while (1) and (2) are examples of fully instantiated protoforms. Thus, 
evidently, protoforms form a hierarchy, where higher/lower levels correspond 
to more/less abstract protoforms. Going down this hierarchy one has to in
stantiate particular components of (3) and (4), i.e., quantifier Q and fuzzy 
predicates S and R. The instantiation of the former one boils down to the 
selection of a quantifier. The instantiation of fuzzy predicates requires the 
choice of attributes together with linguistic values (atomic predicates) and a 
structure they form when combined using logical connectives. This leads to 
a theoretically infinite number of potential protoforms. However, for the pur
poses of mining of linguistic summaries, there are obviously some limits on a 
reasonable size of a set of summaries that should be taken into account. These 
results from a limited capability of the user in the interpretion of summaries 
as well as from the computational point of view. 

The concept of a protoform may provide a guiding paradigm for the design 
of a user interface supporting the mining of linguistic summaries. It may be 
assumed that the user specifies a protoform of linguistic summaries sought. 
Basically, the more abstract protoform the less should be assumed about sum
maries sought, i.e., the wider range of summaries is expected by the user. 
There are two limit cases, where: 

• a totally abstract protoform is specified, i.e., (4), 
• all elements of a protoform are totally specified as given linguistic terms, 

and in the former case the system has to construct all possible summaries (with 
all possible linguistic components and their combinations) for the context of a 
given database (table) and present to the user those verifying the validity to a 
degree higher than some threshold. In the second case, the whole summary is 
specified by the user and the system has only to verify its validity. Thus, the 
former case is usually more interesting from the point of view of the user but 
at the same time more complex from the computational point of view. There 
is a number of intermediate cases that may be more practical. In Table 1 
basic types of protoforms/linguistic summaries are shown, corresponding to 
protoforms of a more and more abstract form. 

Basically, each of fuzzy predicates S and R may be defined by listing its 
atomic fuzzy predicates (i.e., pairs of "attribute/linguistic value") and struc
ture, i.e., how these atomic predicates are combined. In Table 1 S (or R) 
corresponds to the full description of both the atomic fuzzy predicates (re
ferred to as linguistic values, for short) as well as the structure. For exam
ple: "Q young employees earn a high salary^ is a protoform of Type 2, while 
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Table 1. Classification of protoforms/linguistic summaries 

Type! 

0 ~1 
1 
2 
3 
4 
5 

|Protoform 

iQRy's are S 
\Qy^s are S 
\QRy^s are S 
iQy's are S 
\QRy^s are S 
\QRy^s are 5 

Given 

All 
S 
5 and i? 
Q and structure of S 
Q, R and structure of 5 
Nothing 

Sought 

validity T 

Q 
Q 
linguistic values in S\ 
linguistic values in S\ 
S, R and Q 

"Most employees earn a "?" salary^ is a protoform of Type 3. In the first 
case the system has to select a linguistic quantifier (usually from a predefined 
dictionary) that when put in place of Q makes the resulting linguistically 
quantified proposition valid to the highest degree, and in the second case, the 
linguistic quantifier as well as the structure of summarizer S are given and 
the system has to choose a linguistic value to replace the question mark (" ?") 
yielding a linguistically quantified proposition as valid as possible. 

Thus, the use of protoforms makes it possible to devise a uniform procedure 
to handle a wide class of linguistic data summaries so that the system can 
be easily adaptable to a variety of situations, users interests and preferences, 
scales of the project, etc. 

Usually, most interesting are linguistic summaries required by a summary 
of Type 5. They may be interpreted as fuzzy IF-THEN rules, and many inter
pretations are proposed (cf., e.g., Dubois and Prade [7]) there are considered 
many possible interpretations for fuzzy rules), and some of them were directly 
discussed in the context of hnguistic summaries (cf. Section 3.3). 

There are many views on the idea of a linguistic summary, for instance 
a fuzzy functional dependency, a gradual rule, even a typical value. Though 
they do reflect the essence of a human perception of what a linguistci summary 
should be, they are beyond the scope of this paper which focuses on a different 
approach. 

3 Mining of Linguistic Data Summaries 

In the process of mining of linguistic summaries, at the one extreme, the 
system may be responsible for both the construction and verification of sum
maries (which corresponds to Type 5 protoforms/summaries given in Table 1). 
At the other extreme, the user proposes a summary and the system only ver
ifies its validity (which corresponds to Type 0 protoforms/summaries in Ta
ble 1). The former approach seems to be more attractive and in the spirit 
of data mining meant as the discovery of interesting, unknown regularities in 
data. On the other hand, the latter approach, obviously secures a better inter
pret ability of the results. Thus, we will discuss now the possibility to employ 
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a flexible querying interface for the purposes of linguistic summarization of 
data, and indicate the implementability of a more automatic approach. 

3.1 A fuzzy querying add-on for formulating linguistic summaries 

In Kacprzyk and Zadrożnys [21, 26] approach, the interactivity, i.e. a user 
assistance, in the mining of linguistic summaries is a key point, and is in the 
definition of summarizers (indication of attributes and their combinations). 
This proceeds via a user interface of a fuzzy querying add-on. In Kacprzyk 
and Zadrożny [19, 22, 27], a conventional database management system is used 
with a fuzzy querying tool, FQUERY for Access. An important component of 
this tool is a dictionary of linguistic terms to be used in queries. They include 
fuzzy linguistic values and relations as well as fuzzy linguistic quantifiers. 
There is a set of built-in linguistic terms, but the user is free to add his or 
her own. Thus, such a dictionary evolves in a natural way over time as the 
user is interacting with the system. For example, an SQL query searching for 
troublesome orders may take the following WHERE clause: 

WHERE Most of the conditions are met out of 
PRICE*ORDERED-AMOUNT IS Low 
DISCOUNT IS High 
ORDERED-AMOUNT IS Much Greater Than ON-STOCK 

Obviously, the condition of such a fuzzy query directly correspond to sum-
marizer 5 in a linguistic summary. Moreover, the elements of a dictionary are 
perfect building blocks of such a summary. Thus, the derivation of a linguis
tic summary of type (3) may proceed in an interactive (user-assisted) way as 
follows: 

• the user formulates a set of linguistic summaries of interest (relevance) 
using the fuzzy querying add-on, 

• the system retrieves records from the database and calculates the validity 
of each summary adopted, and 

• a most appropriate linguistic summary is chosen. 
Referring to Table 1, we can observe that Type 0 as well as Type 1 lin

guistic summaries may be easily produced by a simple extension of FQUERY 
for Access. Basically, the user has to construct a query, a candidate summary, 
and it is to be determined which fraction of rows matches that query (and 
which linguistic quantifier best denotes this fraction, in case of Type 1). For 
Type 3 summaries, a query/summarizer S consists of only one simple con
dition built of the attribute whose typical (exceptional) value is sought. For 
example, using: Q = "most" and S = "age=?" we look for a typical value of 
"age". From the computational point of view Type 5 summaries represent the 
most general form considered: fuzzy rules describing dependencies between 
specific values of particular attributes. 

The summaries of Type 1 and 3 have been implemented as an extension 
to Kacprzyk and Zadrożnys [23, 24, 25] FQUERY for Access. 
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3.2 Linguistic summaries and fuzzy association rules 

The discovery of general, Type 5 rules is difficult, and some simplifications 
about the structure of fuzzy predicates and/or quantifier are needed, for in
stance to obtain association rules which have been initially defined for binary 
valued attributes as (cf. Agraval and Srikant [1]): 

Aı^A2^...^An —> ^+і (8) 

and note that much earlier origins of that concept are mentioned in the work 
by Hájek and Holena [12]). 

Such an association rule states that if in a database row all the attributes 
from {Ai, ^ 2 , . . . , An} take on value 1, then also the attribute ^+і is ex
pected to take on value 1. The algorithms proposed in the literature for mining 
the association rules are based on the concepts pf a support and confidence, 
and are well known (cf. Agrawal and Srikant [1] and Mannila et a/. [32]). More
over, these algorithms may be easily adopted for non-binary valued data and 
more sophisticated rules can be sought. 

In particular, fuzzy association rules may be considered: 

Ai IS і As IS 2 . . . An IS Rn —> A^+i IS S (9) 

where Ri is a linguistic term defined in the domain of the attribute A ,̂ i.e. a 
qualifier fuzzy predicate in terms of linguistic summaries (cf. Section 2) and 
S is another linguistic term corresponding to the summarizer. The confidence 
of the rule may be interpreted in terms of linguistic quantifiers employed in 
the definition of a linguistic summary. Thus, a fuzzy association rule may be 
treated as a special case of a linguistic summary of type defined by (4). The 
structure of the fuzzy predicates Ri and S is to some extent fixed but due 
to that efficient algorithms for rule generation may be employed. These al
gorithms are easily adopted to fuzzy association rules. Usually, the first step 
is a preprocessing of original, crisp data. Values of all attributes considered 
are replaced with linguistic terms best matching them. Additionally, a degree 
of this matching may be optionally recorded and later taken into account. 
Then, each combination of attribute and linguistic term may be considered 
as a Boolean attribute and original algorithms, such as Apriori [1], may be 
applied. They, basically, boil down to an efficient counting of support for all 
conjunctions of Boolean attributes, i.e., so-called itemsets (in fact, the essence 
of these algorithms is to count support for as small a subset of itemsets as 
possible). In case of fuzzy association rules attributes may be treated strictly 
as Boolean attributes - they may appear or not in particular tuples - or in
terpreted in terms of fuzzy logic as in linguistic summaries. In the latter case 
they appear in a tuple to a degree and the support counting should take that 
into account. In our context we employ basically the approach by Lee and 
Lee-Kwang [30] and Au and Chan [2]. Hu et al. [13] who simplify the fuzzy 
association rules sought by assuming a single specific attribute (class) in the 
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consequent. Kacprzyk, Yager and Zadrożny [17, 28, 25, 24, 23] advocated the 
use of fuzzy association rules for mining linguistic summaries in the framework 
of flexible querying interface. Chen et at. [4] investigated the issue of gener
alized fuzzy rules where a fuzzy taxonomy of linguistic terms is taken into 
account. Kacprzyk and Zadrożny [29] proposed to use more flexible aggrega
tion operators instead of conjunction, but still in context of fuzzy association 
rules.More information on fuzzy association rules, from various perspectives, 
may be found later in this volume. 

3.3 Other approaches to linguistic data summaries 

Among some other approaches to the derivation of fuzzy linguistic summaries, 
we can mention the following ones. George and Srikanth [9], [10] use a ge
netic algorithm to mine linguistic summaries in which the summarizer is a 
conjunction of atomic fuzzy predicates. Then, they search for two linguistic 
summaries: the most specific generalization and the most general specifica
tion, assuming a dictionary of linguistic quantifiers and linguistic values over 
domains of all attributes. Kacprzyk and Strykowski [14, 15] have also imple
mented the mining of linguistic summaries using genetic algorithms. In their 
approach, the fitting function is a combination of a wide array of indices: a 
degree of imprecision (fuzziness), a degree of covering, a degree of appropri
ateness, a length of a summary, etc. (cf. also Kacprzyk and Yager [16]). 

Rasmussen and Yager [34, 35] propose an extension, SummarySQL, to 
SQL to cover linguistic summaries. Actually, they do not address the mining 
linguistic summaries but merely their verification. The SummarySQL may 
also be used to verify a kind of fuzzy gradual rules (cf. Dubois and Prade [6]) 
and fuzzy functional dependencies. 

Raschia and Mouaddib [33] consider the problem of mining hierarchies of 
summaries, and their understanding of summaries is slightly different than 
here as it is a conjunction of atomic fuzzy predicates (each referring to just 
one attribute). However, these predicates are not defined by just one linguis
tic value but possibly by fuzzy sets of linguistic values (i.e., fuzzy sets of 
higher levels are considered). The mining of summaries (a whole hierarchy of 
summaries) is based on a concept formation (conceptual clustering) process. 

4 Examples of Linguistic Summaries and Possible 
Extensions 

Finally, to show the essence of our approach, and provide a convining exam
ple that Zadeh's computing with words and perception paradigm does work, 
and his conceot of a protoform is constructive and valuable, we we will briefly 
present an implementation of a system for deriving linguistic database sum
maries for a computer retailer. Basically, we will deal with its sales database. 
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and will only show some examples of linguistic summaries for some interesting 
(for the user!) choices of relations between attributes. 

The basic structure of the database in question is shown in Table 2. 

Table 2 

Attribute name 

Date 
Time 
Name 
Amount (number) 

Price 
Commission 
Value 

Discount 
Group 

Transaction value 
Total sale to customer 

Purchasing frequency 

Town 

. The basic structure of the database 

Attribute type 

Date 
Time 
Test 
Numeric 

Numeric 
Numeric 
Numeric 

Numeric 
Test 

Numeric 
Numeric 

Numeric 

Test 

Description 

Date of sale 
Time of sale transaction 
Name of the product 
Number of products 
sold in the transaction 
Unit price 
Commission (in %) on sale 
Value = amount (number) x price, 
of the product 
Discount (in %) for transaction 
Product group to which 
the product belongs 
Value of the whole transaction 
Total value of sales 
to the customer in fiscal year 
Number of purchases 
by customer in fiscal year 
Town where the customer 
lives or is based 

Linguistic summaries are generated using a genetic algorithm [14, 15]. We 
will now give a couple of examples of resulting summaries. First, suppose that 
we are interested in a relation between the commission and the type of goods 
sold. The best linguistic summaries obtained are as shown in Table 3. 

As we can see, the results can be very helpful, for instance while negotiating 
commissions for various products sold. 

Next, suppose that we are interested in relations between the groups of 
products and times of sale. The best results obtained are as in Table 4. 

Notice that in this case the summaries are much less obvious than in the 
former case expressing relations between the group of product and commis
sion. But, again, they provide very useful information. 

Finally, let us show in Table 5 some of the obtained linguistic summaries 
expressing relations between the attributes: size of customer, regularity of 
customer (purchasing frequency), date of sale, time of sale, commission, group 
of product and day of sale. 

Notice that the linguistic summaries obtained do provide much of rele
vant and useful information, and can help the decision maker make decisions. 
It should be stressed that in the construction of the data mining paradigm 
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Table 3. Linguistic summaries expressing relations between the group of products 
and commission 

Summary 
About 1/3 of sales of network elements is with a high commission 
About 1/2 of sales of computers is with a medium commission 
Much sales of accessories is with a high commission 
Much sales of components is with a low commission 
About 1/2 of sales of software is with a low commission 
About 1/3 of sales of computers is with a low commission 
A few sales of components is without commission 
A few sales of computers is with a high commission 
Very few sales of printers is with a high commission 

Table 4. Linguistic summaries expressing relations between the groups of products 
and times of sale 

Summary 
About 1/3 of sales of computers is by the end of year 
About 1/2 of sales in autumn is of accessories 
About 1/3 of sales of network elements is in the beginning of year 
Very few sales of network elements is by the end of year 
Very few sales of software is in the beginning of year 
About 1/2 of sales in the beginning of year is of accessories 
About 1/3 of sales in the summer is of accessories 
About 1/3 of sales of peripherals is in the spring period 
About 1/3 of sales of software is by the end of year 
About і / of sales of network elements is in the spring period 
About 1/3 of sales in the summer period is of components 
Very few sales of network elements is in the autumn period 
A few sales of software is in the summer period 

presented we do not want to replace the decision maker but just to provide 
him or her with a help (support) . This is clearly an example of the promising 
philosophy of decision support, i.e. to maintain users autonomy and just to 
provide a support for decision making, and by no means to replace the user. 

The system for deriving linguistic summaries developed and implemented 
for a computer retailer has been found useful by the user who has indicated 
its human friendliness, and ease of calibration and adaptat ion to new tasks 
(summaries involving new attr ibutes of interest) and users (of a variable prepa
ration, knowledge, flexibility, etc.). However, after some time of intensive use, 
the user has expressed his intention to go beyond da ta from the own data
base of a company, and use some external da ta We have extended the class 
of linguistic summaries handled by the system to include those tha t take into 



Table 5. Linguistic summaries expressing relations between the attributes: size of 
customer, regularity of customer (purchasing frequency), date of sale, time of sale, 
commission, group of product and day of sale 

Summary 

Much sales on Saturday is about noon with a low commission 
Much sales on Saturday is about noon for bigger customers 
Much sales on Saturday is about noon 
Much sales on Saturday is about noon for regular customers 
A few sales for regular customers is with a low commission 
A few sales for small customers is with a low commission 
A few sales for one-time customers is with a low commission 
Much sales for small customers is for nonregular customers 

account da ta easily (freely) available from Internet sources, more specifically 
da ta on weather conditions as, first, they have an impact on the operation, 
and are easily and inexpensively available from the Internet. 

For instance, if we are interested in relations between group of products, 
t ime of sale, temperature, precipitacion, and type of customers, the best lin
guistic summaries (of both our "internal" da ta from the sales database, and 
external meteorological da ta from an Internet service) are as shown in Table 6. 

Table 6. Linguistic summaries expressing relations between the attributes: group 
of products, time of sale, temperature, precipitacion, and type of customers 

Summary 

Very few sales of software in hot days to individual customers 
About 1/2 of sales of accessories in rainy days on weekends by the end of the year 
About 1/3 of sales of computers in rainy days to individual customers 

Notice tha t the use of external da ta gives a new quality to possible linguis
tic summaries. It can be viewed as providing a greater adaptivity to varying 
conditions because the use of free or inexpensive da ta sources from the In
ternet makes it possible to easily and quickly adapt the form and contents 
of summaries to varying needs and interests. And this all is practically at no 
additional price and effort. 

5 Concluding Remarks 

We show how Zadeh's idea of computing with words and perceptions, based 
on his concept of a precisiated natural language (PNL), can lead to a new 
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direction in the use of natural language in da ta mining, linguistic data(base) 
summaries. We emphasize the relevance of Zadeh's another idea, tha t of a 
protoform, and show tha t various types of linguistic da ta summaries may be 
viewed as items in a hierarchy of protoforms of summaries. We briefly present 
an implementation for a sales database of a computer retailer as a convincing 
example tha t these tools and techniques are implemenatnle and functional. 
These summaries involve both da ta from an internat database of the company 
and data downloaded from external databases via the Internet. 
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Abstract: Retrieving relevant information is a crucial component of cased-based 
reasoning systems for Internet applications such as search engines. The task is to 
use user-defined queries to retrieve useful information according to certain meas
ures. Even though techniques exist for locating exact matches, finding relevant 
partial matches might be a problem. It may not be also easy to specify query re
quests precisely and completely - resulting in a situation known as a fuzzy-
querying. It is usually not a problem for small domains, but for large repositories 
such as World Wide Web, a request specification becomes a bottleneck. Thus, a 
flexible retrieval algorithm is required, allowing for imprecise or fuzzy query 
specification or search. In this chapter, first we will present the role of the fuzzy 
logic in the Internet. Then we will present an intelligent model that can mine the 
Internet to conceptually match and rank homepages based on predefined Unguistic 
formulations and rules defined by experts or based on a set of known homepages. 
The Fuzzy Conceptual Matching (FCM) model will be used for intelligent infor
mation and knowledge retrieval through conceptual matching of both text and im
ages (here defined as "Concept"). The FCM can also be used for constructing 
fuzzy ontology or terms related to the context of the query and search to resolve 
the ambiguity. This model can be used to calculate conceptually the degree of 
match to the object or query. We will also present the integration of our technol
ogy into commercial search engines such as Google '^^ and Yahoo! as a frame
work that can be used to integrate our model into any other і і і search en
gines, or development of the next generation of search engines. 

mailto:Nikravesh@cs.berkelev.edu
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1 Introduction 

World Wide Web search engines have become the most heavily-used online ser
vices, with millions of searches performed each day. Their popularity is due, in 
part, to their ease of use. The central tasks for the most of the search engines can 
be summarize as 1) query or user information request- do what I mean and not 
what I say!, 2) model for the Internet, Web representation-web page collection, 
documents, text, images, music, etc, and 3) ranking or matching function-degree 
of relevance, recall, precision, similarity, etc. 

Design of any new intelligent search engine should be at least based on two 
main motivations (Zadeh 2001a and 2002): 

i- The web environment is, for the most part, unstructured and imprecise. To deal 
with information in the web environment what is needed is a logic that supports 
modes of reasoning which are approximate rather than exact. While searches may 
retrieve thousands of hits, finding decision-relevant and query-relevant informa
tion in an imprecise environment is a challenging problem, which has to be ad
dressed. 

ii- Another, and less obvious, is deduction in an unstructured and imprecise envi
ronment given the huge stream of complex information. 

During the recent years, applications of fuzzy logic and the Internet from Web 
data mining to intelligent search engine and agents for Internet appHcations have 
greatly increased (Nikravesh and Azvine, 2001). Martin (2001) concluded that 
semantic web includes many aspects, which require fuzzy knowledge representa
tion and reasoning. This includes the fuzzification and matching of concepts. In 
addition, it is concluded that fuzzy logic can be used in making useful, human-
understandable, deduction from semi-structured information available in the web. 
It is also presented issues related to knowledge representation focusing on the 
process of fuzzy matching within graph structure. This includes knowledge repre
sentation based on conceptual graphs and Fril-i-+. Baldwin and Morton (1985) 
studied the use of fuzzy logic in conceptual graph framework. Ho (1994) also 
used fuzzy conceptual graph to be implemented in the machine-learning frame
work. Baldwin (2001) presented the basic concept of fuzzy Bayesian Nets for user 
modeling, message filtering and data mining. For message filtering the protoype 
model representation has been used. Given a context, prototypes represent differ
ent types of people and can be modeled using fuzzy rules, fuzzy decision tree, 
fuzzy Bayesian Net or a fuzzy conceptual graph. In their study, fuzzy set has been 
used for better generahzation. It has been also concluded that the new approach 
has many appHcations. For example, it can be used for personaHzation of web 
pages, intelligent filtering of the Emails, providing TV programs, books or movie 
and video of interest. Cao (2001) presented the fuzzy conceptual graphs for the 
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semantic web. It is concluded that the use of conceptual graph and fuzzy logic is 
complementary for the semantic web. While conceptual graph provide a structure 
for natural language sentence, fuzzy logic provide a methodology for computing 
with words. It has been concluded that fuzzy conceptual graphs is suitable lan
guage for knowledge representation to be used by Semantic web. Takagi and Ta-
jima (2001) presented the conceptual matching of text notes to be used by search 
engines. An new search engine proposed which conceptually matches keywords 
and the web pages. Conceptual fuzzy set has been used for context-dependent key
word expansion. A new structure for search engine has been proposed which can 
resolve the context-dependent word ambiguity using fuzzy conceptual matching 
technique. Berenji (2001) used Fuzzy Reinforcement Learning (FRL) for text data 
mining and Internet search engine. Choi (2001) presented a new technique, which 
integrates document index with perception index. The techniques can be used for 
refinement of fuzzy queries on the Internet. It has been concluded that the use of 
perception index in commercial search engine provides a framework to handle 
fuzzy terms (perception-based), which is further step toward a human-friendly, 
natural language-based interface for the Internet. Sanchez (2001) presented the 
concept of Internet-based fuzzy Telerobotic for the WWW. The system receives 
the information from human and has the capability for fuzzy reasoning. It has be 
proposed to use fuzzy applets such as fuzzy logic propositions in the form of fuzzy 
rules that can be used for smart data base search. Bautista and Kraft (2001) 
presented an approach to use fuzzy logic for user profiling in Web retrieval 
applications. The technique can be used to expand the queries and knowledge ex
traction related to a group of users with common interest. Fuzzy representation of 
terms based on linguistic qualifiers has been used for their study. In addition, 
fuzzy clustering of the user profiles can be used to construct fuzzy rules and infer
ences in order to modify queries. The result can be used for knowledge extraction 
from user profiles for marketing purposes. Yager (2001) introduced fuzzy aggre
gation methods for intelligent search. It is concluded that the new technique can 
increase the expressiveness in the queries. Widyantoro and Yen (2001) proposed 
the use of fuzzy ontology in search engines. Fuzzy ontology of term relations can 
be built automatically from a collection of documents. The proposed fuzzy ontol
ogy can be used for query refinement and to suggest narrower and broader terms 
suggestions during user search activity. Presser (2001) introduced fuzzy logic for 
rule-based personalization and can be implemented for personaHzation of newslet
ters. It is concluded that the use of fuzzy logic provide better flexibility and better 
interpretation which helps in keeping the knowledge bases easy to maintain. 
Zhang et al. (2001a) presented granular fuzzy technique for web search engine to 
increase Internet search speed and the Internet quality of service. The techniques 
can be used for personaHzed fuzzy web search engine, the personalized granular 
web search agent. While current fuzzy search engines uses keywords, the pro
posed technique provide a framework to not only use traditional fuzzy-key-word 
but also fuzzy-user-preference-based search algorithm. It is concluded that the 
proposed model reduces web search redundancy, increase web search relevancy, 
and decrease user's web search time. Zhang et al. (2001b) proposed fuzzy neural 
web agents based on granular neural network, which discovers fuzzy rules for 
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Stock prediction. Fuzzy logic can be used for web mining. Pal et al. (2002) pre
sented issues related to web mining using soft computing framework. The main 
tasks of web mining based on fuzzy logic include information retrieval and gener
alization. Krisnapuram et al. (1999) used fuzzy medoids and triimed medoids 
for clustering of web documents. Joshi and Krisnapuram (1998) used fuzzy clus
tering for web log data mining. Sharestani (2001) presented the use of fuzzy logic 
for network intruder detection. It is concluded that fuzzy logic can be used for ap
proximate reasoning and handling detection of intruders through approximate 
matching; fuzzy rule and summarizing the audit log data. Serrano (2001) pre
sented a web-based intelligent assistance. The model is an agent-based system 
which uses a knowledge-based model of the e-business that provide advise to user 
through intelligent reasoning and dialogue evolution. The main advantage of this 
system is based on the human-computer understanding and expression capabili
ties, which generate the right information in the right time. 

In our perspective, one can use clarification dialog, user profile, context, and 
ontology, into an integrated frame work to design a more intelhgent search engine. 
The model will be used for intelligent information and knowledge retrieval 
through conceptual matching of text. The selected query doesn't need to match the 
decision criteria exactly, which gives the system a more human-like behavior. The 
model can also be used for constructing ontology or terms related to the context of 
search or query to resolve the ambiguity. The new model can execute conceptual 
matching deaHng with context-dependent word ambiguity and produce results in a 
format that permits the user to interact dynamically to customize and personalized 
its search strategy. 

It is also possible to automate ontology generation and document indexing us
ing the terms similarity based on Conceptual-Latent Semantic Indexing Technique 
(CLSI). Often time it is hard to find the "right" term and even in some cases the 
term does not exist. 

The ontology is automatically constructed from text document collection and 
can be used for query refinement. It is also possible to generate conceptual docu
ments similarity map that can be used for intelligent search engine based on CLSI, 
personalization and user profiHng. The user profile is automatically constructed 
from text document collection and can be used for query refinement and provide 
suggestions and for ranking the information based on pre-existence user profile. 

Given the ambiguity and imprecision of the "concept" in the Internet, which 
may be described by both textual and image information, the use of Fuzzy Con
ceptual Matching (FCM) is a necessity for search engines. In the FCM approach, 
the "concept" is defined by a series of keywords with different weights depending 
on the importance of each keyword. Ambiguity in concepts can be defined by a set 
of imprecise concepts. Each imprecise concept in fact can be defined by a set of 
fuzzy concepts. The fuzzy concepts can then be related to a set of imprecise words 
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given the context. Imprecise words can then be translated into precise words given 
the ontology and ambiguity resolution through clarification dialog. By construct
ing the ontology and fine-tuning the strength of Unks (weights), we could con
struct a fuzzy set to integrate piecewise the imprecise concepts and precise words 
to define the ambiguous concept. 

Currently on the Internet there exists a host of illegal web sites which special
ize in the distribution of commercial software and music. This chapter proposes a 
method to distinguish illegal web sites from legal ones not only by using tf-idf 
values but also to recognize the purpose/meaning of the web sites. It is achieved 
by describing what are considered to be illegal sites and by judging whether the 
objective web sites match the description of illegality. Conceptual fuzzy sets 
(CFSs) are used to describe the concept of illegal web sites. First, we introduced 
the usefulness of CFSs in overcoming those problems, and propose the realization 
of CFSs using RBF-like networks. In a CFS, the meaning of a concept is repre
sented by the distribution of the activation values of the other nodes. Because the 
distribution changes depend on which labels are activated as a result of the condi
tions, the activations show a context-dependent meaning. Next, we proposed the 
architecture of the filtering system. Finally, we compared the proposed method 
with the tf-idf method with the support vector machine. The e-measures as a total 
evaluation indicate that the proposed system showed better results as compared to 
the tf-idf method with the support vector machine. 

In addition, we propose a menu navigation system which conceptually matches 
input keywords and paths. For conceptual matching, we use conceptual fuzzy sets 
(CFSs) based on radial basis function (RBF) networks. In a CFS, the meaning of a 
concept is represented by the distribution of the activation values of the other con
cepts. To expand input keywords, the propagation of activation values is carried 
out recursively. The proposed system recommends users paths to appropriate cate
gories. We use 3D user interface to navigate users. 

2 Fuzzy Conceptual Model and Search Engine 

The Conceptual Fuzzy Set (CFS) model will be used for intelHgent information 
and knowledge retrieval through conceptual matching of both text and images 
(here defined as "Concept")- The CFS can also be used for constructing fuzzy on
tology or terms related to the context of search or query to resolve the ambiguity. 
It is intended to combine the expert knowledge with soft computing tool. Expert 
knowledge needs to be partially converted into artificial intelligence that can better 
handle the huge information stream. In addition, sophisticated management work
flow needs to be designed to make optimal use of this information. In this Chapter, 
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we present the foundation of CFS-Based Intelligent Model and its applications to 
both information filtering and design of navigation. 

2.1 Search Engine based on Conceptual Matching of Text 
Notes 

Information retrieval in the Internet is generally done by using keyword matching, 
which requires that for words to match, they must be the same or synonyms. But 
essentially, not only the information that matches the keywords exactly, but also 
information related in meaning to the input keywords should be retrieved. The 
following reasons are why fuzzy sets are essential for information retrieval. 

First, a fuzzy set is defined by enumerating its elements and the degree of 
membership of each element. It is useful for retrieving information which in
cludes not only the keyword, but also elements of the fuzzy set labeled by the in
put keyword. For example, a search engine may use baseball, diving, skiing, etc., 
as kinds of sports, when a user inputs "sports" as the keyword. 

Second, the same word can have various meanings. Several words are used 
concurrently in usual sentences, but each word has multiple possible meanings 
(region), so we suppose an appropriate context which suits all regions of meaning 
of all words (Figure 1). At the same time, the context determines the meaning of 
each word. 

Word 

Word 

> Content 1 
(for word A, and C) 

^ Content! 
(for word A, and D) 

Word A 

Word D 

Figure 1. Meanings of words determined by a context. 
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For example, "sports" may mean "diving" or "sailing" when it is used with 
"marine," and may mean "baseball" or "basketball" when used with "TV pro
grams." That is, each possibihty distribution of meaning is considered as a fuzzy 
set itself. For information retrieval, keyword expansion that considers context is 
necessary, because simple expansion of a possible region causes a flood of words. 
For example, even if the user intends "marine sports," the set of expanded key
words includes unnecessary sports such as "baseball." However, an ordinary 
fuzzy set does not provide us the method to deal with context-dependent word 
ambiguity. To overcome this problem, we previously proposed using conceptual 
fuzzy sets (CFSs) (Takagi et al. 1995, 1996, 1999a and 1999b), which conform to 
Wittgenstein's concept, to represent the meanings of concepts. 

In this section, we propose a search engine which conceptually matches input 
keywords and Web pages. The conceptual matching is attained by context de
pendent keyword expansion using conceptual fuzzy sets. We describe the neces
sity of conceptual fuzzy sets for information retrieval in Section 2.1.1, and pro
pose the use of conceptual fuzzy sets using Hopfield Networks in section 2.1.2. 
Section 2.1.3 proposes the search engine which can execute conceptual matching 
and deal with context-dependent word ambiguity. In Section 2.1.4, we show two 
simulations of retrieving actual Web pages comparing the proposed method with 
the ordinary TF-TOF method. In section 2.1.5, we provide the summary. 

2.1.1 Fuzzy Sets and Context Dependent Word Ambiguity 

In this section we will present the context dependent word ambiguity and how to 
resolve the issue. 

2.1.1.1 Conceptual Fuzzy Sets (Takagi et al. 1995,1996, 
1999a and 1999b) 

Let's think about the meaning of "heavy." A person weighting 100kg would usu
ally be considered heavy. But there is no clear boundary between "heavy" and 
"not heavy." Fuzzy sets are generally used to indicate these regions. That is, we 
have a problem of specificity. 
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heavy heavy 
human vehicle 

0 KXScg l.OOOcg 100,000,00% 

Figure 2. The meaning of "heavy." 

Let's think about it some more. For a vehicle, "heavy" might be several thou
sand kgs. For a ship, it might be more than ten thousand tons. Therefore, the item 
"heavy" being judged affects the vagueness of the meaning of "heavy" much more 
than the non-specificity of the amount when the item is already determined as 
shown in Figure 2. Moreover, "work" can be heavy, "traffic" can be heavy, and 
"smoking" can be heavy. So the meaning of "heavy" changes with the context, 
which results in the vagueness of the meaning. 

That is, the main cause of vagueness is ambiguity in the language, not speci
ficity. Ordinary fuzzy set theory has not dealt with the context dependent meaning 
representation concerning language ambiguity. However, as we mentioned in the 
Introduction, a fuzzy set is defined by enumerating its elements and the degree of 
membership of each element, we can use it to express word ambiguity by enumer
ating all possible meanings of a word, then estimating the degrees of compatibil
ities between the word and the meanings. Fuzzy set theory should therefore deal 
with language ambiguity as the main cause of vagueness. 

To overcome this problem, we previously proposed using conceptual fuzzy 
sets. Although several works have been pubhshed, we will explain CFSs for un
derstanding the following section. According to Wittgenstein (1953), the meaning 
of a concept can be represented by the totaUty of its uses. In this spirit, conceptual 
fuzzy sets, in which a concept is represented by the distribution of the activation 
concepts, are proposed. 

The label of a fuzzy set represents the name of a concept, and a fuzzy set 
represents the meaning of the concept. Therefore, the shape of a fuzzy set is de
termined by the meaning of the label, which depends on the situation (Figure 3). 
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\ 

\ 

\ ^uzzy Seíb 

Figure 3. A fuzzy set as a meaning representation. 

According to the theory of "meaning representation from use" proposed by 
Wittgenstein) the various meanings of a label (word) can be represented by other 
labels (words), and we can assign grades of activation showing the degree of com
patibility between labels. 

A CFS achieves this by using distributions of activations. A CFS is realized 
as an associative memory in which a node represents a concept and a hnk repre
sents the strength of the relation between two (connected) concepts. The activa
tion values agreeing with the grades of membership are determined through this 
associative memory. In a CFS, the meaning of a concept is represented by the dis
tribution of the activation values of the other nodes. The distribution evolves from 
the activation of the node representing the concept of interest. The image of a 
CFS is shown in Figure 4. 

CFS representing the meaning 
of label (name of concept) 

Degree of membership 
(activation value) 

Other label 

Name of concept (explained label) 

Figure 4. A conceptual fuzzy set represented by associative memories. 
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2.1.1.2 CFS Representing a Composed Concept having 
l\/lultipie l\/leanings Depending on the Situation 

Because the distribution changes depending on which labels are activated as a re
sult of the conditions the activations shov^ a context-dependent meaning. When 
more than two labels are activated, a CFS is reahzed by the overlapping propaga
tions of their activations. In CFS notation, operations and their controls are all re
alized by the distribution of the activations and their propagations in the associa
tive memories. 

We can say that the distribution determined by the activation of a label agrees 
with the region of thought corresponding to the word expressing its meaning. The 
distribution (meaning of a label), that is a figure of a fuzzy set, changes depending 
on considered aspects that reflect the context. 

2.1.2 Creating of Conceptual Fuzzy Sets 

Previously we used bidirectional associative memories (BAMs) (Kasko 1987 and 
1992) to generate CFSs, because of the clarity of the constraints used for their 
utilization. In this paper, we use Hopfield Networks, whose output can be also 
used with a continuous value, to overcome the Hmitation of BAMs that are a lay
ered neural network. We do so because in a correlative neural network, relation
ships between concepts may not be a layered structure. 

The following shows how to construct CFSs using Hopfield Networks (Hop-
field 1982 and 1984). 

Memorizing pieces of knowledge: 

1. Classify piece of knowledge into several aspects. One piece becomes one 
pattern and one aspect corresponds to one Hopfield Network. 

2. Each Hopfield network contains multiple patterns in the same aspect. 

Generating CFSs: 

1. Recollect patterns which include a node of interest in each Hopfield Net
work. 

2. Sum all recollected patterns and normaUze the activation values. 

Figure 5 shows the image of memorized patterns and a generated CFS. 
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Aspect 1 

Aspect 2 

Aspect 3 

Universe of 
Discourse 

Figure 5. Image of memorized patterns and a generated CFS. 

Logic-based paradigms for knowledge representation use symbolic processing 
both for concept representation and inference. Their underlying assumption is that 
a concept can be defined precisely. This causes an exponential increase in the 
number of cases, because we have to memorize all cases according to every possi
ble context. In contrast, knowledge representation using CFSs memorizes knowl
edge about generalizations instead of exact cases (Figure 5). The following is an 
example to compare the proposed knowledge representation with ordinary logic-
based paradigms. It shows that context-dependent meanings are generated by ac
tivating several keywords. 

Example: 

Let's think about the meaning of "heavy" again. The subject may be a hu
man, a cat, or an elephant. Moreover, the age of the subject may be a baby or an 
adult, which also influences the meaning of "heavy." Therefore, since the number 
of cases increases exponentially as: 

(cat, human, elephant ) * 
(baby, adult, .) * , 

it is impossible to know how heavy the subjects are in all cases. On the other 
hand, using GFSs, which create meaning by overlapping activations, number of 
cases to be memorized becomes: 

(cat, human, elephant ) + 
(baby, adult ..)+.... , 

and increases hnearly. 
Let's generate CFSs in these contexts. Assume the universe of discourse is 

"weight," from 0-1000 kg. Aspects and memorized patterns are as follows. 
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(Aspect) (Memorized pattern) 
kind cat, human, elephant 
age baby, adult 

<Stepl> Memorize patterns such as those in Figures 6 and 7 for each aspect. 
For example, the pattern "cat" shows that it memorizes its usual heavy weight 
within the activation range of [-1,1]. [-1 ] is the bi-polar expression of [0,1]. 

MMä-s^ 
^ ° і ^ 1 1 Ä T ^ ^ - s § 1 1 g | | - Ş s I 

CO 

Figure 6. Memorized patterns of "heavy cat," "heavy human," and "heavy ele
phant" 

Figure 7. Memorized patterns of "heavy baby," and "heavy adult" 

<Step2>When keywords are input, the input values of the neurons correspond
ing to these keywords are set as 1 and the input values of the other neurons are set 
as -1, and each Hopfield Network recollects the patterns. 



47 

<Step3> Finally, the activations of nodes in all aspects are summed up, and 
they are normahzed in the range of [-1,1]. The normalized outputs become the fi
nal outputs result. 

Figure 8 shows the abihty of CFSs to generate context-dependent meanings 
of "heavy human" in the case of "adult" and "baby." We can recognize that both 
fuzzy sets have different shapes even when considering the same word "human." 
Figure 9 compares the difference between the case of "human" and "elephant." 
Here, [a + b] means that the activation is started from the concepts in nodes "a 
"(ex: adult) and "b" (ex: elephant). 

Figure 8. Example of outputs "heavy human." 

Adult & 
lephant 

Figure 9. Example of outputs "heavy adult.' 
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2.1.3 Conceptual Matching in a Search Engine Using CFS 

In this section, we will focus on the use of CFS in search engines. 

2.1.3.1 Scheme of Search Engine (Kobayashi and Takeda 
2000, Quarino and Vetere 1999) 

Usually, search engines work as follows: (We may want to add information 
about the search engines, my slides) 

Index collecting of Web pages: 

An indexer extracts words from Web pages, analyzes them, and stores the re
sult as indexing information. 

Retrieving information: 

The Web pages, which include input keywords, are extracted. The pages are 
assigned priority and are sorted referencing the indexing information above. 

As we mentioned earlier, information retrieval is generally done by using 
keyword matching, which requires words to match and is different from concep
tual matching. 

Google; 
PageRanks 

Teoma; HITS! 

Figure 10. Search Engines Architecture 
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2.1.3.2 Conceptual Matching 

We propose a search engine system which conceptually matches input keywords 
and Web pages according to the following idea. 

1. Expand input keywords to the elements of CFSs. 
2. Evaluate the matching degree between the set of expanded keywords and the 

set of words included in each Web page. 
3. Sort the Web pages and display them according to the matching degrees. 

The following shows the process in the proposed search engine. 

Index collecting of Web pages: 

1. Extract nouns and adjectives, and count the frequency of each word. 
2. Calculate an evaluation of each word using the - method for each Web 

page. 
3. Store the evaluation into a lexicon. 

Retrieve information: 

1. A user inputs keywords into a browser, which transfers the keywords to a 
CFS unit. 

2. Propagation of activation occurs from input keywords in the CPS unit. The 
meanings of the keywords are represented in other expanded words using 
conceptual fuzzy sets, and the activation value of each word is stored into the 
lexicon. 

3. Matching is executed in the following process for each Web page. Obtain 
the final evaluation of each word by multiplying the evaluation by the TP-

method and the activation value. Sum up the final evaluations of all 
words and attach the result to each Web page as a matching degree. 

4. The matched Web pages are sorted according to the matching degrees, and 
their addresses are returned to the browser with their matching degrees. 

2.1.4 Simulations and Evaluations 

Let's think about the case where we are searching for Web pages of places to 
visit using certain keywords, we indexed 200 actual Web pages, and compared the 
search result of the following two matching methods. 

l.TP-IDP method 
2. our proposed method (Figure 11 using CPS) 
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Evaluation 1: 
If the CFS unit has knowledge in fuzzy sets about places, and if a user inputs 

"famous resort" as a keyword, relating name of places are added as expanded 
keywords with their activation degrees agreeing with membership degrees. 

Famous resort = 0.95/gold coast + 0.95/the Cote ď Azur + 0.9 l/Fiji + .. 

Table 2.a shows the result when "famous resort" and "the Mediterranean 
Sea" are input as keywords. It consists of names of places and activation values, 
and shows the extended keywords generated by the activation of the above two 
keywords. 

Lexicon 

Web Page tf idf 
Method 

Keyword 

(Page A) 
Activatio 
n value 

Evaluation of 
each word 

Totalization & 
Normalization 

CFS's 
Matching 

Degree 

Figure 11. Scheme of the proposed search engine. 

Table 2.a Extended keywords. 

Rankmg 

1 

2 

3 
4 
5 
6 
7 

' ^ 
9 
10 

Word 

The Cote d'Azur 
The 

Mediterranean Sea 
$ Resort 

Crete 
Capri 

Anguilla 
Santorini 
Taormina 

Sicily 
Gold Coast 

Activation 
Value 1 
1.0000 

0.9773 

0.9187 
0.8482 

,, 0.6445 
0.6445 
0.6445 
0.6445 
0.4802 
0.0748 1 
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Next, abstracts of the retrieved Web pages are listed. Note that, no Web 
pages were matched by the simple TF-IDF method starting with the keyword input 
of "famous resort and the Mediterranean Sea (Figure 12.a). 

і ; RatikiBg 1̂  Matchiiig degree 1*0 

Î» i 3 s ; f ^ ^ W i Ä ^ \ » : ^ M i ^ 
^UÄ^^^S^^I^S 

The greatest high-class resort on the 
island of Sicily. It is located 250 meters 
above sea level and is known as the 
"Mediterranean Queen." It has superb 
views of Mount Etna and the Ionian 
Sea. 

Crete island: Rattking 2, Matching degree 

0.83 
It is a big island and located in the 

south. The scenery is different from 
Mykonos and Santorini islands. 

J^ot£d^Az :: Ranking 3, Matching degree 0.53 
[!iI5?^^'^j^^^ ^^^ _lJ^f-J Deep-blue coast. 

The above results show that our proposed 
method effectively retrieves information 
relating to input keywords even when there 
are no matches with the input keyword itself. 

Figure 12.a. 
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Evaluation 2: 

If the CFS unit memorizes knowledge about "vacation" and "sports" such as, 

vacation = 1.0/vacance + 0.6/sea + 0.6/sandy beach + 0.6/the South Pacific + 

sports = 1.0/spots + 0.6/diving + 0.6/trekking + 0.6/golf + .. 

then a ranked hst of Web pages appears. Table 2 shows the extended key
words generated by the activation of "vacation" and "sports." 

Table 2.b Extended keywords. 

Ranking 

1 

1 

3 

3 

5 

5 

5 

5 

5 

1 5 

Word 

Dis/hg 

Surfiig 

Sports 

Vacation 

Golf 

Rock linbiig 

Baseball 

Sea 

Paradise 

Sandy Bearch 

Activation 
Value 1 
0.6079 1 

0.6079 1 

0.5000 1 

0.5000 1 

0.3039 1 

0.3039 

0.3039 1 

0.3039 

0.3039 1 

0.3039 1 

Next, abstracts of the retrieved Web pages are listed. In contrast, no Web 
pages were matched by the - method using "vacation and sports" (Figure 
12.b). 
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Tatóti island: Ranking 1, Matching degree LÖO 
:;,::: < » Fun for jet skiing and surfing. Diving is ^ •^•.?. . .1**..1>* ¥„.^«». !&:^1. . <.#..... 

also enjoyable. 

'Jaim//-^^M^mf/-

Boracay island: Ranking 2, Matching degree 0,91 
l:^..y,^l Diving boats and cruising boats come and 
"̂  ~̂̂  go. Vacationers have to climb on the boat 

from the water because there are no piers. It 
exemplifies resort life. 

Rangiroa island: Ranking 3> Matching degree 
0.84 

Genuine diving! Even snorkeling and 
a glass-bottomed boat allow gHmpses of 
its mystery. 

Figure 12.b. 

From the results, we demonstrate the effectiveness of our proposed method. 
UnHke the first case, the Web pages were not retrieved by place names, but by the 
activities corresponding to the context of "vacation sports." Jet skiing and surfing 
were suggested by the CFS as a relevant sports, but baseball was not. 
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We show that pertinent Web pages can be retrieved independently of the key 
ward, because even though the region "sport" can encompass a huge number of 
different activities. 

2.1.5. General Observations and Summaries 

First, we showed the necessity and also the problems of applying fuzzy sets to in
formation retrieval. Next, we introduced using conceptual fuzzy sets in overcom
ing those problems, and proposed the realization of conceptual fuzzy sets using 
Hopfield Networks. Based on above, we proposed the architecture of the search 
engine which can execute conceptual matching dealing with context-dependent 
word ambiguity. Finally, we evaluated our proposed method through two simula
tions of retrieving actual web pages, and compare the proposed method with the 
ordinary TF-roF method. We showed that our method could correlate seemingly 
unrelated input keywords and produce matching Web pages, whereas the simple 
TF-roF method could not. 

3. Exposure of İllegal Web Sites Using : Conceptual Fuzzy 
Sets-Based Information Filtering System 

Currently, about 1,600 million or more web pages exist on the Internet. People can 
obtain necessary information from this huge network quickly and easily. On the 
other hand, various problems have arisen. For example, there are the adult sites, 
the criminal sites which illegally distribute software (Warez) and music (MP3) and 
the criminal promotion sites which promote illegal behavior such as making a 
bomb etc. Therefore, one of the technologies needed currently is the filtering of 
web sites. 

Some software are put to practical use as an internet filter. However, typical 
software simply match the web sites with illegal URL hsts. This approach does 
not take their contents into consideration at all. These methods lack updating ca-
pabiUties due to the drastic increase of illegal sites. Additionally, some software 
eliminates web sites that contain illegal words. They eHminate web sites by calcu
lating confidence of the illegal words in documents by the TF-IDF method. The 
content-based approach using the TF-ffiF method may eliminate any sites that 
contain harmful words. For example, news sites, which contain harmful words. 
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may be eliminated. In this paper, we propose a filtering system that performs se
mantic analysis of a web document using conceptual fuzzy sets (CFSs). Our ap
proach concerns not only the appearance of words in a document but also the 
meanings of words to recognize the harmful nature of a document. 

We describe the construction of CFSs using Radial Basis Function (RBF)-hke 
networks in section 3.1. Section 3.2 proposes the filtering system that deals with 
the semantics of words. Section 3.3 compares our proposed method with the TF-
JD¥ method, and shows the result of filtering simulations of actual web pages. We 
will conclude the paper in section 3.4. 

3.1 Construction of CFSs based on RBF networks 

In this section, we will present the construction of CFSs based on RBF net
works. 

3.1.1 Construction of the network 

In the CFSs, words may have a synonymous, antonymous, hypemymous and hy-
ponymous relationship to other words. These relationships are too complicated to 
be represented in a hierarchical structure. Therefore, we use RBF-like networks to 
generate CFSs. The image of CFSs is shown in Figure 13. 

The degree of 
relationship 
between concepts 

The name of 
the concept 
explaining 
a centered concept 

The name of 
a centered 
concept 

The fragment of 
concept description 

Figure 13. CFSs based on RBF networks 

White surrounding concepts explain the centered gray concept. The strength of 
the links between concepts reflect their degrees of relationship. The centered con-



56 

cept and its connected concepts constitute a fragment of concept description. A 
CFS is generated by overlapping the fragments of the activated concept desctip-
tion. A CFS expresses the meaning of a concept by the activation values of other 
concepts in these fragments. 

3.1.2 Generation of CFSs 

To generate CFSs, concepts are activated using the RBF networks as follows. In 
general, RBF networks have a structure shown in Figure 14. 

Input X Output Y 

J 

> ^ ^ 

Similarity(X,Ci) 

Similarity(X,C2) 

Similarity(X,Cn) 

^̂  ^ 
\ ^ ^// 

v\i/ ^ 

/ ~^ 

\ \ = ^ íí^^ ^ ^ 

Figure 14. RBF network structure 

1) The degree of relationship between a prototype vector C- (i-th fragment of the 

concept description) and an input vector X is measured as. 

{(ІІ8ї{ , .)) 

and dist means the distance. Function translates the distance to the acti
vation value of the prototype vector. Usually the distance is calculated by 
Euclidean distance. 

dist{x, c.) =11 X - c. II. 
2) The activation values of prototype vectors are weighted with degrees of rela-
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tionship a.., and propagate to the relating nodes. So the activation value 

propagated to j-th node from i-th prototype vector C- becomes, 

^^ { І8ї{ , ^)) 

3) Each node in output layer sums up values translated from all prototype vec
tors as. 

M 
]^a,..X(Z>№/(x,c.)) 

=1 

3.2 System description 

We developed a system filtering web pages using conceptual fuzzy sets based 
on RBF networks. 

Reference 
URL 
List 

Extention 
list of 

compressed 
file 

Software 
and 
Song 
List 

TF-IDF Method 

CFSs 
Unit 

Classifier 
Unit 

(SVM) 

legal 

' illegal 

Figure 15. Filtering system using CFSs 
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3.2.1. Element analysis 

In the element analysis unit following two rates and a matching degree are calcu
lated and transferred to the CFSs unit. 

• Rate of links: 

Rate of links to compressed files = Number of links to compressed files 
Total number of links 

Rate of ünks to major underground sites = Number of links to major illegal sites 
Total number of links 

We deal with the links to compressed files and the links to major underground 
sites. It can be conjectured that web pages containing these Hnks have high illegal
ity. 

• Matching degree with name lists: 

The system matches words in the web site with the list of music titles and soft
ware names to evaluate tendency toward illegality. 

3.2.2 Morphological analysis 

The extracted text notes are divided into morphemes. Stop words are excluded. 
A stop word means a word that occurs frequently despite not having an important 
meaning and a word that consist of just one character. 

3.2.3 Weighting by TF-IDF method 

Weights of the words are obtained using general - method. 
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3.2.4 CFSs Unit 

A word vector, which consists of - values, the link rates and the match
ing degree, is inputed into the CPSs unit. Propagation of activations occurs from 
input word vector throughout fragments of the concept descriptions and then ab
stract concepts "warez", "MP3" and "Emulator" are recognized. CPSs units con
sists of fragments of the concept descriptions, such as "warez", "MP3", etc as 
shown in Figure 16. 

Software 
list 

Software 
Maker 

List 

Slang 
list 

Compresse 
d 

File Type 
list 

Rom 
list 

Harmful 
Word 

list 

(Commercial ^**^ 
Software J 

Appearance J 

Music 
Title 
Ust 

/ — yy T 

( S o f t w a r e s ґ \ 

Maker ) ( Harmful k j 
Appearance V ^ 

d Warez J-J 

Music ^ v 
Title Y 

Appearance J 

Artist 
list 

Artist N 
Appearance U 

Slang \ J / 
Appearance J IV 

(Compressed^ 
File \ 

Appearance J 

MP3 

( Rom X 
Appearance J— 

( Emulator \-\ 

Warez 
-related 
Word 

list , 

MP3-
related 
word 
list F 

Emulator 
-related 
Word 

list ŕ, 

Figure 16. Concept description in the CFS unit 

Por example, the concept description of "MP3" is defined as shown in Table 3. 
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Table 3. Concept description of "MP3" 

Concepts 

mp3 
mp3s 
mp3z 

<song title> 
<artist name> 

napster 
winmx 
artist 
song 

music 
album 
single 
title 
cd 
cds 
cdz 

<compressed 
file> 

zip 
band 

Relation
ship 

1 
0.9 
0.9 
0.8 
0.8 
0.8 
0.8 
0.8 
0.8 
0.7 
0.7 
0.7 
0.6 
0.6 
0.6 
0.6 

0.5 

0.5 
0.5 

Only highly ranked concepts are displayed here. It should be noticed that the 
concept description includes some signatures, such as Hnk rates, to reflect human 
subjectivity. 

3.2.5 Classifier Unit 

We used the Support Vector Machine (SVM) as a classifier. The classifier unit 
inputs the activation values of words in the CFSs unit and distinguishes illegal 
sites from legal ones. 

3.3 Evaluations Procedure 

In this study, we randomly selected 300 actual web sites as samples for evalua
tion, and we compared the proposed method with the support vector machine. The 
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samples contained 85 illegal sites. We assumed seven types of the illegal sites 
shown in Table 4. This classification is not based on the law strictly but on com
mon sense. We evaluated the system by filtering Warez, Emulator and MP3 sites 
in this study. 

Table 4. Seven types of illegal sites 
Group 

Warez 

Eimlater 

I MP3 

Adult 

Hack & Crack 

Drug & Gun 

Klling 

A classification criterion 

Illegal distribution and sale of commercial softwares | 

Illegal distribution of softwares, such as consumer games and video games | 

Disutribution of misic data which infringe on copyright | 

Dirty depictions and expressions | 

Distribution of illegal hacking and cracking softwares 

Instruction of technical know-how 

Sale of drugs and guns 

Introduction of acquisition route 

Expressions about murder, violete depiction, etc. | 

3.3.1 Results 

The results of the experiments are shown in Table 5 and Table 6. 

Table 5. The classification results 

§ 1 document 

legal document 

all document 

proposed system 

success 

81 

214 

295 

failure 

4 

1 

5 

- method | 

success 

74 

215 

289 

failure 1 

U 

0 

11 1 
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Table 6. Comparison by measure 

Megal document 

ligal document 

precision 
recall 
measure 

precision 
recall 
measure 

300 documents | 
proposed system 

0.9878 
0.9529 
0.0299 
0.9817 
0.9953 
0.0115 

TF-IDF method 1 
1.0000 
0.8706 
0.0692 
0.9556 
1.0000 
0.0227 1 

Table 6 compares the experimental results from the viewpoint of precision, re
call and measure. The proposed method exceeded simple - method in 
finding illegal sites, although it is inferior in the case of legal sites. 

Here is an example (in Figure 17) which is distinguished correctly by the pro
posed system but not by simple - method. 

v..,̂  S.İ C.Ĉ  ' v j J^Vii^^fžp^^^^'tč^flsai^^ 

. 2 - І . Cí^**^^^u^v • \ * *»*« .37łi»~i ' 

sı V/mrtô iva >'P Profełnongj *1 Britney Sptars '«V <^S} [> 
»Z. Adafeŕ Phatath&p 6 0 #2 Blaedhountl ttethinfli ^ " S ^ ! ' ^ ' ^ 
*? Macromedia Flash4 *s! ' Chapman: f«lhnq * * ^ r 

«4, Napster flałłst vtraicni »i, Eminem The R»a< | / | ^ 1 

COOLER 1 ^ 5 ^ ^ 

\ ̂ ^^^^І^^ ^^^^^^^ 

5 ^ £ ї ї ;« ї -1 ^ Ї ^ ś o S a 

-.^ F 

^^gS4V<fe>(dgrU« Aıtlfşrt 
i ^ŽS^Ž? x - Air Tacačš I 
\ KS^^gOM»dn»s8 ľ 

[Nčv/Updates] f 

rC;í3Jksi 

tŞertalff'sı ' - , ľ 

[ Free Pornói ' |>-

jÄilre/sSv і5" 5 І ^ ^ ^ ^ ^oennr«r l55«i Hide O.eclory J3 1 

SFyFMBřfřTOC^FCKCillTiriíWARF/tOT/CR.FU. lyý.fí^Q-JQM?^ B 

{ . ^ ' ? ra'Jf-sr/.9^5íř) , - „ , „ , . _ , , „ , , •*-»"• 

Figure 17. Page evaluated by the proposed system. 
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Highly ranked 20 words of TF-IDF value are shown in Table 7. 

Table 7. Word vector of Web site 

Ranking 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 

1 20 

W Old 
Ispc 

ciusader 
rate 

PR 
fit 

com 1 
apps 
port 
tag 

.fennifer 
britney 

pub 
nov 

iazorl911 
3spcs 

echebn 
wolfensteh 

Systran 
sinak 

ciackh 

TF-DF vabel 
0.10751 
0.10146 
0.09140 
0.05966 
0.05759 
0.05553 
0.04492 
0.03896 
0.03660 
0.02922 
0.02885 
0.02820 
0.02722 
0.02687 
0.02687 
0.02687 
0.02598 
0.02564 
0.02304 
0.02304 1 

The reason the - method failed could be due to the fact that this Web 
page is very large. It also contains a legal part in the latter half, and thus the -

values indicating illegality were decreased. Another reason is interpretation of 
rates. Table 8 indicates highly ranked 10 words used as the input of CPSs 

Unit. 
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Table 8. Input values to CFSs 

Ranking 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

Woitl 

<software ]ist> 
apps 
iso 

warez 
psx 
mp3 
gam 

ftp 
abum 

get 

biput-val ie 
(TF-IDF val ie ) 

0.13333 
0.04492 
0.02192 
0.01934 
0.01568 
0.01424 
0.01280 
0.01276 
0.01074 
0.01052 1 

Table 9. Output values of CFSs 

Ranking 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

W Old 
<software üst) 

apps 
warez 

iso 
game 

gam ez 
mp3 
psx 
appz 

serab 

Activation 
valie 

0.14441 
0.05646 
0.03673 
0.02884 
0.02341 
0.02130 
0.02020 
0.01845 
0.01798 
0.01787 1 

Because the famous software names appeared frequently, activation values of 
the concepts besides "warez", such as gamez, appz and serialz, arose. (Table 9). It 
is considered that CFSs can recognize that the concept "warez" fusing word fre
quency and link information reflecting human subjectivity. 
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3.4 General Observations and Summaries 

In this section, we applied the CFSs using RBF networks. Moreover, we proposed 
a system which is capable of filtering harmful web sites. We showed that the se
mantic interpretation of the concept by CFSs exceeded the TF-TOF method which 
is based on the superficial statistical information. 

However, the proposed system has been evaluated using the hmited number of 
target web documents, hi our future work, we need to strengthen the conceptual 
descriptions and generahzations of CFSs that can be used in the entire Internet. 

3.6 Fuzzy-TF.IDF 

The use of Fuzzy-tf-idf is an alternative to the use of the conventional tf-idf. In 
this case, the original tf-idf weighting values will be replaced by a fuzzy set rather 
than original crisp value. To reconstruct such value both ontology and similarity 
measure can be used. To develop ontology and similarity one can used the conven
tional Latent Semantic Indexing (LSI) or Fuzzy-LSI (Nikravesh and Azvine 
2002). The fuzzy-LSI (Figure 18), fuzzy-TF-mF, and CFS can be used through 
an integrated system to develop fuzzy conceptual model for intelUgent search en
gine. One can use clarification dialog, user profile, context, and ontology, into a 
integrated frame work to address some of the issues related to search engines were 
described earlier. In our perspective, we define this framework as Fuzzy Concep
tual Matching based on Human Mental Model (Figurel9). 
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Figure 18. Fuzzy-Latent Semantic bidexing-Based Conceptual Technique 
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Figure 19. Fuzzy Conceptual Matching and Human Mental Model 
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4. Conceptual Fuzzy Sets-Based Navigation System for 
Yahooî 

Humans have a remarkable capability (perception) to perform a wide variety of 
physical and mental tasks without any measurements or computations. Famihar 
examples of such tasks are: playing golf, assessing wine, recognizing distorted 
speech, and summarizing a story. The question is whether a special type informa
tion retrieval processing strategy can be designed that build in perception (Zadeh 
2001b and 1999). 

World Wide Web search engines have become the most heavily-used online 
services, with millions of searches performed each day. Their popularity is due, in 
part, to their ease of use. The central tasks for the most of the search engines can 
be summarize as 1) query or user information request- do what I mean and not 
what I say!, 2) model for the Internet, Web representation-web page collection, 
documents, text, images, music, etc, and 3) ranking or matching function-degree 
of relevance, recall, precision, similarity, etc. Already explosive amount of users 
on the Internet is estimated over hundreds of millions. For example over 30 mil-
Uon new users visiting Google"™ every month. While the number of pages avail
able on the Internet almost double every year, the main issue will be the size of the 
internet when we include multimedia information as part of the Web and also 
when the databases connected to the pages to be considered as part of an inte
grated Internet and Intranet structure. Databases are now considered as backbone 
of most of the E-commerce and B2B and business and sharing information 
through Net between different databases (Internet-Based Distributed Database) 
both by user or chents are one of the main interest and trend in the future. In addi
tion, the estimated user of wireless devices is estimated 1 billion within 2003 and 
95 % of all wireless devices will be Internet enabled within 2005. 

Courtois and Berry (Martin P. Courtois and Michael W. Berry, ONLINE, May 
1999-Copyright © Online Inc.) published a very interesting paper "Results Rank
ing in Web Search Engines". In their work for each search (Altavista, Excite, 
HotBot, Infoseek, and Lycos), the following topics were selected: credit card 
fraud, quantity theory of money, liberation tigers, evolutionary psychology, 
French and Indian war, classical Greek philosophy, Beowulf criticism, abstract 
expressionism, tilt up concrete, latent semantic indexing, fm synthesis, pyloric 
stenosis, and the first 20 and 100 items were downloaded using the search engine. 
Three criteria 1) All Terms, 2) Proximity, and 3) Location were used as a major 
for testing the relevancy ranking (For all five search engines; Mean Hit: %15, 
Proximity: %21.4, and Location: %50.2). The effectiveness of the classification is 
defined based on the precision and recall. Effectiveness is a measure of the system 
ability to satisfy the user in terms of the relevance of documents retrieved. In 
probability theory, precision is defined as conditional probability, as the probabil
ity that if a random document is classified under selected terms or category, this 
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decision is correct. Precision is defined as portion of the retrieved documents that 
are relevant with respect to all retrieved documents; number of the relevant docu
ments retrieved divided by all documents retrieved. Recall is defined as the condi
tional probability and as the probabiUty if a random document should be classified 
under selected terms or category, this decision is taken. Recall is defined as por
tion of the relevant retrieved documents that are relevant with respect to all rele
vant documents exists; number of the relevant documents retrieved divided by all 
relevant documents. The performance of each request is usually given by preci
sion-recall curve. The overall performance of a system is based on a series of 
query request. Therefore, the performance of a system is represented by a preci
sion-recall curve, which is an average of the entire precision-recall curve for that 
set of query request. To improve the performance of a system one can use differ
ent mathematical model for aggregation operator for (AnB) such as fuzzy logic. 
This will sift the curve to a higher or lower value. However, this may be a matter 
of scale change and may not change the actual performance of the system. We call 
this improvement, virtual improvement. However, one can shit the curve to the 
next level, by using a more intelligent model that for example have deductive ca-
pabihty or may resolve the ambiguity. 

Many search engines support Boolean operators, field searching, and other ad
vanced techniques such as fuzzy logic in variety of definition and in a very primi
tive ways. While searches may retrieve thousands of hits, finding relevant partial 
matches and query relevant information with deductive capabilities might be a 
problem. What is also important to mention for search engines is query-relevant 
information rather than generic information. Therefore, the query needs to be re
fined to capture the user's perception. However, to design such a system is not 
trivial, however, Q/A systems information can be used as a first step to build a 
knowledge based to capture some of the common user's perceptions. Given the 
concept of the perception, new machineries and tools need to be developed. There
fore, we envision that non-classical techniques such as fuzzy logic based-
clustering methodology based on perception, fuzzy similarity, fuzzy aggregation, 
and Fuzzy-LSI for automatic information retrieval and search with partial matches 
are required. 

4.1 Navigation System for Yahoo! 

Many search engines such as Yahoo! classify a large number of web sites into 
their own large hierarchical categories (directories). Although category menus are 
provided for users, the users don't commonly know the hierarchical structure nor 
do they understand which item (categories) on the menus to select to find docu
ments they want. 

In this section, we propose a navigation system which conceptually matches in
put keywords with all paths from a root category to leaf categories. Input key-
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words don't always match words on category menus directly. The proposed system 
conceptually matches keywords with paths by taking the meaning of a path into 
consideration and by expanding keywords. For conceptual matching, we use CFSs 
based on RBF networks. 

We describe the CFSs based on RBF networks in section 4.2 and our navigation 
system in section 4.3. In section 4.4, we present our experiments and results. 

4.2 Conceptual fuzzy sets 

For conceptual matching, we use conceptual fuzzy sets (CFSs) based on radial ba
sis function (RBF) networks. In a CFS, the meaning of a concept is represented by 
the distribution of the activation values of the other concepts. To expand input 
keywords, the propagation of activation values is carried out recursively. 

4.2.1 RBF-based CFSs 

In the CFSs, relationships between words may be synonymous, antonymous, hy-
pemymous and hyponymous . These relationships are too comphcated to be repre
sented in a hierarchical structure. Therefore, we use RBF-like networks to gener
ate CFSs. Figure 4 shows the image of CFSs based on RBF networks. 
Each node corresponds to one concept and input/output is represented as the acti
vation values of nodes. 

RBF networks originally learn the prototype vectors and the weights between 
nodes from data. In this section, however, we generate CFSs using a concept base 
which we made manually. 

4.2.2 Concept base 

A concept base is a knowledge base which stores words represented in other 
words with their degrees of relationship. Although word co-occurrence measures 
are widely used to calculate the degrees of relationship between words, we use an 
original method based on some rules found in Japanese language dictionaries. 

The rules are: 

1. A word that has highly relative meaning to a headword usually appears 
first. 
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2. If a single word represents the meaning of a headword, it is a synonym or 
it has strong relationship to the headword. 

We add some words that are relative to headwords because the networks are too 
sparse if we construct them only with a Japanese language dictionary. Then the 
degrees of relationships between words are calculated with the rules above. Table 
10 shows some examples of headwords and their relative words with the degrees 
of relationships. 

Table 10. Example of degrees of relationship 

headword 

words 
explaining the 

headword 

magazine 

magazine 
book 
bookstore 
publication 
newspaper 
information 

1.0 
0.8 

0.72 
0.6 
0.5 
0.4 

book 

book 1.0 
publication 0.84 
magazine 0.72 
journal 0.7 
bookstore 0.64 
dictionary 0.6 

We generate the CFSs considering each vector of a headword as a prototype 
vector of RBF networks, and each degree of relationship between words as a 
weight between output and corresponding unit. 

4.3 Navigation system 

In this section, we describe our navigation system which conceptually matches in
put keywords and all paths. The system consists of a CFS unit, a path base, a 
matching unit and a user interface. Figure 20 shows the architecture of the system. 



71 

keywords I 

V 1 ^ na 

User Interface 

keywords 1 

V 
CFSUnit 

expanded 
keywords 

V 

A 

n̂  
1 

Matching Unit 

navigate 

matching 
results 

the meanings of paths 

Path Base 

Figure 20. Navigation System Architecture 

4.3-1 CFS unit 

When keywords are inputed into the CFS unit, propagation of activation values 
occurs from the keywords. It results in the distribution of the activation values of 
the other words and represents the concept of the keywords. The propagation is 
carried out recursively several times to associate with relative concepts. This re
cursive propagation enables the association of concepts which are connected indi
rectly with input keywords (Figure 21). 

concept A 
concept 

űoncept 
Figure 3. Image of association indirectly connected concepts 
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4.3.2. Path base 

A path is a sequence of category labels from a root category to a leaf category. We 
take the meaning of a path into consideration to search paths to appropriate cate
gories. 

The meaning of a path is the result of expansion in the CFS unit from the cate
gory labels in the path. The path base stores all the paths and their corresponding 
meanings. Figure 22 shows the image of expanded paths. 

expanded 
category labels 

root category 

category labels 

Fiaure4. imaae of exoanded 

4.3.3 Matching unit 

The matching unit calculates the similarity between expanded input keywords 
and each expanded path. We 

use the cosine measure to calculate the similarity: 

N 

j=0 

where C^ =(w^pW^2v--?>^jtiv)is expanded 
1'̂ Pi2•>"'•>^PiN ) î  ^be / th expanded path. 

keywords, and 
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4.3.4 User interface 

The user interface displays recommended paths according to matching degrees 
to navigate the user. 

4.4 Experiments 

ІЇ1 this section, we evaluate the effectiveness of our navigation system using test 
data shown in Table 11. Table 12 shows some examples of paths. They referred 
Yahoo! JAPAN, 

First, we evaluated how many times the propagation of activation values should 
be carried out in the CFS unit. Second, we actually search the paths and evaluate 
the results. 

Table 11. Test data 

the number of paths 213 
the number of words 803 
the number of headwords 214 

Table 3. Example of paths 

Business and Economy > Cooperatives > Architecture > Software 
Computer and Internet > Software > Internet 
Entertainment > Music > Composition 
Government > Law > Tax 
Science > Physics > Libraries 
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4.4.1 Determine the repeat number of propagation 

Figure 23 shows the changes of activation values of some words with "personal 
computer" and "book" as input to the CFS unit. 

The activation value of the word "magazine" gets higher as the propagation is 
carried out and is at the peak in the third to fifth iteration. The word "magazine", 
which highly relates to "book", is associated by iterating propagation of activation 
values in CFS unit. The activation value of the word "information" is also at the 
peak in the third to fifth iteration. Although the word "information" is not con
nected directly to "personal computer" nor "book", the iteration of the propagation 
of activation values enables the association of the word. 

4.4.2 Search the paths 

We assume that a user is interested in books about personal computers, and then 
he/she inputs "personal computer" and "book" as keywords. We fixed the repeat 
number of propagation in the CFS unit on three times and searched the paths with 
these keywords. The result is shown in Table 13. 

The top ranked path leads to the category which is assigned to web sites of 
online computer bookstores. The system could search the path that seems to be the 
best for the input keywords. 

Table 13. Matching results 

Business and Economy > Cooperatives > Books > Booksellers > Computers 
Similarity = 0.951106 

Business and Economy > Cooperatives > Books > Booksellers > Magazines 
Similarity = 0.945896 

Business and Economy > Cooperatives > Books > Booksellers > Movies 
Similarity = 0.918033 

Business and Economy > Cooperatives > Books > Booksellers > Architecture 
Similarity = 0.9093 

Business and Economy > Cooperatives > Books > Booksellers > Literature 
Similarity = 0.904156 
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Note that the first item in the best path is "Business and Economy", which may 
be unexpected for him/her to have to click on to reach the computer bookstores. 
Our system could recommend such a path that lets the user find categories he/she 
wants. 

However, all the top five paths in the search result lead to categories about 
books. The reason of this may be that the concept base includes too many words 
about books. 

4.4.3 3D user interface 

We have developed a 3D user interface to navigate users effectively. The interface 
displays hierarchical structure in the same manner as Cone Tree (Robertson et al 
90 and 91). Figure 24 is a screenshot of the user interface. Users can easily under
stand their position in large categorical hierarchy and the system can prevent them 
from getting lost. And for users who want to get more detail, functions such as ro
tation and zoom are also provided. 

Paths with high similarities to input keywords are highlighted and the system 
can help users to reach appropriate categories. 

4.5 General Observations and Summaries 

We proposed a navigation system which conceptually matches input keywords 
and paths using CFSs based on RBF networks. Taking the meaning of a path into 
consideration and propagating activations of concepts recursively in CFS unit to 
associate relative words with input keywords enabled the system to search the path 
leading to an appropriate category. 

However, the following are some problems which require further study: 

• The scale of the system is small. 
• The associations in CFS unit are affected by un-uniformity of the concept 

base. 
• The number of propagation of activation values in CFS unit is empirical. 

In this study, we used the cosine measure to calculate the similarity. In the fu
ture work, we intent to use other similarity measures (as shown in Table 14 and 
Table 15) especially perception-based and fuzzy-based similarity measures (Nik-
ravesh 2002, Nikravesh et al. 2002). 
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Table 14. Five commonly used measure of similarity and association in IR 

Simple matching Coefficiet: IX Yİ 

Ixfl Yİ 
Dice's Coefficiet: 2 , . ', 

lx Y| 
Jaccard's Coefficiet: \——4 |xur| 
n - n »•. l^nYi 
Cosine Coeffciet І 

Ixfi Y| 
Overlap Coefficiet: min(|x|,|y|) 

Disimilarity Coefficeint: , , ', = 1 - Dice's Coefficient 
|X| + |F| 

|XAY| = |XUYl-|xnYl 

Table 15. Term-Document Matrix Representation (R) and Similarity 
Measure (For definition of the terms used in this table refer to Ref. 
(Zobel and Moffat). 

Similarity -measure:S^^ = f {w^,,w^,,W^,Wa,T^^^ 

Term-weights \w^ = f{N,f,J'^,f^„Ę,n^,s^) 

Document - term - weights : w^^ = /(r^ p w )̂ 

Relative - term - frequencies : r̂ ^ = f{t,T^,f^^,f^,W^) 

Document - lengths and query - lengths \ W^ - f{t,T^,w^^,f^,s,W^) 
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5 Challenges and Road Ahead 

During the August 2001, BISC program hosted a workshop toward better under
standing of the issues related to the Internet (Fuzzy Logic and the Intemet-
FLINT2001, Toward the Enhancing the Power of the Internet). The main purpose 
of the Workshop was to draw the attention of the fuzzy logic community as well 
as the Internet community to the fundamental importance of specific Internet-
related problems. This issue is critically significant about problems that center on 
search and deduction in large, unstructured knowledge bases. The Workshop pro
vided a unique opportunity for the academic and corporate communities to address 
new challenges, share solutions, and discuss research directions for the future. Fol
lowing are the areas that were recognized as challenging problems and the new di
rection toward the next generation of the search engines and Internet. We summa
rize the challenges and the road ahead into four categories as follows: 

• Search Engine and Queues: 

• Intei 

Deductive Capabilities 
Customization and Specialization 
Metadata and Profiling 
Semantic Web 
Imprecise-Querying 
Automatic Parallelism via Database Technology 
Approximate Reasoning 
Ontology 
Ambiguity Resolution through Clarification Dialog; Defini
tion/Meaning & SpecificityUsQľ Friendly 
Multimedia 
Databases 
Interaction 

net and the Academia: 

Ambiguity and Conceptual and Ontology 
Aggregation and Imprecision Query 
Meaning and structure Understanding 
Dynamic ICnowledge 
Perception, Emotion, and IntelUgent Behavior 
Content-Based 
Escape from Vector SpaceDeductive Capabilities 
Imprecise-Querying 
Ambiguity Resolution through Clarification Dialog 
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Intel 
Precisiated Natural Languages (PNL) 

net and the Industry: 

XML=>Semantic Web 
Workflow 
Mobile E-Commerce 

1 
Resource Allocation 
Intent 
Ambiguity Resolution 
Interaction 
Reliability 
Monitoring 
Personalization and Navigation 
Decision Support 
Document Soul 
Approximate Reasoning 
Imprecise QueryContextual Categorization 

• Fuzzy Logic and Internet; Fundamental Research: 

• Computing with Words (CW) 
• Computational Theory of Perception (CTP) 
• Precisiated Natural Languages (PNL) 

The potential areas and applications of Fuzzy Logic for the Internet include: 
• Potential Areas: 

Search Engines 
Retrieving Information 
Database Querying 
Ontology 
Content Management 
Recognition Technology 
Data Mining 
Summarization 
Information Aggregation and Fusion 
E-Commerce 
IntelUgent Agents 
Customization and Personalization 

Potential Applications: 
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Search Engines and Web Crawlers 
Agent Technology (i.e., Web-Based Collaborative and Distrib
uted Agents) 
Adaptive and Evolutionary techniques for dynamic environment 
(i.e. Evolutionary search engine and text retrieval, Dynamic 
learning and adaptation of the Web Databases, etc) 
Fuzzy Queries in Multimedia Database Systems 
Query Based on User Profile 
Information Retrievals 
Suműnary of Documents 
Information Fusion Such as Medical Records, Research Papers, 
News, etc 
Files and Folder Organizer 
Data Management for Mobile AppHcations and eBusiness Mo
bile Solutions over the Web 
Matching People, Interests, Products, etc 
Association Rule Mining for Terms-Documents and Text Min
ing 
E-mail Notification 
Web-Based Calendar Manager 
Web-Based Telephony 
Web-Based Call Centre 
Workgroup Messages 
E-Mail and Web-Mail 
Web-Based Personal Info 
Internet related issues such as Information overload and load 
balancing. Wireless Internet-coding and D-coding (Encryption), 
Security such as Web security and Wireless/Embedded Web Se
curity, Web-based Fraud detection and prediction. Recognition, 
issues related to E-commerce and E-bussiness, etc. 

6 Conclusions 

Intelligent search engines with growing complexity and technological challenges 
are currently being developed. This requires new technology in terms of under
standing, development, engineering design and visualization. While the techno
logical expertise of each component becomes increasingly complex, there is a 
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need for better integration of each component into a global model adequately cap
turing the imprecision and deduction capabihties. In addition, intelligent models 
can mine the Internet to conceptually match and rank homepages based on prede
fined linguistic formulations and rules defined by experts or based on a set of 
known homepages. The FCM model can be used as a framework for intelligent in
formation and knowledge retrieval through conceptual matching of both text and 
images (here defined as "Concept"). The FCM can also be used for constructing 
fuzzy ontology or terms related to th context of the query and search to resolve the 
ambiguity. This model can be used to calculate conceptually the degree of match 
to the object or query. 

In this work, we proposed a search engine which conceptually matches input 
keywords and web pages. The conceptual matching is realized by context-
dependent keyword expansion using conceptual fuzzy sets. First, we show the 
necessity and also the problems of applying fuzzy sets to information retrieval. 
Next, we introduce the usefulness of conceptual fuzzy sets in overcoming those 
problems, and propose the reahzation of conceptual fuzzy sets using Hopfield 
Networks. We also propose the architecture of the search engine which can exe
cute conceptual matching dealing with context-dependent word ambiguity. Fi
nally, we evaluate our proposed method through two simulations of retrieving ac
tual web pages,and compare the proposed method with the ordinary TF-roF 
method. We show that our method can correlate seemingly unrelated input key
words and produce matching Web pages, whereas the TF-IDF method cannot. 

Currently on the Internet there exists a host of illegal web sites which special
ize in the distribution of commercial software and music. This section proposes a 
method to distinguish illegal web sites from legal ones not only by using tf-idf 
values but also to recognize the pu ose/meaning of the web sites. It is achieved 
by describing what are considered to be illegal sites and by judging whether the 
objective web sites match the description of illegality. Conceptual fuzzy sets 
(CFSs) are used to describe the concept of illegal web sites. First, we introduced 
the usefulness of CFSs in overcoming those problems, and propose the realization 
of CFSs using RBF-Uke networks. In a CFS, the meaning of a concept is repre
sented by the distribution of the activation values of the other nodes. Because the 
distribution changes depend on which labels are activated as a result of the condi
tions, the activations show a context-dependent meaning. Next, we proposed the 
architecture of the filtering system. Additionally, we compared the proposed 
method with the tf-idf method with the support vector machine. The e-measures as 
a total evaluation indicate that the proposed system showed better results as com
pared to the tf-idf method with the support vector machine. 

Finály, we proposed a menu navigation system which conceptually matches in
put keywords and paths. For conceptual matching, we used conceptual fuzzy sets 
(CFSs) based on radial basis function (RBF) networks. In a CFS, the meaning of a 
concept is represented by the distribution of the activation values of the other con
cepts. To expand input keywords, the propagation of activation values is carried 
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out recursively. The proposed system recommends users paths to appropriate cate
gories. We used 3D user interface to navigate users. 

7. Future Works 

7.1 TIKManD (Tool for Intelligent Knowledge Management 
and Discovery) 

In the future work, we intent to develop and deploy an intelligent computer system 
is called ''TIKManD (Tool for Intelligent Knowledge Management and Discov-
eryy\ 

The system can mine Internet homepages, Emails, Chat Lines, and/or author
ized wire tapping information (which may include Multi-Lingual information) to 
recognize, conceptually match, and rank potential terrorist and criminal activities 
(both common and unusual) by the type and seriousness of the activities. This will 
be done automatically or semi-automatically based on predefined linguistic formu
lations and rules defined by experts or based on a set of known terrorist activities 
given the information provided through law enforcement databases (text and 
voices) and huge number of "tips" received immediately after the attack. Concep
tual Fuzzy Set (CFS) model will be used for inteUigent information and knowl
edge retrieval through conceptual matching of text, images and voice (here de
fined as "Concept"). The CFS can be also used for constructing fuzzy ontology or 
terms relating the context of the investigation (Terrorism or other criminal activi
ties) to resolve the ambiguity. This model can be used to calculate conceptually 
the degree of match to the object or query. In addition, the ranking can be used for 
intelhgently allocating resources given the degree of match between objectives 
and resources available (Nikravesh et al. 2002, Nikravesh 2002). 

The use of the Conceptual Fuzzy Set (CFS) is a necessity, given the ambiguity 
and imprecision of the "concept" in law enforcement databases and information 
related to terrorism, which may be described by Multi-Lingual textual, images and 
voice information. In the CFS approach, the "concept" is defined by a series of 
keywords with different weights depending on the importance of each keyword. 
Ambiguity in concepts can be defined by a set of imprecise concepts. Each impre
cise concept in fact can be defined by a set of fuzzy concepts. The fuzzy concepts 
can then be related to a set of imprecise words given the context. Imprecise words 
can then be translated into precise words given the ontology and ambiguity resolu
tion through clarification dialog. By constructing the ontology and fine-tuning 
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the strength of hnks (weights), we could construct a fuzzy set to integrate piece-
wise the imprecise concepts and precise words to define the ambiguous concept. 

7-2 Web Intelligence: Google™ and Yahoo! Concept-
Based Search Engine 

There are two type of search engine that we are interested and are dominating the 
Internet. First, the most popular search engines that are mainly for unstructured 
data such as Google "̂ ^ and Teoma which are based on the concept of Authorities 
and Hubs. Second, search engines that are task spcifics such as 1) Yahoo!: manu-
ally-pre-classified, 2) NorthemLight: Classification, 3) Vivisimo: Clustering, 4) 
Self-organizing Map: Clustering + Visualization and 5) AskJeeves: Natural Lan
guages-Based Search; Human Expert. 

Google uses the PageRank and Teoma uses HITS (Ding et al. 2001) for the 
Ranking. Figure 25 shows the Authorities and Hubs concept and the possibility of 
comparing two homepages. 

Figures 26 shows the possible model for similarity analysis is called "fuzzy 
Conceptual Similarity". Figure 27 shows the matrix representation of Fuzzy 
Conceptual Similarity model. Figure 28 shows the evolution of the Term-
Document matrix. Figure 29 shows the structure of the Concept-based Google ^^ 
search engine for Multi-Media Retrieval . Finally, Figure 30 shows the structure 
of the Concept-Based Intelligent Decision Analysis. To develop such models, 
state-of-the-art computational intelligence techniques are needed. These include 
and are not limited to: 

• Latent-Semantic Indexing and SVD for preprocessing, 

• Radial-Basis Function Network to develop concepts, 

• Support Vector Machine (SVM) for supervised classification, 

• fuzzy/neuro-fuzzy clustering for unsupervised classification based on 
both conventional learning techniques and Genetic and Reinforcement 
learning, 

• non-Hnear aggregation operators for data/text fusion, 

• automatic recognition using fuzzy measures and a fuzzy integral ap
proach 
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• self organization map and graph theory for building community and clus
ters, 

• both genetic algorithm and reinforcement learning to learn the prefer
ences, 

• fuzzy-integration-based aggregation technique and hybrid fuzzy logic-
genetic algorithm for decision analysis, resource allocation, multi-criteria 
decision-making and multi-attribute optimization. 

• text analysis: next generation of the Text, Image Retrieval and concept 
recognition based on soft computing technique and in particular Concep
tual Search Model (CSM). This includes 

• Understanding textual content by retrieval of relevant texts or 
paragraphs using CSM followed by clustering analysis. 

• Hierarchical model for CSM 
• Integration of Text and Images based on CSM 
• CSM Scalability, and 
• The use of CSM for development of 

• Ontology 
• Query Refinement and Ambiguity Resolution 
• Clarification Dialog 
• Personahzation-User Profiling 
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Figure 25. Similarity of web pages. 
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Figure 27. Matrix representation of Fuzzy Conceptual Similarity model 
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Abstract: Searching a database records and ranking the results based on multi-
criteria queries is central for many database applications used within organizations 
in finance, business, industrial and other fields. For Example, the process of rank
ing (scoring) has been used to make billions of financing decisions each year serv
ing an industry worth hundreds of billion of dollars. To a lesser extent, ranking has 
also been used to process hundreds of millions of applications by U.S. Universities 
resulting in over 15 million college admissions in the year 2000 for a total revenue 
of over $250 billion. College admissions are expected to reach over 17 million by 
the year 2010 for total revenue of over $280 billion. In this paper, we will intro
duce fuzzy query and fuzzy aggregation as an alternative for ranking and predict
ing the risk for credit scoring and university admissions, which currently utilize an 
imprecise and subjective process. In addition we will introduce the BISC Deci
sion Support System. The main key features of the BISC Decision Support Sys
tem for the internet applications are 1) to use intelligently the vast amounts of im
portant data in organizations in an optimum way as a decision support system and 
2) To share intelligently and securely company's data internally and with business 
partners and customers that can be process quickly by end users. The model con
sists of five major parts: the Fuzzy Search Engine (FSE), the AppUcation Tem
plates, the User Interface, the database and the Evolutionary Computing (EC). 

1 Introduction 

Most of the available systems 'software' are modeled using crisp logic and que
ries, which results in rigid systems with imprecise and subjective process and re-

http://berkelev.edu
http://www-bisc.cs.berkeley.edu
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suits. In this chapter, we introduce fuzzy querying and ranking as a flexible tool 
allowing approximation where the selected objects do not need to match exactly 
the decision criteria resembling natural human behavior. 

The model consists of five major parts: the Fuzzy Search Engine (FSE), the 
Application Templates, the User Interface, the database and the Evolutionary 
Computing (EC). We developed the software with many essential key features. 
The system is designed as generic system that can run different application do
mains. To this end, the Application Template module provides all needed infor
mation for a certain application as object attributes and properties, and serve as a 
guideline structure for building a new application. 

The Fuzzy Search Engine (FSE) is the core module of the system. It has been 
developed to be generic so that it would fit any application with minimal changes. 
The main FSE components are the membership functions, similarity functions and 
aggregators. Administrator can also change the membership function to be used to 
do searches. 

Through the user interface a user can enter and save his/her profile, input crite
ria for a new query, run different queries and display results. The user can manipu
late manually the result by eliminating what he/she disproof and the ranking ac
cording to his/her preferences. 

This process is monitored and learned by the Evolutionary Computing (EC) 
module recording and saving user preferences to be used as basic queries for that 
particular user. We present our approach with three important applications: rank
ing (scoring) which has been used to make financing decisions concerning credit 
cards, cars and mortgage loans; the process of college admissions where hundreds 
of thousands of applications are processed yearly by U.S. Universities; and date 
matching as one of the most popular internet programs. However, the software is 
generic software for much more diverse applications and to be delivered as stand 
alone software to both academia and businesses. 

Consider walking into a car dealer and leaving with an old used car paying a 
high interest rate of around 15% to 23% and your colleague leaves the dealer with 
a luxury car paying only a 1.9% interest rate. Consider walking into a real estate 
agency and finding yourself ineligible for a loan to buy your dream house. Also 
consider getting denied admission to your college of choice but your classmate 
gets accepted to the top school in his dream major. Welcome to the world of rank
ing, which is used both for deciding college admissions and determining credit 
risk. In the credit rating world, FICO (Fair Isaac Company) either makes you or 
breaks you, or can at least prevent you from getting the best rate possible (Fair 
Isaac). Admissions ranking can either grant you a better educational opportunity 
or stop you from fulfilling your dream. 
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When you apply for credit, whether it's a new credit card, a car loan, a student 
loan, or a mortgage, about 40 pieces of information from your credit card report 
are fed into a model. That model provides a numerical score designed to predict 
your risk as a borrower. When you apply for university or college admission, more 
than 20 pieces of information from your application are fed into the model. That 
model provides a numerical score designed to predict your success rate and risk as 
a student. In this paper, we will introduce fuzzy query and fuzzy aggregation as an 
alternative for ranking and predicting risk in areas which currently utilize an im
precise and subjective process. 

The areas we will consider include.* credit scoring (Table 1), credit card ranking 
(Table 2), and university admissions (Table 3). Fuzzy query and ranking is robust, 
provides better insight and a bigger picture, contains more intelligence about an 
underlying pattern in data and is capable of flexible querying and intelligent 
searching (Nikravesh, 2001a). This greater insight makes it easy for users to 
evaluate the results related to the stated criterion and makes a decision faster with 
improved confidence. It is also very useful for multiple criteria or when users want 
to vary each criterion independently with different degrees of confidence or 
weighting factor (Nikravesh, 2001b). 

2 Fuzzy Query and Ranking 

In the case of crisp queries, we can make multi-criterion decision and ranking 
where we use the functions AND and OR to aggregate the predicates. In the ex
tended Boolean model or fuzzy logic, one can inte ret the AND as a fuzzy-MIN 
function and the OR as a fuzzy-MAX function. Fuzzy querying and ranking is a 
very flexible tool in which linguistic concepts can be used in the queries and rank
ing in a very natural form. In addition, the selected objects do not need to match 
the decision criteria exactly, which gives the system a more human-like behavior. 

2.1 Measure of Association and Fuzzy Similarity 

As in crisp query and ranking, an important concept in fuzzy query and ranking 
applications is the measure of association or similarity between two objects in 
consideration. For example, in a fuzzy query application, a measure of similarity 
between two a query and a document, or between two documents, provides a basis 
for determining the optimal response from the system. In fuzzy ranking applica
tions, a measure of similarity between a new object and a known preferred (or 
non-preferred) object can be used to define the relative goodness of the new ob
ject. Most of the measures of fuzzy association and similarity are simply exten
sions from their crisp counte arts. However, because of the use of perception 
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based and fuzzy information, the computation in the fuzzy domain can be more 
powerful and more complex. This section gives a brief overview of various meas
ures of fuzzy association and similarity and various types of aggregation operators 
involved, along with the description of a simple procedure of utilizing these tools 
in real applications. 

Various definitions of similarity exist in the classical, crisp domain, and many 
of them can be easily extended to the fuzzy domain. However, unlike in the crisp 
case, in the fuzzy case the similarity is defined on two fuzzy sets. Suppose we 
have two fuzzy sets A and with membership functions IXA(X) and ІІ ( ) , respec
tively. Table 4 lists a number of commonly used fuzzy similarity measures be
tween A and B. The arithmetic operators involved in the fuzzy similarity measures 
can be treated using their usual definitions while the union and the intersection 
operators need to be treated specially. It is important for these operator pairs to 
have the following properties: (1) conservation, (2) monotonicity, (3) commuta-
tivity, and (4) associativity (cf. Table 5 for the definitions of these properties). It 
can be verified that the triangular norm (T-norm) and triangular co-norm (T-
conorm) (Nikravesh, 2001b; Bonissone and Decker, 1986; Mizumoto, 1989; Fa-
gin, 1998 and 1999) conform to these properties and can be applied here. A de
tailed survey of some commonly used T-norm and T-conorm pairs will be pro
vided shortly along with other aggregation operators. 

Table 4. Measures of Association 

Simple Matching Coefficient: 

Dice's Coefficient: 

Jaccard's Coefficient: 

Cosine Coefficient: 

Overlap Coefficient: 

Disimilarity Coefficient: 

1 - Dice's Coefficient: 

\ 

J^^B\ 
' + 

\A \ 
\A^B\ 
\A 

\A\''^ ' \B\''^ 
|4 | 

min{Al\B\) 
\ \ 

+| | 
\AAä=\A^Í ]-\ 
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While any of the five fuzzy similarity measures can be used in an application, 
they have different properties. The Simple Matching Coefficient essentially gen
eralizes the inner product and is thus sensitive to the vector length. The Cosine 
Coefficient is a simple extension to the Simple Matching Coefficient but normal
ized with respect to the vector lengths. The Overlap Coefficient computes the de
gree of overlap (the size of intersection) normalized to the size of the smaller of 
the two fuzzy sets. The Jaccard's Coefficient is an extension to the Overlap Coef
ficient by using a different normalization. The Dice's Coefficient is yet another 
extension to the Overlap Coefficient, and both the Jaccard's and Dice's Coeffi
cients are frequently used in traditional information retrieval applications. 

In the definition of all five similarity metrics, appropriate aggregation operator 
pairs are substituted in place of the fuzzy intersection (n) and fuzzy union opera
tors (u). As discussed previously, a number of different T-norm and T-conorm 
pairs are good candidates for this application. There exist many different types of 
T-norm and T-conorm pairs (Mizumoto, 1989), and they are all functions from 
[0,l]x[0,l] -^[0,1] and conform to the list of properties in Table 5. Table 6 
shows a number of commonly used T-norm and T-conorm pairs that we consider 
here. Note that each pair of T-norm and T-conorm satisfies the DeMorgan's law: 
-^T{x,y) = 5f~jc,~j) where "~" is the negation operator defined by -x = 7-

The minimum and the maximum are the simplest T-norm and T-conorm pair. 
It can be verified that the minimum is the largest T-norm in the sense that 
T(x,y):śnm(x,y) for any T-norm operator T. Similarly, the maximum is the small
est T-conorm. Both the minimum and the maximum are idempotent since 
min(x,x)=x and max(x,x)=x for any x. 

Contrary to the minimum the drastic product produces as small a T-norm value 
as possible without a violation of the properties in Table 5. Similarly, the drastic 
sum produces as large a T-conorm value as possible. Thus, the value produced by 
any other T-norm (T-conorm) operator must lie between the minimum (maximum) 
and the drastic product (drastic sum). 

The bounded difference and its dual, the bounded sum, are sometimes referred 
to as the Lukasiewicz T-norm and T-conorm. It is important to note that they con
form to the law of excluded middle of classific bivalent logic, i.e. T(x,--x)=0 and 
S(x,'-x)=l. 

The algebraic product and algebraic sum have intuitive inte retations in the 
probabilistic domain as being the probability of the intersection and the union of 
two independent events, respectively. In addition, they are smooth functions that 
are continuously differentiable. 
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Besides the fixed T-norm and T-conorm pairs described above, there are also a 
number of parametric T-norm and T-conorm pairs that contain a free parameter 
for adjusting the behavior (such as softness) of the operators. A commonly used 
pair due to Hamacher is defined as: T(x,y) - xy /[ -\-(1- )( -\- ' )] and S(x,y) = 
[x-^y-xy-(l-p)xy]/[l'(l'p)xy] where/?20 is free parameter. In particular, we obtain 
the Hamacher product/sum and the Einstein product/sum (cf. Table 6) by setting p 
to 0 and 2, respectively. 

So far we have introduced several different types of fuzzy association/similarity 
metrics involving a variety T-norm and T-conorm pairs. An appropriate similarity 
metric can be selected to compute the distance between two objects according to 
the requirements of a particular application. In most practical applications we may 
have to consider more than one attribute when comparing two objects. For exam
ple, computing the similarity between two students' academic achievements may 
require separate comparisons for different subjects, e.g. sciences, mathematics, 
humanities, etc. Thus, it is useful to have a principled manner for aggregating par
tial similarity scores between two objects computed on individual attributes. We 
call such a function an aggregation operator (or simply an aggregator) and define 
it as a function/- [OJ]x.„x[OJ]-^[OJ]. 

As for the similarity metric, there are a variety of aggregation operators to 
choose from, depending on the nature of a particular application (Detyniecki M, 
2000). Given our discussion of the T-norm and T-conorm operators, it should not 
be su rising that many T-norms and T-conorms can be used as aggregation op
erators. In particular, the associative property (cf. Table 5) of T-norms and T-
conorms make them applicable in aggregating more than two values. Intuitively, 
T-norm aggregators have a minimum-like (or conjunctive) behavior while T-
conorms have a maximum-like (or disjunctive) behavior, and these behaviors 
should be taken into account in selecting an appropriate aggregator to use. 

Table 5. Properties of aggregation operators for triangular norms and triangu
lar co-norms. 

»Conservation »Conservation 

t(0,0) = 0;t(x,1) = t(1, x)^x s(1,) = 1; s(x,0) = s(0, x)=x 

* Monotonicity • Monotonicity 
t(x„x,)^t(x'„x',)ifx,ux', andx.^x", s(x„x,)^s(x;,x',)if x,^ x", andx.^x', 

' Commutativity . Commutativity 
t(x„xj = t(x,,x,) s(x„xj=s(x„x,) 

' Associativity . Associativity 

t(t(x,,x,),x,)^t(x„t(x„x,)) s{s(x,,x,),x,)=s(x„s(x,,x,)) 
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Table 6. Triangular norm/triangular co-norm pairs. 

Minimum: ř(x,, x^) = і { ^, x^ } 
Maximum: s(x„ x^) = max{x^, x^} 

Drastic Product: ř(x,, x^) 

Drastic sum: s(x,, x^) = 

[ mir){x^, X2 } if max{x^»x^ } = í 

0 otľiewise 

/ { ,, x2 } if min{xj, x^} = 

1 othewise 

Bounded difference: ř(x^, x^) = max{0, x, + x-j -1} 
Boubded sum: s(x,,x^) = min{l,x, + x^} 

Einstein product: ř(x,, x^) = (x, • x2)/(2 - (x, + x̂  - x, • x^)) 
Einstein sum: s(x„x^) = (x, + x2)1(1 + x, • x^) 

Algebraic product: ř(x^,x^) = x, • x̂  
algebraic sum: s(x„ x^) = x, + x̂  - x, • x^ 

Hamachier product: ř(x,,x^) = (x, • X2)/(x, + x^ - x, • x^) 
Hamactier sum: s(x„x^) = (x, + x̂  - 2 x , • X2)/(l - x, • x^) 

Table 7. Fuzzv-Min and Fuzzv-Max Ooerators. 

Conjunction rule : \ij^^ (x) = min {|LIA(X), \І^ (X)} 

Disjunction rule : \x^^^ (x) = max {\ij^(x)^ \i^ (x)} 

Negation rule : \i^^ (x) = 1-[1A(X) 

[ ( ) = ( ) 

JA AA(Bv ) (x) = ( ) (x) V [1 ( ^ ) W If: JİA(X) < ( ') AND ( ) < ( ') 
1і : | і ( ) < [ ( ') 

If Query ( ) and Query ( ) are equivalent: 
( ) = ( ) 
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One of the simplest aggregation operators is the arithmetic & :/( 1,..., ) = 
(XJ-\-...-\-XM)/N. This simple averaging operator is often considered as the most un
biased aggregator when no further information is available about an application. It 
is also most applicable when different attributes all have relatively even impor
tance or relevance to the overall aggregated result. 

A simple extension of the arithmetic mean, the linearly weighted mean, at
taches different weights to the attributes, and is defined by: f(xj,...,XN) = 
(wjXi-\-...-\-Wis/Xi^)/N where wi,...,wi^>0 і linear weights assigned to different at
tributes and the weights add up to one. The weights can be inte reted as the rela
tive importance or relevance of the attributes and can be specified using domain 
knowledge or from simple linear regression. 

Extension to the arithmetic mean also includes the geometric : /( :7,..., ^̂  
= (X]...XM) ^^"^ which is equivalent to taking the arithmetic mean in the logarithmic 
domain (with an appropriate exponential scaling), and the harmonic mean: 
f(xi,,,.,XN) = /(1/ ]+.,.-\-1/ ) which is particularly appropriate when the Xi's are 
rates (e.g. units/time). Both geometric mean and harmonic mean also have their 
weighted versions. 

Another family of non-linear aggregation operator involves ordering of the ag
gregated values. This family includes the median, the k-order statistic, and more 
generally the ordered weighted average. For ^ values in ascending order the me
dian is taken to be the (N+i j/2'th value if ^ is odd or the average of the N/2 and 
N/2+ľih value if ^ is even. The k-order statistics generalizes the median operator 
to take the k'th value, thus including median, minimum, and maximum as special 
cases. The ordered weighted average (OWA), first introduced by Yager (1988), 
generalizes both the k-order statistic and the arithmetic mean and is defined as: 
/( і,..., ) = wiXfj(j)-{-...-\-WMXa(N) whcrc w's non-negative and add up to one, and 
x̂ /̂; denotes the /4h value of x's in ascending order. By using appropriate weights 
OWA provide a compromise between the conjunctive behavior of the arithmetic 
mean and the disjunctive behavior of the k-order statistic. 

Finally, it is of interest to include in our discussion a family of aggregators 
based on fuzzy measures and fuzzy integrals since they subsume most of the ag
gregators described above. The concept of fuzzy measure was originally intro
duced by Sugeno (Sugeno, 1974) in the early 1970's in order to extend the classi
cal (probability) measure through relaxation of the additivity property. A formal 
definition of the fuzzy measure is as follows: 

Definition 1. Fuzzy measure: Let X be a non-empty finite set and І2 Boolean al
gebra (i.e. a family of subsets of X closed under union and complementation, in
cluding the empty set) defined on X. A fuzzy measure, g, is a set function 

.̂•Í2—> [0,7] defined on which satisfies the following properties: (1) Boundary 
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conditions: g(0) = O, g(X ) = 1. (2) Monotonicity: If AQB , then 
g( A)< g( ) .(3) Continuity: If F^ є İ2 for 1< < and the sequence f F^ J is 
monotonie (in the sense of inclusion), then lim^^^ g( F^ ) = g(lim^_^^ F^). And 
(X, g )is said to be a fuzzy measure space. 

To aggregate values with respect to specific fuzzy measures a technique based 
on the concept of the fuzzy integral can be applied. There are actually several 
forms of fuzzy integral; for brevity let us focus on only the discrete Choquet inte
gral proposed by Murofushi and Sugeno (1989). 

Definition 4 (Choquet) Fuzzy integral: Let (X, g ) be . fuzzy measure space, 
with X =f Xj,-",Xi^ J. Let h: X -^[OJ] be a measurable function. Assume 
without loss of generality that 0<h(Xj )<---<h(x^ )^i, and 
A^ = /X.,x̂ ĵ,---yXf̂  } . The Choquet integral of h with respect to the fuzzy meas
ure g is defined by 

lhog^f^[h(x,)-h(x,_,)]g(A,) (1) 

where h( XQ ) = 0 . 

An interesting property of the (Choquet) fuzzy integral is that if g is a probabil
ity measure, the fuzzy integral is equivalent to the classical Lebesgue integral and 
simply computes the expectation of h with respect to g in the usual probability 
framework. The fuzzy integral is a form of averaging operator in the sense that the 
value of a fuzzy integral is between the minimum and maximum values of the h 
function to be integrated. It can be verified that most of the aggregation operators 
we have described so far, including the minimum, maximum, median, arithmetic 
mean, weighted average, k-order statistic, ordered-weighted average, are all spe
cial cases of the Choquet fuzzy integral. A distinct advantage of the fuzzy integral 
as a weighted operator is that, using an appropriate fuzzy measure, the weights 
represent not only the importance or relevance of individual information sources 
but also the interactions (redundancy and synergy) among any subset of the 
sources. However, the representational power of fuzzy integrals and fuzzy meas
ures comes at the expense of having a greater number of free parameters to spec
ify. For N attributes a full specification of fuzzy measures requires 2^N-2 num
bers. Alternatives such as using a decomposable k-additive fuzzy measure have 
been proposed to trade off the number of parameters and the representational 
power (Grabisch, 1996). Further description of these alternatives, as well as tech
niques for specifying and learning fuzzy measures, are beyond the scope of this 
paper and interested readers can refer to (Grabisch et al., 2000). 

Having introduced a variety of tools that are required to evaluate fuzzy associa
tion/similarity between two objects, a simple algorithm in pseudo code is provided 
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below to illustrate how these machineries can be used in a practical implementa
tion. 

Input: two objects A and 
A: N discrete attributes 

For the î ^ attribute, Â  is an array of length M\ where M* is the number 
of possible linguistic values of the î*̂  attribute. 
i.e. each A/, і in 1,.. .,N and j in 1,.. . ,M\ gives the degree of A's î*̂  at
tribute having ĵ *^Hnguistic value. 

B: similar to A with the same dimensions. 

Other parameters: 
AggregatorType 
SimilarityType 
TNormType 
OptionalWeights 

Output: An aggregated similarity score between A and 

Algorithm: 
For each i=l toN 

SAB^= ComputeSimilarity(A\ B' ,SimilarityType, TNormType) 
End 
Return Aggregate(SAB, AggregatorType, OptionalWeights) 

Sub ComputeSimilarity(X, Y, SimilarityType, TNormType) 
Switch SimilarityType: 
Case SimpleMatchingCoefficient: 

Return |X n Y| 

Case CosineCoefficient: 
Return |X n Y| / (\Xf' |Yľ̂ O 

Case OverlapCoefficient: 
Return |X n Y|/min(|X|,|Y|) 

Case Jaccard's Coefficient: 
Return |X n Y| / (|X u Y|) 

Case Dice's Coefficient: 

Return 2|X n Y| / (|X| + |Y|) 

End 

Sub Aggregate(S, AggregatorType, OptionalWeights) 
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Switch AggregatorType: 
Case Min: 

Return min(S) 
Case Max: 

Return max(S) 
Case Mean: 

Return mean(S) 
Case Median: 

Return median(S) 
Case WeightedAverage: 

Return Weighted Average(S, Optional Weights) 
Case Ordered Weighted Average: 

Return OrderedWeightedAverage(S, Optional Weights) 
Case Choquetlntegral: 

Return ChoquetIntegral(S, OptionalWeights) 
Case Sugenolntegral: 

Return SugenoIntegral(S, OptionalWeights) 

End 

This algorithm takes as input two objects, each with ^ discrete attributes. Simi
larity scores between the two objects are first computed with respect to each at
tribute separately, using a specified similarity metric and T-norm/conorm pair. As 
described previously, the computation of a similarity score with respect to an at
tribute involves a pair wise application of the T-norm or T-conorm operators on 
the possible values of the attribute, followed by other usual arithmetic operation 
specified in the similarity metric. Finally, an aggregation operator with appropriate 
weights is used to combine the similarity measures obtained with respect to differ
ent attributes. 

In many situations, the controlling parameters, including the similarity metric, 
the type of T-norm/conorm, the type of aggregation operator and associated 
weights, can all be specified based on the domain knowledge of a particular appli
cation. However, in some other cases, it may be difficult to specify a priori an op
timal set of parameters. In those cases, various machine learning methods can be 
employed to automatically "discover" a suitable set of parameters using a super
vised or unsupervised approach. For example, the Genetic Algorithm (GA) and 
DNA-based computing, as described in later sections, can be quite effective. 
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2.2 Precisions and Recall Measure 

Table 8 and Figure 1 show the definition of precision, recall and their relation
ship. Given a user's criteria, the data provided for modeling, and the strategy de
fined in Figure 2, the recall/precision relationship has been optimized. Therefore, 
a user will get better precision and recall in fuzzy or imprecise situations. 

Table 8. Measures of Precision, Recall and several other relevant attributes. 

Precision: P 

Recall: R: laná 

Fallout: F = ^-~^ 
\A\ 

Generality: G = 

Re trieved/ Re levent: 

Re trieved/ Non - Re levent :^r\B 

Not - Re trieved/ Re levent: 4 n Š 

Not - Re trieved/ Not - Re levent; n fl 

^Due to aggregation 
Operator 

"05 
" 

Recall 

Figure 1. Inverse relationship between Precision and Recall. 
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Figure 2. Schematic diagram of the performance of the Fuzzy-Latent Seman
tic Indexing method. 

2.3 Search Strategy 

There are several ways to search and query in databases such as Latent Semantic 
Indexing (LSI), full text scanning, inversion, and the use of signature files. While 
LSI has limitations, it is highly rewarding, since it is easy to implement and up
date; it is fast; it works in a reduced domain; it is scaleable; and it can be used for 
parallel processing. One solution to its Boolean model is to use an extended Boo
lean model or fuzzy logic. In this case, one can add a fuzzy quantifier to each term 
or concept. In addition, one can inte ret the AND as a fuzzy-MIN function and 
the OR as a fuzzy-MAX function respectively. 

The most straightforward way to search is/w/Z text scanning. The technique is 
simple to implement; has no space overhead; minimal effort on insertion or update 
is needed; a finite state automaton can be built to find a given query; and Boolean 
expressions can be used as query resolution. However, the algorithm is too slow. 

The inversion method is the most suitable techniques followed by almost all 
commercial systems (if no semantics are needed).It is easy to implement and fast. 
However, storage overhead is up to 300% and updating the index for dynamic sys
tems and merging of lists are costly actions. In this study, in addition to inversion 
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techniques, Fuzzy-Latent Semantic Indexing (FLSI) originally developed for text 
retrieval has been used (Nikravesh, 2001a and 2001b). Figure 2 shows a sche
matic diagram of the performance of FLSI. Figure 3 and Figure 4 show the per
formance of FLSI for text retrieval pu oses. The following briefly describes the 
FLSI technique (Nikravesh, 2001a and 2001b): 

Fuzzy-based decompositions are used to approximate the matrix of document 
vectors. 

Terms in the document matrix may be presented using linguistic terms (or 
fuzzy terms such as most likely, likely, etc) rather than frequency terms or crisp 
values. 

Decompositions are obtained by placing a fuzzy approximation onto the eigen-
subspace spanned by all the fuzzy vectors. 

Empirically, we establish our technique such that the approximation errors of 
the fuzzy decompositions are close to the best possible; namely, to truncated sin
gular value decompositions. 

The followings are the potential applications of the FLSI: 

1. Search Engines: The recent explosion of online information on the World 

Wide Web has given rise to a number of query-base search engines. 

However, this information is useless unless it can be effectively and effi

ciently searched. 

2. Fuzzy Queries in Multimedia Database Systems: Even though techniques 

exist for locating exact matches for traditional database, finding relevant 

partial matches for Multimedia database systems might be a problem. It 

may not be also easy to specify query requests precisely and completely -

resulting in a situation known as a fuzzy-querying. 

3. Query Based on User Profile: It employs as combinations of technolo

gies that take the result of the queries and organize them into categories 

for presentation to the user. The system can then save such document or

ganizations in user profiles, which can then be used to help classify future 

query results by the same user. 

4. Information Retrievals: The goal in information retrieval is to find docu

ments that are relevant to a given user query. 
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5. Summary of Documents: Human-quality text summarization systems are 

difficult to design, and even more difficult to evaluate, in part because 

documents can differ along several dimensions, such as length, writing 

style and lexical usage. 

• Text Summarization-Single Document 

• Text Summarization-Multi Documents 

Multi-document summarization differs from single in that the issues of 
compression, speed, redundancy and passage selection are critical in the 
formation of useful summaries. 

6. Information Fusion Such as Medical Records, Research Papers, News, 

etc: Two groups of database or News are generated independently of 

each other, quantified the same n terms in the same m documents. The 

documents or NEWS form the two groups are similar but not necessarily 

identical. We are interested in merging documents or NEWS. 

7. File and Folder Organiser: Organizers operate on data matrix (e.g., 

terms X file or folder; names or date X file or folder; etc.) to derive simi

larities, degree of match, clusters, and derive rules. 

8. Matching People: Matching People operate on data matrix (e.g.. Interests 

X People; Articles X people; etc.) to derive similarities and degree of 

match. 

9. Association Rule Mining for Terms-Documents: Association Rule Mining 

algorithm operates on data matrix (e.g., Terms X Documents) to derive 

rules. 

i) Documents Similarity; Search Personalization-User Profil

ing. Often time it is hard to find the ''right" term and even 

in some cases the term does not exist. The User Profile is 
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automatically constructed from text document collection 

and can be used for Query Refinement and provide sugges

tions and for ranking the information based on pre-existence 

user profile, 
ii) Terms Similarity; Automated Ontology Generation and 

Automated Indexing The ontology is automatically con

structed from text document collection and can be used for 

Query Refinement. 

10. E-mail Notification: E-mail notification whenever new matching docu

ments arrive in the database, with link directly to documents or sort in

coming messages in right mailboxes 

11. Modelling Human Memory: The Technique can be used in some degree 

to model some of the associative relationships observed in human mem

ory abased on term-term similarities. 

12. Calendar Manager: automatically schedule meeting times. 

13. Others: Telephony, Call Center, Workgroup Messages, E-Mail, Web-

Mail, Personal Info, Home-Device Automation, etc. 

2.4 Intelligent Data Mining: Fuzzy- Evolutionary 
Computing (Nikravesh 2002, 2003a, and 2003b and Lola et 
al. 2003) 

2.4.1. Pattern Recognition 

In the 1960s and 1970s, pattern recognition techniques were used only by statisti
cians and were based on statistical theories. Due to recent advances in computer 
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systems and technology, artificial neural networks and fuzzy logic models have 
been used in many pattern recognition applications ranging from simple character 
recognition, і і і іі , and extrapolation between specific patterns to the most 
sophisticated robotic applications. To recognize a pattern, one can use the stan
dard multi-layer perceptron with a back-propagation learning algorithm or simpler 
models such as self-organizing networks (Kohonen, 1997) or fuzzy c-means tech
niques (Bezděk, 1981; Jang and GuUey, 1995). Self-organizing networks and 
fuzzy c-means techniques can easily learn to recognize the topology, patterns, and 
distribution in a specific set of information. 

2.4.2 Clustering 

Cluster analysis encompasses a number of different classification algorithms that 
can be used to organize observed data into meaningful structures. For example, k-
means is an algorithm to assign a specific number of centers, k, to represent the 
clustering of N points (k<N). These points are iteratively adjusted so that each 
point is assigned to one cluster, and the centroid of each cluster is the mean of its 
assigned points. 

In general, the k-means technique will produce exactly different clusters of 
the greatest possible distinction. Alternatively, fuzzy techniques can be used as a 
method for clustering. Fuzzy clustering partitions a data set into fuzzy clusters 
such that each data point can belong to multiple clusters. Fuzzy c-means (FCM) is 
a well-known fuzzy clustering technique that generalizes the classical (hard) c-
means algorithm and can be used where it is unclear how many clusters there 
should be for a given set of data. Subtractive clustering is a fast, one-pass algo
rithm for estimating the number of clusters and the cluster centers in a set of data. 
The cluster estimates obtained from subtractive clustering can be used to initialize 
iterative optimization-based clustering methods and model identification methods. 

In addition, the self-organizing map technique known as Kohonen's self-
organizing feature map (Kohonen, 1997) can be used as an alternative for cluster
ing purposes. This technique converts patterns of arbitrary dimensionality (the 
pattern space) into the response of one- or two-dimensional arrays of neurons (the 
feature space). This unsupervised learning model can discover any relationship of 
interest such as patterns, features, correlations, or regularities in the input data, and 
translate the discovered relationship into outputs. 

2.4.3 Mining and Fusion of Data 

In the past, classical data processing tools and physical models solved many real-
world complex problems. However, this should not obscure the fact that the 



114 

world of information processing is changing rapidly. Increasingly we are faced on 
the one hand with more unpredictable and complex real-world, imprecise, chaotic, 
multi-dimensional and multi-domain problems with many interacting parameters 
in situations where small variability in parameters can change the solution com
pletely. On the other hand, we are faced with profusion and complexity of com
puter-generated data. Unfortunately, making sense of these complex, imprecise 
and chaotic data which are very common in Engineering and science applications, 
is beyond the scope of human ability and understanding. What this implies is that 
the classical data processing tools and physical models that have addressed many 
complex problems in the past may not be sufficient to deal effectively with present 
and future needs. 

Tables 9 and 10 show the list of the Data Fusion (dominated by Integration 
process) and Data Mining techniques (Dominated by Inte retation process) 

Table 9. Data Mining Techniques (Interpretation) 

Deductive Database Client 
Inductive Learning 
Clustering 
Case-based Reasoning 
Visualization 
Statistical Package 

Table 10. Data Fusion Techniques (Integration) 

Deterministic 

-Transformation based (projection,...) 
-Functional evaluation based (vector quantization, ...) 
-Correlation based (pattern match, if/then productions) 
-Optimization based (gradient-based, feedback, LDP,...) 

Non-deterministic 

-Hypothesis testing (classification,...) 
-Statistical estimation (maximum likelihood,...) 
-Discrimination function (linear aggregation,...) 
-Neural network (supervised learning, clustering,. 
-Fuzzy Logic (fuzzy c-mean clustering,...) 
-Hybrid (genetic algorithm, Bayesian network,...) 
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2.4.4 Intelligent Information Processing 

In conventional information processing technique, once all the pertinent data is 
properly fused, one has to extract the relevant information from the data and draw 
the necessary conclusions. This can be done either true reliance on human expert 
or an intelligent system that has the capability to learn and modify its knowledge 
base as new information become available. In inteUigent information processing 
techniques, the process of information fusion is an integrated part of the informa
tion mining. Table 11 shows the comparison between Conventional and intelli
gent techniques for information processing. 

Table 11. Conventional Vs. Intelligent 

Conventional 

-Data assumption: a certain probability distribution 
-Model: weight functions come from varigram trend and probabil
ity constraints 
-Simulation: Stochastic, not optimized 

Intelligent 

-Data automatic clustering and expert-guided segmentation 
-Classification of relationship between data and targets 
-Model: weight functions come from supervised training based 
on initial known information 
Simulation: optimized by GA, SA, ANN, and BN 

2.4.5 Data Mining 

Data Mining or "classification to explore a dataset" is a trend in clustering tech
niques in which the user has no or little prior assumptions about the data, but 
wants to explore if data or subset of data falls into "meaningful group" (a term for 
which the user may not even have a specific definition). Many clustering and data 
mining algorithm assume a certain type of input such as numerical (in case of k-
means) or categorical input. In addition, most techniques either use a prior knowl-
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edge to define distance or similarity measure or use probabilistic techniques which 
break down as the dimensionality of the corresponding feature space increases. It 
is also require a prior knowledge about the problem domain to fix the number and 
starting points in which it is clearly not accessible easily where the number of in
put pararemeters are very large in hyperspace. Finally the clustering problem is an 
optimization problem and is known to be NP-hard problem. 

When data is imprecise and has mix nature (numerical and categorical) and 
several objectives to be matched at the same time, the optimization problem may 
be more complex and will fall into Multi-Objective and Multi-Criteria with con
flicting objectives which in this case, the conventional techniques could not be ap-
pHed. 

A unified approach based on soft computing will help fill the existing technol
ogy gap and is bound to play a key role in solving the above problems. Soft com
puting is consortium of computing methodologies (Fuzzy Logic (GL), Neuro 
Computing (NC), Genetic Computing (GC), and Probabilistic Reasoning (PR) in
cluding ; Genetic Algorithms (GA), Chaotic Systems (CS), Belief Networks 
(BN), Learning Theory (LT)) which collectively provide a foundation for the 
Conception, Design and Deployment of Intelligent Systems. Among main com
ponents of soft computing are the artificial neural computing, fuzzy logic compu
tation, and the evolutionary computing. 

The intelligent computing techniques will establish a unified framework to 
solve the above challenges using Soft Computing Techniques (SCT) to utilize the 
specific strength of each method to address different aspects of the problem. 
Fuzzy Logic ideal for handling subjective and imprecise information, uncertainty 
management and knowledge integration. Neural network powerful tool for self-
learning and data integration and does not require specification of structural rela
tionships between the input and output data. Evolutionary Computing is effective 
for handling scale problems, dynamic updating, for pattern extraction, reduce the 
complexity of the neuro-fuzzy model, and robust optimization along the multidi
mensional, highly nonlinear and non-convex search hyper-surfaces. 

Motivated by current advances in DNA computing which has been showed 
promises toward solving complex problem including "NP-complete" problems 
such as Hamiltonian path problem and Satisfiability Problem with ability to pur
sue an unbounded number of independent computational searches in parallel, we 
will use Artificial DNA computing to solve the optimization problem. 
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2.4.6. Genetic Algorithm 

Genetic algorithm (GA) is one of the stochastic optimization methods which is 
simulating the process of natural evolution. GA follows the same principles as 
those in nature (survival of the fittest, Charles Darwin). 

GA first was presented by John Holland as an academic research. However, to
day GA turns out to be one of the most promising approaches for dealing with 
complex systems which at first nobody could imagine that from a relative modest 
technique. GA is applicable to multi-objectives optimization and can handle con
flicts among objectives. Therefore, it is robust where multiple solutions exist. In 
addition, it is highly efficient and it is easy to use. 

Another important feature of GA is its capability of extraction of knowledge or 
fuzzy rules. GA is now widely used and appUed to discovery of fuzzy rules. How
ever, when the data sets are very large, it is not easy to extract the rules. 

2.4.7 DNA Computing: Intelligent Data Mining Techniques 

To overcome such a limitation, a new coding technique is needed. Motivated by 
current advances in DNA computing which has been showed promises toward 
solving complex problem including "NP-complete" problems such as Hamilto
nian path problem and Satisfiability Problem with ability to pursue an unbounded 
number of independent computational searches in parallel, we will use a new cod
ing method based on biological DNA and Artificial DNA computing to solve the 
optimization problem. 

The DNA can have many redundant parts which is important for extraction of 
knowledge. In addition, this technique allows overlapped representation of genes 
and it has no constraint on crossover points. Also, the same type of mutation can 
be applied to every locus. In this technique, the length of chromosome is variable 
and it is easy to insert and/or delete any part of DNA chromosomes. Since the 
length of the chromosome in artificial DNA coding is variable, it will be very easy 
to include genetic operations such as virus and enzyme operations. This process 
and the overlap and redundancy of genes will give the genes the ability to adapt, 
which increases the chance of survival of genes far beyond the lifetime of indi
viduals. 

Artificial DNA algorithm can be used in a hierarchical fuzzy model for pattern 
extraction and to reduce the complexity of the neuro-fuzzy models. In addition, ar
tificial DNA can be use to extract the number of the membership functions re
quired for each parameter and input variables. 
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The DNA coding method and the mechanism of development from artificial 
DNA are suitable for knowledge extraction including fuzzy IF ...THEN from large 
data set for Data Mining pu oses. The rules are extracted from DNA chromo
somes as follows. Each artificial amino acid has several meaning. The meaning of 
genes is determined by the combination of the amino acids. Each amino acid can 
be translated into an input variable and its membership function. A sequence of 
amino acids (one genes) corresponds to one fuzzy rule. The Artificial DNA chro
mosomes having several genes make up a set of fuzzy rules. Each rule represent a 
subset of data. Therefore, not only data will be mined and clustered but also will 
be translated into factual knowledge given the linguistic nature of the IF ... THEN 
rules. This will give a new ability to the user such that the rules based on factual 
knowledge (data) and knowledge drawn from human experts (inference) will be 
combined, ranked, and clustered based on the confidence level of human and fac
tual support. This will effectively provide validation of an interpretation, a model, 
a hypothesis, or alternatively indicate a need for rejection or reevaluation. This 
will also provide the ability to answer "What if?" questions in order to decrease 
uncertainty during the process of data Mining and knowledge extraction. 

We claim that Fuzzy- artificial DNA can be used for robust optimization along 
the multidimensional, highly nonlinear and non-convex search hyper-surfaces, 
generalize its estimation through evolution and manage the uncertainty through 
fuzzy based technique, even though the environment may partially observable. 

The main features of the new methodologies are: 

It uses minimal prior knowledge with respect to the input structure of 
data and its probability distribution 
Minimal a prior knowledge require about the problem domain to fix 
the number and starting points 
Can be used to solve optimization problems known as NP-hard prob
lem. 
Can be used when data is imprecise and has mix nature (numerical 
and categorical) 
Can be used when several objectives to be matched at the same time 
Can be used for Multi-Objective and Multi-Criteria optimization 
with conflicting objectives 
Scalability/parallel processing 
Can be used for high dimensionality in the feature space with respect 
to data/problem-space (sparse-data) 
Can extract both the cluster and association rules given certain objec
tive 
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Implementation - Fuzzy Query and Ranking 

In this section, we introduce fuzzy query and fuzzy aggregation for credit scoring, 
credit card ranking, and university admissions. 

3.1 Application to Credit Scoring 

Credit scoring was first developed in the 1950's and has been used extensively in 
the last two decades. In the early 1980's, the three major credit bureaus, Equitax, 
Experian, and TransUnion worked with the Fair Isaac Company to develop ge
neric scoring models that allow each bureau to offer an individual score based on 
the contents of the credit bureau's data. FICO is used to make billions of financing 
decisions each year serving a 100 billion dollar industry. Credit scoring is a statis
tical method to assess an individual's credit worthiness and the likelihood that the 
individual will repay his/her loans based on their credit history and current credit 
accounts. The credit report is a snapshot of the credit history and the credit score is 
a snapshot of the risk at a particular point in time. Since 1995, this scoring system 
has made its biggest contribution in the world of mortgage lending. Mortgage in
vestors such as Freddie Mac and Fannie Mae, the two main government-chartered 
companies that purchase billion of dollars of newly originated home loans annu
ally, endorsed the Fair Isaac credit bureau risk, ignored subjective considerations, 
but agreed that lenders should also focus on other outside factors when making a 
decision. 

When you apply for financing, whether it's a new credit card, car or student 
loan, or a mortgage, about 40 pieces of information from your credit card report 
are fed into a model (Table 1). This information is categorized into the following 
five categories with different level of importance (% of the score): 

Past payment history (35%) 

Amount of credit owed (30%) 

Length of time credit established (15%) 

Search for and acquisition of new credit (10%) 

Types of credit established (10%) 

When a lender receives your Fair Isaac credit bureau risk score, up to four 
"score reason codes" are also delivered. These explain the reasons why your score 
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was not higher. Followings are the most common given score reasons (Fair 
Isaac); 

Serious delinquency 
Serious delinquency, and public record or collection filed 
Derogatory public record or collection filed 
Time since delinquency is too recent or unknown 
Level of delinquency on accounts 
Number of accounts with delinquency 
Amount owed on accounts 
Proportion of balances to credit limits on revolving accounts is too high 
Length of time accounts have been established 
Too many accounts with balances 

By analyzing a large sample of credit file information on people who recently 
obtained new credit, and given the above information and that contained in Table 
1, a statistical model has been built. The model provides a numerical score de
signed to predict your risk as a borrower. Credit scores used for mortgage lending 
range from 0 to 900 (usually above 300). The higher your score, the less risk you 
represent to lenders. Most lenders will be happy if your score is 700 or higher. 
You may still qualify for a loan with a lower score given all other factors, but it 
will cost you more. For example, given a score of around 620 and a $25,000 car 
loan for 60 months, you will pay approximately $4,500 more than with a score of 
700. You will pay approximately $6,500 more than if your score is 720. Thus, a 
$25,000 car loan for 60 months with bad credit will cost you over $10,000 more 
for the life of the loan than if you have an excellent credit score. 

Given the factors presented earlier and the information provided in Table / , a 
simulated model has been developed. A series of excellent, very good, good, not 
good, not bad, bad, and very bad credit scores have been recognized (without in
cluding history). Then, fuzzy similarity and ranking have been used to rank the 
new user and define his/her credit score. Figure 5 shows the simplified flow dia
gram and flow of information for PNL-Based Fuzzy Query. In the inference en
gine, the rules based on factual knowledge (data) and knowledge drawn from hu
man experts (inference) are combined, ranked, and clustered based on the 
confidence level of human and factual support. This information is then used to 
build the fuzzy query model with associated weights. In the query level, an intelli
gent knowledge-based search engine provides a means for specific queries. Ini
tially we blend traditional computation with fuzzy reasoning. This effectively pro
vides validation of an inte retation, model, hypothesis, or alternatively, indicates 
the need to reject or reevaluate. Information must be clustered, ranked, and trans
lated to a format amenable to user interpretation. 
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Figure 6 shows a snapshot of the software developed for credit scoring. Table 1 
shows the granulation of the variables that has been used for credit scor
ing/ranking. To test the performance of the model, a demo version of the software 
is available at: http://zadeh.cs.berkeley.edu/ (Nikravesh, 2001a). Using this model, 
it is possible to have dynamic interaction between model and user. This provides 
the ability to answer "What if?" questions in order to decrease uncertainty, to re
duce risk, and to increase the chance to increase a score. 

3.2 Application to Credit Card Ranlcing 

Credit ratings that are compiled by the consumer credit organization such as the 
U.S. Citizens for Fair Credit Card Terms (CFCCT) (U.S Citizens for Fair Credit 
Card Terms) could simply save you hundreds of dollars in credit card interest or 
help you receive valuable credit card rebates and rewards including frequent flyer 
miles (free airline tickets), free gas, and even hundreds of dollars in cash back bo
nuses. 

CFCCT has developed an objective-based method for ranking credit cards in 
US. In this model, interest rate has the highest weighting in the ranking formula. 
FCC rates credit cards based on the following criteria (U.S Citizens for Fair Credit 
Card Terms): 

Purchase APR 

Cash Advance APR 

Annual Fees 

Penalty for cards that begin their grace periods at the time of pur

chase/posting instead of at the time of billing 

Bonuses for cards that don't have cash advance fees 

Bonuses for cards that limit their total cash advance fees to $10.00 

Bonuses for introductory interest rate offers for purchases and/or balance 

transfers 

Bonuses for cards that have rebate/perk programs 

Bonuses for cards that have fixed interest rates. 

http://zadeh.cs.berkeley.edu/
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Table 12 shows the top 10 classic cards, the top 10 gold cards, and the top 10 
platinum cards which have been ranked by the CFCCT method (U.S Citizens for 
Fair Credit Card Terms) as of March 2001. Given the above factors and the 
information provided in Table 8, a simulated model has been developed. A series 
of excellent, very good, good, not good, not bad, bad, and very bad credit cards 
have been recognized for the credit cards listed in Table 9. Then, fuzzy similarity 
and ranking has been used to rank the cards and define a credit score. Figure 7 
shows a snapshot of the software developed to rank credit cards. Table 2 shows 
the granulation of the variables that has been used for the rankings. To test the per
formance of the model, a demo version of the software is available at: 
http://zadeh.cs.berkelev.edu/ (Nikravesh, 2001a). 

3.3 University Admissions 

Hundreds of millions of applications were processed by U.S. universities resulting 
in more than 15 million enrollments in the year 2000 for a total revenue of over 
$250 billion. College admissions are expected to reach over 17 million by the year 
2010, for total revenue of over $280 billion. In Fall 2000, UC Berkeley was able 
to admit about 26% of the 33,244 applicants for freshman admission (University 
of California-Berkeley). In Fall 2000, Stanford University was only able to offer 
admission to 1168 men from 9571 applications (768 admitted) and 1257 women 
from 8792 applications (830 admitted), a general admit rate of 13% (Stanford 
University Admission). 

The UC Berkeley campus admits its freshman class on the basis of an assess
ment of the applicants' high school academic performance (approximately 50%) 
and through a comprehensive review of the application including personal 
achievements of the applicant (approximately 50%) (University of California-
Berkeley). For Fall 1999, the average weighted GPA of an admitted freshman was 
4.16, with a SAT I verbal score range of 580-710 and a SAT I math score range of 
620-730 for the middle 50% of admitted students (University of California-
Berkeley). While there is no specific GPA for UC Berkeley applicants that will 
guarantee admission, a GPA of 2.8 or above is required for California residents 
and a test score total indicated in the University's Freshman Eligibility Index must 
be achieved. A minimum 3.4 GPA in A-F courses is required for non-residents. 
At Stanford University, most of the candidates have an un-weighted GPA between 
3.6 and 4.0 and verbal SAT I and math SAT I scores of at least 650 (Stanford 
University Admission) At UC Berkeley, the academic assessment includes stu
dent's academic performance and several measured factors such as: 

• College preparatory courses 

• Advanced Placement (AP) 

• International Baccalaureate Higher Level (IBHL) 

http://zadeh.cs.berkelev.edu/
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• Honors and college courses beyond the UC minimum and degree of 

achievement in those courses 

Uncapped UC GPA 

Pattern of grades over time 

Scores on the three required SAT II tests and the SAT I (or ACT) 

Scores on AP or IBHL exams 

Honors and awards which reflect extraordinary, sustained intellectual or 

creative achievement 

Participation in rigorous academic enrichment 

Outreach programs 

Planned twelfth grade courses 

Qualification for UC Eligibility in the Local Context 
All freshman applicants must complete courses in the University of California's 

A-F subject pattern and present scores from SAT I (or ACT) and SAT II tests with 
the following required subjects: 

a. History/Social Science - 2 years required 

b. English - 4 years required 

Mathematics - 3 years required, 4 recommended 

d. Laboratory Science - 2 years required, 3 recommended 

e. Language Other than English - 2 years required, 3 recommended 

f. College Preparatory Electives - 2 years required 

At Stanford University, in addition to the academic transcript, close attention is 
paid to other factors such as student's written application, teacher references, the 
short responses and one-page essay (carefully read for quality, content, and crea
tivity), and personal qualities. 

The information provided in this study is a hypothetical situation and does not 
reflect the current UC system or Stanford University admissions criteria. How
ever, we use this information to build a model to represent a real admissions prob
lem. For more detailed information regarding University admissions, please refer 
to the University of California-Berkeley and Stanford University, Office of Un
dergraduate Admission (University of California-Berkeley; Stanford University 
Admission). 
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Given the factors above and the information contained in Table 3, a simulated-
hypothetical model (a Virtual Model) was developed. A series of excellent, very 
good, good, not good, not bad, bad, and very bad student given the criteria for ad
mission has been recognized. These criteria over time can be modified based on 
the success rate of students admitted to the university and their performances dur
ing the first, second, third and fourth years of their education with different 
weights and degrees of importance given for each year. Then, fuzzy similarity and 
ranking can evaluate a new student rating and find it's similarity to a given set of 
criteria. 

Figure 8 shows a snapshot of the software developed for university admissions 
and the evaluation of student applications. Table 3 shows the granulation of the 
variables that was used in the model. To test the performance of the model, a 
demo version of the software is available at: http://zadeh.cs.berkeley.edu/ (Nik-
ravesh, 2001a). Inco orating an electronic inteUigent knowledge-based search 
engine, the results will eventually be in a format to permit a user to interact dy
namically with the contained database and to customize and add information to the 
database. For instance, it will be possible to test an intuitive concept by dynamic 
interaction between software and the human mind. 

This will provide the ability to answer "What if?" questions in order to decrease 
uncertainty and provide a better risk analysis to improve the chance for "increased 
success" on student selection or it can be used to select students on the basis of 
"diversity" criteria. The model can be used as for decision support and for a more 
uniform, consistent and less subjective and biased way. Finally, the model could 
learn and provide the mean to include the feedback into the system through time 
and will be adapted to the new situation for defining better criteria for student se
lection. 

In this study, it has been found that ranking and scoring is a very subjective 
problem and depends on user perception (Figure 9 and Figure 10) and prefer
ences in addition to the techniques used for the aggregation process which will ef
fect the process of the data mining in reduced domain {Figure 11). Therefore, user 
feedback and an interactive model are recommended tools to fine-tune the prefer
ences based on user constraints. This will allow the representation of a multi-
objective optimization with a large number of constraints for complex problems 
such as credit scoring or admissions. To solve such subjective and multi-criteria 
optimization problems, GA-fuzzy logic and DNA-fuzzy logic models [2] are good 
candidates. 

In the case of the GA-Fuzzy logic model, the fitness function will be defined 
based on user constraints. For example, in the admissions problem, assume that 
we would like to select students not only on the basis of their achievements and 
criteria defined in Table 3, but also on the basis of diversity which includes gender 
distribution, ethnic background distribution, geophysical location distribution, etc. 

http://zadeh.cs.berkeley.edu/
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Figure 9. User's perception of "GPA Low" 

The question will be "what are the values for the preferences and which criteria 
should be used to achieve such a goal?" In this case, we will define the genes as 
the values for the preferences and the fitness function will be defined as the degree 
by which the distribution of each candidate in each generation match the desired 
distribution, fuzzy similarity can be used to define the degree of match which can 
be used for better decision analysis. 
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Figure 11. Typical Text and Rule Data Mining based on Techniques 
described in "Search Strategy and Figure 5. 
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3.3.1 Effect of Preferences on Ranking of Students 

To study the effect of preferences in the process of student selection and in the 
process of the ranking, the preferences in Figure 8 were changed and students 
were ranked based on perturbed preferences, models 1 through 5 in Figure 12, 

Figures 13M through 13.d show the results of the ranking of the students given 
the models 1 through 5. It is shown that given less than %10 changes on the actual 
preferences, most of the students were mis-ranked and mis-placed. Out of 100 stu
dents, less than %50 students or as an average only %41 of the actual students 
were selected (Figure IS.a). Figure IS.b shows that only less than %70 of the 
students will be correctly selected if we increase the admission by a factor of two, 
around %85 if we increase the admission by a factor of 3 (Figure IS.c), and less 
than %90 if we increase the admission by a factor of 4 (Figure 13,d), Figures 
14,a through 14.d show typical distribution of the 21 variables used for the Ad
mission model. Figures 14,a through 14.d show that the distribution of the stu
dents also drastically has been changed. 

Now, the question will be "what are the values for the preferences and which 
criteria should be used to achieve such a goal?" 

• Given a set of successful students, we would like to adjust the prefer

ences such that the model could reflect this set of students. 

• Diversity which includes gender distribution, ethnic background distribu

tion, geophysical location distribution, etc. 

To solve such subjective and multi-criteria optimization problems with a large 
number of constraints for complex problems such as University Admissions, the 
BISC Decision Support System is an excellent candidate. 



133 

I 
Q 

o 

> 

o 

T3 
O) 

•s 
I 
OJ 

T3 
(D 

in 

CD 

(Ú 
O 
G 

Ö 
O 

(U 

X) 

O O) 
TJ 
o 

o 

O 

<D 

o 

go 



134 

siuepnjs 001 doi jo % і sjuepnis 001. і ^ % 

1 
"0° 

І 
... --

і і 

.„4 
! ! І 

2 ^ 

Û 

É 

pezıuöODey sjuepnjs 001- cloiío sí, 

G 
.2 
*ö 

sa 
Ö 

<D 

Ö 

'̂  a 
ö ^ 13 

'i 

Ö 
cd 
tó 

2 

s 



135 

* , . і ' ^ ^ 

X) 

І 
* 



136 

.2 

S 

o 

o; 



137 

ö 
.2 
X) 

' 

OJ 

\ 



138 

ö 

CD 

I 

\ 

/ w 



139 

4 BISC Decision Support System 

Decision Support systems may represented in either of the following forms 1) 
physical replica of a system, 2) analog or physical model, 3) mathematical (quali
tative) model, and 4) mental models. Decision support system is an approach or a 
philosophy rather than a precise methodology that can be used mainly for 

• strategic planning such as resource allocation 

• management control such as efficient resources utilization 

• operational control for efficient and effective execution of specific tasks 

Decision support system is an approach or a strategy rather than a precise 
methodology, which can be used for 1) use intelligently the vast amounts of im
portant data in organizations in an optimum way as a decision support system and 
2) share intelligently and securely company's data internally and with business 
partners and customers that can be process quickly by end users and more specifi
cally for : 

• strategic planning such as resource allocation 

• management control such as efficient resources utilization 

• operational control for efficient and effective execution of specific tasks 

The main key features of the Decision Support System for the internet applica
tions are 1) to use intelligently the vast amounts of important data in organizations 
in an optimum way as a decision support system and 2) To share intelligently and 
securely company's data internally and with business partners and customers that 
can be process quickly by end users. In this section, we describe the use of the 
BISC Decision Support System as an intelligent real-time decision-making and 
management model based on two main motivations: 

• In recent years, needs for more cost effective strategy and multicriteria 

and multiattribute optimization in an imprecise and uncertain environ

ment have emphasized the need for risk and uncertainty management in 

the complex dynamic systems. There exists an ever-increasing need to 

improve technology that provides a global solution to modeling, under

standing, analyzing and managing imprecision and risk in real-time 

automated decision-making for complex dynamic systems. 
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• As a result intelligent dynamic systems with growing complexity and 

technological challenges are currently being developed. This requires 

new technology in terms of development, engineering design and virtual 

simulation models. Each of these components adds to the global sum of 

uncertainty about risk of during decision-making process. While the 

technological expertise of each component becomes increasingly com

plex, there is a need for better integration of each component into a 

global model adequately capturing the uncertainty on key strategic pa

rameters. The uncertainty quantification on such key parameters is re

quired in any type of decision analysis. 

The BISC (Berkeley Initiative in Soft Computing) Decision Support System 
Components include (Figure 15): 

• Data Management: database(s) which contains relevant data for the deci

sion process 

• User Interface 

users and decision support systems (DSS) communication 

• Model Management and Data Mining 

includes software with quantitative and fuzzy models including 

aggregation process, query, ranking, and fitness evaluation 

• Knowledge Management and Expert System: model representation in

cluding 

linguistic formulation, 

functional requirements 

constraints 

goal and objectives 
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linguistic variables requirements 

• Evolutionary Kernel and Learning Process 
Includes software with quantitative and fuzzy models including, 

Fuzzy-GA, fuzzy aggregation process, ranking, and fitness 

evaluation 

• Data Visualization: Allows end-users or decision makers can intervene in 

the decision-making process and see the results of the intervention 

Tŕjí^ řil^jC І ' ̂ іІ і і: KrinwlRr.lriH iVJíJíJíJcjyjJjym 

ї і 

Evolutionary Kernel 
Genetic Algorithm, Genetic Programming, and DNA 

•Selection 
•Crossover 
•Mutation 

• 
• 

^ і 

input From 
Decision MakersI Model Representation Including 

Linguistic Formulation 

• Functional Requirements 
• Constraints 
• Goals and Objectives 
• Linguistic Variables Requirement 

4ľ' I 

I 

Figure 15. The BISC Decision Support System 

Data Visualization and Visual Interactive Decision Making allows end-user or 
decision makers to recognize trends, patterns, and anomalies that can not be pre
dicted or recognized by standard analysis methods and include the following com
ponents: 
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• Visual interactive modeling (VIM): user can intervene in the decision

making process and see the results of the intervention 

• Visual interactive simulation (VIS): users may interact with the simula

tion and try different decision strategies 

The Expert System uses both Fuzzy Logic and Case-Based Reasoning (CBR) 
for the following reasons: 

• Case-Based Reasoning (CBR) 

solve new problems based on history of given solved old problems 

Provide a framework for knowledge acquisition and information sys

tem development 

enhance learning capability 

generate explanations and recommendation to users 

• Fuzzy Logic 

simulating the process of human reasoning 

framework to computing with word and perception, and linguistics 

variables, 

deals with uncertainties 

creative decision-making process 

The components of the Expert System include (Figure 16) 

• the knowledge base contains engineering knowledge for model represen

tation which provide problem solving environment 

• the inference engine provide reasoning, conclusions, and recommenda

tion 

• the user interface and knowledge based editor provide dialog environ

ment for questions and answers 
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• the advisor and translator can translate the machine inference to a human 

understandable advice, recommendation, and logical explanation 

Ths Pruui^ss of Experi Sysíörn 

User Knowledge Base 

User Interface 
Dialog Function 

Knovv/ledge Base Editor 

advises the user and 
plains the I 

Knowledge 
Refinement 

Recommendation, Advice, 
and Explanation 

.>J^M 

Figure 16, The components of the Expert System 

The Data and Knowledge Management model include the following compo
nents (Figure 17) 

• knowledge discovery and data mining- using search engines, databases, 

data mining, and online analytical processing, the proper knowledge must 

be found, analyzed, and put into proper context 

• organize knowledge bases - it stores organizational knowledge and best 

practices 
• knowledge acquisition - determines what knowledge (information) is 

critical to decision making 
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• knowledge representation - target audiences are defined and technologies 

are put into place to enable knowledge delivery when needed 

r\/^\ r^\jr\-fr-\ r^\r\r\ Kf r\ ^\\ i\/^\ r\ ґ^\ ґ^\ í\ i\r^\ f-í/-\ŕ^i '\ \/^\r-\-

Data Sources 
and Warehouse 

(databases) 

Knowledge Representation, 
Data Visualization and 

VIsuallnteractive 
Decision Making 

Expert 
Knowledge і 

Figure 17. The Data and Knowledge Management Model 

4.1 Implementation- BISC Decision Support System 

In this section, we will introduce the BISC-DSS system for university admissions. 
In the case study, we used the GA-Fuzzy logic model for optimization pu oses. 
The fitness function will be defined based on user constraints. For example, in the 
admissions problem, assume that we would like to select students not only on the 
basis of their achievements and criteria defined in Table 3 as a successful student, 
but also on the basis of diversity which includes gender distribution, ethnic back
ground distribution, geophysical location distribution, etc. The question will be 
"what are the values for the preferences and which criteria should be used to 
achieve such a goal?" In this case, we will define the genes as the values for the 
preferences and the fitness function will be defined as the degree by which the dis
tribution of each candidate in each generation match the desired distribution. 
Fuzzy similarity can be used to define the degree of match, which can be used for 
better decision analysis. 
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Figure 18 shows the performance of the conventional GA. The program has 
been run for 5000 generations and Figure 18 shows the last 500 GA generations. 
As it is shown, the GA technique has been approached to a fitness of 80% and no 
further improvement was expected. Given what has been learned in each genera
tion with respect to trends in the good genes, a series of genes were selected in 
each generation and has been used to introduce a new initial population to be used 
for GA. This process has been repeated until it was expected no improvement be 
achieved. Figure 19 shows the performance of this interaction. The new model 
has reached a new fitness value, which is over 95%. Figure 20 show the results of 
the ranking of the students given the actual model, predicted model (Model num
ber 1) and models 2 through 4 which has been used to generate the initial popula
tion for training the fuzzy-GA model. It is shown that the predicted model ranked 
and selected most of the predefined students (Figures 20.a'20.d) and predefined 
distributions (Figures 21,a-21,f) and properly represented the actual model even 
though the initial models to generate the initial population for training were far 
from the actual solution (Figures 20.a'20.d and 2La-2Lf). Out of 100 students, 
more than 90% students of the actual students were selected (Figure 20.a). Figure 
20,b shows that % 100 of the students will be correctly selected if we increase the 
admission by a factor of less than two. In has been concluded for this case study 
that % 100 of students were selected if we increase the student admission by a fac
tor of less than 1.15. Figures 20.a'20.d and 2l.a-21,f show that the initial models, 
model 2 through 5, were far from the actual model. Out of 100 students, less than 
3% of the actual students were selected (Figure 20,a), around 5% if we increase 
the admission by a factor of 2 (Figure 20.b), around 10% if we increase the ad
mission by a factor of 3 (Figure 20x), and less than 15% if we increase the ad
mission by a factor of 4 (Fiure. 20,d). Figures 21,a-21,f show typical distribu
tion of the 21 variables used for the admission model. Figures 21.a through 21,f 
show that the distribution of the student are properly presented by the predicted 
model and there is an excellent match between the actual model and the predicted 
model, even though the distributions of the initial populations are far from the ac
tual model. 

To show if the new technique is robust, we tested the methodology with differ
ent initial populations and different constraints. In addition, we have used the 
methodology for different problems. It has been concluded that in all cases, we 
were able to design a model, which represents the actual model given that all the 
constraints have been defined. Figure 22 shows the results from data mining in 
reduced domain using part of a selected dataset as shown on Figure 11 as a typi
cal representation and techniques and strategy represented in Figure 5. 
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4.2 Date Matching 

The main objective of this project was to find the best possible match in the huge 
space of possible outputs in the databases using the imprecise matching such as 
fuzzy logic concept, by storing the query attributes and continuously refining the 
query to update the user's preferences. We have also built a Fuzzy Query system, 
which is a java application that sits on top of a database. 

With traditional SQL queries (relational DBMS), one can select records that 
match the selection criteria from a database. However, a record will not be se
lected if any one of the conditions fails. This makes searching for a range of po
tential candidates difficult. For example, if a company wants to find an employee 
who is proficient in skill A, B, and D, they may not get any matching records, 
only because some candidates are proficient in 3 out of 4 skills and only semi-
proficient in the other one. Since traditional SQL queries only perform Boolean 
matching, some qualities of real life, like "far" or "expensive" or "proficient", 
which involve matters of degree, are difficult to search for in relational databases. 
Unlike Boolean logic, fuzzy logic allows the degree of membership for each ele
ment to range over an interval. So in a fuzzy query, we can compute how similar a 
record in the database is to the desired record. This degree of similarity can be 
used as a ranking for each record in the database. Thus, the aim of the fuzzy query 
project for date matching is to add the capability of imprecise querying (retrieving 
similar records) to traditional DBMS. This makes some complex SQL statements 
unnecessary and also eliminates some repetitious SQL queries (due to empty-
matching result sets). 

In this program, one can basically retrieve all the records from the database, 
compare them with the desired record, aggregate the data, compute the ranking, 
and then output the records in the order of their rankings. Retrieving all the re
cords from the database is a naive approach because with some preprocessing, 
some very different records are not needed from the database. However, the main 
task is to compute the fuzzy rankings of the records so efficiency is not the main 
concern here. 

The major difference between this application and other date matching system 
is that a user can input his hobbies in a fuzzy sense using a slider instead of choos
ing crisp terms like "Kind o f or "Love it". These values are stored in the database 
according to the slider value (Figures 23 and 24). 
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Figure 23. Date matching input form 
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Desired Fuzzy Attributes, which are similar to 
those in the data, input menu. However, these 
can be replaced by selection menu here. 

Desired 
Attributes 

A user can input how 
importance an attribute is to 
the Fuzzy Query. Degree 0 

means don't care. 

Fuzzy Query 
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A user can still 
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Query without 
using Fuzzy Logic, 

This is for 
comparison with 
the Fuzzy Query. 

Perform Fuzzy 
Query 

Figure 24. Snapshot of the Date Matching Software 
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Figure 25 shows the results are obtained from fuzzy query using the search crite
ria in the previous page. The first record is the one with the highest ranking -
80%. Note that it matches the age field of the search criteria but it's off a bit from 
the height and weight fields. So one can do imprecise querying. 
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Figure 25. Sample of the output from Date Matching software 
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The system is modulated into three main modules (Figure 26). The core module is 
the fuzzy engine which accepts input from a GUI module and outputs result to an
other GUI module. The GUIs can be replaced by other processing modules such 
that the input can be obtained from other system and the result can be used for fur
ther analysis. 

High level structure of the project 

Core of the 
projedl-— 

GUI receives input from 
user, (can be replaced by 

other pre processing module^ 

.Search criteria & 
.'Degree of importance 

Fuzzy Engine requests data 
from a Database and 
compute the ranking. 

Candidate information 
^ along with rankings. 

Output TtTóŰűlé (can be 
replaced by other post 
processing module). 

Can be replaced 
by any other 
DBMS 

Figure 26. System Structure 

The current date matching software can be modified or expanded in several 
ways: 

1. One can build a server/client version of date-matching engine so that we 

can use a centralized database and all users around the world can do the 

matching through the web. The ranking part (computation) can still be 

done on local machine since every search is different. This can also help 

reduce the server load. 

2. The attributes, granulation models and the "meaning" of the data can be 

tunable so that the system is more configurable and adaptive to changes. 
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3. User preference capability can be added to the system. (The notion of 

"overweight" and "tall" can be different to different people.) 

4. The GUI needs to be changed to meet real user needs. 

5. One can build a library of fuzzy operators and aggregation functions such 

that one can choose the operator and function that matches the applica

tion. 

6. One can instead build a generic fuzzy engine framework which is tunable 

in every way to match clients' needs. 

7. The attributes used in the system are not very complete compared to 

other data matching systems online. However, the attributes can be added 

or modified with some modification to the program without too much 

trouble. 

Recently, we have added a web interface to the existing software and built the 
database framework for further analysis in user profiling so that users could find 
the best match in the huge space of possible outputs. We saved user profiles and 
used them as basic queries for that particular user. Then, we stored the queries of 
each user in order to "learn" about this user's preference. In addition, we rewrote 
the fuzzy search engine to be more generic so that it would fit any system with 
minimal changes. Administrator can also change the membership function to be 
used to do searches. Currentiy, we are working on a new generic software to be 
developed for a much more diverse applications and to be delivered as stand alone 
software to both academia and businesses. 

4.3 BISC-DSS Potentials 

The foUowings are the potential applications of the BISC Decision Support Sys
tem: 

1. Physical Stores or E-Store: A computer system that could instantiy track 

sales and inventory at all of its stores and recognize the customer buying 

trends and provide suggestion regarding any item that may interest the 

customer 

• to arrange the products 
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• on pncing, promotions, coupons, etc 

• for advertising strategy 

2. Profitable Customers: A computer system that uses customer data that al

lows the company to recognize good and bad customer by the cost of do

ing business with them and the profits they return 

keep the good customers 

improve the bad customers or decide to drop them 

identify customers who spend money 

identify customers who are profitable 

compare the complex mix of marketing and servicing costs to access 

to new customers 

3. Internet-Based Advising:: A computer system that uses the expert 

knowledge and the customer data (Internet brokers and full-service in

vestment firms) to recognize the good and bad traders and provide intel

ligent recommendation to which stocks buy or sell 

reduce the expert needs at service centers 

increase customer confidence 

ease-of-use 

Intelligent coaching on investing through the Internet 

allow customers access to information more intelligently 

4. Managing Global Business: A computer system responding to new cus

tomers and markets through integrated decision support activities glob

ally using global ente rise data warehouse 

• information delivery in minutes 

• lower inventories 
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• intelligent and faster inventory decisions in remote locations 

5. Resource Allocator: A computer system that intelligently allocate re

sources given the degree of match between objectives and resources 

available 

• resource allocation in factories floor 

• for human resource management 

• find resumes of applicants posted on the Web and sort them to match 

needed skill and can facilitate training and to manage fringe benefits 

programs 

• evaluate candidates predict employee performance 

6. Intelligent Systems to Support Sales: A computer system that matching 

products and services to customers needs and interest based on case-

based reasoning and decision support system to improve 

• sale 

• advertising 

7. Enterprise Decision Support: An interactive computer-based system that 

facilitates the solution of complex problems by a group of decision mak

ers either by speeding up the process of the decision-making process and 

improving the quality of the resulting decisions through expert and user 

(company-customer) collaboration and sharing the information, goals, 

and objectives. 

8. Fraud Detection: An Intelligent Computer that can learn the user's be

havior through in mining customer databases and predicting customer 

behaviours (normal and irregularities) to be used to uncover, reduce or 

prevent fraud. 

• in credit cards 
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• Stocks 

• financial markets 

• telecommunication 

• insurance 

9. Supply-Chain Management (SCM): Global optimization of design, manu

facturing, supplier, distribution, planning decisions in a distributed envi

ronment 

10. BISC-DSS and Autonomous Multi-Agent System: A key component of 

any autonomous multi-agent system -especially in an adversarial setting -

- is decision module, which should be capable of functioning in an envi

ronment of imprecision, uncertainty and imperfect reliability. BISC-DSS 

will be focused on the development of such system and can be used as a 

decision-support system for ranking of decision alternatives. BISC-DSS 

can be used: 

As global optimizer for planning decisions in a distributed environ

ment 

To facilitates the solution of complex problems by a group of 

autonomous agents by speeding up the process of decision-making, 

collaboration and sharing the information, goals, and objectives 

To intelligently allocate resources given the degree of match be

tween objectives and resources available 

Assisting autonomous multi-agent system in assessing the conse

quences of decision made in an environment of imprecision, uncer

tainty, and partial truth and providing a systematic risk analysis 

Assisting multi-agent system answer "What if Questions", examine 

numerous alternatives very quickly, ranking of decision alternatives, 

and find the value of the inputs to achieve a desired level of output 
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11. BISC'DSS can be integrated into TraS toolbox to develop: Intelligent 

Tracking System (ITraS): Given the information about suspicious activi

ties such as phone calls, emails, meetings, credit card information, hotel 

and airline reservations that are stored in a database containing the origi

nator, recipient, locations, times, etc. we can use BISC-DSS and visual 

data mining to find suspicious pattern in data using geographical maps. 

The technology developed can detect unusual patterns, raise alarms based 

on classification of activities and offer explanations based on automatic 

learning techniques for why a certain activity is placed in a particular 

class such as "Safe", "Suspicious", "Dangerous" etc. The underlying 

techniques can combine expert knowledge and data driven rules to con

tinually improve its classification and adapt to dynamic changes in data 

and expert knowledge. 

12. BISC-DSS can be integrated into fuzzy conceptual set toolbox to develop 

TIKManD: A new Tool for Intelligent Knowledge Management and 

Discovery (TIKManD). The model can be used to recognize terrorism ac

tivities through data fusion & mining and pattern recognition technology 

given online textual information through Email or homepages and voice 

information given the wire tapping and/or chat lines or huge number of 

"tips" received immediately after the attack. 

The followings are the potential applications areas of the BISC Decision Sup
port System: 

• Finance: stock prices and characteristics, credit scoring, credit card rank

ing 

• Military: battlefield simulation and decision making 

• Medicine: diagnosis 
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• Marketing: store and product display and electronic shopping 

• Internet: provide knowledge and advice to large numbers of user 

• Education: university admission 

5 Web Intelligence: Web-Based BISC Decision Support 
system 

Most of the existing search systems 'software' are modeled using crisp logic and 
queries. In this chapter we introduce fuzzy querying and ranking as a flexible tool 
allowing approximation where the selected objects do not need to match exactly 
the decision criteria resembling natural human behavior. The model consists of 
five major modules: the Fuzzy Search Engine, the Application Templates, the 
User Interface, the Database and the Evolutionary Computing. The system is de
signed in a generic form to accommodate more diverse applications and to be de
livered as stand-alone software to academia and businesses. 

5.1 Web Intelligence: Introduction 

Searching database records and ranking the results based on multi-criteria queries 
is central for many database applications used within organizations in finance, 
business, industrial and other fields. Most of the available systems 'software' are 
modeled using crisp logic and queries, which results in rigid systems with impre
cise and subjective process and results. In this chapter we introduce fuzzy query
ing and ranking as a flexible tool allowing approximation where the selected ob
jects do not need to match exactly the decision criteria resembling natural human 
behavior. 

The model consists of five major modules: the Fuzzy Search Engine (FSE), the 
Application Templates (AT), the User Interface (UI), the Database (DB) and the 
Evolutionary Computing (EC). We developed the software with many essential 
features. It is built as a web-based software system that users can access and use 
over the Internet. The system is designed to be generic so that it can run different 
application domains. To this end, the Application Template module provides in
formation of a specific application as attributes and properties, and serves as a 
guideline structure for building a new application. 

The Fuzzy Search Engine (FSE) is the core module of the system. It has been 
developed to be generic so that it would fit any application. The main FSE com-
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ponent is the query structure, which utiHzes membership functions, similarity 
functions and aggregators. 

Through the user interface a user can enter and save his profile, input criteria 
for a new query, run different queries and display results. The user can manually 
eliminate the results he disapproves or change the ranking according to his prefer
ences. 

The Evolutionary Computing (EC) module monitors ranking preferences of the 
users' queries. It learns to adjust to the intended meaning of the users' preferences. 

5.2 Model framework 

The DSS system starts by loading the application template, which consists of vari
ous configuration files for a specific application (see section 5.4) and initializing 
the database for the application (see section 5.6), before handling user's requests, 
see Figure 27. 

Application 
Template (AT) 

Figure 27. The BISC-DSS general framework 

Once the DSS system is initialized, users can enter in the user interface their 
own profiles or make a search with their preferences. These requests are handled 
by the control unit of the system. The control unit converts user input into data ob-
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jects that are recognized by the DSS system then, based on the request types, it 
forwards them to the appropriate modules. 

If the user wants to create a profile, the control unit will send the profile data 
directly to the database module, which stores the data in the database for the appli
cation. If the user wants to query the system, the control unit will direct the user's 
preferences to the Fuzzy Search Engine, which queries the database (see section 
5.3). The query results will be sent back to the control unit and displayed to the 
users. 

5.3 Fuzzy Engine 

5.3.1 Fuzzy Query, search and Ranking 

To support generic queries, the fuzzy engine has been designed to have a tree 
structure. There are two types of nodes in the tree, category nodes and attribute 
nodes, as depicted in Figure 28. While multiple category levels are not necessary, 
they are allowed to allow various refinements of the query through the type of ag
gregation of the children. The categories can only act to aggregate the lower lev
els. The attribute nodes contain all the important information about query. They 
contain the membership functions for the fuzzy comparison as well as use the 
various aggregation methods to compare two values. 

The flow of control in the program when a query is executed is as follows. The 
root node receives a query formatted as a fuzzy data object and is asked to com
pare the query fuzzy data to a record from the database also formatted as a fuzzy 
data object. At each category node, the compare method is called for each child 
and then aggregated using an aggregator object. 

The attribute nodes handle the compare method slightly different than the cate
gory nodes. There are two different ways attributes may be compared. The attrib
ute nodes contain a list of membership functions comprising the fuzzy set. The 
degrees of membership for this set are passed to the similarity comparator object, 
which currently has a variety of different methods to calculate the similarity be
tween the two membership vectors. In the other method, the membership vector 
created by having full membership to a single membership function specified in 
the fuzzy data object, but no membership value for the other functions. 
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Mem 1 Mem_2 Mem_3 Mem_4 

Figure 28. The Fuzzy search engine tree structure. 

The resulting comparison value returned from the root node is assigned to the 
record. The search request is then added to a sorted list ordered by this ranking in 
descending value. Each of the records from the database is compared to the query 
and the results are returned. For certain search criteria, it may be desirable to have 
exact values in the query. For such criteria, the database is used to filter the re
cords for comparison. 

5.3.2 Membership function 

Currently there are three membership functions implemented for the Fuzzy En
gine. A generic interface has been created to allow several different types of 
membership functions to be added to the system. The three types of membership 
functions in the system are: Gaussian, Triangular and Trapezoidal. These func
tions have three main points, for the lower bound, upper bound and the point of 
maximum membership. For other functions, optional extra points may be used to 
define the shape (an extra point is required for the trapezoidal form). 
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5.4 Application Template 

The DSS system is designed to work with different appHcation domains. The ap
plication template is a format for any new application we build, it contains data of 
different categories, attributes and membership functions of that application. The 

^ ^ ^ 

#This is a properties file for membership definition. We should specify 
#the following properties for an attribute: 
# - A unique identifier for each defined membership function. 
# - A type from the following: {Gaussian, Triangle, Trapezoid} 
# - Three points: Lowerbound, Upperbound, Maximum 
# - Optional point: Auxiliary Maximum 
# Format: 
# <MF_Name>.membershipFunctionName = <MF_Name> 
# <MF_Name>.membershipFunctionType = {Gaussian/Triangle/Trapezoid} 
# <MF_Name>.lowerBound = lowerBoundValue 
# <MF_Name>.upperBound = upperBoundValue 
# <MF_Name>.max Value = max Value 
# <MF_Name>.optionPoint = ptl, pt2, pt3 ... 
# 

^ ^ ^ 

# 
# Gender Membership Functions 
# 
male.membershipFunctionName = male 
male.membershipFunctionType = Triangle 
male.lowerbound = 1 
male.upperbound = 1 
male.max Value = 1 

female.membershipFunctionName = female 
female.membershipFunctionType = Triangle 
female.lowerbound = 0 
female, upperbound = 0 
female.max Value = 0 
# 
# Age Membership Functions 
# 
young.membershipFunctionName = young 
young.membershipFunctionType = Triangle 
young.lowerbound = 0 
young.upperbound = 35 
young.maxValue = 20 

middle.membershipFunctionName = middle 
middle.membershipFunctionType = Triangle 
middle.lowerbound = 20 
middle.upperbound = 50 
middle.maxValue = 35 

old.membershipFunctionName = old 
old.membershipFunctionType = Triangle 
old. lowerbound = 35 
old.upperbound = 100 
old.max Value = 50 

Figure 29. Template of the date matching application 
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application template module consists of two parts the application template data 
file, and the application template logic. The application template data file specifies 
all the membership functions, attributes and categories of an application. We can 
consider it as a configuration data file for an application. It contains the definition 
of membership functions, attributes and the relationship between them. 

The application template logic parses and caches data from the data file so that 
other modules in the system can have faster access to definitions of membership 
functions, attributes and categories. It also creates a tree data structure for the 
fuzzy search engine to transverse. Figure 29 shows part of the sample configura
tion file from the Date Matching application. 

5.5 User interface 

It is difficult to design a generic user interface that suits different kind of applica
tions for all the fields. For example, we may want to have different layouts for 
user interfaces for different applications. To make the DSS system generic while 
preserving the user friendliness of the interfaces for different applications, we de
veloped the user interfaces into two parts. 

First, we designed a specific HTML interface for each application we devel
oped. Users can input their own profiles, make queries by specifying preferences 
for different attributes. Details for the DSS system are encapsulated from the 
HTML interface so that the HTML interface design would not be constrained by 
the DSS system. 

The second part of our user interface module is a mapping between the parame
ters in the HTML files and the attributes in the application template module for the 
application. The input mapping specifies the attribute names each parameter in the 
HTML interface corresponds to. With this input mapping, user interface designer 
can use any input method and parameter names freely (Figure 30). 

1-4 Input ^ ^ ^ ^ Control 

I Fuzzy Search 
Engine ÍFSE) 

Figure 30. User interface data flow 
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5.6 Database (DB) 

The database module is responsible for all the transactions between the DSS sys
tem and the database. This module handles all queries or user profile creations 
from the Fuzzy Engine and the Control Unit respectively. For queries from the 
Fuzzy Search Engine, it retrieves data from the database and returns it in a data 
object form. Usually queries are sets of attribute values and their associated 
weights. The database module (Figure 31) returns the matching records in a for
mat that can be manipulated by the user, as eliminating one or more record or 
changing their order. For creating user profile, on the other hand, it takes data ob
jects from the Control Unit and stores it in the database. There are three compo
nents in the DB module: the DB Manager (DBMgr), the DB Accessor (DBA) and 
DB Accessor Factory (DBA Factory). 

5.6.1 DB Manager 

The DB Manager is accountable for two things: setting up database connections 
and allocating database connections to DB Accessor objects when needed. During 
the initialization of the DSS system, DB Manager loads the right driver, which is 
used for the communications between the database and the system. It also supplies 
information to the database for authentication pu oses (e.g. usemame, password, 
path to the database etc). 

5.6.2 DB Accessor Factory 

The DB Accessor Factory creates DB Accessor objects for a specific application. 
For example, if the system is running the date matching application, DB Accessor 
Factory will create DB Accessor objects for the date matching application. The ex
istence of this class serves the pu ose of using a generic Fuzzy Search Engine. 

5.6.3 DB Accessor 

DB Accessor is responsible for storing and getting user profiles to and from the 
database. It also saves queries from users to the database so that other modules in 
the system can analyze user's preferences. It is the component that queries the da
tabase and wrap result from the database into data objects that are recognized by 
our application framework. 
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Figure 31. Database module components 

5.7 Applications 

In this work, we implemented our approach on four important applications: Credit 
ranking (scoring) (Figure 32.a. 32.b), which has been used to make financing de
cisions concerning credit cards, cars and mortgage loans; the process of college 
admissions where hundreds of thousands of applications are processed yearly by 
U.S. Universities (Figure 33); and date matching (Figures 34.a and 34.b) as one 
of the most popular internet programs. Even though we implemented three appli
cations, the system is designed in a generic form to accommodate more diverse 
applications and to be delivered as stand-alone software to academia and busi
nesses. 



174 

p T ^ ^ f % I ^ Ş № > ^ ! § Ş ^ і ^ ^ ^ ' ' ^* ¥ ? ) .' >ї> ^ ^ « І ^ » » » : І « І ^ ? ^ ^ -">> . * І 

EJle Łdlt ulew Favorites loots fclelp 

O ^ ^ ^ " ^ ' & i â ' ' £ Î 5 j : : ^ search -^jî^j-Favontes < ^ N 

Addf «í.í' [ І http;//localhost!25444/credltscore/reglsl:er.jsp 
^ ^ - a% nr?̂  [ J 

[4500 _J 
İHîSÜ E l 
|i_qoo_ ) 

~: p-ayment: i n f o r m a « 

і o p e n e d in t h a I«s1: 12 m o n - t h « ! 

I2 
[ M a n y 
j Some 

[ Many 

1 
h:i 
Íri! 
R 

Numban^ o f b * n k oi* n * U o n * l r e v o l v l n f i 
Є> True False 

Figure 32.a. A snapshot of the variable input for credit scoring software. 

fej?BI№e^iÉfe;>f.žg'!ÍVŽfóď« | -/|«& ! * » » і 4». •iV^ii^Mfá-K^Aimve^'LAK'J'iy vfii^iSf-^miii. ', ^ %-;^ '»-.>^^ '^ 

~ " G . O - " ,80 

H " ^ ^ 

CZ> 

->™-. » . ™ 

"----• < —-——"-

"~~̂ -̂  
- • - u _ ™ . 

• 10 ' 

Í62 i 

... ' 
: ;s3 ^ 

• 3 1 • 

Figure 32.b. A snapshot of the software developed for credit scoring. 
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Figure 4. . Date matching input form 
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Figure 34.b. shows the results are obtained from fuzzy query using the search 
criteria in the previous page. The first record is the one with the highest ranking. 

5.8 Evolutionary Computing for the BISC Decision 
Support system (EC-BISC-DSS) 

In the Evolutionary Computing (EC) module of the BISC Decision Support 
System, our pu ose is to use an evolutionary method to allow automatic adjusting 
of the user's preferences. These preferences can be seen as parameters of the 
fuzzy logic model in form of weighting of the used variables. These preferences 
are then represented by a weight vector and genetic algorithms will be used to fix 
them. 

In the fuzzy logic model, the variables are combined using aggregation opera
tors. These operators are fixed based on the application expert knowledge. How
ever, we may have to answer to the question: how to aggregate these variables? 
Indeed, to make decision regarding the choice of the aggregators that have to be 
used in addition to the preferences the application expert might need help. We 
propose to automatically select the appropriate aggregators for a given application 
according to some corresponding training data. Moreover, we propose to combine 
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these selected aggregators in a decision tree. In the Evolutionary Computation ap
proach, Genetic Programming, which is an extension of Genetic Algorithms, is the 
closest technique to our pu ose. It allows us to learn a tree structure which repre
sents the combination of aggregators. The selection of these aggregators is in
cluded to the learning process using the Genetic Programming. 

Genetic algorithms and genetic programming will be first introduced in the next 
section. Then, their adaptation to our decision system will be described. 

5.8.1 Genetic algorithms and genetic programming 

Introduced by J. Holland (1992), Genetic Algorithms (GAs) constitute a class of 
stochastic searching methods based on the mechanism of natural selection and ge
netics. They have recently received much attention in a number of practical prob
lems notably in optimization problems as machine learning processes (Banzhaf et 
al , 1982). 

5.8.1.1 Basic description 

To solve an optimization problem, usually we need to define the search method 
looking for the best solution and to specify a measure of quality that allows to 
compare possible solutions and to find the best one. In GAs, the search space cor
responds to a set of individuals represented by their DNA. These individuals are 
evaluated by a measure of their quality called fitness function which has to be de
fined according to the problem itself. The search method consists in a evolution
ary process inspired by the Darwinian principle of reproduction and survival of the 
fittest individual. 

This evolutionary process begins with a set of individuals called population. 
Individuals from one population are selected according to their fitness and used to 
form a new population with the hope to produce better individuals (offspring). 
The population is evolved through successive generations using genetic operations 
until some criterion is satisfied. 

The evolution algorithm is resumed in Figure 35. It starts by creating ran
domly a population of individuals which constitute an initial generation. Each in
dividual is evaluated by calculating its fitness. Then, a selection process is per
formed based on their fitness to choose individuals that participate to the 
evolution. Genetic operators are applied to these individuals to produce new ones. 
A new generation is then created by replacing existing individuals in the previous 
generation by the new ones. The population is evolved by repeating individuals' 
selection and new generations creation until the end criterion is reached in which 
case the evolution is stopped. 
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Figure 35. Genetic Algorithm Cycle 

The construction of a G A for any problem can be separated into five tasks: 
choice of the representation of the individuals, design of the genetic operators, de
termination of the fitness function and the selection process, determination of pa
rameters and variables for controlling the evolution algorithm, and definition of 
the termination criterion. 

In the conventional GAs, individuals' DNA are usually represented by fixed-
length character strings. Thus, the DNA encoding requires a selection of the string 
length and the alphabet size. Binary strings are the most common encoding be
cause its relative simplicity. However, this encoding might be not natural for 
many problems and sometimes corrections must be made on the strings provided 
by genetic operations. Direct value encoding can be used in problems where use 
of binary encoding would be difficult. In the value encoding, an individual's 
DNA is represented by a sequence of some values. Values can be anything con
nected to the problem, such as (real) numbers. 

5.8.1.2 Genetic operators 

The evolution algorithm is based on the reproduction of selected individuals in the 
current generation breeding a new generation composed of their offspring. New 
individuals are created using either sexual or asexual reproduction. In sexual re
production, known as crossover, two parents are selected and DNA from both par-
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ents is inherited by the new individual. In asexual reproduction, known as muta
tion, the selected individual (parent) is simply copied, possibly with random 
changes. 

Crossover operates on selected genes from parent DNA and creates new off
spring. This is done by copying sequences alternately from each parent and the 
points where the copying crosses is chosen at random. For example, the new indi-
vudal can be bred by copying everything before the crossover point from the first 
parent and then copy everything after the crossover point from the other parent. 
This kind of crossover is illustrated in Figure 36 for the case of binary string en
coding. There are other ways to make crossover, for example by choosing more 
crossover points. Crossover can be quite complicated and depends mainly on the 
encoding of DNA. Specific crossover made for a specific problem can improve 
performance of the GA. 

Mutation is intended to prevent falling of all solutions in the population into a 
local optimum of the solved problem. Mutation operation randomly changes the 
offspring resulted from crossover. In case of binary encoding we can switch a few 
randomly chosen bits from 1 to 0 or from 0 to 1 (see Figure 37.). The technique 
of mutation (as well as crossover) depends mainly on the encoding of chromo
somes. For example when permutations problem encoding, mutation could be 
performed as an exchange of two genes. 

parent 1 

Crossover child 

0 
parent 2 
1 1 0 0 1 1 ľ T 

Figure 36. Genetic Algorithm - Crossover 

parent 

0 1 0 1 1 0 1 
Mutation 

child 

0 1 OiOl 1 1 0 1 

Figure 37. Genetic Algorithm - Mutation 
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5.8.1.3 Selection process 

Individuals that participate to genetic operations are selected according to their 
fitness. Even that the main idea is to select the better parents in the hope that they 
will produce better offspring, the problem of how to do this selection remains. 
This can be done in many ways. We will describe briefly some of them. The 
( ) selection, consists in breeding X offspring from /i parents and then jx off
spring will be selected for the next generation. In the Steady-State Selection, in 
every generation a few good (with higher fitness) individuals are selected for cre
ating new offspring. Then some bad (with lower fitness) individuals are removed 
and replaced by the new offspring. The rest of population survives to new genera
tion. In the tournament selection, a group of individuals is chosen randomly and 
the best individual of the group is selected for reproduction. This kind of selection 
allows to give a chance to some weak individual in the population which could 
contain good genetic material (genes) to participate to reproduction if it is the best 
one in its group. Elitism selection aims at preserving the best individuals. So it 
first copies the best individuals to the new population. The rest of the population 
is constructed in ways described above. Elitism can rapidly increase the perform
ance of GA, because it prevents a loss of the best found solution. 

5.8.1.4 Parameters of GA 

The outline of the Basic G A is very general. There are many parameters and 
settings that can be implemented differently in various problems. One particularly 
important parameter is the population size. On the one hand, if the population 
contains too few individuals, GA has few possibilities to perform crossover and 
only a small part of search space is explored. On the other hand, if there are too 
many individuals, GA slows down. Another parameter to take into account is the 
number of generations which can be included in the termination criterion. 

For the evolution process of the G A, there are two basic parameters: crossover 
probability and mutation probability. The crossover probability indicates how of
ten crossover will be performed. If there is no crossover, offspring are exact cop
ies of parents. If there is crossover, offspring are made from parts of both parent's 
DNA. Crossover is made in hope that new chromosomes will contain good parts 
of old chromosomes and therefore the new chromosomes will be better. However, 
it is good to leave some part of old population survives to next generation. The 
mutation probability indicates how often parts of chromosome will be mutated. If 
there is no mutation, offspring are generated immediately after crossover (or di
rectly copied) without any change. If mutation is performed, one or more parts of 
a chromosome are changed. 
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5.8.1.5 Genetic programming 

Genetic programming (GP) is a technique pioneered by J. Koza (1992) which en
ables computers to solve problems without being explicitly programmed. It is an 
extension of the conventional GA in which each individual in the population is a 
computer program. It works by using GAs to automatically generate computer 
programs that can be represented as linear structures, trees or graphs. Tree encod
ing is the most used form to represent the programs. Tree structures are composed 
of primitive functions and terminals appropriate to the problem domain. The 
functions may be arithmetic operations, programming commands, and mathemati
cal logical or domain-specific functions. To apply GP to a problem, we have to 
specify the set functions and terminals for the tree construction. Also, besides the 
parameters of the conventional GA, other parameters which are specific to the in
dividual representation can be considered such as tree size for example. 

Genetic operations are defined specifically for the type of encoding used to rep
resent the individuals. In the case of tree encoding, new individuals are produced 
by removing branches from one tree and inserting them into another. This simple 
process ensures that the new individual is also a tree and so is also syntactically 
valid. The crossover and mutation operations are illustrated in Figures 38 and 39. 
The mutation consists in randomly choosing a node in the selected tree, creating a 
new individual and replacing the sub-tree rooted at the selected node by the cre
ated individual. The crossover operation is performed by randomly choosing 
nodes in the selected individuals (parents) and exchanging the sub-trees rooted at 
these nodes which produce two new individuals (offspring). 

Chosen node J>fl 
^^ Ґ ^^}^ ^ ^ Mutation 

Ob I 
selected individual new individual resulting individual 

Figure 38. Genetic programming - Tree-encoding individual mutation 

5.8.2 Implementation 

After having introduced the GA and GP background, now we are going to de
scribe their application to our problem. Our aim is at learning fuzzy-DSS parame
ters which are the weight vector representing the user preferences associated to the 
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variables that have to be aggregated on the one hand, and the adequate decision 
tree representing the combination of the aggregation operators that have to be 
used, on the other hand. 

Figure 39. Genetic programming - Tree-encoding individual crossover. 

5.8.2.1 Preferences learning using GA 

Weight vector being a linear structure, can be represented by a binary string, in 
which weight values are converted to binary numbers. This binary string corre
sponds to the individual's DNA in the GA learning process. The goal is to find 
the optimal weighting of the variables. A general GA module can be used by de
fining a specific fitness function for each application as shown in Figure 40. 

Let's see the example of the University Admissions application. The corre
sponding fitness function is shown Figure 41. The fitness is computed based on a 
training data set composed of vectors X̂ ,- • -jXî j of fuzzy values (Xĵ ,- • -Xj,̂ ) for 

each Xj. Each value of a fuzzy variable is constituted of a crisp value between 0 
and 1 and a set of membership functions. During the evolution process, for each 
weighting vector (W-ijWg,- • 'jW,^), the corresponding fitness function is computed. 
Using these weights, a score is calculated for each vector. Afterward, these scores 
are ranked and compared with the actual ranking using similarity measure. 
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Figure 40. Evolutionary Computing Module: preferences learning. 

Let's assume that we have N students and the goal is to select among them 
students that will be admitted. Each student is then represented by value vector in 
the training data set. The similarity measure could the common vectors in the 
n top ones between the computed and the actual ranking. This intersection has 
then to be maximized. We can also consider the intersection on a larger number 
n^>n of top vectors. This measure can be combined to the first one with different 
degrees of importance. The Fitness value will be a weighted sum of these two 
similarity measures. 

Training data 
1̂  
\X21 

Xi2 

X22 

Xlk\ 

X2k\ 

" 

\Xm Xm Xm\ 

Xii Xi2 Xik 

Actual ranking 

weight vector 

wMA wú 

Score 

SI 

Calculated ranking 

і ііІІІІІІІІіІІ і ї 

GA module 

SN 

Fitness value 
f(y^b^2,'",Wk) 

Figure 41. EC Module: Specific fitness function for the "University Admissions Applica
tion". 
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5.8.2.2 Aggregation tree learning using GP 

We have seen the learning of the weights representing the user preferences re
garding the fuzzy variables. However, the aggregators that are used are fixed in 
the application or by the user. But it is more interesting to adjust these aggrega
tors automatically. We propose to include this adjustment in the GA learning 
process. 

Aggregators can be combined in form of a tree structure which can be built us
ing a Genetic Programming learning module. It consists in evolving a population 
individuals represented by tree structures. The evolution principle remains the 
same as in a conventional GP module but the DNA encoding needs to be defined 
according to the considered problem. We propose to define an encoding for ag
gregation trees which is more complex than for classical trees and which is com
mon to all considered applications. As shown in Figure 42, we need, in addition 
to the fitness function specification, to define a specific encoding. 

We need to specify the functions (tree nodes) and terminals that are used to 
build aggregation trees. The functions correspond to aggregation operators and 
terminals (leaves) are the fuzzy variables that have to be aggregated. Usually, in 
GP the used functions have a fixed number of arguments. In our case, we prefer 
not to fix the number of arguments for the aggregators. We might however define 
some restrictions such as specifying minimal and maximal number of arguments. 
These numbers can be considered as parameters of the learning process. This en
coding property allows a largest search space to solve our problem. Another 
property which is indispensable specificity is the introduction of weights values in 
the tree structure. Instead of finding weights only for the fuzzy variables, we have 
to fix them also at each level of their hierarchical combination. This is done by 
fixing weight values for each aggregator. 

Tree structures are generated randomly as in the conventional GP. But, since 
these trees are augmented according the properties defined above, the generation 
process has to be updated. So, we decided to generate randomly the number of ar
guments when choosing an aggregator as a node in the tree structure. And for the 
weights, we chose to generate them randomly for each node during its creation. 

Concerning the fitness function, it is based on performing the aggregation op
eration a the root node of the tree that has to be evaluated. For the University Ad
missions application, the result of the root execution corresponds to the score that 
has to be computed for each value vector in the training data set. The fitness func
tion, as in the GA learning of the user preferences, consists in simple or combined 
similarity measures. In addition, we can include to the fitness function a comple
mentary measure that represent the individual's size which has to be minimized in 
order to avoid huge size trees. 
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Figure 42. Evolutionary Computing Module: aggregation tree learning. 

6 Conclusions 

Most of the existing search systems 'software' is modeled using crisp logic and 
queries. In this paper, we introduced fuzzy querying and ranking as a flexible tool 
allowing approximation where the selected objects do not need to match exactly 
the decision criteria resembling natural human behavior. Searching database re
cords and ranking the results based on multi-criteria queries is central for many 
database applications used within organizations in finance, business, industrial and 
other fields. The model consists of five major modules: the Fuzzy Search Engine 
(FSE), the Application Templates (AT), the User Interface (UI), the Database 
(DB) and the Evolutionary Computing (EC). We developed the software with 
many essential features. It is built as a web-based software system that users can 
access and use over the Internet, The system is designed to be generic so that it 
can run different application domains. To this end, the Application Template 
module provides information of a specific application as attributes and properties, 
and serves as a guideline structure for building a new application. 

The Fuzzy Search Engine (FSE) is the core module of the system. It has been 
developed to be generic so that it would fit any application. The main FSE com
ponent is the query structure, which utilizes membership functions, similarity 
functions and aggregators. 

Through the user interface a user can enter and save his profile, input criteria 
for a new query, run different queries and display results. The user can manually 
eliminate the results he disapproves or change the ranking according to his prefer
ences. 

The Evolutionary Computing (EC) module monitors ranking preferences of the 
users' queries. It learns to adjust to the intended meaning of the users' preferences. 
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The BISC decision support system key features are 1) intelligent tools to assist de
cision-makers in assessing the consequences of decision made in an environment 
of imprecision, uncertainty, and partial truth and providing a systematic risk 
analysis, 2) intelligent tools to be used to assist decision-makers answer "What if 
Questions", examine numerous alternatives very quickly and find the value of the 
inputs to achieve a desired level of output, and 3) intelligent tools to be used with 
human interaction and feedback to achieve a capability to learn and adapt through 
time In addition, the following important points have been found in this study 1) 
no single ranking function works well for all contexts, 2) most similarity measures 
work about the same regardless of the model, 3) there is little overlap between 
successful ranking functions, and 4) the same model can be used for other applica
tions such as the design of a more intelligent search engine which includes the 
user's preferences and profile (Nikravesh, 2001a and 2001b). We have also de
scribed the use of evolutionary computation methods for optimization problem in 
the BISC decision support system. It is an original idea in combining fussy logic, 
machine learning and evolutionary computation. We gave some implementation 
precisions for the University Admissions application. We plan also to apply our 
system to many other applications. 
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A b s t r a c t . We present a framework system for evaluating the effectiveness of var
ious types of "ontologies" to improve information retrieval. We use the system to 
demonstrate the effectiveness of simple natural language-based ontologies in im
proving search results and have made provisions for using this framework to test 
more advanced ontological systems, with the eventual goal of implementing these 
systems to produce better search results, either in restricted search domains or in 
a more generalized domain such as the World Wide Web. 

1 Introduction and Motivation 

Soft computing ideas have many possible applications to document retrieval 
and internet search, but the complexity of search tools, as well as the pro
hibitive size of the Internet (for which improved search technology is espe
cially important ) , makes it difficult to test the effectiveness of soft computing 
ideas quickly (specifically, the usage of conceptual fuzzy set ontologies) to im
prove search results. To lessen the difficulty and tediousness of testing these 
ideas, we have developed a framework for testing the application of soft com
puting ideas to the problem of information retrieval ^. Our framework system 
is loosely based on the "General Text Parser (GTP)" developed at the Uni
versity of Tennessee and guided by "Understanding Search Engines", writ ten 
by some of the authors of G T P [1]. This framework allows a user to take a 
set of documents, form a "vector search space" out of these documents, and 
then run queries within tha t search space. 

^ This project was developed under the auspices of the Berkeley Initiative in Soft 
Computing from January to May of 2004 

mailto:cloer@cal.berkeley.edu
mailto:hjsingh@berkeley.edu
mailto:allenmhc@cal.berkeley.edu
mailto:sguada@dia.fi.upm.es
mailto:nikravesh@cs.berkeley.edu
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Throughout this paper, we will use the term "ontology" to refer to a data 
structure that encodes the relationships between a set of terms and concepts. 

Our framework takes an ontology and uses its set of relationships to mod
ify the term-frequency values of every document^ in its search space, with 
the goal of creating a search space where documents are grouped by semantic 
similarity rather than by simple coincidence of terms. The interface for spec
ifying an ontology to this framework is a "Conceptual Fuzzy Set Network," 
which is essentially a graph with terms and concepts as nodes and relations 
(which include activation functions) as the edges respectively[8]. 

As well as allowing users to directly manipulate a number of factors that 
control how the system indexes documents (i.e. the ontology that the system 
uses), the framework is specifically designed to be easily extensible and mod
ular. We believe that there are a wealth of strategies for improving search 
results that have yet to be tested, and hope that for many of them, simple 
modifications to this framework will allow researchers to quickly evaluate the 
utihty of the strategy. 

2 System Description 

The framework exists as a set of packages for dealing with various search 
tasks: it is currently tied together by a user interface that coordinates the 
packages into a simple search tool. This section will give a brief overview of 
the interesting features of the framework - for more detailed documentation 
of both the features and the underlying code, please see ht tp: / /www-bisc . 
cs .berkeley.edu/ontologysearch. While making design decisions, we have 
tried to make every part of the code as extensible and modular as possible, so 
that further modifications to individual parts of the document indexing pro
cess can be made as easily as possible, usually without modifying the existing 
code save a few additions to the user interface. Our current implementation 
includes the following features: 

• A web page parser with a word stemmer attached 
• Latent Semantic Indexing (LSI) of a vector search space 
• Linear "Fuzzification" based on an ontology specified in XML 
• The ability to run queries on a defined search space created from a set of 

documents 
• A visualization tool that projects an n-dimensional search space into two 

dimensions 
• Fuzzy c-means clustering of documents 
• Automatic generation of ontologies based on OMCSNet 

^ That is, the number of times a given term appears in a given document, for all 
terms. The vector of terms for every document is normalized for ease of calcula
tion. 

http://www-bisc
http://cs.berkeley.edu/ontologysearch
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2.1 Search Spaces 

After parsing, each document is represented as a vector mapping terms to 
frequencies, where the frequency "value" is measured with Term-Frequency 
Inverse Document Frequency (TF-IDF) indexing (although the system allows 
for alternative frequency measurements). These documents are represented 
as an n-dimensional vector space, where n is the number of unique terms 
in all of the documents, i.e. the union of all terms in all documents. From 
this initial vector space it is possible to construct an "LSI Space", which is 
a copy of the original vector space that has been modified using LSI; in our 
case, we use a Singular Value Decomposition (SVD) matrix decomposition 
method to optimally compress sparse matrices^. SVD compression is lossy, 
but the optimality of the compression ensures that semantically similar terms 
are the first to be confiated as the amount of compression increases [1]. Query 
matching is performed by calculating the cosine similarity between the query 
term vector and document term vectors within the search space. 

2.2 Ontology Implementation 

Our framework treats "ontologies" as a completely separate module, and its 
only requirement is that an ontology must be able to "fuzzify" a set of terms 
(i.e. relate terms to each other) according to its own rules. We have included 
an ontology parser which parses XML files of a certain format into a base 
ontology class. Figure 1 shows an example of the XML format of a simple 
ontology; this basic ontology class stores a set of words and for each word, a 
set of directed relations from that word to all other words in the ontology^. 

To reshape a search space using an ontology, the user must choose an 
activation function for increasing or decreasing the value of related terms as 
specified by the rules of the ontology. With our framework, we have included 
a linear propagation function for ontologies; it takes the frequency of every 
term in the document, looks for that term in the ontology, and increases 
the frequency of all related terms by the value specified in that ontology^. If 
sigmoid propagation is being used, then frequencies will actually be decreased 
if they fall below a certain threshold, so that only terms that have a high 
degree of "support" (that is, they occur along with other terms that are 
deemed to be related to them, and thus probably have to do with the central 
meaning of the document) end up becoming amplified. 

Our vector space is a sparse matrix, as every document has only a fraction of all 
the terms in the search domain 
Each relation contains a real value between 0 and 1, where 0 signifies a complete 
lack of relation and 1 signifies synonyms. 
For example, given that farm is related to agriculture by 0.45, farm has a 
frequency value of 2, and agriculture has a value of 0, linear propagation would 
give agriculture a new value of 0.45 * 2 = 0.9. 
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<?xml version="1.0" encoding="ISO-8859-l" ?> 
<!DOCTYPE Ontology (View Source for fuli doc type.., )> 

- < і > 
- <term word="right"> 

<relation word="right wrong" x¥eight="0.5'* /> 
</tetTri> 

- <term V'/ord="bush"> 
<re}ation word="on table" wejght="0.4375" /> 
<relatiün word="live underwater" vveight="0.4375" /> 
<relatiün word="tree" weight="0.7890625" /> 
<relation word="compute" weight="0.25" /> 
<relatiüri word="at grocery store" weight="0.25" /> 
<relation vvord="in horse mouth" v^eight="0.25" /> 
<relation vvord="be yel low green and red" wetght="0.25" /> 
<relation word="stem" weight="0.68359375"/> 
<relation word="hide in" weight="0.5" /> 
<re}at!on word="patnot ism" v/eight="0.4375"/> 

Fig. 1. A simple example of the format of an ontology stored in XML. This 
particular ontology is automatically generated from a database of concepts, and 
thus has many relations that do not immediately seem useful. 

2.3 Cluster ing 

The framework includes a clustering unit that performs Fuzzy C-Means clus
tering on a search space [2]; the user interface allows users to specify whether 
to perform clustering, how many clusters to create, and what membership 
threshold to use. The clustering process assigns each document a degree of 
membership in each of the clusters, used in the visualization to illustrate doc
ument groupings (which should tend to correspond with the groupings that 
can be visually perceived in the two dimensional representation) as well as 
in query execution to speed up processing queries: with clusters, the system 
trims the document space by looking only at documents that have a relatively 
high degree of membership in the cluster that best fits the query. 

2.4 Visualization 

The user interface has a visualization tool which plots a two dimensional 
representation of the documents in the search space. LSI is used to obtain a 
rank-2 decomposition of the n-dimensional search space, which is ultimately 
a 2xn matrix of points in two dimensions. Our interface plots that matrix, 
allows the user to move around and inspect documents, and colorizes docu
ments by their degree of membership in any given cluster. The aim of the tool 
is to allow users to quickly determine the salient characteristics of a search 
space and to determine, on a very broad level, how the use of an ontology 
affects the space. The user may also plot a two dimensional representation 
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Fig. 2. Two dimensional visualization of a search space containing docu
ments in Spanish and English. English documents cluster on the axis, 
while Spanish documents cluster on the x axis. 

of terms (which is based on the same underlying search space), in order to 
determine how certain terms might group together. 

2.5 Ontology Generation 

A simple tool has been built into the system that takes a search space, finds 
the most common terms in that search space, and then constructs an ontology 
out of information available through MIT's Open Mind Common Sense cor
pus (OMCSNet) found at h t t p : //web .medi a. mi t . edu/"hugo/conceptnet/ . 
This ontology simply encodes all of the relations to various words and phrases 
that OMCSNet has for the common terms. Admittedly, this tool is crude, in 
that it contains no domain specific information and includes irrelevant phrases 
which are meaningless when broken down into individual terms, it provides 
a good initial approximation of an ontology for testing. 
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Fig. 3 . Two-dimensional visualization of a search space containing documents 
related to the war in Iraq. No ontological modifications have been made to the 
search space. 

3 Results 

To test the operation of our system, we created search spaces with sets of 
documents drawn from Internet news sites. As an initial test of our two 
dimensional visualization, we first sampled a number of news sites in two 
distinct languages: Spanish and English. As we expected, the visualization 
displayed two completely distinct clusters of documents, as shown in Figure 
2. We ran our next set of tests on a body of 124 news articles retrieved 
from Google'^^News by searching for the terms "Iraq War". To generate an 
ontology for testing, we found the most common terms in a set of documents 
and went to OMCSNet to create an ontology (as mentioned, this functionality 
is already built into our framework). The ontology we generate thus has 



195 

eBISC-Fu22|ř 5 :І;і І І 

ization 

JöJilJ 
Status 

; 

; 

• 

Parse Ontology 

' 

'" J 
l ' v4 

j . f ' -i"- : L 'S' 
1 . - r 

,̂  + + 
-1- "̂ ' 

C1 
C2 
C3 
C4 
C5 

~ -

í 

-^ , v ~r--——~~-~-r~-~~^^ ^ ;-

I, Current state: 
, LSI Search Space created. 
і Current Ontology: 
I No Ontoloiiy loaded. 
I Clustering Status: 
' Clustering complete. 

Help 

Exit 

Fig. 4. Two-dimensional visualization of the same search space after "fuzzifi-
cation" with an English-language ontology based on the most common words 
in the document set. 

no domain-specific information and no notion of abstract concepts; it only 
encodes the relationship between (hopefully relevant) English terms and other 
terms that may show up in our search space. Despite this simplicity, our 
expectation was that adjusting term frequency values would make documents 
which referred to similar topics appear more similar. 

3.1 Visualization 

We used our visualization tool to get a two dimensional representation of the 
search space before and after modifying term frequencies with our ontology. 
Figure 3 shows the visuahzation before modification, and Figure 4 shows the 
visualization after modification. 
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Our OMCSNet ontology only increased term frequencies, and did so re
gardless of context such that the degree of similarity would only increase 
between any two documents after modification. Not surprisingly, the visual
ization after modification showed that all documents were more tightly clus
tered. We hypothesize that, even though all documents become more similar 
to each other, topic-related documents see a greater effect from the ontolog-
ical transformation and pull even closer together. Although we were able to 
inspect visual points to informally verify that similar documents were in fact 
near each other, we had no systematic way to evaluate the effectiveness of 
the transformation. If we were to use an advanced ontology which took note 
of context, we would expect to see a greater impact in the visualization. In 
general, because of the coarse nature of visuals and the high level of rank 
reduction we need to obtain a two-dimensional representation, our visualiza
tion tool only provides an intuition for how the documents are related and 
the overall effect of an ontology, but cannot give any systematic evidence for 
the effectiveness of a given ontology. 

3.2 Queries 

To measure the effectiveness of an ontology at improving information retrieval 
for a body of documents, we compared search results from a variety of queries 
on a given corpora with and without the use of an ontology. The accuracy of 
our results are subjective; having no objective standard to measure our results 
against, we cannot give concise numbers on how well our search framework 
performs short of developing a point-based rubric to manually evaluate, rank 
and compare search results. 

As our primary interest while writing this system was verifying that the 
system itself performed as expected, we did not develop any ranking system 
for accuracy, but rather evaluated results of several test queries based on 
informal observation, comparing the use of different ontologies (including the 
"null" ontology). Figures 5 and 6 show the results of searching for the term 
"patriotism" before and after ontologically modifying an "Iraq War" search 
space. 

The top results shown in Figure 5 are documents containing the term 
"patriotism", and they are separated from lower results by a steep drop in 
similarity index value. Upon further inspection, our lower-ranked documents 
do not include the term "patriotism" but still seem to hold some relation to 
the term: this may be an effect of semantic information captured by LSI, or 
it may simply be that all documents related to the Iraq War are related to 
patriotism in some way. 

In Figure 6, the first document to contain the word "patriotism" is actu
ally ranked in the middle of the list of query results, but we see that higher-
ranking documents do discuss the display of patriotism, including phrases 
such as "flag waving", "supporting veterans", and "national pride". It is of 
course easy to make up a story to explain why the results in one figure are 
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Fig. 5. The result of a search for "patriotism" before modifying the search 
space. 

better than the results of the other: this data is not meant to be evidence 
that the ontology we used actually improved search results, but rather to 
demonstrate how an ontology changes the results of our query and how the 
system allows the user to quickly compare search spaces with and without 
the help of ontologies. 

4 Future Work 

We have identified several projects that could be pursued using the frame
work, either as extensions or as tests performed within the system. Our desire 
to test some of these ideas motivated the design of this system, but we expect 
that the framework may prove useful for testing ideas that never occurred to 
us. 

4.1 Hierarchical Conceptual Fuzzy Sets 

The framework lends itself to a more advanced notion of "ontology" than 
we have used in our initial implementation, which focuses simply on direct 
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http://vvvv4�.charles�on.n8trstories/050204/terJ2
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Fig. 6. The result of the same search after modification. Note that all results 
have received a higher similarity index as a result of uniform clustering and the 
order of relevance has changed from the query without an ontology. 

relationships between terms. To capture semantic information with greater 
depth, hierarchical conceptual fuzzy sets may prove useful. A hierarchical 
conceptual fuzzy set network specifies concepts and relations using multiple 
levels of abstraction. For example, the term Porsche would trigger activa
tion of the concept Sports Cars, which would in turn activate Cars, and 
then Moving Vehicles. In this situation the additional term F e r r a r i would 
strongly trigger Sports Car, while the term Truck would strongly trigger 
the broader Moving Vehicles. By more accurately determining the context 
of words within a document, and thus the "meaning" of the document, the 
use of a hierarchical conceptual fuzzy set network could further improve the 
quality of query results. 

Extending the framework to test this idea would require an extension 
to the current ontology parser class, an extension to the current ontology 
class, and a method to create appropriate "hierarchical ontologies" for testing 
purposes. 
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4.2 Tailored Ontologies 

Because this tool allows us to compare query results with and without on-
tological information, it will be useful for testing the effectiveness of various 
ontologies at capturing semantic structure within a search domain. Possible 
experiments include: 

• Hand craft a set of relations among words related to an academic disci
pline (i.e. Computer Science), and then use the ontology to search in the 
domain of technical articles for that discipline. 

• Automatically generate an ontology for a search domain based a set of 
criteria (i.e. term coincidence) and compare results with and without this 
ontology. Specifically, it may be interesting to evaluate the effectiveness 
of "fuzzy thesauri" [4] generated from the World Wide Web. 

• Test the utility of feedback-driven ontology systems (i.e. the BISC Image 
Search program). User feedback then be the basis of an interactive system 
that personalizes context in queries ^ or to create a term-centered (rather 
than phrase-centered) general knowledge base. 

• Automatically create ontologies based on semantic information from a 
natural language database. ^ While we have already implemented a tool 
to generate ontologies from MIT's OMCSNet, a context-sensitive ontol
ogy from a language database has further applications. That is, with the 
capacity to parse sentences, it is possible determine which terms and con
cepts in a document should be activated with a higher degree of accuracy. 
In the other direction, document-wide term-frequencies along with the ac
tivation values of terms and concepts in a conceptual fuzzy set network 
can aid a natural language parser in resolving ambiguous contexts. 

As mentioned in Section 3.2, analysis and evaluation would require a 
standardized rubric for ranking the quality of results. 

4.3 Alternative Frequency Measures 

Throughout our program, we have used Term Frequency-Inverse Document 
Frequency (TF-IDF) measures, but we have not experimented with Non
monotonic Document Frequency (NMDF) measures [5], term ranking algo
rithms based on evolutionary computing, or other methods for measuring 
the occurrence of terms within documents. Unfortunately, because indexing 
methods often rely on detailed information from document parsing, modifi
cations and additions to the modules that deal with indexing will most likely 
require changes in the parsing modules as well, violating the abstraction bar
riers and modularity of the framework. 

^ For example, a system would detect that its user uses the terms "Bush" and "pres
ident" interchangeably and tighten the ontological relationship between these two 
terms. 

^ Examples include Princeton's WordNet, MIT's OMCSNet, and Berkeley's 
PrameNet. 
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4.4 Integration with Google^^Search 

We currently parse a manually entered set of web pages or text documents. If 
we take this idea one step further and try to include some form of automated 
document search and extraction on the World Wide Web, a natural direction 
is making use of Google'^^'s search engine (via their free API) to download 
new documents on-the-fly. A typical scenario would have a user searching for 
documents about "car repair"; the system would fetch a group of documents 
related to automotive maintenance by using Google^^'s search API, parse 
them as a document search space, and query within this tight domain of 
documents (perhaps also using a tailored ontology using automated methods 
such as Section 4.2's OMCSNet-ontology creation). 

4.5 Query Refinement and Expansion 

With the World Wide Web (accessed via Section 4.4's methods or some other 
means) at our fingertips, we should be able to make refinements of queries or 
expand queries to include other relevant documents and enlarge the size of 
our search space. For instance, to follow-up and expand on Section 4.4 and 
integration with Google'^^, we can use the following algorithm: 

Input query 
Use Google'^^API to find top n results for the terms in the query 
Use OMCSNet to create context-specific ontology based on the most 
common terms in the top n results 
Use OMCSNet ontology to find the top j groups of terms most related 
to the terms of the query 
Use Google'^^ API to find top n results for each of the groups of terms 
related to the query 
Add all documents retrieved from Google'^^to search space 
Reorder documents from API search using OMCSNet ontology 
Return top most highly ranked documents 

Such a process would in effect expand and refine our search space - by sam
pling multiple parts of the World Wide Web with the help of an ontology, 
we are expanding beyond the limited number of terms in the user's query, 
and by reordering documents with respect to the ontology, we are refining 
our results and giving higher ranks to documents which are closely related 
to the query. Abstractly, we are approximating "fuzzification" of our per
spective of the World Wide Web with the ontology. If we had re-indexed the 
entire World Wide Web, documents using ontologically related terms would 
be similar to each other: although these documents might have no relation 
to each other that would show up in a Google'^^search, this process would 
ensure that all relevant documents would be fetched and the reordered such 
that the results would be similar to the results we would expect if we had 
completely re-indexed. 
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4.6 Commercial Applications 

We designed the system to work well on relatively small corpora, in the range 
of thousands of documents. If tailored and domain-specific ontologies prove to 
be a useful technique in improving search results within a restricted domain, 
these ideas could be applied to a scalable search system^ based on some of 
the principles laid out by Brin and Page Brin: 1997. Such a system would 
still probably be best suited to searching restricted (and more structured) 
domains, rather than the entirety of the World Wide Web, and might be 
used by libraries and other institutions charged with storing academic or 
professional knowledge to provide improved search results to their clients. 

5 Conclusion 

As this ontology based search system is primarily a tool for testing new 
ideas, this paper's intention is to create awareness of the availability of this 
tool. For the interested reader, the complete source code for this system, as 
well as documentation, is available at h t t p : //www-bisc. c s . berkeley. edu/ 
ontologysearch. Although completely different indexing techniques would 
be necessary to efficiently apply ontology-based ideas to the task of searching 
very large corpora, we believe that this system could serve as a fair prototype 
for a tool to search specific, limited-size corpora (i.e. a set of books or papers 
in a particular field). If we are able to find and develop a method of capturing 
semantic significance of documents at this level, this technology then could 
be expanded into the larger domain of generalized Internet search. 
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Abstract: Humans have a remarkable capability (perception) to perform a wide 
variety of physical and mental tasks without any measurements or computations. 
FamiHar examples of such tasks are: playing golf, assessing wine, recognizing 
distorted speech, and summarizing a story. The question is whether a special type 
information retrieval processing strategy can be designed that build in perception. 
Commercial Web search engines have been defined which manage information 
only in a crisp way. Their query languages do not allow the expression of prefer
ences or vagueness. Even though techniques exist for locating exact matches, find
ing relevant partial matches might be a problem. It may not be also easy to spec
ify query requests precisely and completely - resulting in a situation known as a 
fuzzy-querying. It is usually not a problem for small domains, but for large reposi
tories such as World Wide Web, a request specification becomes a bottleneck. 
Thus, a flexible retrieval algorithm is required, allowing for imprecise or fuzzy 
query specification or search. In addition, they have problems as follows : (1) 
large answer set; (2) low precision; (3) unable to preserve the hypertext structures 
of matching hyperdocuments; (4) ineffective for general-concept queries. The 
task is to use user-defined queries to retrieve useful information according to cer
tain measures. In order to handle these problems, we propose the Perception In
dex (PI) that contains attributes associated with a focal keyword restricted by 
fuzzy term(s) used in fuzzy queries on the Internet. If we integrate the Document 
Index (DI) used in commercial Web search engines with the proposed PI, we can 
handle both crisp terms (keyword-based) and fuzzy terms (perception-based). In 
this respect, the proposed approach is softer than the keyword-based approach. 
The PI brings somewhat closer to natural language. It is a further step toward a 
real human-friendly, natural language-based interface for Internet. It should 
greatly help the user relatively easily retrieve relevant information. In other words, 
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the PI assists the user to reflect his/her perception in the process of query. Conse
quently, Internet users can narrow thousands of hits to the few that users really 
want. In this respect, the PI provides a new tool for targeting queries that users 
really want, and an invaluable personalized search. In this chapter, we also present 
the search mechanism based on the integrated index (DI + PI) and fuzzy query 
based on the integrated index (DI + PI). Moreover, we describe some features of 
the proposed method and suggest some considerations for implementing the pro
posed method. The main goal of the perception-based information processes and 
retrieval system is to design a model for the internet based on user profile with ca-
pabihty of exchanging and updating the rules dynamically and '*do what I mean, 
not as I say*' and using programming with ''human common sense capability". 

1 Introduction 

Under leadership of DARPA, ARPANET has been designed through close col
laboration with UCLA during 1962-1969, 1970-1973, and 1974-1981. Initially de
signed to keep military sites in communication across the US. In 1969, ARPANET 
connected researchers from Stanford University, UCLA, UC Santa Barbara and 
the University of Utah. The Internet community formed in 1972 and the Email is 
started in 1977. While initially a technology designed primarily for needs of the 
U.S. military, the Internet grew to serve the academic and research conununities. 
More recently, there has been tremendous expansion of the network both interna
tionally and into the commercial user domain. 

There are many pubhcly available Web search engines, but users are not nec
essarily satisfied with speed of retrieval (i.e., slow access) and quality of retrieved 
information (i.e., inabiUty to find relevant information). It is important to remem
ber that problems related to speed and access time may not be resolved by consid
ering Web information access and retrieval as an isolated scientific problem. An 
August 1998 survey by Alexa Internet (<alexa.com>) indicates that 90% of all 
Web traffic is spread over 100,000 different hosts, with 50% of all Web traffic 
headed towards the top 900 most popular sites. Effective means of managing un
even concentration of information packets on the Internet will be needed in addi
tion to the development of fast access and retrieval algorithms (Kabayashi and Ta-
keda 2000). 

World Wide Web search engines have become the most heavily-used onHne 
services, with milHons of searches performed each day. Their popularity is due, in 
part, to their ease of use. The central tasks for the most of the search engines can 
be summarize as 1) query or user information request- do what I mean and not 
what I say!, 2) model for the Internet, Web representation-web page collection, 
documents, text, images, music, etc, and 3) ranking or matching function-degree 
of relevance, recall, precision, similarity, etc. Table 1 also compares the issues 
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related to the conventional Database with Internet. Already explosive amount of 
users on the Internet is estimated over 200 million (Table 2). While the number of 
pages available on the Internet almost double every year, the main issue will be 
the size of the internet when we include multimedia information as part of the 
Web and also when the databases connected to the pages to be considered as part 
of an integrated Internet and Intranet structure. Databases are now considered as 
backbone of most of the E-commerce and B2B and business and sharing informa
tion through Net between different databases (Internet-Based Distributed Data
base) both by user or clients are one of the main interest and trend in the future. In 
addition, the estimated user of wireless devices is estimated 1 billion within 2003 
and 95 % of all wireless devices will be Internet enabled within 2005. Table 3 
shows the evolution of the Internet, World Wide Web, and Search Engines. 

Table 1. Database Vs. Internet 

Database Internet 

Distributed Distributed 

Controlled Autonomous 

Query (QL) Browse (Search) 

Precise Fuzzy/Imprecise 

Structure Unstructured 

Table 2. Internet and rate of changes 

Jan 1998: 30 Mfflions web hosts 
Jan 1999: 44 Millions web hosts 
Jan 2000: 70 MilUons web hosts 
Feb 2000: +72 MilUons web hosts 

Dec 1997: 320 MiUions 
Feb 1999: 800 MilĽons 
March 2000: +1,720 MiUions 

The number of pages available on the Internet almost 
doubles every year 



206 

Courtois and Berry (Martin P. Courtois and Michael W. Berry, ONLINE, May 
1999-Copyright © Online Inc.) published a very interesting paper "Results Rank
ing in Web Search Engines". In their work for each search, the following topics 
were selected: credit card fraud, quantity theory of money, liberation tigers, evolu
tionary psychology, French and Indian war, classical Greek philosophy, Beowulf 
criticism, abstract expressionism, tilt up concrete, latent semantic indexing, fm 
synthesis, pyloric stenosis, and the first 20 and 100 items were downloaded using 
the search engine. Three criteria 1) All Terms, 2) Proximity, and 3) Location were 
used as a major for testing the relevancy ranking. Table 4 shows the concept of 
relevancy and its relationship with precision and recall {Table 5 and Figure 1). 
Table 6 shows the summary of the results. The effectiveness of the classification 
is defined based on the precision and recall {Tables 4-5 and Figure ľ). 

Table 4. Similarity/Precision and Recall 

Relevant Non-Relevant 

Retrieved 

Not Retrieved 

A A N 

N: Number of documents 

Table 5. Similarity/Measures of Association 

There are five commonly used measuresof association in IR: 

SimplematciiingCoefficiet: \Xf]Y\ 

A n B 

A n B 

A n B 

ÄnB 

Dice'sCoefficiet: 2} ^-

Jaccarďs Coefficiet 

Cosine Coeffciet: 

OverlapCoefficiet: 

. \Xf]Y\ 
\X\JY\ 

\ [ \ 

| | 
/ X|,|y|) 

Disimilarty Coefficeirt: . . = í - Dics s Coefficiert 

\XAY\=\XUY\-\X^Y\ 

file:///X/JY/


Table 6. Results Ranking in Web Search Engines 
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Effectiveness is a measure of the system ability to satisfy the user in terms of 
the relevance of documents retrieved. In probabiHty theory, precision is defined as 
conditional probability, as the probability that if a random document is classified 
under selected terms or category, this decision is correct. Precision is defined as 
portion of the retrieved documents that are relevant with respect to all retrieved 
documents; number of the relevant documents retrieved divided by all documents 
retrieved. Recall is defined as the conditional probabiHty and as the probability 
if a random document should be classified under selected terms or category, this 
decision is taken. Recall is defined as portion of the relevant retrieved docu
ments that are relevant with respect to all relevant documents exists; number of 
the relevant documents retrieved divided by all relevant documents. The per
formance of each request is usually given by precision-recall curve (Figure 1). 
The overall performance of a system is based on a series of query request. There
fore, the performance of a system is represented by a precision-recall curve, which 
is an average of the entire precision-recall curve for that set of query request. 
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Figure 1. l.a.) relationship between Precision and Recall, l.b.) inverse relation
ship between Precision and Recall. 
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To improve the performance of a system one can use different mathematical 
model for aggregation operator for (AnB) such as fuzzy logic. This will sift the 
curve to a higher value as is shown in Figure Lb. However, this may be a matter 
of scale change and may not change the actual performance of the system. We call 
this improvement, virtual improvement. However, one can shit the curve to the 
next level, by using a more intelhgent model that for example have deductive ca
pability or may resolve the ambiguity (Figure l.b). 

Many search engines support Boolean operators, field searching, and other ad
vanced techniques such as fuzzy logic in variety of definition and in a very primi
tive ways (Table 7). While searches may retrieve thousands of hits, finding rele
vant partial matches and query relevant information with deductive capabilities 
might be a problem. Figure 2. shows a schematic diagram of model presented by 
Lotfi A. Zadeh (2002) for the flow of information and decision. What is also 
important to mention for search engines is query-relevant information rather than 
generic information. Therefore, the query needs to be refined to capture the user's 
perception. However, to design such a system is not trivial, however, Q/A sys
tems information can be used as a first step to build a knowledge based to capture 
some of the conmion user's perceptions. Given the concept of the perception, new 
machineries and tools need to be developed. Therefore, we envision that non-
classical techniques such as fuzzy logic based-clustering methodology based on 
perception, fuzzy similarity, fuzzy aggregation, and FLSI for automatic informa
tion retrieval and search with partial matches are required. 

INFORMATION 

Figure 2. Perception-Based Decision Analysis (PDA) (Zadeh, 2001) 
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Table 7. Examples of Fuzzy Web Search Engines 
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2 Intelligent Search Engines 

Design of any new intelligent search engine should be at least based on two main 
motivations: 

• The web environment is, for the most part, unstructured and imprecise. To 
deal with information in the web environment what is needed is a logic that 
supports modes of reasoning which are approximate rather than exact. While 
searches may retrieve thousands of hits, finding decision-relevant and query-
relevant information in an imprecise environment is a challenging problem, 
which has to be addressed. 
• Another, and less obvious, is deduction in an unstructured and imprecise 
environment given the huge stream of complex information. 

Tim Bemres-Lee (1999) in his transcript refers to the fuzzy concept and the 
human intuition with respect to the Web (Transcript of Tim Bemers-Lee's talk to 
the LCS 35th Anniversary celebrations, Cambridge Massachusetts, 
1999/April/14): 

Lotfi A. Zadeh (2001a) consider fuzzy logic is a necessity to add deductive 
capabiHty to a search engine: "UnUke classical logic, fuzzy logic is concerned, in 
the main, with modes of reasoning which are approximate rather than exact. In 
Internet, almost everything, especially in the realm of search, is approximate in 
nature. Putting these two facts together, an intriguing thought merges; in time, 
fuzzy logic may replace classical logic as what may be called the brainware of the 
Internet. 

In my view, among the many ways in which fuzzy logic may be employed, 
there are two that stand out in importance. The first is search. Another, and less 
obvious, is deduction in an unstructured and imprecise environment. Existing 
search engines have zero deductive capabiHty. ... To add a deductive capabil
ity to a search engine, the use of fuzzy logic is not an option - it is a necessity." 

With respect to the deduction and its complexity, Lotfi's viewpoint (2001a and 
2002) is summarized as follows: "Existing search engines have many remarkable 
capabilities. But what is not among them, is the deduction capabiUty ~ the capa
bility to answer a query by drawing on information which resides in various parts 
of the knowledge base or is augmented by the user. Limited progress is achievable 
through application of methods based on bivalent logic and standard probabiUty 
theory. But to move beyond the reach of standard methods it is necessary to 
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change direction. In the approach, which is outHned, a concept which plays a piv
otal role is that of a prototype ~ a concept which has a position of centraHty in 
human reasoning, recognition, search and decision processes. ... The concept of a 
prototype is intrinsically fuzzy. For this reason, the prototype-centered approach to 
deduction is based on fuzzy logic and perception-based theory of probabilistic rea
soning, rather than on bivalent logic and standard probabihty theory. What should 
be underscored, is that the problem of adding deduction capability to search en
gines is many-faceted and complex. It would be unrealistic to expect rapid pro
gress toward its solution." 

During 80, most of the advances of the automatic document categorization and 
IR were based on knowledge engineering. The models were built manually using 
expert systems capable of taking decision. Such expert system has been typically 
built based on a set of manually defined rules. However, the bottleneck for such 
manual expert systems was the knowledge acquisition very similar to expert sys
tem. Mainly, rules needed to be defined manually by expert and were static. 
Therefore, once the database has been changed or updated the model must inter
vene again or work has to be repeated anew if the system to be ported to a com
pletely different domain. By explosion of the Internet, these bottlenecks are 
more obvious today. During 90, new direction has been merged based on machine 
learning approach. The advantage of this new approach is evident compared to 
the previous approach during 80. In machine learning approach, most of the engi
neering efforts goes towards the construction of the system and mostly is inde
pendent of the domain. Therefore, it is much easier to port the system into a new 
domain. Once the system or model is ported into a new domain, all that is needed 
is the inductive, and updating of the system from a different set of new dataset, 
with no required intervention of the domain expert or the knowledge engineer. 
In term of the effectiveness, IR techniques based on machine learning techniques 
achieved impressive level of the performance and for example made it possible 
automatic document classification, categorization, and filtering and making these 
processes viable alternative to manual and expert system models. 

Doug B. Lenat both the founder of the CYC project and president of 
(http://www.cyc.com) puts the concept of deduction into perspective and he ex
presses that both conmionsense knowledge and reasoning are key for better infor
mation extraction (2001). 

Lotfi A. Zadeh (2002) express qualitative approach towards adding deduction 
capabiHty to the search engine based on the concept and framework of proto-
forms: 

"At a specified level of abstraction, propositions are p-equivalent if they have 
identical protoforms." "The importance of the concepts of protoform and p-
equivalence derives in large measure from the fact that they serve as a basis for 
knowledge compression." 

"A knowledge base is assumed to consist of a factual database, FDB, and a de
duction database, DDB. Most of the knowledge in both FDB and DDB is per-

http://www.cyc.com
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ception-based. Such knowledge cannot be dealt with through the use of bivalent 
logic and standard probabiHty theory. The deduction database is assumed to con
sist of a logical database and a computational database, with the rules of deduction 

having the structure of protoforms. An example of a computational rule is "if Q j 

A's are B's and Q j (A and B)'s are C's," then "Q j Q 2 A's are( and C)'s, where 

Q J and Q 2 are fuzzy quantifiers and A, and are labels of fuzzy sets. The 
number of rules in the computational database is assumed to be very large in order 
to allow a chaining of rules that may be query-relevant." 

Computational theory of perception (CTP) (Zadeh, 1999 and 2001b; Nik-
ravesh et al., 2001; Nikravesh, 2001a and 2001b) is one of the many ways that 
may help to address some of the issues presented by both Bemers Lee and Lotfi A. 
Zadeh earlier, a theory which comprises a conceptual framework and a methodol
ogy for computing and reasoning with perceptions. The base for CTP is the meth
odology of computing with words (CW) (Zadeh 1999). In CW, the objects of 
computation are words and propositions drawn from a natural language. 

3 Perception-Based Information Processing for Internet 

One of the problems that hitemet users are facing today is to find the desired 
information correctly and effectively in an environment that the available informa
tion, the repositories of information, indexing, and tools are all dynamic. Even 
though some tools were developed for a dynamic environment, they are suffering 
from "too much" or " too little" information retrieval. Some tools return too few 
resources and some tool returns too many resources (Figure 3). 

Information Overload 
Too Many Cycles 

User query or the 
information has 
been sent to Server 
needs to be changed 
until the user to be 
satisfied? 

Nuidberof Terms 

Figure 3. Information overload 
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The main problem with conventional information retrieval and search such as 
vector space representation of term-document vectors are that 1) there is no real 
theoretical basis for the assumption of a term and document space and 2) terms 
and documents are not really orthogonal dimensions. These techniques are used 
more for visualization and most similarity measures work about the same regard
less of model. In addition, terms are not independent of all other terms. With re
gards to probabilistic models, important indicators of relevance may not be term ~ 
though terms only are usually used. Regarding Boolean model, complex query 
syntax is often misunderstood and problems of null output and hiformation over
load exist. One solution to these problems is to use extended Boolean model or 
fuzzy logic. In this case, one can add a fuzzy quantifier to each term or concept. In 
addition, one can interpret the AND as fuzzy-MIN and OR as fuzzy-MAX func
tions. Alternatively, one can add agents in the user interface and assign certain 
tasks to them or use machine learning to learn user behavior or preferences to im
prove performance. This technique is useful when past behavior is a useful predic
tor of the future and wide variety of behaviors amongst users exist. 

іі ії 

;:-'̂ ' і̂ '̂̂ і̂ -̂ "'̂ ^^^^ -̂^̂ '̂̂' ̂ -̂ -̂  
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Figure 4. . Structure of conventional search engine and retrieval technique 
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Figure 4. b Structure of search engine and retrieval technique and the problem re
lated to perception and areas that soft computing can be used as a mean for im
provement. 
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In addition, the user's perception, which is one of the most important key fea
tures, is oftentimes ignored. For example, consider the word " football". The 
perception of an American differs from the perception of an European who under
stands football to mean "Soccer." Therefore, if the search engine knows some
thing about the user and its perception, it might be able to better refine the users 
results. For this example, there is no need to eliminate American football pages for 
those in the UK looking for real football information, since this information inclu
sively exists in user's profile. Search Engines also often return a large Hst of ir
relevant search results due to the ambiguity of search query terms. To solve this 
problem one can use the following approaches 1) from Users Side/ Client Side by 
selecting a very specific (unique) term and 2) from Systems Sides/Server by offer
ing alternate query terms for users to refine the query terms. Sources of the ambi
guity are mainly due to 1) definition/meaning and as an example-what is the larg
est building? (for this case, what is the meaning of "largest") and 2) specificity 
and as an example- where is the GM headquarters? (for this case, what level of 
specificity is required?). To address this issue, a clarification dialog is required. 

The main goal of the perception-based information processes and retrieval sys
tem is to design a model for the internet based on user profile with capability of 
exchanging and updating the rules dynamically and ''do what I mean, not as I 
say" and using programming with "human common sense capability'*. Figures 
4,a and 4.b show the structure of conventional search engine and retrieval tech
nique and the problem related to perception and areas that soft computing can be 
used as a mean for improvement. Figure 5 shows the automated ontology genera
tion and automated document indexing using the terms similarity based on Fuzzy-
Latent Semantic Indexing Technique (FLSI). Often time it is hard to find the 
"right" term and even in some cases the term does not exist. The ontology is 
automatically constructed from text document collection and can be used for 
query refinement. Figure 6 shows documents similarity map that can be used for 
intelligent search engine based on FLSI, personalization and user profiling. The 
user profile is automatically constructed from text document collection and can be 
used for query refinement and provide suggestions and for ranking the information 
based on pre-existence user profile. 

4 Fuzzy Conceptual Model and Search Engine 

One can use clarification dialog, user profile, context, and ontology, into a inte
grated frame work to address some of the issues related to search engines were de
scribed earher. In our perspective, we define this framework as Fuzzy Conceptual 
Matching based on Human Mental Model (Figure 7). The Conceptual Fuzzy Set 
(CFS) model will be used for intelligent information and knowledge retrieval 
through conceptual matching of both text and images (here defined as "Concept"). 
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Figure 5. Terms Similarity; Automated Ontology Generation and Automated In
dexing 
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Figure 6. Documents Similarity; Search Personalization-User Profiling 
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Figure 7. Fuzzy Conceptual MatcMng and Human Mental Model 
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The selected query doesn't need to match the decision criteria exactly, which 
gives the system a more human-like behavior. The CFS can also be used for con
structing fuzzy ontology or terms related to the context of search or query to re
solve the ambiguity. It is intended to combine the expert knowledge with soft 
computing tool. Expert knowledge needs to be partially converted into artificial 
intelligence that can better handle the huge information stream. In addition, so
phisticated management work-flow need to be designed to make optimal use of 
this information. The new model can execute conceptual matching deaUng with 
context-dependent word ambiguity and produce results in a format that permits the 
user to interact dynamically to customize and personalized its search strategy. 

5 Fuzzy Query on the Internet 

In this section, we do not attempt to solve 'unable to preserve the hypertext struc
tures of matching hyperdocuments' problem. However, we try to tackle in part the 
other problems (i.e., 'large answer set', 'low precision', 'ineffective for general-
concept queries'). In order to handle these problems, we propose the Perception 
Index (PI) that contains attributes associated with a focal keyword restricted by 
fuzzy term(s) used in fuzzy queries on the Internet. 

5.1 Integration of Document Index with Perception Index 

The central concept of information retrieval is the notion of relevance (Salton 
1989). A user with a given query for information tries to find any specific results 
that he/she really wants. There are several models for specifying the representa
tions used for the documents and the queries, as well as the matching of these rep
resentations (Kraft and Petry 1997). The most used model is that of the Boolean 
query based on set theory. Documents are represented as sets of terms and queries 
are Boolean expressions on terms. The retrieval mechanism does an exact match 
by classifying documents that satisfy the Boolean query as being relevant, all 
other documents as being irrelevant. This model is used by virtually all і -
cial textual-document retrieval systems. However, it is difficult to overcome the 
limitations of this model, including the inability to handle properly imprecision 
and subjectivity. The second model is the vector space model (Salton 1989) where 
documents and queries are represented as vectors in the space of all possible index 
terms. The document vectors consist of weights based on term frequencies in the 
collection, while the query vectors are binary vectors on the terms. The matching 
is based on a similarity measure between the documents and the query (often in
volving the cosine of the angle between the query vector and a given document 
vector). To date, this model leads the others in terms of performance. The third 
model is the probabilistic model (Salton 1989) where documents are represented 
as binary vectors. The queries are vectors of terms with weights based on the es-



220 

timated probability of relevance of documents with those terms. Like the vector 
space model, the key advantage is the ability to rank documents on the Ukelihood 
of relevance. The fourth model is the generaUzed Boolean model, where fuzzy set 
theory allows the extension of the classical Boolean model to incorporate weights 
and partial matches, and adding the idea of document ranking. 

The importance of representations of uncertainty in databases is increasing as 
more complex appHcations such as CAD/CAM and geographical information sys
tems (GIS) are being undertaken in object-oriented and multi-media databases. 
Query languages are designed to express the user's retrieval requests in either a 
crisp manner or not. Much of the work in the database area has been in extending 
query languages to permit the representation and retrieval of imprecise data 
( Kacprzyk and Ziółkowski 1986, Nakajima et el. 1993, Petry and Bosc 1996, 
Rasmussen and Yager 1999, and Testemale 1986). There are some current com
mercial attempts at providing fuzzy query capabilities as front ends to conven
tional database systems (Nakajima et el. 1993). 

Until now, however, commercial systems including informational retrieval 
systems (IRS), data base management systems (DBMS), and Web search engines 
have been defined which manage information only in a crisp way. Moreover, 
(crisp) traditional query languages do not allow the expression of preferences or 
vagueness which could be desirable for the following reasons (Kraft and Petry 
1997): 

• to control the size of the results; 

• to express soft retrieval conditions; 

• to produce a discriminated answer. 

Although the commercial Web search engines such as Yahoo !, Google, Lycos, 
etc. help Internet users get to good information, they do not properly handle fuzzy 
query and tend to ignore the importance of fuzzy terms in a query. The expressive 
power of conventional search engine query interfaces is relatively weak when re
stricted to keyword-based search (i.e.. Document Index (DI)-based search) (Kao et 
al. 2000). 

In Section 5.2, we introduce the integrated index (DI + PI) and suggest a new 
search mechanism based on the integrated index. In Section 5.3, we describe fuzzy 
query based on the integrated index. This section is divided into three parts : types 
of fuzzy query, query processing based on the integrated index, and user interface 
based on the integrated index. In Section 5.4, we summarize some features of the 
proposed method. In Section 5.5, we show the effectiveness of our approach. In 
Section 5.6, we suggest some considerations for implementing the proposed 
method. We discuss the proposed method in Section 5.7. 
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5.2 Integration of Document Index with Perception 
Index 

The most important of the tools for information retrieval is the index - a 
collection of terms with pointers to places where information about documents can 
be found. The development of effective indexing tools to aid in filtering is one of 
major classes of problems associated with Web search and retrieval. Removal of 
spurious information is a particularly challenging problem (Kobayashi and Takeda 
2000). 

Search engines are the most popular tools that people use to locate informa
tion on the Web. A search engine works by traversing the Web via the hyperHnks 
that connect the Web pages, performing text analysis on the pages it has encoun
tered, and indexing the pages based on the keywords they contain. A user seeking 
information from the Web would formulate his/her information goal in terms of a 
few keywords composing a query. A search engine, on receiving a query, would 
match the query against its Document Index (DI). All of the pages that match the 
user query will be selected into an answer set and be ranked according to how 
relevant the pages are with respect to the query. Relevancy here is usually based 
on the number of matching keywords that a page contains (Kao et al. 2000). The 
DI is generally consisted of keywords that appear in the title of a page or in the 
text body. Based on the DI, the commercial Web search engines such as Yahoo !, 
Google, Lycos, etc. help users get to good information. For example, BigBook (or 
SuperPages) can help users to find TtaUan restaurants within a 1-mile radius from 
a specific address' (U.S. yellow pages services) (Lidsky and kwon 1997). This 
proximity search is processed based on crisp query with keywords (i.e., Ttahan 
restaurants', '1-mile', 'a specific address'). However, they do not properly process 
fuzzy queries. For example, find 'popular national parks in the USA'. In addition, 
they have problems as follows (Kao et al. 2000): 

• large answer set; 

• low precision; 

• unable to preserve the hypertext structures of matching hyperdocuments; 

• ineffective for general-concept queries. 

In this section, we do not attempt to solve 'unable to preserve the hypertext 
structures of matching hyperdocuments' problem. However, we try to tackle in 
part the other problems (i.e., 'large answer set', 'low precision', 'ineffective for 
general-concept queries'). In order to handle these problems, we propose a 
Perception Index (PI). The remarkable human capability to perform a wide variety 
of physical and mental tasks without any measurements and any computations is 
derived from the brain's crucial ability to manipulate perceptions - perceptions of 
distance, size, weight, color, speed, time, direction, force, number, truth, likeli
hood, and other characteristics of physical and mental objects. Familiar examples 
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of the remarkable human capabiHty are parking a car, driving in heavy traffic, 
playing golf, riding a bicycle, understanding speech, and sununarizing a story 
(Zadeh 1999). In the computational theory of perceptions (CPT) (Zadeh 1999), 
words play the role of labels of perceptions and, more generally, perceptions are 
expressed as propositions in a natural language. Computing with words (CW) 
techniques are employed to translate propositions expressed in a natural language 
into what is called the generaHzed constraint language (GCL). In this language, 
the meaning of a proposition is expressed as a generalized constraint, X isr R, 
where X is the constrained variable, R is the constraining relation and isr is a vari
able copula in which r is a discrete variable whose value defines the way in which 
R constrains X (Zadeh 1997 and 1999). Among the basic types of constraints are : 
possibilistic, veristic, probabilistic, random set, Pawlak set, fuzzy graph and usual-
ity (Zadeh 1999). These perceptions are mainly manipulated based on fuzzy con
cepts. For processing a fuzzy query, the PI is consisted of attributes associated 
with a keyword restricted by fuzzy term(s) in a fuzzy query. In this respect, the 
restricted keyword is named as a focal keyword, whereas attribute(s) associated 
with the focal keyword may be regarded as focal attribute(s). The PI can be 
mainly derived from the contents in the text body of a Web page or from the other 
sources of information with respect to a Web page. For example, the PI may be 
consisted of distance, size, weight, color, etc. on a keyword in the text body of a 
Web page. Using the PI, search engines can process fuzzy concepts (terms). In the 
sequel, if we integrate the DI used in commercial Web search engines with the 
proposed PI, search engines can process fuzzy queries. For example, consider a 
fuzzy query that finds 'popular national parks in the USA'. In this case, the fuzzy 
term 'popular is processed by using the PI, whereas keywords 'national parks' 
and 'USA' are processed by using the DI. We note that 'in' and 'the' in the above 
fuzzy query are examples of stop words ignored by search engines (see 
<www.google.com>). 

Table 8. An example of Integrated Index (DI + PI) 

) : - \ 

Keywords URLs I Distance I Size I No. of visitors I ... I Targeted URLs 

(IPs : Intermediate Pointers; FPs : Final Pointers; URLs : Uniform Resource Loca
tors) 

It should be noted that fuzzy term(s) may be regarded as a constraint on a fuzzy 
query. For example, consider a fuzzy query that finds 'popular national parks in 
the USA'. In this case, the fuzzy term 'popular' play the role of a constraint on the 
fuzzy query. In other words, using fuzzy term(s), Internet users can narrow thou
sands of hits to the few that users really want. In this respect, the PI provides help-

http://www.google.com
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ful hints for targeting queries that users really want, and an invaluable personal
ized search. 

The expressive power of conventional search engine query interfaces is rela
tively weak when restricted to keyword-based search (Kao et al. 2000). At pre
sent, commercial Web search engines based on the DI (i.e., keyword-based search 
engines) present Umitations in modeling perceptual aspects of humans. In addi
tion, they generally return a bunch of Web pages (or URLs) irrelevant to user's 
query. Although much Web search engines have been developed, they do not 
properly handle the fuzzy terms representing human's perception. In addition, they 
appear to have trouble with returning the targeted results. In order to tackle this 
problem, we integrate the DI used in commercial Web search engines with the 
proposed PI. In the proposed method, given a fuzzy query, search engine proc
esses the fuzzy query based on the integrated index (DI + PI) as in Figure 8. 

Submit a fuzzy query 

A set of all pointers 

A set of intermediate pointers (IPs) 

Phase 1 : 
Projection by DI 
(Crisp terms) 

Phase 2 : 
Projection by PI 
(Fuzzy terms) 

Figure 8. A search mechanism based on the integrated index (DI + PI) 
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In Figure 8, if we submit a query with only crisp terms (keyword-based query), 
this search engine uses only the phase 1. By applying the DI, the phase 1 performs 
an eUmination-based approach to eliminate the URLs which are impossible to be 
the answers of the query. In this case, this search engine will return the same re
sults that the existing search engines do. On the other hand, if we submit a query 
with both crisp terms and fuzzy terms, this search engine uses both phase 1 and 
phase 2. In this case, by applying the PI, the URLs reflecting fuzzy terms are ex
tracted. More specifically, the phase 2 evaluates the fuzzy terms in detail on the 
set of intermediate pointers (i.e., the candidate URLs), and then generates the final 
pointers (FPs) (i.e., targeted results) that user really wants. This search mechanism 
can be conceptually explained by SQL-like language as follows : SELECT * 
FROM {a set of intermediate pointers that satisfies focal keyword(s) in the DI} 
[WHERE the value(s) of focal attribute(s) in the PI are satisfied by the user]. We 
note that commercial Web search engines tend to ignore the importance of 
[WHERE] part. In this approach, the PI may be regarded as a constraint on the DI. 

5.3 Fuzzy Query based on the Integrated Index (DI + PI) 

We assume that a fuzzy term in a fuzzy query is marked with an asterisk. For ex
ample, it is expressed as '"^popular national parks in the USA'. If a query has 
fuzzy term(s) marked with asterisk(s), search engine displays a PI associated with 
a focal keyword restricted by fuzzy term(s). Then user can specify values with re
spect to the fuzzy terms. 

5.3.1 Types of Fuzzy Query 

Fuzzy query is largely divided into simple fuzzy query and compound fuzzy 
query. 

(1) Simple fuzzy query 
The simple fuzzy query does not include conjunction {'and') or disjunction 

{'or') connective(s) between fuzzy terms, or negation Cnoť). 

Example 1. Consider a fuzzy query that finds '"^popular national parks in the 
USA'. In this case, the DI, the PI, and stop words may be as follows : DI = {na
tional parks, USA, . . . } , PI = {No. of visitors, . . . } , stop words = (in, the}. We note 
that a focal keyword 'national parks' in the DI is restricted by a fuzzy term 'popu
lar'. In this case, the fuzzy term 'popular may be manipulated by the number of 
visitors (i.e., a focal attribute in the PI) per year, and represented as in Figure 9. 
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2 3.4 5 the number of visitors (in miUions) 

Figure 9. A membership function of 'popular 

Example 2. Consider a fuzzy query that finds 'national parks ^moderate dis
tance from San Francisco'. In this case, the DI, the PI and stop words may be as 
follows : DI = {national parks, San Francisco, . . . } , PI = (distance, . . . } , stop words 
= {from}. We note that a focal keyword 'San Francisco' in the DI is restricted by 
a fuzzy term 'moderate'. In this case, the fuzzy term 'moderate' may be manipu
lated by the degree of distance (i.e., a focal attribute in the PI) from San Francisco, 
and represented as in Figure 10. 

^ 
1 

a 

10 50 70 100 150 200 distance (m miles) 

Figure 10. A membership function of 'moderate'' 

(2) Compound fuzzy query 
The compound fuzzy query includes conjunction ('and') or disjunction {'or) 

connective(s) between fuzzy terms, or negation {'noť). 

• Conjunction (^anď) 

Example 3. Consider a fuzzy query that finds 'national parks that "^popular 
and ^moderate distance from San Francisco'. In this case, the DI, the PI, logical 
operator, and stop words may be as follows : DI = {national parks, San Francisco, 
. . . } , PI = (No. of visitors, distance, . . . } , logical operator = {and}, stop words = 
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{that, from}. We note that a focal keyword 'San Francisco' in the DI is restricted 
by fuzzy terms 'popular' and 'moderate'. In this case, the fuzzy terms 'popular 
and 'moderate' may be manipulated as in Figures 9 and 10, respectively. 

• Disjunction ґ) 

Example 4. Consider a fuzzy query that finds 'national parks that ^popular 
or "^moderate distance from San Francisco'. In this case, the DI, the PI, logical 
operator, and stop words may be as follows : DI = {national parks, San Francisco, 
. . . } , PI = (No. of visitors, distance, . . . } , logical operator = {or}, stop words = 
{that, from}. We note that a focal keyword 'San Francisco' in the DI is restricted 
by fuzzy terms 'popular' and 'moderate'. In this case, the fuzzy terms 'popular 
and 'moderate' may be manipulated as in Figures 9 and 10, respectively. 

• Negation (^noť) 

Example 5. Consider a fuzzy query that finds 'not ^popular national parks in 
the USA'. In this case, the DI, the PI, logical operator and stop words may be as 
follows : DI = {national parks, USA, . . . } , PI = {No. of visitors, . . . } , logical opera
tor = {not}, stop words = {in, the}. This fuzzy query is similar to Example 1 but 
the fuzzy term 'popular' is negated. According to Figures 9, the negated fuzzy 
term 'not popular' may be represented as in Figure 11. 

2 3.4 5 the number of visitors (in millions) 

Figure 11. A .membership function of 'not popular' 

5.3.2 Query Processing based on the Integrated Index 
(DI + PI) 

Now, we present how this search engine processes fuzzy queries. Let the set 
of national parks in the USA be A = {Ai, A2, ..., A99, } and each Ai, (i = 1,2, 
..., 100) has its own PT(page title) or URL. 
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Example 6. Consider a crisp query that finds 'national parks in the USA' 
(Qi). In this case, the PI is not used. So, this search engine uses only the phase 1 in 
Figure 8. Thus, the integrated index is made as in Table 9. 

Table 9. A snapshot of Integrated Index (DI + PI) after processing Qi 

K^.v-^.-v.^,..r.J.^L-^4:!^,.,.-.,. 

National parks, 

USA 
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URLs 

^ ^ ^ ^ ^ ^ 

UiblcllH^C 

Distance 

Distance 
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iN . U l VİÎSİLUIS) 

No. of visitors 

No. of visitors 

No. of visitors 

... 

1 ^̂  1 
A2 

A99 1 

Aioo + 
Irrelevant 1 

URLs 

In the crisp query case, this search engine returns the same results that the exist
ing search engines do. We note that IPs and FPs are equal. 

Example 7. Consider a fuzzy query that finds '^popular national parks in 
the USA' (Q2). In this case, the DI and the PI are used. So, this search engine uses 
both the phase 1 and the phase 2 in Figure 8. We assume that ''^popular national 
parks in the USA' are Ap, Ap є {Ai, A2, ..., A99, }, by using a-cut in Figure 
9. Thus, the integrated index is made as in Table 10. 

Table 10. A snapshot of Integrated Index (DI + PI) after processing Q2 

1 Document Index 1 
IPs 

|(DD 1 

National parks, 

USA 

{ A b - , 

Aioo} + 

Irrelevant 

URLs 

;^ ; -w - - ^ -
1 v; Perceptic.. FPs (Result: 1 

Dis

tance 

No, of 

visitors 
UIULsw.r.t{Ap} 

(Focal keyword : National parks; Focal attribute : No. of visitors) 
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Example 8. Consider a fuzzy query that finds 'national parks "^moderate dis
tance from San Francisco' (Q3). In this case, the DI and the PI are used. So, this 
search engine uses both the phase 1 and the phase 2 in Figure 8. We assume that 
'national parks "^moderate distance from San Francisco' are , Є { , ..., 

99, Aioo}, by using a-cut in Figure 10. Thus, the integrated index is made as in 
Table 11. 

Table 11. A snapshot of Integrated Index (DI + PI) after processing Q3 

National parks, 

San Francisco 

{ A b - , 

Aioo} + 

Irrelevant 

|URb 

Dis

tance 

No. of visi

tors 
URLs w.r.t {Am} 

(Focal keyword : San Francisco; Focal attribute : Distance) 

Example 9. Consider a fuzzy query that finds 'national parks that ^popular 
and ^moderate distance from San Francisco' (Q4). In this case, the DI and the PI 
are used. So, this search engine uses both the phase 1 and the phase 2 in Figure 8. 
Then the query results with respect to Q4 become { } { і }. For instance, let Ap 
be a set {Ai, A2, A3} and a set {Ai, A4, A5}, then { } { і} = {Ai}. 
Thus, the integrated index is made as in Table 12. 

Table 12. A snapshot of Integrated Index (DI + PI) after processing Q4 

1 Document In- 1 
1 IPs 

d< 

National parks, 

San Francisco 

t Í7 7 

Aioo} + 

Irrelevant 

| ; . . . . . = . . . . . . . 

Dis

tance 

No. of visi

tors 
... 

1 FPs (Results) 

URLsw.r.t { } { } 

(Focal keyword: San Francisco; Focal attributes : Distance and no. of visitors) 
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Example 10. Consider a fuzzy query that finds 'national parks that '^popular 
or '^moderate distance fi-om San Francisco' (Q5). In this case, the DI and the PI are 
used. So, this search engine uses both the phase 1 and the phase 2 in Figure 8. 
Then the query results with respect to Q5 become {Ap} U { }. For instance, let 
Ap be a set {Ai, A2, A3} and A^be a set {Ai, A4, A5}, then {Ap} U { ^} = { 

, , 4, As}. Thus, the integrated index is made as in Table 13. 

Table 13. A snapshot of Integrated Index (DI + PI) after processing Q5 

[ Index 

hi\LĄXjt^i t -4';̂ ^ '-'V'̂ *'̂  ířKtsíí ̂~ t/;- і 

National parks, 

San Francisco 

IPs FPs (Results) 1 

{ A b - , 

Aioo} + 
Irrelevant 

URLs 

Dis

tance 

No. of visi

tors 
URLs w.r.t{Ap}U{Ąn} 

(Focal keyword : San Francisco; Focal attributes : Distance and no. of visitors) 

Example 11. Consider a fuzzy query that finds 'ngl ^popular national parks 
in the USA' (Qe). In this case, the DI and the PI are used. So, this search engine 
uses both the phase 1 and the phase 2 in Figure 8. Then the query results with re
spect to Qö become {~Ap}. For instance, let Ap be a set {Ai, A2, A3}, then {~Ap} 
= {A4, A5, ..., A99, Aioo} if the universal set A = {Ai, A2, ..., A99, Am). Thus, the 
integrated index is made as in Table 14. 

Table 14. A snapshot of Integrated Index (DI + PI) after processing Qe 

National parks, 

USA 

ults) 1 

{ A b - , 

1 Aioo} + 

Irrelevant 

URLs 

Dis

tance 

No. of visi

tors 
Ura^ w.r.t {~Ap} 

(Focal keyword : National parks; Focal attribute : No. of visitors) 
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5.3.3 User Interface based on the Integrated Index (Dl + 
PI) 

Williams (1984) developed a user interface for information retrieval systems to 
aid users in formulating a query. The system, RABBIT III, supports interactive 
refinement of queries by allowing users to critique retrieved results with labels 
such as 'require' and 'prohibit'. WilUams claims that this system is particularly 
helpful to naive users with only a vague idea of what they want and therefore need 
to be guided in the formulation/reformulation of their queries or who have Hmited 
knowledge of a given database or who must deal with a multitude of databases. 
This process allows users to refine their queries. In a similar sense, we can refine 
user's query by means of the phase 2 for processing fuzzy term(s) in Figure 8. 
Thus, search engine will return the targeted results that users really want. An im
portant problem relating to personahzation concerns understanding how a machine 
can help an individual user via suggesting recommendations (Bekin 2000). In our 
approach, the PI can help the user to specify clearly what he/she really wants. 
More specifically, the user in the system is asked to specify fuzzy term(s) in a 
query. In this respect, the PI may be regarded as a recommendation for handling 
fuzzy term(s) in a query. As a result, search engine returns 'the targeted results'. 
Now, we describe user interface for phase 1 and phase 2 in Figure 8. 

(1) User interface for phase 1 

Initially, user interface for phase 1 lets user specify his/her queries with only 
crisp terms (keywords), or both crisp terms and fuzzy terms. If user submits a 
query with only crisp terms, only user interface for phase 1 is used, and search re
sults are returned based on only the DL On the other hand, if user submits a query 
with both crisp terms and fuzzy terms, user interface for phase 2 is also displayed 
to process the fuzzy terms. 

(2) User interface for phase 2 

For the fuzzy query on the Internet, the 'easy of use' is important because 
Internet users are broad spectrum in terms of cultural differences, level of intelli
gence, etc. In this respect, user interface for phase 2 should provide Internet users 
with an easy user interface for specifying these fuzzy terms such as 'popu
lar', 'moderate', 'big', etc. In addition, we need to reflect cultural differences. For 
instance, different people generally use different scales (i.e., feet, miles, meter, 
etc). Internet users have their own membership functions with respect to fuzzy 
terms in a fuzzy query, by means of human's perception capabiUty. Consequently, 
they can give values with respect to fuzzy terms in the user interface for phase 2. 

User interface for phase 2 displays a PI associated with a focal keyword. For 
example, given a fuzzy query that finds '^popular national parks in the USA', a PI 
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associated with a focal keyword 'national parks' is displayed as shown in Table 
10. It should be noted that different people may use different conceptual compre
hension (fuzzy terms, membership functions, a-cut), with respect to the same 
situation. It is the user's task in this user interface to examine the suggested attrib
utes in the PI, and to specify the values of the focal attributes reflecting user's 
query requirements. Using the PI, search results can be restricted within narrow 
Hmit. We call it 'target search by fuzzy terms'. In other words, search engine will 
return the targeted results that users really want. 

Fuzzy terms are specified in user interface for phase 2. For example, they can 
be expressed as point value, interval value, multiple values, etc. 

• Point value 

Example 12. In Example 1, given a a-cut, the fuzzy term 'popular may be 
specified by using a focal attribute 'no. of visitors'. More specifically, it is ex
pressed as a point 3.4 (i.e., 'no. of visitors' > 3.4 miUions). 

• Interval value 

Example 13. In Example 2, given a a-cut, the fuzzy term 'moderate' may be 
specified by using a focal attribute 'distance'. More specifically, it is expressed as 
an interval (i.e., distance = [50, 150] in miles). 

• Multiple values 

A veristic variable (Zadeh 1997 and 1999) which can be assigned two or more 
values in its universe simultaneously will be specified as multiple values. 

Example 14. Let U be the universe of natural languages and let X denote the 
fluency of an individual in English, French and Italian. Then, X ř̂ v (1.0 English 
+ 0.8 French + 0.6 Italian) means that the degrees of fluency of X in English, 
French and ItaUan are 1.0, 0.8 and 0.6, respectively (Zadeh 1997 and 1999). 

5.4 Some Features of the Proposed Method 

Remark 1. The higher the a in a-cut (0 < a < 1), the smaller the number of the 
targeted results. This property provides continual incremental result from 4he 
highest constraint (i.e., a = 1)' to 'the lowest constraint (i.e., a = 0)'. Conse
quently, we can achieve 'interactive user control of the query processing' by ad
justing the value of a. 
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Remark 2. If a = 0, search results coincide with the results by applying only 
the DI (i.e., the existing keyword-based search). In this case, the results of phase 1 
in Figure 8 become search results. 

Remark 3. Even though the same integrated index (DI+PI) is given, different 
search results are returned by adjusting the value of a or by using different focal 
attributes in the PI. In the case of 'using different focal attributes in the Pľ, for ex
ample, consider a fuzzy query that finds 'attractive car', where 'attractive' means 
'comfortable and fast'. In this case, for the fuzzy term 'attractive', people may use 
different focal attributes (i.e., size, speed, etc.) in the PI. In addition, different 
people may use different conceptual comprehension (fuzzy terms, membership 
functions, a-cut), with respect to the same situation. Thus, search engine will re
turn the personalized search results that users really want. In the meantime, clus
tering (i.e., grouping similar documents together to expedite information retrieval) 
is adaptively determined depending on the value of a or the selected focal attrib
utes in the PI. 

Remark 4. Using the PI, Internet users can narrow thousands of hits to the 
few that users really want. 

Remark 5. Using the PI, therefore, we can tackle in part the major problems 
in commercial Web search engines (i.e., 'large answer set', 'low precision', 
'ineffective for general-concept queries'). 

5.5 Performance Analysis 

For comparing with commercial keyword-based search engines, the ratio [the 
number of FPs / the number of IPs] can be used as a measure of performance 
evaluation on the proposed method. We note that the number of IPs is the result of 
phase 1 and the number of FPs is the result of phase 2 in Figure 8. The smaller the 
ratio, the better the filtering effect of the proposed method. More specifically. Ta
ble 15 illustrates the problem 'quaUty of retrieved information' in the commercial 
Web search engines by showing the results obtained from querying two popular 
search engines with 6 sample queries (Qi ~ Qe in Subsec. 5.3.2). 
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Table 15. Example queries and results 

Queries 

Qi 

(Crisp Query) 

Q2 

(Fuzzy Query) 

Qs 
(Fuzzy Query) 

Q4 

(Fuzzy Query) 

Q5 

(Fuzzy Query) 

Q6 

(Fuzzy Query) 

Search engines 

Yahoo ! 

Google 

The proposed 

method 

Yahoo ! 

Google 

The proposed 

method 

Yahoo ! 

Google 

The proposed 

method 

Yahoo ! 

Google 

The proposed 

method 

Yahoo ! 

Google 

The proposed 

method 

Yahoo ! 

Google 

The proposed 

method 

No. of hits 

returns about 112,000 

returns about 240,000 

returns the same results that the existing 1 

search engines do 

returns about 34,200 1 

returns about 73,100 

returns URLs w.r.t {Ap} (see Table 10) 

returns about 1,380 

returns about 3,960 

returns URLs w.r.t {A^} (see Table 11) 

returns about 1,330 

returns about 2,050 

returns URLs w.r.t { } { } (see Table 

12) 

returns about 1,000 

returns about 2,050 

returns URLs w.r.t {Ap}U{Ąn} (see Table 

13) 

returns about 29,100 

returns about 62,200 

returns URLs w.r.t {~Ap} (see Table 14) 
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5.6 Additional Considerations 

The work of Lidsky and Kwon (1997) is an opinionated but informative resource 
on search engines. It describes 36 different search engines and rates them on spe
cific details of their search capabiHties. For instance, in one study, searches are di
vided into five categories : (1) simple searches; (2) custom searches; (3) directory 
searches; (4) current news searches; and (5) Web content. The five categories of 
search are evaluated in terms of power and easy of use. Variations in ratings 
sometimes differ substantially for a given search engine. In the meantime, they 
chose the respective best search engine according to five categories : (1) search 
indexes and directories; (2) people finders; (3) business finders; (4) usenet search; 
and (5) metasearch. The data indicate that as the number of people using the Inter
net and Web has grown, user types have diversified and search engine providers 
have begun to target more specific types of users and queries with speciaUzed and 
tailored search tools. In this respect, for the fuzzy query processing, topic-specific 
(or domain-specific) requirement is necessary because of the following reasons : 
(1) conmionsense knowledge - the present state of AI is not up to formulating a 
full conmionsense database, but full commonsense knowledge is not necessary 
(McCarthy 2000). In this respect, for the fuzzy query processing, if we design a 
search engine based on 'domain-specific' concept, the degree of freedom on fuzzy 
terms will be highly reduced. In other words, 'domain-specific' concept provides 
the higher possibility for a well-defined (restricted) condition. For example, given 
a travel-domain database, consider a fuzzy query that finds '^popular national 
parks in the USA'. In this case, the fuzzy term 'popular' is used to restrict 'na
tional parks', not 'music', 'car', etc.; (2) indexing overhead - human indexing (for 
example, Yahoo !, LookSmart, etc.) is currently the most accurate because experts 
on popular subjects organize and compile the directories and indexes in a way 
which faciHtates the search process. However, the enormous number of existing 
Web pages and their rapid increase and frequent updating make the indexing a dif
ficult one or an overhead. If we design a search engine based on 'domain-specific' 
concept, the indexing overhead on the PI will be highly reduced; (3) storage re
quirement - comparing with traditional Web search engines, recommending the PI 
requires the system to maintain more data. If we design a search engine based on 
'domain-specific' concept, the storage requirement on the PI will be highly re
duced; (4) uneven concentration - if we design a search engine based on 'domain-
specific' concept, 'uneven concentration of information packets on the Internet' 
problem, as described in Section 1, will be highly reduced. 

5-7 Remarks 

Although the commercial Web search engines such as Yahoo !, Google, Lycos, 
etc. help Internet users get to good information, they do not properly handle fuzzy 
query. For example, consider a fuzzy query that finds 'popular national parks in 
the USA'. In this case, 'popular, 'national parks' and 'USA' are generally proc-
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essed as keywords in the commercial Web search engines. It should be noted that 
fuzzy term 'popular is a constraint on a focal keyword 'national parks' rather 
than an independent keyword. In other words, the fuzzy term 'popular plays the 
role of a constraint on the fuzzy query. However, commercial Web search engines 
tend to ignore the importance of fuzzy terms in a query processing. As a result, 
search engines return a bunch of page titles (or URLs) irrelevant to user's query. 
For example, in the case of a fuzzy query that finds 'popular national parks in the 
USA', Yahoo ! returns about 34,200 page titles (or URLs) and Google returns 
about 73,100 page titles (or URLs). Intuitively, we find that there are so many 
page titles (or URLs) irrelevant to user's query. 

In this section, we present the search mechanism based on the integrated index 
(DI + PI) and fuzzy query based on the integrated index (DI + PI). Moreover, we 
describe some features of the proposed method and suggest some considerations 
for implementing the proposed method. 

6 Ranking Algorithm based on Perception Index 

In Section 5, we have introduced the Perception Index (PI) that contains attributes 
associated with a focal keyword restricted by fuzzy term(s) in a fuzzy query. 

Ranking algorithms play an important role in Web search engines. Although 
the existing ranking methods for Web search engines provide users with their own 
ranking algorithms based on popularity, bookmark, etc., they often tend to return 
unranked random samples in response to user's query. In order to tackle this prob
lem, we introduce a new ranking algorithm based on the Perception Index (PI). 
Using the values of focal attributes in the PI, user's search intentions can be ex
plicitly reflected. Consequently, the proposed ranking algorithm ensures consis
tently high-quahty returns in terms of user's search intentions. 

6-1 Overview 

Increased capabilities of computer hardware and software have created a vast 
body of machine-readable resources. Typically there is no lack of available infor
mation; more often, users, seeking needles in haystacks, are overwhelmed by the 
quantity of irrelevant information. Often this is caused by a poor query (too vague 
or too generic; for example, try searching for "computer science") ( and 
McRoy 2000) . Without the context of the query and the relations of the informa
tion, a search engine is doomed to return random samples of the Internet. With no 
abihty to control or organize the sprawl on the Internet, how will we ever be able 
to find the intelligence in all the data, information and knowledge that we presume 
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tO be there ? Perhaps the Internet is more like TV. Is it mostly a collection of gar
bage, gleaned at the lowest common denominator, serving merely to provide eye
balls to advertisers; or is it a free exchange of information that's just too cheap to 
meter ? (Hoebel and Welty 1999). Despite numerous refinements, most Web 
search engines still return too many results and random samples of the Internet. In 
other words, they often give users a bunch of garbage. In this respect, we need a 
new tool to handle both the removal of spurious results and the random samples of 
the Internet. In section 5, we have mainly discussed the problem on 4he removal 
of spurious results'. The PI provides a deductive capabihty to query language on 
the Internet. In other words, the useful URLs (targeted URLs) are separated from 
the useless by the PI. In this section, we will focus on the ranking within the tar
geted URLs. The Compaq study found that most searchers (68%) look only at the 
first page of results. This means that ranking algorithm plays an important role in 
Web search engines. Although the existing ranking methods for Web search en
gines provide users with their own ranking algorithms based on popularity, book
mark, etc., they often tend to return unranked random samples in response to 
user's query. In order to tackle this problem, we introduce a new ranking algo
rithm based on the Perception Index (PI). Using the values of focal attributes in 
the PI, user's search intentions can be explicitly reflected. For example, consider a 
fuzzy query that finds 'attractive car', where 'attractive' means 'comfortable and 
fast'. In this case, for the fuzzy term 'attractive', people may use different focal 
attributes (i.e., size, speed, etc.) in the PI. In this respect, it provides a user with 
the personaUzed ranking based on user's search intentions. 

In Section 6.2, we briefly summarize the existing ranking methods. In Section 
6.3, we introduce a new ranking algorithm based on the PI, and compare the pro
posed ranking algorithm with the existing Web ranking methods. We discuss the 
proposed ranking method in Section 6.4. 

6.2 Summary of the existing ranking methods 

In conventional information retrieval (IR), a variety of techniques have been 
developed for ranking retrieved documents for a given query. A textual database 
can be represented by a word-by-document matrix whose entries represent the fre
quency of occurrence of a word in a document. Thus, documents can be thought of 
as vectors in a multidimensional space, the dimensions of which are the words 
used to represent the texts. In a standard 'keyword-matching' vector system (Sal-
ton and McGill 1983), the similarity between two documents is computed as the 
inner product or cosine of the corresponding two columns of the word-by-
document matrix. Queries can also be represented as vectors of words and thus 
compared against all document columns with the best matches being returned. An 
important assumption in this vector space model is that the words (i.e., dimensions 
of the space) are orthogonal or independent. While it has been a reasonable first 
approximation, the assumption that words are pairwise independent is not reahstic. 
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Recently, several statistical and AI techniques have been used to better capture 
term association and domain semantics. One such method is latent semantic index
ing (LSI) (Berry et al. 1995, Deerwester et al. 1990). LSI is an extension of the 
standard vector retrieval method designed to help overcome some of the retrieval 
problems described previously. In LSI the associations among terms and docu
ments are calculated and exploited in retrieval. The assumption is that there is 
some underlying or 'latent' structure in the pattern of word usage across docu
ments and that statistical techniques can be used to estimate this latent structure. A 
description of terms, documents, and user queries based on the underlying latent 
semantic structure is used for representing and retrieving information. The particu
lar LSI analysis described by Deerwester et al. (1990) uses singular value decom
position (SVD), a technique closely related to eigenvector decomposition and fac
tor analysis. SVD takes a large word-by-document matrix and decomposes it into 
a set of k, typically 100 to 300, orthogonal factors from which the original matrix 
can be approximated by linear combination. Instead of representing documents 
and queries directly as vectors of independent words, LSI represents them as con
tinuous values on each of the k orthogonal indexing dimensions derived from the 
SVD analysis. One advantage of this approach is that queries can retrieve docu
ments even if they have no words in common. The LSI technique captures deeper 
associative structure than simple term-to-term correlations and clusters and is 
completely automatic. We can interpret the analysis performed by SVD geometri
cally. The result of the SVD is a Ä:-dimensional vector space containing a vector 
for each term and each document. The location of term vectors reflects the correla
tions in their usage across documents. Similarly, the location of document vectors 
reflects correlations in term usage. In this space the cosine or dot product between 
vectors corresponds to their estimated similarity. Retrieval proceeds by using the 
terms in a query to identify a vector in the space, and all documents are then 
ranked by their similarity to the query vector. The LSI method has been applied to 
several standard IR collections with favorable results. 

In the Web search engines, however, detailed information regarding ranking al
gorithms used by major search engines is not publicly available. A simple means 
to measure the quality of a Web page, proposed by Carriere and Kazman (1997), 
is to count the number of pages with pointers to the page. Google is a representa
tive Web search engine that uses link information. Its rankings are based, in part, 
on the number of other pages with pointers to the page. In November 1999, North-
em Light introduced a new ranking system, which is also based, in part, on link 
data (see <http://www.searchenginewatch.com/sereport/ 99/llbriefs.html>). In 
other words, Google and Northern Light rank search results, in part, by popularity. 
In the meantime, HotLinks ranks search results based on the bookmarks of its 
registered users. Yahoo's Inktomi-served results aren't ranked by popularity (see 
<http://websearch.about.com/intemet/webserch/library/weekly/aa052199.htm>). 

In theory, more popular Hnks indicate more relevant content, but if a user dif
fers from the crowd, simply popularity-based ranking approaches dive deeply into 
other possibilities on the Web. Consequently, they often give users a bunch of 

http://www.searchenginewatch.com/sereport/%2099/llbriefs.html
http://websearch.about.com/intemet/webserch/library/weekly/aa052199.htm
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garbage. In addition, they often tend to return unranked random samples in re
sponse to user's query. In order to tackle these problems, we introduce a new 
ranking algorithm based on the Perception Index (PI). 

6.3 A new ranking algorithm based on the Perception 
Index (PI) 

As described in Section 6.2, the existing ranking methods can be largely 
categorized into the following two classes : keyword-based approach and hyper
link-based approach. On the other hand, in Section 5, we have shown that fuzzy 
terms play the role of a constraint on the fuzzy query and can be expressed by us
ing the focal attributes in the PI. In this Section, we propose a new ranking algo
rithm based on the PI. It may be regarded as a fuzzy term-based approach. 

Although Web search engines generally return large amounts of web pages (or 
URLs) for a given query, only a small fraction of the returns will actually be rele
vant to any particular person. Thus, there is the problem of determining what in
formation is of interest to any particular person, while minimizing the amount of 
search through irrelevant information. In Section 5, we have mainly discussed the 
problem on 'the removal of spurious results' irrelevant to user's search intentions. 
The PI provides a deductive capabiHty to query language on the Internet. In other 
words, the useful URLs (targeted URLs) are separated from the useless by the PI. 
In this Section, we will focus on the ranking within the targeted URLs. The Com
paq study found that most searchers (68%) look only at the first page of results. 
This means that ranking algorithm plays an important role in Web search engines. 
Although the existing ranking methods for Web search engines provide users with 
their own ranking algorithms based on popularity, bookmark, etc., they often tend 
to return unranked random samples in response to user's query. In order to tackle 
this problem, we introduce a new ranking algorithm based on the PI. It provides a 
user with the personaHzed ranking based on user's search intentions. 

Zadeh suggested we can represent Unguistic quantifiers as fuzzy subsets of the 
unit interval (Zadeh 1997). In this representation the membership grade of any 
proportion r є [ , 1], Q(r), is a measure of the compatibiHty of the proportion r 
with the linguistic quantifier we are representing by the fuzzy subset Q. For exam
ple, if Q is the quantifier 'most' then Q(0.9) represents the degree to which 0.9 sat
isfies the concept 'most'. Yager identified three classes of linguistic quantifiers 
that cover most of these used in natural language (Yager 1991 and 1996). 

(i) A quantifier Q is said to be monotonically nondecreasing if і > r^ then 
Q(n)>Q(r2). 

(ii) A quantifier Q is said to be monotonically nonincreasing if > 2 then 
Q(ri)<Q(r2). 
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(iii) A quantifier Q is said to be unimodal if there exists two values a < b 
both contained in the unit interval such that for r < a, Q is monotoni-
cally nondecreasing, for r > b, Q is monotonically nonincreasing, and 
for r є [a, b], Q® = 1. 

Figure 12 shows prototypical examples of these quantifiers. 

(i) Monotonically nondecreasing (ii) Monotonically nonincreasing 

Figure 12. Three types of quantifiers 

a b 
(iii) Unimodal 

In a similar way, we can identify three classes of fuzzy terms that cover most of 
these used in natural language. For example, in Section 5.3.1, we have represented 
the fuzzy terms 'popular' (monotonically nondecreasing), 'moderate' (unimodal), 
'not popular' (monotonically nonincreasing), (see Figures 9-11). In this respect, 
we design a new ranking algorithm based on the PI as follows : 

Algorithm 1 : Ranking for one focal attribute 

(i) Monotonically nondecreasing case 

The larger the value of focal attribute in the PI, the higher the rank retrieved 
documents for a given fuzzy query. 

(ii) Monotonically nonincreasing ease 

The larger the value of focal attribute in the PI, the lower the rank retrieved 
documents for a given fuzzy query. 

(iii) Unimodal case 
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If an interval of focal attribute determined by a-cut is [ą, bi], and let P denote 
the midpoint between ai and bi, then the degree of closeness (nearness) to p can be 
used as a ranking criterion. In other words, the closer the P, the higher the rank re
trieved documents for a given fuzzy query. 

Example 15. Consider a fuzzy query that finds 'popular national parks in the 
USA'. In this case, the fuzzy term 'popular' may be represented by a monotoni-
cally nondecreasing membership function, (see Figure 9)We assume that 'popular 
national parks in the USA' are Ap by using a-cut. Let the targeted results Ap be 

1 2 

{ A , A , ..., Ap } taking values of focal attribute (i.e., no. of visitors) such as 

Val ( ) < Val ( ) < ... < Val ( ), then the targeted results Ap are ranked 

as the following order : Ap,..., Ap, Ap . 

Example 16. Consider a fuzzy query that finds 'national parks moderate dis
tance from San Francisco'. In this case, the fuzzy term 'moderate' may be repre
sented by a unimodal membership function, (see Figure 10). We assume that 
'moderate national parks in the USA' are by using a-cut. Let an interval of fo
cal attribute (i.e., distance) determined by a-cut be [ą, bi], and let P denote the 

1 2 
midpoint between ą and bi, and let the targeted results і ^̂ ,̂ A^^,..., 

s 1 2 

Ajjj} taking values of the focal attribute such as Val (A^^), Val (A^^^), ..., Val 

( A ^ ) . If the degree of closeness (nearness) to p is the order Val (A^^), Val 
2 s 

(Aj^), ..., Val (Ajjj), then the targeted results are ranked as the following order : A , A ,..., A . 

Example 17. Consider a fuzzy query that finds 'not popular national parks in 
the USA'. In this case, the negated fuzzy term 'not popular' may be represented 
by a monotonically nonincreasing membership function, (see Figure 11). We as
sume that 'noi popular national parks in the USA' are -Apby using a-cut. Let the 

1 2 t 
targeted results ~Ap be { Ap, Ap, ..., Ap } taking values of focal attribute (i.e., 

1 2 t 
no. of visitors) such as Val (A ) < Val (A ) < ... < Val (A ), then the targeted 

1 2 t 
results ~Ap are ranked as the following order : Ap, Ap,..., Ap. 
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Algorithm 2 : Ranking for multiple focal attributes 

If we have multiple focal attributes (for instance, 'no. of visitors' and 'dis
tance'), weighting the importance of focal attributes should be considered. For the 
weighted case, assume that 9i, 02, ..., ön are ordinal weights. Then we refer to 0 = 
(01, 02, ..., 0n) as a weighting, where 0i is the weight of attribute i. Intuitively, the 
targeted results can be ranked according to the ordinal weights. For a respective 
focal attribute, the rank retrieved documents for a given fuzzy query can be deter
mined based on the Algorithm 1. 

Example 18. Consider a fuzzy query that finds 'national parks that popular 
and moderate distance from San Francisco'. In this case, the fuzzy terms 'popular' 
and 'moderate' may be represented by a monotonically nondecreasing member
ship function and a unimodal membership function, respectively. Using the results 
of Examples 15 and 16, if the weight of focal attribute 'no. of visitors' is more im
portant than the weight of focal attribute 'distance', then the targeted results are 

ranked as the following order : Ap,..., Ap, Ap, A^^, ^^ ,̂..., A ^ . 

As described in Section 5.3.3, user interface for phase 2 displays a PI associ
ated with a focal keyword. For example, consider a fuzzy query that finds 'popu-
lar national parks in the USA', a PI associated with a focal keyword 'national 
parks' is displayed. It is the user's task in this user interface to examine the sug
gested attributes in the PI, and to specify the values of the focal attributes reflect
ing user's search intentions. Consequently, search results can be restricted within 
narrow limit. We call it 'target search by fuzzy terms'. In other words, search en
gine will return the targeted results that users really want. Now, if we apply Algo
rithm 1 and 2, the targeted results can be displayed from the highest rank to the 
lowest rank. 

Although the existing ranking methods for Web search engines also provide 
users with their own ranking algorithms based on popularity, bookmark, etc., their 
approaches look like the behind-the-scenes processing. In the proposed approach, 
user's search intentions can be explicitly reflected by using the values of focal at
tributes in the PL In this respect, we can explicitly describe how to rank the search 
results by means of the proposed approach. Consequently, the proposed approach 
provides a user with the personalized ranking based on user's search intentions. 
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7 Challenges and Road Ahead 

During the August 2001, BISC program hosted a workshop toward better un
derstanding of the issues related to the Internet (Fuzzy Logic and the Intemet-
FLINT2001, Toward the Enhancing the Power of the Internet). The main purpose 
of the Workshop was to draw the attention of the fuzzy logic community as well 
as the Internet community to the fundamental importance of specific Internet-
related problems. This issue is critically significant about problems that center on 
search and deduction in large, unstructured knowledge bases. The Workshop pro
vided a unique opportunity for the academic and corporate communities to address 
new challenges, share solutions, and discuss research directions for the future. Fol-
lowings are the areas that were recognized as challenging problems and the new 
direction toward the next generation of the search engines and Internet. We sum
marize the challenges and the road ahead into four categories as follows: 

/. Search Engine and Queries: 

Deductive Capabilities 
Customization and Specialization 
Metadata and Profiling 
Semantic Web 
Imprecise-Querying 
Automatic Parallelism via Database Technology 
Approximate Reasoning 
Ontology 
Ambiguity Resolution through Clarification Dialog; Defini
tion/Meaning SL Specificity User Friendly 
Multimedia 
Databases 
Interaction 

//. Internet and the Academia: 

Ambiguity and Conceptual and Ontology 
Aggregation and Imprecision Query 
Meaning and structure Understanding 
Dynamic Knowledge 
Perception, Emotion, and Intelligent Behavior 
Content-Based 
Escape from Vector Space Deductive Capabihties 
Imprecise-Querying 
Ambiguity Resolution through Clarification Dialog 
Precisiated Natural Languages (PNL) 
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///. Internet and the Industry: 

XML=>Semantic Web 
Workflow 
Mobile E-Commerce 
CRM 
Resource Allocation 
Intent 
Ambiguity Resolution 
Interaction 
Reliability 
Monitoring 
Personalization and Navigation 
Decision Support 
Document Soul 
Approximate Reasoning 
Imprecise Query 
Contextual Categorization 

IV. Fuzzy Logic and Internet; Fundamental Research: 

Computing with Words (CW) 
Computational Theory of Perception (CTP) 
Precisiated Natural Languages (PNL) 

The potential Area and applications of Fuzzy Logic for the Internet include: 

/. Potential Areas: 

Search Engines 
Retrieving Information 
Database Querying 
Ontology 
Content Management 
Recognition Technology 
Data Mining 
Sunmiarization 
Information Aggregation and Fusion 
E-Commerce 
Intelligent Agents 
Customization and Personalization 
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/. Potential Applications: 

Search Engines and Web Crawlers 
Agent Technology (i.e., Web-Based Collaborative and Distrib
uted Agents) 
Adaptive and Evolutionary techniques for dynamic environment 
(i.e. Evolutionary search engine and text retrieval, Dynamic 
learning and adaptation of the Web Databases, etc) 
Fuzzy Queries in Multimedia Database Systems 
Query Based on User Profile 
Information Retrievals 
Summary of Documents 
Information Fusion Such as Medical Records, Research Papers, 
News, etc 
Files and Folder Organizer 
Data Management for Mobile AppUcations and eBusiness Mo
bile Solutions over the Web 
Matching People, Interests, Products, etc 
Association Rule Mining for Terms-Documents and Text Min
ing 
E-mail Notification 
Web-Based Calendar Manager 
Web-Based Telephony 
Web-Based Call Centre 
Workgroup Messages 
E-Mail and Web-Mail 
Web-Based Personal Info 

Internet related issues such as Information overload and load 
balancing, Wireless Internet-coding and D-coding (Encryption), 
Security such as Web security and Wireless/Embedded Web Se
curity, Web-based Fraud detection and prediction. Recognition, 
issues related to E-commerce and E-bussiness, etc. 

8 Conclusion 

Intelligent search engines with growing complexity and technological challenges 
are currently being developed. This requires new technology in terms of under
standing, development, engineering design and visualization. While the techno
logical expertise of each component becomes increasingly complex, there is a 
need for better integration of each component into a global model adequately cap
turing the imprecision and deduction capabilities. In addition, intelUgent models 
can mine the Internet to conceptually match and rank homepages based on prede-
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fined linguistic formulations and rules defined by experts or based on a set of 
known homepages. The FCM model can be used as a framework for intelligent in
formation and knowledge retrieval through conceptual matching of both text and 
images (here defined as "Concept"). The FCM can also be used for constructing 
fuzzy ontology or terms related to th context of the query and search to resolve the 
ambiguity. This model can be used to calculate conceptually the degree of match 
to the object or query. 

The expressive power of conventional search engine query interfaces is rela
tively weak when restricted to keyword-based search (i.e., Document Index (DI)-
based search). At present, the keyword-based search engines present Hmitations in 
modeling perceptual aspects of humans. In addition, they appear to have trouble 
with returning the targeted results. In other words, they generally return a bunch of 
Web pages (or URLs) irrelevant to user's query. In this respect, we need a new 
tool to handle both the fuzzy query and the removal of spurious results. In order to 
tackle these problems, we introduce the Perception Index (PI) that contains attrib
utes associated with a focal keyword restricted by fuzzy term(s) in a fuzzy query. 
If we integrate the Document Index (DI) used in commercial Web search engines 
with the proposed PI, we can handle both crisp terms (keyword-based) and fuzzy 
terms (perception-based). In this respect, the proposed approach is softer than the 
keyword-based approach (i.e., commercial Web search engines). It is a further step 
toward a real human-friendly, natural language-based interface for Internet. It 
should greatly help the user relatively easily retrieve relevant information. In other 
words, the proposed method assists the user to reflect his/her perception in the 
process of query. As a consequence, Internet users can narrow thousands of hits to 
the few that users really want. In this respect, the PI provides a new tool for target
ing queries that users really want, and an invaluable personaHzed search. The use 
of PI provides helpful hints for solving the problems of 'large answer set', 'low 
precision', 'ineffective for general-concept queries' suffered by most search en
gines. 

Although the existing ranking methods for Web search engines provide users 
with their own ranking algorithms based on popularity, bookmark, etc., they often 
tend to return unranked random samples in response to user's query. In theory, 
more popular Unks indicate more relevant content, but you will have to determine 
that for yourself. If you differ from the crowd, simply popularity-based ranking 
approaches dive deeply into other possibihties on the Web. Consequently, they of
ten give users a bunch of garbage. In order to tackle this problem, we introduce a 
new ranking algorithm based on the Perception Index (PI). Using the values of fo
cal attributes in the PI, user's search intentions can be explicitly reflected. For ex
ample, consider a fuzzy query that finds 'attractive car', where 'attractive' means 
'comfortable and fast'. In this case, for the fuzzy term 'attractive', people may use 
different focal attributes (i.e., size, speed, etc.) in the PI. In this respect, it provides 
a user with the personalized ranting based on user's search intentions. Conse
quently, the proposed ranking algorithm ensures consistently high-quality returns 
in terms of user's search intentions. 
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Abstract: The need for Modeling and Simulation (M&S) is seen in many diverse 
applications such multi-agent systems, robotics, control systems, software engi
neering, complex adaptive systems, homeland security, and many others. In this 
paper we introduce an architecture for distributed simulation of multi-agent sys
tems called Virtual Laboratory (V-Lab®), based on discrete event system specifi
cation (DEVS). V-Lab® is a test bed for many control algorithms and allows the 
user to demonstrate the working of several soft-computing methodologies like 
fuzzy logic, learning automata, neural networks, genetic algorithms, etc. applied to 
multi-agent systems. DEVS defines a framework for discrete event simulation and 
V-Lab® defines a framework for distributed simulation for multi-agent autono
mous systems. 

Keywords: Distributed Simulation, Model Continuity, Soft-computing, DEVS, V-
Lab®, I-DEVS, CORBA, RMI, HLA 

1. Introduction 

Modeling of a real-world system is the first step in simulation. Simulation models 
may be based on physical, mathematical, or logical representations; expert rules; 

^ This work was supported, in part, by NASA Grant NAG 2-1547. 
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empirical data, etc. in order to describe the behavior of the system being modeled. 
Simulation is the process of generating the behavior of the model using computing 
systems (computer, algorithm or human mind). In addition to its use as a tool to 
better understand and optimize performance and/or reliability of systems, simula
tion is also extensively used to verify the correctness of designs. Since the data 
available in the real world is abundant, we define a specification of the conditions 
called experimental framework, under which the system is observed. System, ex
perimental framework, models and simulators are basic entities of modeling and 
simulation. 

During the design and implementation of a simulator, various techniques and 
strategies may be adopted to model the behavior of a given system. Simulators are 
designed using either continuous or discrete-event [1] techniques to simulate 
a given system. Continuous simulators are characterized by the extensive use of 
mathematical formulae, which describe how a simulated component responds 
when subjected to various conditions. The discrete event modeling provides a 
general framework for time-oriented simulations of systems. Within the context of 
discrete-event simulation, an event is defined as an incident, which causes the sys
tem to change its state in some way. What separates discrete-event simulation 
from continuous simulation is the fact that the events in a discrete-event simulator 
can occur only during a distinct unit of time during the simulation - events are not 
permitted to occur in between time units. Discrete Event System Specification 
(DEVS) is a formalism used to create simulation model for discrete event systems. 

2. Statement of Problem 

As the simulation process becomes more complex and large, it is necessary to di
vide them into smaller pieces, which are manageable. Applying layered pattern to 
the design of simulation breaks the simulation into several interconnected layers, 
which gives modularity, distributability, and separability. Such a layered approach 
of simulation is provided by V-Lab® [2]. In order to fully utilize and implement 
the control algorithms for multi-agent systems, an environment for simulation has 
to be first created. V-Lab® provides a robust environment for testing various con
trol algorithms on distributed systems. Unlike other technology [3], V-Lab® is not 
confined to specific simulation, but is generic to any multi-agent simulation. In 
order to fully understand V-Lab® and its modules, we first introduce some defini
tions and concepts of DEVS. 
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2.1 Glossary of Terms 

V-Lab: [Virtual Laboratory for Autonomous Agents] A distributed simulation en
vironment for modeling and simulation of multi-agent multi-physics systems us
ing discrete event systems [3]. 

DEVS: [Discrete Event System Specification] A formalism to create simulation 
models for discrete event systems [4-5]. 

I-DEVS: [Intelligent DEVS] A fusion of Soft-computing methodologies and dis
crete event system specification. 

Agents: An agent is any entity that can be viewed as perceiving its environment 
through sensors and acting upon its environment through effector [6]. 

Autonomous Agents: These are computational systems that inhabit some complex 
dynamic environment, sense and act autonomously in this environment, and by 
doing so, realize a set of goals or tasks for which they are designed [6]. 

2.2 DEVS 

The Discrete Event System Specification (DEVS) modeling and simulation envi
ronment, DEVSJAVA®, was developed by the Arizona Center for Integrative 
Modeling and Simulation, headed by Zeigler and Sarjoughian. It was created to 
provide a robust and generic environment for modeling and simulation applica
tions employing single workstation, distributed, and real-time platforms. The 
DEVSJAVA 2.7 [4,5] environment provides Java classes that encapsulate all the 
functionality that is needed to create a module which is fully capable of being 
connected to other modules in a meaningful relationship, regardless of which ma
chines these modules are located on. 

Layered on top of the DEVS environment are the models that a developer 
would create to compose a simulation. These models are divided into two catego
ries: atomic and coupled. Atomic models compose the functionality of the basic 
units in a simulation. Using these atomic models as building blocks, coupled 
models build up the simulation by linking them together. In addition to containing 
atomic models, coupled models may also be used as building blocks in other cou
pled models. Simulations using DEVS are collections of models composed in a 
hierarchical fashion. For instance, a DEVS coupled model ABC, such as that in 
Figure 1, can be constructed from an atomic and a coupled model, A and , re
spectively. is itself a coupled model that is constructed from two atomic mod
els, and C. The ABC model clearly has a hierarchical construction from its 
elements A, , and . 
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Figure 1. Hierarchical tree for model ABC 

The hierarchical specification defines which models are included as sub-models 
for any given coupled model, but it does not define how these sub models inter
connect with the parent model or with each other. This information is defined in 
the form of ports and couplings. Each model may have an arbitrary number of 
both in-ports and out-ports that can be coupled to the input and output ports on 
other models. 
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Figure 2. Coupling relation for model ABC 

Figure 2 illustrates one possible connection that the ABC model could have. 
In this example, the input into ABC is coupled with the input in A. In effect, this 
transfers all messages coming into the ABC model on its in port to the in port on 
the atomic model A. The output of A is then coupled to the input of the model 
and the output for is coupled to the output of ABC. Similarly, since is also 
a coupled model, coupling information for would redirect any input coming 
into the model to the in port of the atomic model B. Messages passing out of 

would be sent to the in port of and messages passing out of would pass out 
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of the model and then out of the ABC model itself. Models need not be limited 
to a single input and output, however, and can have any number of input and out
put ports. 

Formally, an atomic model is represented by a structure M=<X, S, Y, 5int, 
8ext, X, ta> [7] such that X is the set of input values; S is the set of possible states; 
Y is the set of output values; 8int: S-^S is the internal state transition; 5ext: 
SxQxX-^S I Q={e I 0 < e < sigma}, such that sigma is time to the next internal 
transition, is the external state transition; A.:S-^Y is the output function and ta is 
the time advance function. 

3. Architecture for Distributed Simulation of Multi-agents: 
V-Lab® 

The V-Lab® environment consists of 4 distinct software layers, as Figure 3 illus
trates, and each of these layers fills a specific role in the simulation. The founda
tion of the simulation consists of the operating system and the network code 
needed to operate the networking hardware, which in turn allows machines to 
communicate over a network. Using this functionality, a middleware such as the 
Remote Method Invocation (RMI)[8], Common Object Request Broker Architec
ture (C0RBA)[9], High Level Architecture (HLA) [10] or even sockets acts to 
solve the problem of how to use the network to connect different portions of a 
simulation together. While any middleware provides a useful tool for software in
terconnection, it does not provide the architecture needed to arrange components 
of a simulation into discrete structures. Using the DEVS environment, V-Lab® 
defines an appropriate structure in which to organize the elements of DEVS for a 
distributed agent based simulation. It separates the main components into differ
ent categories and defines the logical structure in which they communicate. It also 
provides the critical objects needed to control the flow of time, the flow of mes
sages, and the base class objects designers will need to create their own V-Lab® 
modules. 

Just as the middleware defines the core functionality of module intercommu
nication, and DEVS defines the hierarchical and compositional organization of the 
modules, V-Lab® defines the logical structure in which to implement these mod
ules. Each successive layer defines a more specific organizational structure for 
the simulation than the last. However, each layer also restricts the domain of prob
lems that can be addressed by the architecture. DEVS may be a valid option for 
constructing a simulation with milHons of cells, but V-Lab® is not. Specifically, 
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V-Lab® 

I-DEVS 

Middleware 
(Sockets, CORBA, RMI, HLA...) 

Physical Network 

Figure 3. Distributing simulation layers using DEVS 

V-Lab® is an architecture that defines a logical structure for simulations with 
a relatively small number of agents interacting in complex ways. Likewise, in 
DEVSJAVA 2.7 the user has few restrictions when specifying inter-module com
munication whereas with V-Lab®, multi-agent simulations require conformance 
to V-Lab®'s structured communication protocol. Following the rules arising from 
the architecture defined by V-Lab® allows simulation designers to create a simu
lation that is modular, extendable and allows for the re-use of pieces of a simula
tion in future simulations by providing a level of indirection between components 
of the simulation. Critical backbones of V-Lab® will be tools from soft comput
ing (SC) paradigms like fuzzy logic (FL), neural networks (NN), genetic algo
rithms (GA) and stochastic learning automaton (SLA). DEVS and SC together 
constitute what we call IDEVS, intelligent discrete-event systems specification to 
be detailed in next section. 

4. Modules of V-Lab® 

Modular architecture of V-Lab® is as presented in Figure 4. 
The different modules of V-Lab® are Agent, Controller, Physics, Dynamics, 

Terrain, SimMan and SimEnv. V-Lab® provides plug-and-play for agents to be 
added and removed. The architecture looks like Mediator pattern in "Design Pat
terns" [11]. Each of these modules is implemented as a DEVS atomic or coupled 
model. Essential parts of V-Lab are SimEnv/SimMan, I-DEVS components and 
Distributed DEVS. But it also provides user an environment to write other mod
ules like Dynamics, Terrain and Physics to suit his simulation 

Agents: If the simulation is robotic, then each robot or its dynamics can be 
thought of as an agent. The equations or the dynamics governing the motion of the 
robot is implemented as atomic or coupled model in DEVS. Each of these agents 
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can have their own Control Algorithm, This is where the V-Lab® would play an 
important role as test bed for several control algorithms. Specifically, any of the 
soft computing methodologies can be implemented and tested using this architec
ture. Since V-Lab® is modular, user can de-couple the existing control algorithm 
and plug a new control (like a classic PD, PID,,.) method for his simulation. Later 
on we see Neural-Network DEVS (NN-DEVS) which can be one of the control al
gorithm for V-Lab® Simulation. 

SimEnv 
AGENT 1 

CONTROL 
1 

PHYSICS 
1 

PHYSICS 
2 

AGENT 2 

CONTROL 
2 

t^ff f іі І 

DYNAMICS TERRAIN 

Figure 4. Architecture of V-Lab 

Physics: Several physics model can exist in a single simulation. For example, in 
robotic simulation, gravity, friction, impact of obstacle collision, force (wind, wa
ter,.,), acceleration/deceleration, many others can be considered. Simulation in
volving such a complex system of physics equations is essentially multi-physics 
simulation, which can be demonstrated using V-Lab®. 

Terrain: This model consists of type of terrain in which the agents traverse and 
their control algorithm is tested. For example, in robotic simulation, an autono
mous agents might come across several obstacles, valleys, elevations, etc, which 
it has to avoid and traverse to the goal based on the decision making rules from 
the control algorithm. Terrain generation and terrain traversal algorithms are 
considered in this model. Again several soft-computing methods like fuzzy logic 
are applied for terrain traversal [12]. 
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5. SimEnv/SimMan: Heart of V-Lab: 

SimEnv (Simulation Environment) is the high level coupled model. V-Lab Simu
lation kicks off by starting SimEnv which instantiates all other modules. SimMan 
(Simulation Manager) acts as message relay for all other modules. With SimMan, 
V-lab has the property of separability, i.e., the modules do not know the existence 
of other modules. For example, Agent 1 doesn't know whether Agent 2 exists or 
Physics module exists. The modules simply publish the messages that they can 
handle. All other modules request or subscribe by sending appropriate messages 
to the SimMan. SimMan's responsibility is to relay this message request to those 
agents (modules), which have registered their message handling capabilities with 
SimMan. The modules then respond to the requesting agent through SimMan. The 
registrations of all the agents or modules are stored in database (balanced binary 
tree). 

In V-Lab® architecture, each of these agents does not know of the existence 
of the other models. For example, a robot agent does not know of the existence of 
Terrain model. But each time it traverses through the terrain, avoiding the obsta
cles and reaches the goal. The control algorithm helps the agent to perceive the 
terrain, sense autonomously to take decision, and achieve the task. So it can be 
correctly argued that V-Lab® provides multi-physics, autonomous multi-agent 
simulation platform or environment. 

6. MODEL CONTINUITY 

Model Continuity [13] refers to the ability to use the same model of system 
throughout its design phase. Such a method helps in designing and testing a sys
tem through phases or in a step-wise process. It's a kind of iterative process in 
which model from the previous phase would act as proof-of-concept for develop
ment of model for the next phase. In order to implement V-Lab® we adopt such a 
continuity feature to develop complete simulation environment from the initial de
sign as shown in Figure 5. 
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Figure 5. Model Continuity 
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7. Intelligent DEVS (l-DEVS) 

One of the main objectives of V-Lab®. is to enhance DEVS with the tools avail
able by soft computing, e.g. fuzzy logic, genetic algorithms, neural networks and 
stochastic learning automaton by introducing them in discrete-event simulation 
environment. In this section four paradigms are introduced within DEVS. We de
note this intelligent DEVS as I-DEVS [14]. Here, we will cover Neural Network-
DEVS. 

7.1 Neural Network DEVS 

As an example of I-DEVS we consider here, the Neural Network-DEVS (NN-
DEVS) implemented using Back Propagation Algorithm. 
Back Propagation Neural Network (BPNN) is a general Neural Network and it has 
been widely used in an abroad area. Back-propagation, which is also known as the 
generalized delta rule, is one of the most popular and widely investigated methods 
for training neural networks. It can be implemented in Devs. There are two advan
tages of using Neural Network in Devs: handling partial lack of system under
standing and creating adaptive models (models that can learn). It is mainly applied 
in three-areas [15]: 
1. Concurrent simulation, where results of a Neural Network (NN) model are 
compared with results of a less realistic but validated common model to avoid a 
non expected behavior of the Neural-Net. 

2. NN as sub-components of a global model, to model subsystems that would be 
hard to model commonly because of a lack of understanding. 

3. Adaptive models, "models that can learn", according to an error feedback such 
model would be able to adapt runtime to situations that hasn't been taken into ac
count. 

7.2 Structure of BPNN 

The most common network topology is multiple layers with connections only be
tween nodes in neighboring layers. There are no connections between nodes lo
cated in a common layer. Its structure is presented in Fig.6, where the number of 
hidden layers can be one or more than one. 
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I nput Layer:;řH dden Layert^H dden Layer2:;řCM put Layer 

Figure 6. A Typical Neural Network with 2 Hidden Layers 

There are two passes in BPNN: 
Pass 1: Forward Pass - Present inputs and let the activations flow until they reach 
the output layer. 
Pass 2: Backward Pass - Error estimates are computed for each output unit by 
comparing the actual output (Pass 1) with the target output. Then, these errors 
flow from the output layer to the hidden layers. Error estimates are used to adjust 
the weights in the hidden layer and the input layer. 
The foundation of the back-propagation learning algorithm is the nonlinear opti
mization technique of gradient descent on the sum of squared differences between 
the actual output in the output nodes and the desired output. The detail about it can 
be found in several neural network books. 

7.3 Implementation of BPNN in Devs 

A 4 layer BPNN can be implemented in DEVS, corresponding to the topology of 
Fig.6. It is composed of input, hidden and output models. Each atomic model in
cludes forward and backward computation (see Figure 7). It has training and test
ing phases. You can provide training data to inputs and set a stopping criterion to 
get a desired performance. After the training phase the trained weights can be used 
to test data. It can be extended to include more hidden layers by adding more hid
den models. It can also be decreased to 3 layer BPNN if it is just composed of in
put and output models. 
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Figure 7. DE VS Atomic model implementing the 4-Layer NN 

Other elements of I-DEVS like fuzzy logic-DEVS, GA-DEVS, SLA-DEVS can be 
found in [14]. 

8. DISTRIBUTED SIMULATION 

The original plan of the V-Lab® project was to integrate CORBA into DEVS for 
distributed simulation. CORBA is an international standard and is language inde
pendent. Additionally, in CORBA, object references are used and methods are in
voked remotely so the object stays on the server (client). This is in contrast to 
sockets where the whole object or enough to reconstruct it at the other end has to 
be sent. This will impact performance. Also with CORBA, the user does not have 
to know details about the server, specifically its IP address or socket port number 
as is necessary with the current socket paradigm. In other words, the remote ob
jects are located through a central service so there should be better location trans
parency. However, CORBA has proven to be somewhat cumbersome, so it is not 
as appealing compared to sockets in terms of simplicity. Other possibilities exist, 
such as Java RMI. In fact, the layered architecture of V-Lab® allows DEVS to be 
implemented over a wide variety of middleware services, including recent innova
tions such as peer-to-peer protocols such as JXTA 



269 

8.1 Technologies for Middleware: 

Sockets: We employed Java Sockets in-order to demonstrate the working of V-
Lab® on distributed systems. DEVS provides capability for distributed simulation 
using sockets (see Figure 8). 

• • • 
Prox\' Ji 

Client 1 Client Client n 

Figure 8. Architecture of DEVS for Distributed Simulation 

The user who is interested in distributed simulation need not worry about the inner 
working of these classes such as proxy and Coordinator. One needs to do is in
stantiate coordinator server on the server host and then instantiate a client for each 
component on the remote host(s). Here is a sample example of the start-up code 
for the server 

public static void main(String[] args) 
{ 
Robot robo = new Roboto; // the top level coupled model 
new coordServer(robo, Integer.MAX_VALUE); 
// note: 2"̂^ argument is the number of simulation iterations 
4 

And the corresponding start-up client code: 

public static void main(String[] args) { 
newclientSimulator(newRobotDyn("RobotDyn",l,25,25,Math.PI/4,l,l)); 

new clientSimulator(new Controller("Controller")); 
new clientSimulator(new Plotxy("PLOT XY")); 

new clientSimulator(new Terrain("Terrain")); 
new clientSimulator(new IRSensor("IR", 3 , 1 , 0 , 0 , 1 5 ) ) ; 
new cHentSimulator(new CellGridPlot("Motion Plot", 1,100,100)); 
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The l i e n t Simul a t o r creates the TCP socket and connects to the IP address 
of the server provided. 

RMI/CORBA/HLA: Several other middleware technologies are currently being 
worked on for distributed simulation such as Remote Method Invocation (RMI), 
CORB A, HLA and others. The pros and cons, and suitability of these middlewares 
are discussed in this section. 

One of the tasks identified early in the V-Lab® design was distributed simulation. 
The V-Lab® proposal describes the intention to put CORBA (Common Object 
Request Broker Architecture) underneath DEVS as the vehicle. CORBA would 
act as the middleware between simulation objects, i.e. it would relay messages be
tween models and simulators. DEVS has been implemented to execute over 
CORBA in an environment for real-time system simulation. However, the distrib
uted capability via CORBA is not supported in the latest version of DEVSJAVA® 
2.7 [5]. This version is based on a new family of JAVA packages collectively re
ferred to as GenDEVS. Instead of employing CORBA as middleware, GenDEVS 
provides distributed simulation with TCP/IP sockets as the middleware. 

Drawbacks of Sockets: Unfortunately, straight GenDEVS distributed simulation 
has a limitation that all messages must be strings. This makes it difficult for the 
theme example because it makes extensive use of double values and arrays in the 
messages. In a non-distributed environment, it is no problem to simulate with 
these typed messages because they are simply objects: the simulator just passes 
object references between models and the models can share them since they share 
one address space. But when running in the as-is 

GenDEVS distributed environment, typed messages will not work because it ex
pects all messages to be strings. In order to eliminate this encoding and decoding 
of messages, we have to use some techniques like Object Serialization [16]. What 
if there are technologies, which provide this Object serialization and user need not 
have to worry about IP address, encoding and decoding mechanisms? ; CORBA or 
RMI would be good solution. 

JAVA RMI: RMI enables the programmer to create distributed Java technology-
based to Java technology-based applications, in which the methods of remote Java 
objects can be invoked from other Java virtual machines. RMI has its own native 
Object Request Broker (ORB) and eliminates the need to write an IDL (Interface 
definition Language) unlike in CORBA. RMI removes most of the drawbacks of 
the socket [16] and provided services similar to CORBA. Only drawback of RMI 
is its language dependability on JAVA. CORBA plays a good role as middleware 
where inter-operability is need between different programming languages on 
server and client. Since the simulation is completely based on GenDEVS, which is 
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implemented in JAVA, RMI can be good choice as middleware as compared to 
CORBA [17,18]. HLA is not an international standard for middleware technology 
yet. A more detailed insepection on HLA, CORBA and RMI can be found in sev
eral research papers [3,19,20]. 

9. Experimental Results 

We wish to coordinate all elements of IDEVS by performing a multi-agent dis
tributed robotic simulation in a 2-D environment. We call it Theme Example here. 
The objective of this example is to demonstrate and test the various modules of the 
IDEVS within the proposed V-Lab® architecture in a multi-physics multi-agent 
distributed simulation. This example allowed one to test some soft computing 
methods for autonomous agents in DEVSJAVA® 2.7 environment. Autonomous 
control algorithms are used to control the maneuvering of the rovers and avoid the 
obstacles to reach the goal position. 
The simulation procedure was divided into several modules (see Figure 9) each 
having specific functionality. Each of these modules can be thought of as a DEVS 
atomic or coupled module. For Example, a "Robot Dynamics" model was an 
atomic model, which implemented the kinematics of the robot. Having such a 
modular approach enables easier implementation of distributed simulation across 
several machines and also helps to update any modules as and when required. 

SimEnv 

Rover 
Dynamics 

Sensors 

Controller 

^ '^^і^: 

Terrain 
Model 

^ ^^^ , ^ ^ 

f 

N I — • 
SimMan 

Figure 9. Block Diagram of different modules of Theme Example 
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Figure 10. Graphical 2-D Display of Robotic Simulation 

Figure 11. 3-D Display of Robotic Simulation 
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Figure 10 shows the Theme Example results (robotic simulation) of 2 rovers reach
ing a goal position avoiding the obstacles (convex polygons). Each rover has three 
Infra-red (IR) sensors through which they detect the distance of obstacle, deceler
ate and avoid the obstacles based on control algorithms. Fuzzy Rules were written 
to demonstrate the control of rovers. Several Robots can be added to the simula
tion creating swarms of robots and each robot can have many sensors. This 2-D 
simulation runs on distributed machines using sockets. 

Figure 11 shows the 3-D display of the Theme Example with several rovers (with 
IR-sensors) maneuvering to the goal avoiding the polygonal obstacles. The 3-D 
visualization was implemented using JAVA-3D. 

10. CONCLUSIONS 

In this paper, we described the necessity for simulation environment for complex 
simulation and a detailed overview of architecture of V-Lab®, which solves such 
a complex simulation problem. Distributability and Modularity are key features of 
V-Lab®, which makes simulation more manageable. Such an environment or plat
form provides user to test several different intelligent or soft computing paradigms 
with decision and control being one of the applications. With several competing 
technologies for distributed computing are available, one has to look into stan
dards, international acceptance, ease of use, and suitability to V-Lab®. CORBA or 
RMI are good choice for development of distributed simulation for V-Lab®. The 
control algorithms simulated will be tested on hardware platform using ActivMe-
dia Robotics Pioneer II robots. 
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Abstract. We revisit some "old" strategies for the automatic construction of fuzzy 
relations between terms. Enriching them with new insights from the mathematical 
machinery behind fuzzy set theory, we are able to put them in the same general 
framework, thereby showing that they carry the same basic idea. 

1 Introduction and Motivation 

The remarkable growth of the World Wide Web (WWW) since its origin 
in the 1990's calls for efficient and eflFective tools for information retrieval. 
Attempting to deal with the overwhelming amount of information provided 
on billions of webpages nowadays does not necessarily imply that we have 
to develop entirely new technologies from scratch. In the 1970's and 1980's 
initial research was performed on the retrieval of information from modest 
text collections, using fuzzy relations to represent associations between terms 
on one hand, and between terms and documents on the other. Since then the 
fuzzy mathematical machinery (i.e. fuzzy logical operators, fuzzy similarity 
measures, operations with fuzzy relations etc.) has come of age. 

In contrast to structured databases, most of the information on the WWW 
is developed to be read and interpreted by human beings rather than by ma
chines. This information, presented in various ways such as natural language, 
images and video, is often referred to as unstructured or semistructured, 
terms which apply on the level of individual documents. It seems necessary 
to build some kind of structure to be able to perform an efficient and effec
tive search. In its easiest form, this structure is an index consisting of terms 
and pointers to documents containing those terms, or a document-term rela
tion viewed as a matrix in which each element corresponds to the number of 
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occurences of the term in the document. The use of an index or a document-
term relation makes the search more efficient than having to go through each 
document for each keyword based query. However in this approach, docu
ments will not be returned as search results if they do not contain the exact 
keywords of the query. To satisfy users who expect search engines to come 
up with "what they mean and not what they say", more sophisticated tech
niques are needed to enhance the structure which was built automatically on 
the document collection. 

In an approach which even dates back to [7], on top of the document-
term relation, one or more term-term relations are provided. The terms are 
assumed to denote concepts, and the relations between them represent as
sociations such as synonymy, specification, and generalization. Information 
retrieval certainly does not have a monopoly on these structures; in fact they 
seem to pop up in many domains that require the semantical representation 
of language (such as knowledge discovery using association rules, and natu
ral language processing techniques such as machine translation). Throughout 
the years these kind of structures have been given different names, such as 
thesauri, taxonomies, or ontologies, sometimes linked to the domain in which 
they are applied or the relations they represent. We refer to [13] for a discus
sion and overview of some of this terminology, and the role of ontologies for 
the semantic web. 

Like many relations in real life, relations between terms (or concepts) 
are a matter of degree. Some terms are related, some terms are not, and 
in between there is a gradual transition from not "being related" to "being 
related". Furthermore a term a can be related to a term 6, and related to 
another term to a lower degree. Therefore it seems intuitively more justi
fiable to represent associations between terms by T^ -^ [0,1] mappings (T 
being the universe of terms), i.e. by fuzzy relations, instead of traditional re
lations. These fuzzy relations can be used for query expansion: instead of only 
documents containing exact keywords from the query, also those containing 
related terms are retrieved. This can be done with or without the knowledge 
of the user. In the former case lists of related keywords are presented to the 
user, which he can choose from to refine his query if he is not satisfied with 
the results obtained so far. Another interesting application for which fuzzy 
term-term relations are useful, is the clustering of web documents. This helps 
to present search results in an alternative way, different from the commonly 
used linearly ordered list. 

In early and even in contemporary approaches to information retrieval, 
these term-term relations are assumed to be given, to be made by an expert. 
Although this approach is feasable for smaller document collections and has 
even been applied for parts of the WWW (the open directory project, Yahoo) 
it can hardly be called a flexible and efficient way for a large and constantly 
evolving collection of documents such as the WWW. As a more recent trend 
one tries to build relations for a broader domain from already available do-
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main specific relations (e.g. for the medical domain, for a technical domain) 
and/or combining them with (multilingual) dictionaries and dictionaries of 
synonyms ([2], [6], [18]). 

Although dictionaries in all languages over the world might be on of the 
biggest and oldest eflforts of mankind directed towards the construction of 
relations between words, they do certainly not reflect at the same speed 
the continuous evolution of the assocation between words (concepts) in the 
human mind. At the time we are writing this paper, probably no current 
dictionary gives any evidence for a relation between "Schwarzenegger" and 
"governor", although there has recently grown a strong association between 
these two words because of the recall election in the state of California, USA 
(October 7, 2003). This relation is reflected in a high number of documents 
on the internet dealing with both words: on October 17, 2003, i.e. 10 days 
after the election, Google claims to have about 932,000 results for the query 
governor Schwarzenegger, compared to 3,410,000 results for Schwarzenegger 
and 15,600,000 results for governor. 

This paper deals with techniques that can get this kind of useful informa
tion which is out there on the WWW fully automatically and unsupervised. 
Great advantages of an automated process for the construction of fuzzy re
lations between words include objectivity, high speed and low cost. Indeed 
such a process is not influenced by background knowledge or point of views 
of a few experts: the only data given to the system is a collection of hyper-
linked webpages that reflect knowledge of all the people involved in making 
them. In theory, machines can process these documents at a lower cost and a 
higher speed than human experts, to come up with fuzzy relations overnight 
that reflect the most recent trends in society. The important question that 
remains however is if they can be as efl'ective as humans in doing so. 

As a possible starting point for such a study, in this paper we gather 
shattered research ideas for the automatic construction of fuzzy relations 
between terms. Putting them in a more general framework already sheds new 
light on the matter (among other things that many researchers individually 
are doing very similar work, apparently unaware of the existence of a general 
framework). As such we give an idea about where the theoretical research on 
the construction of fuzzy thesauri has taken us so far, about a decade after 
the origin of the WWW. We hope that, by contributing to a solid common 
starting point, we can speed up further research. 

2 Basic Concepts 

Throughout this paper let T denote a triangular norm (t-norm for short), 
i.e. an increasing, commutative and associative [0,1]^ -> [0,1] mapping sat
isfying (1, ) = , for all X in [0,1]. Furthermore let S denote a trian
gular conorm (t-conorm for short), i.e. an increasing, commutative and as
sociative [0, l]^ —> [0,1] mapping satisfying S{0,x) = x, for all x in [0,1]. 
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Finally let X denote an implicator, i.e. a [0,1]^ —)• [0, l]-mapping X de
creasing in its first, and increasing in its second component, and satisfying 
X(0,0) = l ,X(l ,x) = , for all x in [0,1]. Examples of these so-called fuzzy 
logical operators can be found in modern text books on fuzzy set theory and 
fuzzy logic (see e.g. [17]). Recall that the T-intersection and the 5-union of 
fuzzy sets A and in X is defined as 

{A\JsB){x) = S{A{x),B{x)) 

for all x'wiX. The cardinality of a fuzzy set in a finite universe X is defined 
as 

\A\ ^ Y. (̂̂ ) 
Є 

Since fuzzy relations play such an important role in our framework, we 
recall some basic notions about them. A fuzzy relation from a universe X 
to a universe is a fuzzy set in X x Y, The inverse of i? is a fuzzy relation 
from to X defined by 

R-\y,x) = R{x,y) 

for all X in X and . For all in , the -foreset of is the fuzzy set 
Ry defined by 

Ry{x) = R{x,y) 

for all a: in X. 
If i? is a fuzzy relation from X to , and 5 is a fuzzy relation from to 

Z, then the composition [22], the subproduct, and the superproduct ([3], [5]) 
of R and S are fuzzy relations from X to Z, respectively defined as 

{R or S){x, z) = sup r{R{x, y),R{y, z)) (1) 
yev 

{R <x S){x, z) = mîX{R{x, ) , S{y, z)) (2) 
yeY 

(R >i S){x, z) = inf 1(5(2/, z), R{x, y)) (3) 
y^y 

for all in X and z Z. The square product of R and S is defined by 

{R<xS)r\r{R>xS)) (4) 

If X and are non-empty, finite sets, a fuzzy relation R from X to 
can be represented as a |X| x |y|-matrix in which the rows correspond to 
the elements of X, and the columns to the elements of . The value on the 
ż-th row and the j - t h column of the matrix ( Є {1,.. . , |X |} , j Є {1,. . . , | |}) 
is the degree of relationship between the element Xi of X and the element j 
of corresponding to the i-th row and the j - th column respectively, i.e. 

Rij = R{xi,yj) 
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We use the same notation for a fuzzy relation and its representation as a 
matrix, i.e. 

R = [Rij] 

Transposing the matrix corresponds to taking the inverse of the fuzzy rela
tion, i.e. 

Rji = R~^{yj,Xi) = R{xi,yj) = Rij 

Throughout this paper we use D to denote a non-empty, finite set of doc
uments and T a non-empty, finite set of terms, n is the number of documents 
and m is the number of terms, i.e. | i ) | = n and \T\ = m. 

Definition 1 (Fuzzy document—term relation). A fuzzy document-term 
relation VF is a fuzzy relation from D to T. 

The symbol W refers to the fact that it contains the data collected from the 
WWW that will serve as our background knowledge for the construction of 
fuzzy thesauri. W{d^ t) can be obtained in a probabilistic manner by counting 
frequencies in the so-called TF-IDF approach (see e.g. [4] for a detailed ex
planation), though one can easily imagine other ways as well, such as the use 
of the scores that an existing search engine gives a document d when queried 
for a term t. From this fuzzy document-term relation, we will construct a 
fuzzy term-term relation. 

Definition 2 (Fuzzy thesaurus). A fuzzy thesaurus or fuzzy term-term 
relation Ris a. fuzzy relation from T to T. 

Meaningful relations between concepts can be of many different natures (see 
e.g. [20]). In this paper we will study synonym relations, as well as narrower 
and broader term relations, which are also the cases mentioned in [13]. 

3 The W^W-approsLch 

As mentioned above, the data available to us is a fuzzy document-term rela
tion W represented as a n X -matrix. We are looking for a fuzzy term-term 
relation, i.e. a. mx -matrix giving us information about the degree of asso
ciation between terms. From a mathematical point of view, one way to obtain 
it, is the normalized matrix product W-^W, i.e. 

R{tut2) = -Yl W{d,ti) . W{d,t2) (5) 
'^ den 

for all 11 and 2̂ in T. This is closely related to the (sup-T) composition of 
the fuzzy relations W~^ and W in which product is replaced by a t-norm 
in general, and supremum instead of average is used to aggregate over all 
documents. Considering sup-T composition of fuzzy relations as a kind of 
matrix product goes back to the early days of fuzzy set theory (e.g. [22]). 
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Kohout et al suggested to use compositions of the document-term relation 
and its inverse but do not mention the sup-T composition in [11]. Instead 
they turn to the subproduct, the superproduct and an alternative version 
of the square product, replacing the infimum by taking the average over all 
documents. They use them to generate a specification relation ("more specific 
than"), a generalization relation ("broader than") and a synonym relation 
between terms respectively. 

(1), (4) and (5) are symmetrical, while (2) and (3) are not in general. 
Note that 

{W-^orW){t,t) < supW{d,t) 
deD 

Hence if t does not have a high W{d, t) value for any of the documents, the 
association between t and itself by means of (1) will be low! Using (5) the 
degree of association between t and itself is 

^E^id,ty 

which will also be small in the aforementioned case. If we are dealing with 
an implicator satisfying 

X <y =^ T{x, y) = 1, for all x and in [0,1] 

(such as residual implicators) then {W~^<xW){t, í), {W~^t>xW){t, t) and the 
square product are 1, regardless whether we aggregate by means of infimum 
or average. This makes (4) a better choice for synonymy then (1) or (5). (2) 
and(3) can however give rise to counterintuitive results when the first part 
of the implication is low, e.g. for (2) when W{d,ti) is low for all documents. 
Indeed in this case the resulting implication values tend to be high (you 
can derive everything from a premise which is close to false). In other words 
a term that is not important for any of the documents will be registered 
as more specific than all of the other terms! This problem with sub- and 
superproducts is known. In [5] a patch is provided by taking the intersection 
of the subproduct with the composition. 

4 From Terms to Fiizzy Sets 

In the most well spread approach to the automatic construction of fuzzy 
thesauri, a term is transformed into a fuzzy set. For every term t, the W-
foreset of t is the fuzzy set W t in the universe D of documents, defined as 
Wt{d) = W{d, t). In other words Wt is the fuzzy set of documents relevant or 
related to term t. Finding a degree of association between two terms is now 
shifted to finding a degree of relatedness between the corresponding fuzzy 
sets. To this end a similarity measure Sim or an inclusion measure Inc is 
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applied. These measures can be defined in different ways among which, for 
A and fuzzy sets in D, 

І ( , ) 

\AUsB\ 

\ \ 
\A\ 

It is of course assumed that A and are not empty, i.e. that every term is 
related to at least one document to a degree greater than 0. 

Many authors suggested (often independent of each other's work) the use 
of Sim(Wti,Wt2) to construct a symmetrical fuzzy relationship between ti 
and І2, as well as the use of lnc{Wti,Wt2) to construct specification and 
generalization relations, mostly with t-norm T == min and t-conorm <S = 
max. E.g. Gotlieb and Kumar [7] use Sim (but in the context of crisp sets). 
Miyamoto et al ([14], [15]) propose the idea for Inc and Sim, and Ogawa 
et al [19] use Sim. Recently there seems to be a boom of the same idea 
resurfacing over and over again ([9], [10], [12], [21]). [6] presents a variant 
where terms are transformed into crisp sets of their synonyms instead of 
fuzzy sets of documents. Miyamoto [16] proposes an another extension in 
which the neighborhood of a term is not necessarily the document in which 
it occurs, but it can also be a section of a document such as the surrounding 
words. 

This idea of assessing the relatedness of fuzzy sets of documents is in the 
same spirit as the use of fuzzy relational products. Indeed the value of the 
(sup-T) composition of W~'^ and W in (^1,^2) measures the compatibility of 
Wti and Wt2 using compatibility measure Com, while the subproduct and 
the superproduct rely on the inclusion measure І 2: 

( , ) = sup ( ( ), { )) 
xeD 

І 2( ) = iní 1{ { ) , { )) 
XED 

5 Associations 

The idea of association rule mining already dates back to Hájek et al (see 
e.g. [8]). Its application for market basket analysis gained high popularity soon 
after the re-introduction by Agrawal et al [1] at the beginning of the 1990's. 
The straightforwardness of the underlying ideas as well as the increasing 
availability of transaction data from shops certainly helped to this end. In 
the context of association rule mining, data is represented in a table. The 
rows correspond to objects (e.g. transactions, patients,...) while the columns 
correspond to attributes (e.g. items bought in a transaction, symptoms,...). 
Ones and zeros in the data matrix denote whether or not the object has a 
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specific attribute (whether or not cheese was purchased in the 5th transaction, 
whether or not patient John has fever,...). In this way, we can think of an 
object as a set of attributes, but we can also think of an attribute as a set 
of objects (namely those having that attribute). The purpose of association 
rule mining is to detect rules of the form 

in the data, indicating that an object containing attribute A is likely to 
contain as well (e.g. cheese => bread). 

The support measure of an association rule checks its statistical signifi
cance, while the confidence measure considers how many of the objects that 
have attribute , have attribute as well. If we think of documents as ob
jects and terms as attributes (i.e. the data table is a document-term matrix), 
then an association rule A ^ indicates that a document containing term 
A is likely to contain term as well. The support and confidence measure 
correspond respectively to Com (taking the average instead of the supre
mum over all documents) and Inc. The use of measures of association for the 
construction of fuzzy thesauri was already proposed in [20]. 

6 Conclusion and Future Work 

We have shown that (1) composition of fuzzy document-term relations, (2) 
application of similarity, inclusion, and compatibility measures on fuzzy sets 
of documents, as well as (3) generation of association rules containing terms 
as attributes, nicely fit into the same framework. As such it becomes clear 
that each of these — at first sight different — techniques carries the same 
basic idea, hence increases the credibility of the power of this idea. 

Note however that the general framework (and a fortiori all of the indi
vidual techniques discussed above) relies on a fuzzy document-term relation 
as a starting point. One of the main problems when developing a fuzzy set 
theoretical application is the definition of the membership functions of the 
fuzzy sets involved. It is exactly this problem that we are again faced with 
here. Traditionally one relies on a probabilistic approach to generate the 
document-term matrix, i.e. by counting frequencies of words within a docu
ment and over the set of all documents. In the future we want to move on to 
new approaches that might capture the semantics better, such as the use of 
term-sentence, sentence-paragraph, and paragraph-document relations. 
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Abstract. Web communities possess the unprecedented ability to map out with 
ease the networks of communication linking their users. This social connectivity 
information combined with the instant-feedback nature of web interactivity creates 
the potential for advanced, automated consumer profiling systems to be used for 
targeted advertisements and other commercial purposes. This research proposes 
one method for consumer profiling inspired by social network theory that is based 
on the BISC Decision Support System. Real-world applications and possible ethical 
concerns are explored in some detail. 

1 Introduction 

Conventional advertisements such as billboards lack interactivity: every car 
passing through a given stretch of highway sees the same billboard, and while 
it is possible - after adjusting for seasonal variation and other factors - to 
measure an increase in overall sales following the launch of an ad campaign, 
it is difRcult to assess accurately the impact tha t such a campaign may have 
had on an individual sale. 

In order to increase the effectiveness of conventional advertising, mar
keters may profile likely consumers of their products, a process tha t involves 
building an intuitively or statistically informed macroscopic description of 
a target consumer group. Traditionally, profiles are based on age, gender, 
geographic location, income level, and other da ta collected through means 
such as surveys, commercial databases, and point-of-purchase information. 
Guided by a profile, a marketer decides on the type of advertisement tha t 
would best appeal to the target audience, and then on the best venues for 
airing the advertisement so as to reach the target audience effectively. 

In contrast to conventional advertisements, web and online advertisements 
possess a high degree of interactivity: every visitor to a website can see a 
personalized set of ads, and any click-through on a web ad is easily associated 
with an ensuing sales transaction. FVirthermore, even if a user doesn't click 
on an advertisement immediately but visits the advertised site at a later 
t ime, internet technologies such as cookies and web bugs allow his or her 
advertisement viewings to be tracked to later sales. 

We present a method by which databases tracking internet users or mem
bers of online communities could be enriched with social connectivity infor-
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mation for the purpose of enhanced, automated profihng and targeted web 
advertising. 

Section 2 briefly introduces the topic of social networks and presents basic 
research results from the field that ground and motivate the research in this 
paper. 

Section 3 discusses the properties of web-based and other online communi
ties that make them ideal for tracking social connectivity, and describes how 
such communities could go about tracking social connectivity information in 
a form that yields to profiling. 

Section 4 describes a method for automated consumer profiling using so
cial connectivity information and the BISC DSS, the Berkeley Initiative in 
Soft Computing's Decision Support System. 

Section 5 addresses possible ethical and legal concerns surrounding the 
implementation of a system based on the principles outlined herein. 

2 Social Networks 

2.1 Motivating Research 

Social network theory is the study of social connections between people in 
organizations and in society at large. It traces its roots at least as far back 
as the 19th century. 

Decades of research in social networks have lent support to observations of 
homophily, the tendency of people to be friends with others similar to them. 
For example, the majority of a typical person's friends tend to be of a similar 
income level and/or education level [3]. Another example of homophily is the 
tendency of people with social ties to prefer the same brands of goods [6]. 
These and other instances of homophily should be unsurprising to most, 
and indeed beg the following question: if people tend be similar to their 
friends, how could an examination of a person's friends possibly represent an 
improvement over existing profiling techniques? 

The best answer is that matching up friends with friends for the purpose 
of profiling fills in the gaps in a traditional profile. To provide an example, 
if one's friends are members of the chess club, then all other things being 
equal, one is more likely to be a potential candidate for the chess club than an 
average person. One would have a much easier time identifying potential chess 
club members through friendship links than through divination on income 
level, gender, and other sundry data. 

More than just simple maps of friendship and correspondence, social net
works describe the channels through which ideas, fashion trends, gossip, and 
diseases fiow in a society. Innovation diffusion, as this flow is called, refers to 
the way in which new products or ideas come to be accepted by society [3]. 
When a new class of product is first introduced, acceptance is initially slow: 
only the so-called early acceptors will buy it, but once they are sold on the 
product, they will convince others to buy it as well, accelerating the product's 
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Fig. 1. The logistic function over time: a model for market saturation. 

market penetration. The acceptance rate gradually slows as the market for 
the product becomes saturated (see Figure 1). 

Arabie and Wind [2] discuss a good example of network marketing, MCľs 
Friends and Family^^program that in effect provides discounts to MCI cus
tomers who encourage their friends and family to sign with MCI. Such meth
ods enlist the customers to participate in the marketing of the product. The 
targeting method that will be presented here similarly leverages the natural 
diffusion patterns of a social network to target those nearest the early ac
ceptors first, and in a sense follows the frontier of acceptance through social 
profiling and targeted advertising. 

2.2 Conventions 

Social network theory borrows many of its formalisms from graph theory. 
While a complete discussion is beyond the scope of this paper, a few concepts 
merit introduction. A detailed discussion of social network methods can be 
found in Hanneman [4]. 

A social network can be conceptualized as a graph in which the nodes 
represent people and the connections between the nodes represent connections 
between people (see Figure 2). To perform calculations on this graph, it can 
be converted into an equivalent adjacency matrix (see Figure 3) such that the 
rows and columns of the matrix represent the people in the network, and a 
connection from person A to person is represented by a value of 1 in row A, 
column of the matrix. A lack of a connection between A and is reflected by 
a zero in the corresponding matrix cell. A weighted connection that expresses 
the strength of the relationship between A and can be represented by a 
value between 0 and 1. 
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Fig. 2. A graph representing connections between people 

J M S F 
0 0 0 1 0 0 0 
0 0 0 1 1 0 0 

1 1 
J 1 1 0 0 0 0 1 
M 1 1 
s 0 0 1 0 0 0 0 
F 0 0 0 1 0 0 0 

Fig. 3. matrix representing representing the graph in Figure 2. 

3 Online Communities 

In past years, when researchers in the field of social network analysis needed 
to map out a social network, they relied on a technique known as snowball 
sampling^ which involves asking a person to fill out a form listing the people 
with whom he or she corresponds, and then asking each of those people to 
provide similar lists, and so forth. A moment 's contemplation will confirm 
tha t snowball sampling can be a tedious and time-consuming undertaking. 

In a review of social network studies on computer mediated communica
tion systems, Rice [7] raises the point tha t "computer-monitored usage and 
network da ta are potentially more accurate than corresponding self-report 
data." Rice is referring to the ability of computer communication systems to 
construct with ease maps of interactions between users, and a methodology 
for constructing such maps will be developed in this section with some rigor. 

3.1 C o n s t r u c t i n g t h e M o d e l 

The basic principle behind constructing models of social connectivity in on
line communities is to measure the flow of communication over t ime between 
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users. To draw upon psychology for justification, the immediacy principle [5] 
holds that "people are drawn toward persons and things that they like, eval
uate highly, and prefer." Therefore it is reasonable to assume that users who 
correspond frequently are closer friends than those who correspond infre
quently. Measurements of online correspondence, then, can be thought of as 
a reliable indicator of affinity between users. 

Web-based communities such as Yahooi'^^and Friendster'^^, as well as 
online communities such as America Online"^^, are all examples of computer 
communication systems having the potential to collect correspondence in
formation merely by observing system usage. These online communities also 
serve vast amounts of advertisements to their users, and would benefit greatly 
from the improved targeting that social profiling could afford. 

Communication channels that could be mapped in such a way include 
public chat and discussion forums, e-mail, instant message services, online 
game parlors, and potentially any other conceivable form of on-line commu
nication. 

Let us consider the case of tracking chatrooms. The flow of information in 
a chat room is such that when one users posts a message, all of the other chat 
users receive that message. The tracking system can then record a movement 
of, for example, 50 words of information from user X to all other users in the 
chatroom. Tracking any other communication service simply involves tallying 
the number of words of text sent between users involved in an exchange - the 
content of the communication need not be tracked at all. When tabulating 
totals, the amount of textual flow between a sender and a receiver can be 
scaled by the total output of the sender during the measurement interval, 
resulting in a normalized measure of affinity between the sender and the 
receiver that can be organized into a weighted adjacency matrix like that 
described in section 2.2. 

Instant messaging services and sites such as Friendster have in common 
the ability of users to enumerate their contacts. AOL instant messenger 
(AIM) and Yahoo messenger, for instance, let the user create a list of their 
"buddies" with whom they can communicate easily. Similarly, Friendster lets 
its users build a list of their friends by searching an online database for people 
they know. While these buddy and friend lists could be mapped directly onto 
adjacency matrices, the matrices so derived would necessarily be unweighted. 
Weighting connections is important because, although AIM users may have 
many buddies in their lists, they may correspond only infrequently with the 
majority of those buddies, the bulk of correspondence being with a small 
subset. 

3.2 In tegra t ing Dispara te Modali t ies 

Since web communities have already embraced non-text-based forms of com
munication such as voice and video chat, a natural question that arises is how 
to integrate measurements of user interaction over disparate modalities into a 
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unified metric. According to psychometric studies performed by Mehrabian, 
when two people communicate, their opinions of or dishke toward each 
other are determined thus: 7% by the words of the speaker, 38% by the vocal 
emphases of the speaker, and 55% by the speaker's facial expressions [5]. 

Therefore, text-based communication, consisting entirely of words and 
bereft of vocal emphasis and facial expression, is only 7% as strong an indi
cator of affinity as video chat, which consists of words, vocal emphasis, and 
facial expressions. Voice chat, by the same reasoning, is worth 7+38=45% as 
much as video chat. 

How then, to compare a thirty-minute voice or video chat to a 2,000 
word text exchange? There remains the apples and oranges problem of unit 
clash. It is only necessary to determine how fast, on average, users of voice 
and video chat services talk, to produce a rough measure equating minutes 
of voice chat time to words of an equivalent text chat. Then the weighting 
ratios mentioned above could be used to assign more importance to video 
than to text chat. 

4 Automated Consumer Profiling 

Given a large, advertising-driven web community that maintains a database 
on its users tracking both socially enriched and normal data, the problem of 
profiling and targeted advertising is this: how to decide which users in the 
database are more likely than others to be interested in a given product. The 
approach developed here makes use of a fuzzy query engine that is described 
in section 4.1. Section 4.2 describes the profiling process itself. 

4.1 The BISC DSS 

In its current state, the Berkeley Initiative in Soft Computing's Decision Sup
port System (DSS) allows fuzzy queries on a database. A fuzzy query consists 
of a series of fuzzy-valued properties paired with weightings that determine 
the relative importance of each property in making a match. For example, 
in a date-matching application of the DSS, relevant properties include age, 
weight, height, etc. A date-matching fuzzy query might specify, among other 
things, the ideal age of the date in fuzzy terms, along with the relative im
portance of age when making a match. 

Given a fuzzy query, the DSS returns a listing of entries in its database 
ranked by how well they match the fuzzy query. The user can browse these 
entries, and later refine the fuzzy query by manually adjusting the ranking 
of the entries. The DSS then applies a genetic algorithm to tune the query 
so as to match the new ranking. 
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4.2 The Targeting Process 

Although the DSS as described above seems designed with hand-crafted 
queries and query refinements in mind, the process described in this section 
adapts it for automated profihng and profile refinement. 

Assuming that one starts with no idea of how to target the advertisement, 
the best one can do at first is to show the ad to randomly selected users of the 
web community. Then, one can construct an initial pool of users who have 
clicked on the advertisement and gone on to buy the product. If the product 
being sold is the Acme Widget, we can call this initial group of users the 
Acme Widget User's Club, or AWUC. 

The task of profiling and targeting can then be seen as a search for poten
tial new members of the AWUC. We would like to use the DSS to perform a 
fuzzy search of the database to find these new members, but how to construct 
a meaningful query? 

As it turns out, the manner in which the initial query is constructed is not 
particularly important, but a simple way to construct a query given the initial 
club is to compare the club members to each other, and then to compare the 
club as a whole to the rest of the community as a whole. Put in concrete 
terms, for each property that we can search using the DSS, we can construct 
an average for the club, Ac, and an average for everyone in the community, 
Ae. It is also useful to calculate a standard deviation for the club, DQ. The 
ideal value for the fuzzy property is then set to A^ and relative importance 
is set to 

k^\Ac-Ae\/Dc 

where /c is a constant scaling value. Setting the relative importance in this 
way emphasizes those features that differentiate members of the club from 
the community as a whole. 

The next step is to incorporate the social network information into the 
profiling process. To do this, we can model the flow of information through 
the network using matrices. We choose a row vector n that is of the same 
width as the socially weighted adjacency matrix M such that 

n[a] = 1 

for every AWUC member a, and for which all other entries are zero. Then, 
we can compute a score vector s such that 

s = n^ M^ 

Where p is a pre-determined power. A formal interpretation of s is that it is 
the image of the AWUC club n on the fuzzy relation M representing the social 
connectivity of the community. For ease of conceptualization, however, s can 
be thought of as modeling the "buzz" that each person might hear about 
Acme Widgets, or as the social nearness of each person to the members of 
the AWUC. If p = 1, this nearness is only defined for direct friends. As p 
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increases, more and more distant friend relationships affect the score. For the 
simple unweighted graph in figure 2, if Joe is the sole member of the AWUC 
and p = 1, Camille, Kelly, and Frederick will all have an 5-score of 1. 

The scores in vector s are entered into the database as a property of each 
user. Because of the nature of the s-score calculation, the members of the 
AWUC will all have the highest 5-scores in the community, and so the initial 
query to the BISC DSS will be constructed with a high ideal s-score and 
large relative importance on the 5-score. The initial query is now ready to be 
presented to the BISC DSS. 

The BISC DSS will return a ranked listing of the users that shows how 
closely each user matches the profile of the AWUC. This ranking is then used 
to guide the display of advertisements, so that users closer to the top of the 
list who are not already members of the club are scheduled to receive targeted 
advertising for Acme Widgets. In addition, a certain smaller percentage of 
users should be selected randomly to receive advertisements to ensure good 
coverage and to monitor the usefulness of the profile. 

As new users join the Acme Widget User's Club, the profile can be refined. 
Rather than going back to the equations used for constructing the initial 
profile, we can use the query refinement capability of the BISC DSS. The 
new ranking given to the DSS will re-rank the users based on how early they 
joined the AWUC. This puts new members lower on the ranking than older 
members, and leaves the rankings of non-AWUC-members unspecified. The 
DSS will then use a genetic algorithm to find an adjusted query that matches 
the new ranking, after which the advertising schedule is recalculated. This 
process is repeated often as the web community database is updated and new 
members join the community and/or the AWUC. 

4.3 Analysis 

Once an initial group of early acceptors joins the AWUC, the profiling process 
targets first the friends of the early acceptors, and then the friends of their 
friends, and so forth. In such a manner, the profiling system rides the frontier 
of product acceptance, always attempting to sell to those nearest the sold. 

The genetic algorithm refinement process will eventually supercede any 
inaccuracies or inadequacies of the initially constructed profile, and may con
verge to a relatively stable query even as calculated 5-scores and other vari
ables in the database fiuctuate. On the other hand, if there is a considerable 
difference between the early acceptors and those who are the last to buy a 
product, the genetic algorithm is flexible enough to adjust for this diff'erence 
incrementally over the course of the product's market life. 

The queries produced by the DSS during the profiling process are useful 
to marketers in that they constitute ready-made, human-readable profiles of 
the target market. 
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5 Ethical and Legal Concerns 

As the techniques described in this paper represent a shght departure from 
estabhshed practice among web communities, this section discusses potential 
ethical and legal concerns that may arise should such a profiling system ever 
be implemented. 

5.1 Privacy 

It is quite likely that the use of social profiling techniques by large Web portals 
would be met with resistance by consumer advocacy groups and internet users 
at large. For example, many people might be averse to the idea of their web 
community tracking the length and frequency of inter-user interactions, even 
if the the content of such interactions is not screened, and even if the resulting 
measurements are used only for the purpose of targeted advertising. 

A quick perusal of the privacy policies of companies mentioned in this 
paper reveals that Yahoo's privacy policy in its current form [1] could allow 
for some form of social profiling based on usage of the Yahoo! Groups feature. 
This is not to suggest, however, that Yahoo! or its affiliates engages in such 
practices. 

Supposing that targeted advertisements based on social information come 
into widespread use, web users may become wise to the workings of the target
ing system, opening the door for unintended privacy violations. For example: 
if John Doe inexplicably begins to see advertisements for blood sugar moni
tors while accessing his preferred web community, he may conclude with some 
measure of confidence that at least one of his close online friends is diabetic. 
In order to prevent the accidental spread of sensitive health information, care 
must be taken to avoid socially targeting advertisements for health products 
and other items of a possibly private nature. 

5.2 Legal Issues 

So long as a web community that wishes to perform social profiling informs 
users of its intentions through a privacy policy, it can avoid the bulk of poten
tial litigation. There will inevitably arise considerable grassroots opposition 
to the practice of social profiling, just as there has been opposition to tech
nologies such as cookies and web bugs in the past. It is worth noting, though, 
that both cookies and web bugs are now widespread and considered standard 
practice for gathering information on web users. 

On the other hand, maintaining information on the duration of inter-user 
communication, as is suggested by this paper, could open up a web commu
nity to subpoena by law enforcement officials. This is, however, something 
that internet companies as well as telephone companies already deal with 
frequently, and would not likely represent an undue burden given that the 
process of releasing pertinent information could easily be streamlined. 
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6 Conclusions and Future Work 

The ideas contained herein remain untested for the simple reason tha t test
ing them would require a massive internet presence and traffic stream, or a 
partnership with an entity of like proportions. It is instructive, however, to 
consider possible extensions of this method. 

More sophisticated da ta mining techniques could greatly improve the use
fulness of the targeting. If the BISC DSS were extended to use fuzzy-rule-
based queries instead of simple fuzzy queries, the profiles produced through 
genetic refinement would be of much greater interest to marketers. If a cer
tain product appealed to two or more distinct groups, a profile based on fuzzy 
rules could accurately capture the bimodal nature of the target population, 
whereas a simple fuzzy query could only approximate it. 

We thank Dr. Martine De Cock and the BISC group members for their 
help with this research. 

References 

1. Yahoo! Privacy Policy, http://privacy.yahoo.com. 
2. P. Arabie and Y. Wind. Marketing and social networks. In J. Galaskiewicz and 

S. Wasserman, editors, Advances in Social Network Analysis^ pages 254-274. 
SAGE Publications, London, 1994. 

3. A. Degenne. Introducing the Social Network. SAGE Publications, London, 1999. 
4. R. Hanneman. Introduction to Social Network Methods, self published at: 

http://facultyucr.edu/ hanneman/SOC157/TEXT/TextIndex.html, 2001. 
5. A. Mehrabian. Silent Messages. Wadsworth Publishing Company, Belmont, 

California, 1971. 
6. P. Reingen, B. Foster, J. Brown, and S. Seidman. Brand congruence in inter

personal relations: a social network analysis. Journal of Consumer Research, 
11:771-783, 1984. 

7. R. Rice. Network analysis and computer-mediated communication systems. In 
J. Galaskiewicz and S. Wasserman, editors. Advances in Social Network Analysis, 
pages 167-206. SAGE Publications, London, 1994. 

http://privacy.yahoo.com
http://facultyucr.edu/


A Trial to Represent Dynamic Concepts 

Kazushi Kawase, Tomohiro Takagi, and Masoud Nikravesh^^^ 
Department of Computer Science, Meiji University 
1-1'1 Higashi-Mita, Tama-ku, Kawasaki-shi, Kanagawa-ken 214-8571, Japan 
kkawase@cs.meiji.ac.jp, takasi@cs.meiji.ac.jp 
BISC Program, EECS Department, University of California, Berkeley 
URL: http://www-bisc.cs.berkeley.edu/Email: Nikravesh@eecs.berkeley.edu 

Abstract: We consider the expression and recognition of dynamic concepts by 
assigning the movement patterns learned in a recurrent neural net as symbols. We 
then develop a method to express more abstract dynamic concepts by combining 
them with symbols and connecting several recurrent neural networks. Application 
of the method to actual recognition cases, such as ball bouncing and dance 
movement (i.e. dancing), demonstrated its effectiveness. These experiments 
showed the ability of the method to deal with dynamic concepts that are difficult 
to describe because of vagueness. 

1. Introduction 

Video retrieval uses various techniques including video segmentation, indexing, 
and similarity calculation. Retrieval based on keyword input by the user is classi
fied as keyword- based retrieval, and the retrieval based on images or sketches is 
classified as content- based retrieval. 
Keyword-based video-segment retrieval is based on keyword input by the user. If 
the annotation for the segments in a database is automatically created by the sys
tem, it may not match very well. To overcome this problem, there has been much 
research on automatic annotation. R. Tusch et al.[3]made content-based video que
ries possible using a combination of low -level (physical) and high-level (seman
tic) video indexing. W. Zhow et al. ^̂^ focused on the inductive learning of deci
sion trees and proposed a method in which the characteristics of a scene are 
recognized and used to annotate the scene. For example, A. Kuchinsky et al.[5] 
built a system combining manual and automatic annotation, making semantic 

mailto:kkawase@cs.meiji.ac.jp
mailto:takasi@cs.meiji.ac.jp
http://www-bisc.cs.berkeley.edu/Email
mailto:Nikravesh@eecs.berkeley.edu
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online video classification possible. 
In this paper, we describe a method in which recognized concepts describing 

the movements of objects in a video scene using recurrent neural networks. In the 
next phase of our work, we will use these concepts to annotate video scenes. 

2. Expression of Dynamic Concepts 

2.1. Dynamic concepts 

We use the term "dynamic concepts" to represent various things. For example, 
they can be simple descriptions of movement, such as "fast" or "slow". They can 
be abstract, such as "happiness" or "sorrow". We previously proposed conceptual 
fuzzy sets (CFSs) [1][2], which conform to Wittgenstein's concept [Wittgenstein, 
"Philosophical Investigations," Basil Blackwell, Oxford(1953)] to represent the 
meanings of concepts. In a CFS, the meaning of a concept is expressed using other 
concepts. The method described here is based on this idea: the meaning of a dy
namic concept is expressed using other dynamic concepts. 

Time is also involved in a dynamic concept, as shown in Figure 2. For exam
ple, the concepts "slow" and "low acceleration" may help express the concept 
"sorrow". However, simply looking at the change in these two concepts over time 
does not clearly define the concept "sorrow". Dynamic concepts involve space and 
time fuzziness, so expressing them is complicated. 

Figure 1. Expression of dynamic concept and time 

2.2 Approach 

This is the reasons we use recurrent neural networks (henceforth RNNs) to recog-
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nize dynamic concepts. That is, we express one or more dynamics concepts using 
an RNN and express more complex concepts by combining RNNs. Each dynamic 
concept is expressed as a memorized pattern in an RNN. The outputs of RNNs be
come the inputs of another RNN, enabling us to express ever more complicated 
dynamic concepts. 

2.3 Features 

The proposed expression of dynamic concepts has three major features. 

1) Relate data patterns to symbols :A dynamic concept is physically represented 
as data that changes over time, as shown by the curve in Figure 1. This data pat
tern is expressed as a symbol, which can be handled in high-level brain functions. 
That is, a dynamic concept is related to the symbol for a data pattern. The symbol 
corresponds to the point where energy in the RNNs is minimal. More abstract 
concepts are expressed by connecting RNNs which relates more complicated data 
patterns to symbols. 

2) Express concepts using other concepts: A dynamic concept can be expressed 
as an individual component, and concepts can be expressed by combining other 
concepts. 

3) Cope with vagueness: The region of the meaning of a dynamic concept is 
fuzzy. For example, the boundary between "sorrow" and "happy" is not clear. 
Consequently, a method, such as the object-oriented paradigm, in which sub
classes are defined using binary digits, cannot express dynamic concepts well. Our 
method can better cope with vagueness. 

3. Outline of the recognition system 

We developed a system for representing and recognizing movements according to 
the expression of dynamic concepts described above. As shown Figure 4, it con
sists of an image processing unit and a recognition unit. In the image processing 
unit, the characteristic values are extracted by measuring the changes between 
video frames. Using those characteristic values as inputs and the concepts it has 
learned, the recognition unit recognizes the dynamic concepts. The recognition 
unit consists of several RNNs connected to each other. 
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Figure 2. Movement recognition using expression of dynamic concepts 

4. Expression and recognition of a simple concept 

To evaluates our proposed method we first videotaped a ball bouncing as a simple 
example of dynamic concepts. We then used our method to describe the move
ment. 

4.1. Recognized Concepts 

Assume that there are two ways a ball can bounce: "heavy" and "light". We define 
each as a concept determined by the time series of ball heights before and after the 
first bounce. Both concepts are expressed by an RNN whose input is the ball 
height extracted from the image, as shown in Figure 3. 

ball height 

Figure 3. Height of a ball in image 
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4.2 Recognition Results 

The transitions in the activation values are shown in Figure 4. Correct recognition 
is not ensured until the moment the ball first bounces in the 5-6th time unit. As 
shown in Figure 4 (a), the activation value of "light" is higher than that of "heavy" 
until about the 5th time unit, then the activation value of "heavy" becomes larger. 

1.5n . 
heavy 

š 1 t " ^ light 
5 0. 5 j •*- *^ . 

0 -J \ \ \ \—^ 1 * ^ — h -

1.5 

^ 1 Ť / "~ ~" ~" "^ iTeav^ 

> 0-5+ / l igh tV 
^ 1 1 1 h - ^ * 

1 2 3 4 5 6 7 1 2 3 4 5 6 7 

time time 

a) Heavy bounce b) Light bounce 

Figure 4. Transition in activation values for "heavy" and "light" bounces 

5. Expression and recognition of complex concept 

We then evaluated our proposed method by using a more complex movement: 
three features based dancing model (the use of sorrow, enthusiastic, and happy ex
pressions) [7]. 

5.1 Recognized concepts 

In dancing, emotions are expressed through the total flow of body movement. It is 
thus differs from gestures and sign languages, which use simple patterns. The 
meanings of the expressions are very vague, so they are expressed by using other 
concepts. 

Each motive (to word motive represent body/mind expression) expresses a 
feeling that can be distinguished from the others. We used Matsumoto's seven Mo
tives as the targeted basic movements for recognition. These motives correspond 
to one or more dynamic concepts. 

Three example motives, which we call "major dynamic concepts", are shown 
in Figure 5. The concepts are "sorrow", "enthusiastic" and "happy" and each con
cept is expressed by other different concepts the right side as follows. 

sorrow: 
enthusiastic: 
happy: 

"slow" and "sustain" 
"sharp" and "sustain" 
"fast" 
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Figure 5. Composition of dynamic concept 

5.2 Procedure 

We used two valuables as the most primitive parameters to recognize the dance 
movement. 

velocity: total number of blocks (4x4 pixels) moving in the rectangle including 
the dancer 
acceleration: change in height and width of the rectangular including the dancer 
between successive frames (Figure 6) 

'T 
Figure 6. Height and width of the rectangle including dancer 

One or more concepts is expressed by an RNN, and the RNNs are connected, 
as shown in Figure 7. 

velocity 

acceleration 

Figure 7. 
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5.3, Recognition results 

The transitions in the activation values for the three major concepts are shown in 
Figure 8. 

1.2 

-happy 
- sorrow 
enthusiastic 

1.2 

1 

0.8 

I 0.6 
0.4 

0.2 

0 

-happy 
• sorrow 
enthusiastic 
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time 

(a) Happy dance 

(b) Sorrow dance 

(c) Enthusiastic 
dance 

Figure 8. Transition in activation values of three major concepts 
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The happy and sorrow dances were recognized correctly throughout the total 
dance. In the enthusiastic dances, however, only the parts with actual "enthusias
tic" movements were recognized correctly, which accords with the result of human 
recognition. Our proposed method can thus correctly express and recognize ab
stract concepts that are expressed by other concepts. 

6. Conclusion 

We considered the expression and recognition of dynamic concepts by regard
ing the movement patterns learned in a recurrent neural net as symbols. We then 
developed a method to express more abstract dynamic concepts by combining 
them with symbols and connecting several recurrent neural networks. In this 
method, a symbol is expressed as a combination of symbols, which are used in 
high-level functions in the human brains. Application of the method to actual rec
ognition cases, such as ball bouncing and dance movement (dancing), demon
strated its effectiveness. These experiments showed the ability of the method to 
deal with dynamic concepts that are difficult to describe because of vagueness. 
The current system has limited capacity of concepts and data to express general 
concepts. We thus need to expand it and conduct large-scale evaluations. 
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Abstract - The goals of this paper are threefold: (1) to introduce SORE to the biocon-
trol systems research community, describe how it works and explain why it could be 
an successful basic building block for a biocontrol system, (2) to present the basic 
characteristics of SORE and Boolean networks (BN) in a modern control language, 
with emphasis on their mathematical bases, (3) to illustrate, using some simple exam
ples, why SORE's inherent properties enable it to reahze many of the desired basic re
quirements for a "biologizing" control system. SORE also exhibits self-organizing, re
producing, colonization and grouping actions - essential traits of life. This paper does 
not report detailed research results; rather, it studies the feasibility of SORE in biocon
trol systems based upon computer simulations. Rigorous research results will be pre
sented in the future. 
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1. Introduction 

The development of control theory has a long history due to fairly intensive research 
efforts for at least half a century. Some issues were thoroughly investigated and have 
reached a very mature status, while others were left nearly untouched. In an article en
titled "Biologizing" control theory: How to make a control system come alive [1], John 
L. Casti coined the word "Biologizing" to reflect the recognition of so called "reliabil
ity and survivability" as topics of primary concern for engineers. A correct value 
judgment for a control system was thus finally determined. A blue-ribbon panel of 52 
experts has nearly created a large set of research problems that lie ahead for control re
search engineers [2]. 

The concept of "feedback" in control theory is so far only known as a special trivial 
case of "homeostasis" - the function of an organism to regulate and to keep a constant 
"internal environment" [3]. Unfortunately, it is rather difficult to visuahze that gener
alization based on this simpUfied case. These topics on biocontrol systems neverthe
less bring much excitement and vision [4] - [5] to the research community. Some pio
neering researchers such as James Albus have even undertaken the task of constructing 
a road map for the engineering of the mind [6] - [7]. 

There is no doubt that the system structures of biocontrol systems are very com
plicated hierarchical structures. But what kinds of system components are necessary to 
make biocontrol systems work? Without any specific examples, everything remains 
vague, unclear and uncertain. This paper provides such an example. SORE (Self Or-
ganizable and Regulating Engine) was first discovered as a classifier [8]. More inter
esting and robust properties subsequently emerged [9] - [12]. 

SORE is by far the most general mathematical structure of a family of automata 
theories listed as follows: SORE D BN D Cellular Automata (CA) D Linear 
Automata (LA), with the exception of the condition <5 where A could be more 
general than BN. In a genetic network, the total number of genes is represented by Â, 
and is the largest number of genes which regulates any one of the ^ genes in the ge
netic network. Based upon the theory of Stuart Kauffman, a biological genetic network 
usually has a much smaller to more realistically model a biological setting. How
ever, it is the condition of Aľ = '' in which the network assumes its full strength for the 
best possible performance in a "biologizing" control system. This K-N condition is 
what distinguishes SORE from the standard BN [9]. 
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( ) three-
gene network N3 

(b) A three-gene 
network N4 

(c) Serial cascade of N3 and N4 

Figure 1. Two three-gene networks and their serial cascade 
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2. Defining SORE in iVIodern Control Language 

Theoretically speaking, the whole family of BN and CA can best be explained by us
ing the modem control theoretical language of state space. The N genes' expression 
levels naturally constitute ^ і state vectors in a vector space. This discrete state space 
will consist of precisely 2^ state vectors. Unlike continuous differential dynamic sys
tems, the discrete space can be completely displayed as long as ^ is not too large. For 
example, we can visuaHze a three-dimensional cube for ^ = 3. An autonomous solu
tion subject to an initial state vector is of primary concern because it gives the sign of 
life in a cell. In other words, a zero-state response does not even exist, and only a zero-
input response has to be dealt with. For all {N, K) BN and all Äľ = ^ (SORE), the whole 
state vector space can always be partitioned into / independent subspaces {Si, S2, ..., 
5/}, where / is the total number of attractors or limit cycles. If as j and oĉ  ̂  represent the 
elements of subspace S j and Sk respectively, then as j â t̂ = and Sj Sk = for ally 

k. All isolated islands (subgraphs that describe the subspaces) are called "basins of 
attractors". Usually the complexity of a network is designated by the number of genes. 
A three-gene network is designated as N3 and an eight-gene network as Ng. Even with 
a few genes, the "colonizing action" of a network can create a much more complex 
colony in a short amount of time. As the "biologizing" control system becomes more 
complex, so do the fundamental issues of reachabiUty, controllability, and observabil
ity. 

To illustrate only one example, let us assume that there are two known genetic 
networks and that both are made up of three genes (Fig, 1 (a) and (b)). There is only 
one attractor for each network where the existence of two three-gene networks would 
act autonomously. However, once the states of the two networks are connected (we 
call this a serial cascade), the behavior changes dramatically. Figure 1 (c) shows that 
no less than five hmit cycles now exist. The existence of these limit cycles carries spe
cial meaning when considered in reference to Hving cells. It is precisely this constant 
cyclic behavior that is prevalent in many forms of life. The number of Hmit cycles ob
served is also significant. A large number of them will exhibit the biological character
istics which Stuart Kauffman called "the edge of chaos." This chaotic behavior is trig
gered by the time-vary ing rules of Boolean logic. There exists many other types of 
complexity, and only one of the many possibilities will be presented in this paper. 

3. Concept of Colonization 

As discussed in the last section, complexity in chaotic orders is due to the time-
varying nature of the rules of Boolean logic. However, all of the complexity is due to 
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autonomous activities. So far, there exists no zero-state response. The equivalence of 
such a response does exist, but it takes the form of dynamic systems expansion and 
enlargement; one may call it "colonization". Each gene is made up of a combination of 
the same molecules used in molecular genomics - G, A, T, and When a new gene is 
introduced into genetic networks, a larger network emerges. For example, if a new 
gene is added to a four-gene network N4 and a five-gene network N5, a single much 
larger ten-gene network N10 emerges. The new genetic network will have 2̂ ^ total state 
vectors, which is 2̂  or 64 times larger than the N4 genetic network and 2̂  or 32 times 
larger than the N5 genetic network. Why does one gene possess so much power? This 
single new gene may be viewed as a combination of big molecules, or it may represent 
a change in the chemical environment, such as temperature, pressure, or other changes 
[13]. 

The modeling of various biological phenomena within the general framework of 
automata has been documented for quite some time [14] (e.g. Rashevsky [15], IvI. Su-
gita [37], Rosenberg and Salomaa [16], IEEE [20]). However, the renewed interest in 
modeling gene regulations in molecular biology in recent years has caught the atten
tion of a much larger set of researchers. By far, SORE is the most generalized mathe
matical structure among all automata theory used in modeling gene regulations. Since 
a generalized example of ten genes demonstrating colonization requires much more 
space to document, its salient features will simply be mentioned without the presenta
tion of its computer simulations. 

4. Reliability and Survivability 

The "Biologizing" control theory states that reliability and survivability are 
the top priorities for a biocontrol system. How does one achieve this goal? One exam
ple is a system component like SORE which can deliver this requirement of reliability 
and survivability. SORE exhibits redundancy characteristics as described in reference 
[11]. Error correction code itself already exhibits redundancy characteristics. This al
lows SORE to have the reliability and survivability necessary for a biocontrol system. 
Of course, much more research is needed to have a deeper understanding of the issue. 

5. Self Organizable and Regulating 

What method of control should be exercised in an autonomous manner? Redundancy 
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with a simple switching action after a decision is not a good design with respect to 
control and economics. Self organization, regulation, and control are basic require
ments for a "biologizing" control system. Smooth control operation only be expected 
from a self organizable system. Self organization and regulation is a main capability of 
SORE [9] - [10]. 

6. Classification and Pattern Recognition 

The main thesis of reference [12] is that SORE could be the most powerful known 
classifier. One of the most important issues of classification and pattern recognition 
theory is what classifier which yields highest percentage of correct recognition with 
data in any kind of structure. The emphasis of this issue is that the data points in prob
lems will not necessarily be clustered nicely together. If this performance criterion is 
adopted, one can say with certainty that the best known classifiers such as Support 
Vector Machine (SVM) and Artificial Neural Network (ANN) will never be able to 
compete with SORE. In reference [10], the simplest case of SORE, the two gene net
work, was investigated and proven to be the best possible classifier suitable for any 
kind of data structure. Unfortunately, for more complicated networks, more time and 
research is needed because the problem becomes a synthesis problem for discovering 
Boolean logic functions. 

Classification lies in the heart of any intelligent and autonomous control system. 
For a "biologizing" control system to be the most effective, some classification must 
be made before the best choice can be selected. SORE's abilities as a classifier may al
low it to become a generic system component for a future "biologizing" control sys
tem. 

7. Adaptation and Learning 

With advances in MEMS and nanotechnology, all types of physical, chemical and bio
logical sensors will soon be readily available to the public. This will allow future con
trol systems to make more informed decisions based on their surroundings. Decision 
making capability under uncertainty, namely the approximation reasoning of fuzzy 
logic, is only a special case of SORE. The use of Boolean functions in Boolean net
works allows each node or each gene to take any combination of logical connectors. 
Most of the methodology of fuzzy logic employed so far is a simple set of "IF ... 
THEN ..." rules, which is less general than SORE. 

Adaptation and learning must be implemented in any "biologizing" control sys-
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tem. The learning aspect of SORE is quite different from the learning aspect of ANN. 
Due to the limitation of page space, SORE's learning algorithms will be discussed in 
the future. 

Brain wave bio potentials have been used in experiments for mobile robot control 
[21]. This is just one of the many possible brain-inspired applications. Intelligent com
putational analysis of the human genome will drive medicine for at least the next half 
century [23]. Will research into bioinformatics result in useful information well be
yond what is currently known? Perhaps the manipulation of brain information may be 
governed by the device such as SORE. Obviously these ideas are not certain, but there 
is a definite chance that SORE may be used in future brain-inspired applications. 

8. Discussions and Conclusions 

As stated from the outset, the primary objective of this paper is to introduce SORE as 
a generic building block for a "biologizing" control system. There has been a lot of re
search into control systems for many years. Everything from the relationships between 
intelligent systems and the fundamental rules of biology [24] [25] to system configura
tions and road maps for the future of control systems have been studied [6] [7] [26]. 
On the other hand, we present a generic system building block for control systems, be
cause without effective system blocks, there can be no successful system. 

The evolutionary processes of Boolean networks are also very important, as noted 
by some researchers [27] [28]. SORE demonstrates evolutionary development through 
its adaptation and learning capabilities. In colonization, the input of one gene (logi
cally connected) to two genetic networks of N4 and N5 will produce a colony of N10 
which is many times larger. The biological phenomena of self-reproduction can also 
be explained. This may very well possess scientific as well as economic value in many 
applications of SORE inspired technology. 

Researchers are rapidly beginning to reahze that problems utiHzing Boolean net
works can and should be viewed as control problems [29] - [31]. The stability issue 
has been brought up [32] and the rule capacity issue has been raised [33]. Randomiz
ing a BN to be more realistic biologically has also been proposed [34] [37]. Imposing 
the assumption that BN is asynchronous is also needed [35] [36] for a more general 
analysis. Ultimately the difficult problem of synthesis eventually has to be raised [38]. 

As one can see, there is a whole spectrum of issues and problems that call for 
solutions using BN; SORE will be no exception. It is the condition of K = N in Kauff-
man's (TV, K) model that is the basis of SORE's ability. Finally, SORE is the most gen
eral mathematical structure in the whole automata family, making it a useful structure 
for many applications. 
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Abstract: We address problems of classification in which the number of input 
components (variables, features) is very large compared to the number of training 
samples. Such problems are encountered in Internet application such as text filter
ing, in biomedical applications such as medical diagnosis from genomic or pro-
temic data, and drug screening from combinatorial chemistry data. In this setting, 
it is often desirable to perform a feature selection to reduce the number of inputs, 
either for efficiency, performance, or to gain understanding of the data and the 
classifiers. We compare a number of methods on mass-spectrometric data of hu
man protein sera from asymptomatic patients and prostate cancer patients. We 
show empirical evidence that, in spite of the high danger of overfitting, non-linear 
methods can outperform linear methods, both in performance and number of fea
tures selected. 

1. Introduction 

The problem of variable and feature selection has been tackled from many per
spectives. For a review, see (Guyon and Elisseeff 2003) and references therein. 
This problem has recently attracted a lot of attention because new application do
mains produce data with huge numbers of features (10,000, 100,000, or even mil
lions). In Internet applications, text-filtering methods (e.g. spam filters) are using 
"bag-of-words" representations in which texts are represented by the frequency of 
appearance of words, yielding sparse feature vectors of the order of 50,000 fea
tures (Drucker 1999). In bioinformatics, medical diagnosis assays on the verge of 
being commercialized are using DNA microarray genomic data (up to 60,000 fea
tures, see e.g. Jain 2001) or mass-spectrometry protemic data (several million fea
tures for combined techniques such as CE-MS and LC-MS, see e.g. Surman, 
2002) Drug screening of candidate drugs from quantitative chemical descriptors 
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(QSAR) is another application actively being employed by pharmaceutical com
panies in which the number of features can reach 100,000 (Weston et al. 2003). A 
recent benchmark that we have organized presents results on a variety of datasets 
(http://clopinet.com/isabelle/Proiects/NIPS2003/), including examples of these 
three tasks. 

A first set of methods that are commonly used in bioinformatics and text proc
essing consist in ranking features according to their individual predictive power. 
Such techniques include correlation methods, T-test, Fisher score, etc. A state-of-
the art version of this generic approach has been proposed recently by (Tibshirani 
et al 2002). We refer to such methods as "linear univariate" because they make a 
convex combination of linear classifiers that are built using single variables. While 
it is also possible to use "non-linear univariate" methods, we do not consider these 
in this study because they are rarely used, particularly in our application domain. 
A second set of methods, which we investigate, are "linear multivariate" and make 
use of linear discriminant classifiers. Such classifiers are built with a subset of fea
tures. They are used to score feature subsets, according to classification perform
ance. Finally, a third set of methods use non-linear discriminant classifiers to per
form the same task. We refer to those as "non-linear multivariate". Our method 
categorization is summarized in Table 1. 

It is common in the literature to make the distinction between "filters" and 
"wrappers" for feature selection. Filters are methods that select features without 
the direct goal of optimizing the performance of a particular classifier. The result
ing features are used with any classifier. Wrappers and embedded methods are di
rectly tied to a given classifier: they use the performance of the classifier (or a 
prediction of its performance) to select subsets of features, eventually conducting 
a search in the space of all possible feature subsets. In this study, we make use of a 
filter (the shrunken centroid method) that can be considered a wrapper if the input 
statistical independence assumptions are actually verified. Conversely, we use 
wrappers as filters to select features for other methods. 

Table L Color coding for method attribute combinations. 

Linear univariate 

Non-linear univariate 

Linear multivariate 

Non-linear multivariate 

In our tutorial (Guyon and Elisseff 2003), we have shown simple examples of 
problems that are inherently multivariate and cannot be solved with univariate 
techniques: the data separation lies in a subspace of dimension greater than one. 
We have shown cases in which a particular feature taken alone carries no class-
separation power, yet it can improve classification performance when taken to
gether with another one. Additionally, some problems have strong non-linearities. 
The optimum non-linear decision surface may lie in a multi-dimensional subspace: 
We have seen examples in which two (or more) features that individually carry no 
class-separation power can improve classification performance when considered 
simultaneously. 

http://clopinet.com/isabelle/Proiects/NIPS2003/
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Even though multivariate methods lead to more universal predictors than uni
variate methods and non-linear methods more universal predictors than linear 
methods, they may turn out to provide poorer performance. This is due to the 
problem of overfitting. In large dimensional spaces, with the availability of a small 
number of training examples, being able to learn a broader class of functions is of
ten synonymous to providing poor generalization capabilities on test data (distinct 
from the training data). For a theoretical treatment of this problem, see e.g. (Váp
nik 1998). 

The purpose of this paper is to see whether pessimistic theoretical predictions 
hold in practice. We show in this study that in fact they don't: non-linear multi
variate methods perform better than linear multivariate methods, that, in turn per
form better that linear univariate methods. These results do not completely contra
dict the theory, since it is known that, with proper regularization, overfitting can 
be overcome. The proposed algorithms have indeed regularization mechanisms 
that ensure their good generalization performance. 

2. Material and Methods 

2.1 Data and preprocessing 

We analyze mass-spectrometric prostate cancer data collected at the 
Eastern Virginia Medical School using SELDI time-of-flight mass spec
trometry. The rav^ data is downloadable from-
httpV/www.evms.edu/vpc/seldi/. 
In this study, the data includes 326 spectra (the duplicates are not in
cluded) corresponding to 159 controls (77 benign prostate hyperplasia, 
and 82 age-matched normals) and 167 cancer spectra (84 state 1 and % 
83 stage 3 and 4). The 60-sample test set used by the EVMS is not 
available for this study. The total original number of features is 48538, 
representing the number of ions measured at regular time intervals. It 
is desirable to reduce the number of features for computational rea
sons. Also, selecting useful peaks is a first step in identifying proteins 
that are useful for diagnosis (biomarkers). Small and inexpensive diag
nosis kits using just a few biomarkers may then be designed. Bio
markers can be used in the drug discovery process. 

Results from the original paper of the EVMS on that data are described in 
(Adam et al 2002). We cite the paper: "Surface enhanced laser deso -
tion/ionization mass spectrometry protein profiles of serum from 167 PC A (pros
tate cancer) patients, 77 patients with benign prostate hype lasia, and 82 age-
matched unaffected healthy men were used to train and develop a decision tree 
classification algorithm that used a nine-protein mass pattern that correctly classi
fied 96% of the samples. A blinded test set, separated from the training set by a 

http://www.evms.edu/vpc/seldi/
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stratified random sampling before the analysis, was used to determine the sensitiv
ity and specificity of the classification system. A sensitivity of 83%, a specificity 
of 97%, and a positive predictive value of 96% for the study population and 91% 
for the general population were obtained when comparing the PCA versus non 
cancer (benign prostate hype lasia/healthy men) groups." 

We use a preprocessing that we have developed for other similar mass-
spectrometric datasets. This preprocessing has proved to enhance performance and 
allows us to eliminate features with low information content. 
The preprocessing consists of the following steps: 

Limiting the mass range: Indices in the range 1401:11100 were used. 
This corresponds roughly to eliminating small masses under m/z=200 
and large masses over m/z= 10000. 
Removing the basehne: We subtract in a window the median of the 20% 
smallest values. An example of baseline detection is shown in Figure 1. 
Smoothing: The spectra were slightly smoothed with an exponential ker
nel in a window of size 9. 
Re-scahng/Normalization: The spectra were divided by the median of 
the 5% top values. 
Taking the square root: The square root of the all values was taken to 
stabilize variances. 
Limiting more the mass range: To eliminate border effects, of the re
maining variables, the index range 101:9600 was selected. 

The resulting data set has 326 patterns from 2 classes and 9500 features. 

4000 6000 8000 10000 12000 14000 16000 
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Fig. L Example spectrum. We show one spectrum from our data set (in blue). The esti
mated basehne is shown in red. The horizontal axis corresponds to time of arrival of pro
teins in the SELDI TOP mass-spectrometer. We plot the intensity of the signal detected as a 
function of time. Each intensity value, after preprocessing, is an input feature. 

2.2 Performance assessment 

The patterns were divided into three folds. Three non-overlapping test subsets 
of 108 spectra were drawn randomly from the 326 spectra. The complementary 
subsets of 218 spectra were used as training sets. 

For performance assessment, we group together feature selection and classifica
tion, i.e. a separate feature selection is performed on each of the three folds. We 
refer to a system performing feature selection and classification as a "classifier". 
For each pair of classifiers we wish to compare, we compute an index to assess the 
statistical significance of the difference in performance. For each fold, we perform 
a McNemar test (see e.g. Guyon et al 1998). To do so, we need to keep track of 
the errors made by the classifiers and compute for each pair of classifiers the 
number of errors that one makes and the other does not, Vi and V2. We use the fact 
that, if the null hypothesis is true, z=(V2- Vi)/sqrt(Vi+ V2) obeys approximately the 
Normal law. We compute p-values according to: 0.5*(l-erf(z/sqrt(2))). This al
lows us to make a decision: 1 for significantly better (pvalue<0.05), 0 for not sig
nificantly different (0.05<pvalue<0.95), -1 for significantly worse (pvalue>0.95). 
We then sum the decisions for the three folds to obtain an overall score. 

Note that unlike other tests performed with cross-validation methods that blend 
the results of all the folds, our test does not violate independence assumptions of 
the test examples because we perform separate tests on each of the 3 folds. 

When we need to adjust hype arameters, we use another internal cross-
validation loop that assesses classification performance using training data only, 
on each of the three folds. 

2.3 Non-linear feature selection algorithms 

Non-linear feature selection methods are often complex to implement and/or com
putationally expensive. We explore two non-linear feature selection algorithms 
that are simple and fast: 

Non-linear kernel multiplicative updates. 
A variant of Relief. 

The non-linear multiplicative updates algorithm extends the linear version 
(Weston et al, 2003) by using the same idea used in non-linear backward elimina
tion for SVM (Guyon et al 2002): eliminate the weights that change the cost func
tion least. Relief is an algorithm proposed by Kira and Rendeli that is quite popu
lar (Kira and Rendeli 1992). We propose two extensions of Relief: one adding 
some regularization, one removing correlations between features selected. 
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2.3.1 Non-linear multiplicative updates 

The multiplicative updates method consists in iteratively training a classifier and 
rescaling the input features by multiplying them by scaling factors that de-
emphasize the least promising features (from the point of view of classification 
accuracy). 
We use a generalization to the non-linear case of the method described in (Weston 
et al 2003), with a different way of computing the input scaling factors. For the 
linear multiplicative updates, the inputs are rescaled iteratively by the weights of a 
linear discriminant classifier (e.g. an optimum margin classifier or linear SVM, 
see e.g. Boser et al 1992). For the non-linear multipHcative updates, we consider 
the case of kernel classifiers for the type: f(x) = Xk ak yk K(x, Xk), where x is 
an input vector, Xk is a training pat tern with target values yk (±l). In 
the experiments, we use Gaussian kernels ( , ')= - | | X'x' I I , and 
polynomial kernels K(x,x')-(l+x.xO^, where is a positive real number, 
and q is an positive integer. For more details on kernel methods, see 
(Schölkopf-Smola 2002). 
The scaling factors used for the multiplicative updates method are ob
tained as-

Si = sqrt(Zk Zi ak yk yi K(xki, xii)) 
where the ak are obtained by training and K(xki, xii) is the kernel func
tion evaluated on examples projected in the single dimension of the fea
ture Xi considered. This is a variant that is computationally inexpensive 
of the criterion proposed in (Guyon et al 2002) for non-linear recursive 
feature elimination. 
Note that in the case where the kernel is K(x,x')=x.x' (linear classifier), 
we obtain the scaling factors that are advocated by Weston at al
sı = abs(wi) = sqrt[(Zk ak yk xki)(Xi aiyixii)] 
since wi = Xk ak yk xki 

2.3.2 Relief 

We use a slightly modified version of the original Relief algorithm that combines 
ideas developed by several authors. 
The main idea of Relief is to compute a score for each feature measuring how well 
this feature separates neighboring examples in the original space. The nearest 
neighbor version seeks for every example its nearest example from the same class 
(nearest hit) and its nearest example from the opposite class (nearest miss), in the 
original feature space. The score is then the difference (or the ratio) between the 
average over all examples of the distance to the nearest miss and the average dis
tance to the nearest hit, in projection on that feature. We use the ratio because it 
self-normalizes the scores. 
We use an extension to that idea to nearest hits and misses, in which we use av
erages of the distances to the nearest hits and to the nearest misses. In our ex-
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periments, we use =4. A particularity of our method in application to mass-
spectrometric spectral data is that we eliminate features that are close to one an
other in time of flight to remove some of the redundancy. 

2.3.3 Gram-Schmidt Relief 

We combine the Relief criterion with the Gram-Schmidt orthogonalization method 
(see e.g. Stoppiglia et al 2003) in the following way: 

The first feature is selected according to the Relief criterion (K-nearest 
neighbor version). 
All remaining feature vectors (columns of the training data matrix, the 
index varying over all training examples) are projected onto the subspace 
orthogonal to the feature selected. 
The next feature is selected by applying the Relief criterion in that sub-
space. 

The procedure is iterated by projecting the remaining features into the subspace 
orthogonal to all the features previously selected and applying again the Relief 
criterion in such subspace. In this way, we select Relief features that are uncorre-
lated with one another. 

2.3.4 interval selection 

We implemented a simple greedy algorithm that selects an optimum number of 
contiguous features in the spectrum. Let us call 'algo' the learning algorithm se
lected (e.g. linear SVM): 

Divide the feature range in 2m+l overlapping intervals. 
Compute the cross-validation error of algo, e.g. 5x2CV on the training 
data (Dietterich 1998) on every interval. 
Replace the feature range by the interval with the smallest CV error. 
Iterate. 

Note that this CV loop is an "internal" loop . It uses the training data only of each 
of the three folds whose tests sets are used to assess the final performance. 
The parameter m defines the dividing factor. We chose m=2 in the experiments, 
which means that the number of features is divided by 2 at every iteration. There 
are 3 intervals of identical length: left half, right half, middle interval with half the 
features. 

2.4 Acronyms of methods used 

In our experiments, we compare the proposed methods with a number of 
baseline methods. The acronyms for the methods are explained below: 

No feature selection: 
OM: Optimum Margin classifier (linear SVM). 
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SVM_P2: Polynomial SVM of order 2 classifier (Boser et al 1992). 
RBF: Radial Basis Function SVM, exponential kernel, gamma=0.1 

(Boser etal 1992). 
NN: K-nearest neighbor classifier, K=7. 

Linear feature selection: 
OMMU100_OM: OM multiplicative updates, 100 features, OM clas

sifier. 
OMMU7_OM: OM multiplicative updates to 100 features, keep top 

7, OM classifier. 
GS100_OM: Gram-Schmidt 100 features. Optimum Margin classifier. 
GS7_OM: Gram-Schmidt, 7 features, OM classifier. 
SC100_OM: Shrunken centroids (Tibshirani et al 2002), 100 features, 

OM classifier. 
SC7_OM: Shrunken centroids, 7 features, OM classifier. 

Random feature selection: 
randlOO_OM: random feature set, 100 features, OM classifier. 
rand7_OM: random feature set, 7 features, OM classifier. 
randlOO_RBF: random feature set, 100 features, RBF classifier. 
rand7_RBF: random feature set, 7 features, RBF classifier. 

Interval feature selection: 

Linear: 

INTERCV_OM: Interval selected by CV, stop when CV error in
creases. Optimum Margin classifier (both for selection and classifica
tion). 

INTERCV100_OM: Interval selected by CV, go down to 100 fea
tures, OM classifier (both for selection and classification). 

Non-linear: 

INTER_RBF: Interval selected by CV, stop when CV error in
creases, RBF classifier (both for selection and classification). 

INTER100_RBF: Interval selected by CV, go down to 100 fea
tures, RBF classifier (both for selection and classification). 

Non-linear feature selection: 
Non-linear multiplicative updates: 
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NLMU100_RBF: Non-linear multiplicative updates, Radial Basis 
Function (both for feature selection and classifier), 100 features se
lected. 

NLMU100_OM: Non-linear multiplicative updates, RBF feature 
selection to 100 features, OM classifier. 

NLMU7_RBF: Non-linear multiplicative updates RBF up to 100 
features, keep only top 7, RBF classifier. 

NLMU7_OM: Non-linear multiplicative updates RBF up to 100 
features, keep only top 7, OM classifier. 

Relief (nearest hit, nearest miss): 
R100_NN: Relief, 100 features, nearest neighbor classifier. 
R100_OM: Relief, 100 features, OM classifier. 
R100_P2: Relief 100 features, polynomial SVM order 2 classifier. 
R100_P4: Rehef, 100 features, polynomial SVM order 4 classifier. 
R100_RBF: Relief, 100 features, RBF SVM classifier. 
R7_RBF: Relief, 7 features, RBF SVM classifier. 

Modified Relief (4 nearest hits, 4 nearest misses). 
R100_K4_P4: Rehef 4 nearest, 100 features, polynomial SVM order 4 

classifier. 
R100_K4_RBF: Relief 4 nearest, 100 features, RBF SVM classifier. 
R100_K4_OM: Rehef 4 nearest, 100 features, OM classifier. 
R100_K4_NN: Rehef 4 nearest, 100 features. Nearest Neighbor clas

sifier. 
R7_K4_RBF: Relief 4 nearest, 7 features, RBF classifier. 

Modified Relief combined with GramSchmidt: 
GSR_K4_PV1_RBF: Gram-Schmidt Rehef 4 nearest, pvalue 1%, 

RBF SVM. 
GSR_K4_PV10_RBF: Gram-Schmidt Rehef 4 nearest, pvalue 

10%, RBF SVM. 
GSR7_K4_RBF: Gram-Schmidt Relief 4 nearest, 7 features, RBF 

SVM, 

RBF on linear features: 
OMMU100_RBF: OM multiplicative updates, 100 features, RBF 

classifier. 
OMMU7_RBF: OM mult, updates to 100 features, keep top 7, RBF 

classifier. 
GS100_ RBF: Gram-Schmidt 100 features, RBF classifier. 
GS7_ RBF: Gram-Schmidt, 7 features, RBF classifier. 



322 

SC100_ RBF: Shrunken centroids, 100 features, RBF classifier. 
SC7_RBF: Shrunken centroids, 7 features, RBF classifier. 

Combined methods: 
INTER2373_GSR7_K4_RBF: GSR7_K4 appHed to the first 2373 

features to select 7 features, RBF classifier. 
INTER2373_GSR30_K4_RBF: GSR7_K4 applied to the first 2373 

features to select 30 features, RBF classifier. 

3. Experiments 

The results of our experiments are shown in Tables 2 and 3. We show 
only the top ranking methods in these matrices. 

3.1 Results for 100 features 

We show in Table 2 a comparison of the results for the selection of 100 
features. We restrict the set of experiments to linear SVMs (CM) and RBF 
SVMs (exponential kernel, gamma=0.1). 

The observations include: 
The interval selection method does not allow us to select small 
numbers of features, it performs poorly. 
RBF (a non-linear multivariate classifier) outperforms CM (a lin
ear multivariate classifier). 
Features selected with a non-linear method may perform poorly 
with a linear classifier. Here this is the case for Relief (R and 
R_K4), but not for the multiplicative updates. 
Features selected with a linear method may perform better with a 
non-linear classifier (true here for all selection methods: Gram-
Schmidt (GS), Shrunken centroids (SC), and multiplicative up
dates (MU)). 
The best method is Relief, but it is followed closely by Gram-
Schmidt and non-linear multiplicative updates. 
Overall, we see a performance trend, be it for feature selection or 
classification: non-linear multivariate > linear multivariate > non
linear univariate. 
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3.2 Result for 7 features 

We show in Table 3 a comparison of the results for the selection of 7 features. 
We restrict the set of experiments to linear SVMs (OM) and RBF SVMs (expo
nential kernel, gamma=0.1). The Relief features are not tried with OM (since they 
performed so poorly with OM on 100 features). We also do not include the "inter
val" selection method that performed poorly on 100 features. 

The observations include: 
RBF still outperforms OM. 
Here NLMU performs better with the RBF SVM classifier that the linear 
SVM (contrarily to the 100 feature case). 
The best features are Relief features, but non-linear multiplicative up
dates performs well too. 
The very best is obtained with the combined method: select first an inter
val using CV, then reduce further the feature set using Gram-Schmidt Re
lief. 
Overall, we see confirm the performance trend: non-linear multivariate > 
linear multivariate > non-linear univariate. 

Table 2. Statistical significance of the difference in performance of the best ranking meth
ods using 100 features according to McNemard tests on the three folds. The scores shown 
are the sum of the scores of the three folds: 1 for significantly better, 0 for undistinguish-
able, -1 for significantly worse. The matrix is antisymmetric. The circles at the top are color 
coding multivariate non-linear methods (orange), multivariate linear methods (green), and 
univariate linear methods (yellow). The center codes for the feature selection method and 
the outside circle for the classification method. 
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14. INTER100_OM 
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4. Conclusions 

We presented a set of classification experiments on a particular dataset for which 
input features greatly outnumber the number of training examples. In spite of the 
risk of overfitting, our results provide empirical evidence that non-linear multi
variate methods can perform better than linear multivariate methods, which in turn 
perform better than linear univariate methods. From this study, we cannot draw 
general conclusions. In fact, with other preprocessings, we found that the linear 
multivariate method gave better results on the same dataset. However, we have 
confirmed experimentally results already reported elsewhere that multivariate 
methods (linear and non-linear) do not necessarily overfit the data, even in very 
adverse cases when the number of features is very large compared to the number 
of examples. Therefore, multivariate methods are worth keeping in the data analy
sis toolkit for such problems. They may provide more compact feature subsets for 
identical or even better performance. These conclusions have been confirmed by 
the results of a recent benchmark that we organized. The top ranking methods 
were non-linear multivariate methods. Such methods also yielded the most com
pact feature subsets (Guyon et al 2004). 

Table 3. Statistical significance of the difference in performance of the best ranking 
methods using 7 features according to McNemard tests on the three folds. We use the same 
conventions as in Table 2. 
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A b s t r a c t . The problem of information integration is important for upgrading a 
search engine to a question-answering system. In the paper we consider a new fuzzy 
spectral approach to information integration in a search engine. The approach em
ploys a series of variance-covariances matrices and suggests the eigenvalue spectra 
of the matrices as important characteristics of information integration. We show 
that the characteristics can be described in terms of eigenvalue dynamics. Through 
computational experiments we have identified an eigenvalue dynamics that can be 
efficiently computed by using the quadratic trace of the variance-covariance matrix. 
Moreover, this dynamics shows a property that can be interpreted as the eigenvalue 
integration. This suggests that the spectral characteristics are connected with an 
integration mechanism. The fuzzyfication of eigenvalues plays a key role in the ob
servation of the dynamics. This may support the idea that fuzziness is an integral 
part of information integration. 

1 Introduction 

Recently, Lotfi Zadeh has suggested tha t search engines should be upgraded 
to question-answering systems with the ability to integrate an answer to a 
query by using a number of information parts [1]. To realize this integration 
function a search engine needs the capacity to identify the dependencies tha t 
may arise between the information parts . 

In general, the problem of information integration is very challenging 
and remains unresolved. In the Internet search context it may be further 
complicated by a large number of information par ts involved. Therefore, even 
identification of possible characteristics of information integration may be 
useful for upgrading a search engine to a question-answering system. 

In the paper we propose a new fuzzy spectral approach to information 
integration in a search engine. The approach employs a series of variance-
covariances matrices [2] and suggests the eigenvalue spectra of the matrices 
as important characteristics of information integration. The approach is hi
erarchical and classifies the dependencies between the par ts by using differ
ent scale levels. Namely, on each scale level the eigenvalue spectrum of the 

mailto:g.korotkich@cqu.edu.au
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variance-covariance matrix serves to characterize the dependencies arising in 
the information integration of the parts. 

Specificahy, we focus on the first scale level of the approach and use the 
eigenvalue spectrum of the variance-covariance matrix as a characteristic of 
the dependencies between the information parts. In particular, to investigate 
the spectral characteristic of information integration we address the follow
ing question: is it possible to describe the increase of the dependencies in 
terms of eigenvalue dynamics. Through computational experiments we have 
identified an eigenvalue dynamics that suggests an answer to the question [2]. 
Remarkably, the eigenvalue dynamics can be efficiently computed by using 
the quadratic trace of the variance-covariance matrix. Moreover, this dynam
ics shows a property that can be interpreted as the eigenvalue integration. 
This suggests that the spectral characteristic is connected with an integration 
mechanism. 

It turns out that the fuzzyfication of eigenvalues plays a key role in the 
observation of the dynamics. This may support the idea that fuzziness is an 
integral part of information integration. 

2 A Fuzzy Spectral Approach to Information 
Integration 

Let a search engine be considered to integrate information from N > 2 sep
arate parts. To realize this integration function a search engine needs the 
capacity to identify the dependencies that may arise between the informa
tion parts. 

It is assumed that part і can be represented by a binary sequence ši — 
Sii'-'Sin, Sij є {—1,1}, і = l,...,iV, j = l , . . . ,n of length n > 2. Then the 
task of a search engine is to find out the dependencies between the parts, 
which, when considered together, can be described by an Â  x n matrix S = 
{5ij}i=i,...,Ar, j=i,...,n- Let S be the set of such matrices. 

We propose a new fuzzy spectral approach to information integration 
in a search engine. The approach employs a series of variance-covariances 
matrices [2] and suggests the eigenvalue spectra of the matrices as important 
characteristics of information integration. The approach is hierarchical and 
classifies the dependencies between the parts by using difi'erent scale levels. 
Namely, on each scale level the eigenvalue spectrum of the variance-covariance 
matrix serves to characterize the dependencies arising in the information 
integration of the parts. 

In particular, we represent a sequence ši = 5^1...5^ , і = 1,..., ^ as 
piecewise constant function cpi defined on a real interval [0,n], where Sij is 
the value of the function on an interval [j — 1, j ] , j = 1, ...n of length 1. 

Let 

Jo 
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¥ ' ř = < r i , ^ ř ( 0 ) = 0 , >1, i = l,...,N. 

We consider a series of the following variance-covariance matrices to char
acterize the dependencies arising in the information integration of the parts 
ši, = l,...,iV 

/ ( 5 ) = F(5) , S = - ,...,^, ,-.i,...,^, 

where the linear correlation coefficient V{(p\ ,< \ ) is given by 

i,j = l,...,N, 

and 
a2(^fl) = i /%fl(í)^fl(í)dí-(l í\f\t)dtr, 

^ Jo ^ Jo 

<^'('p?) ='- i\f\t)<pf\t)dt-{'- i\fm?-
^ Jo ^ Jo 

The eigenvalue spectra of this series of variance-covariance matrices are 
used to partition the matrices into classes with similar dependencies between 
the information parts. The classification is hierarchical and specifies the de
pendencies between the parts by using different scale levels. In particular, 
on each scale level a class of matrices may be further partitioned using the 
set of eigenvalue spectra of the variance-covariance matrices of the class. The 
partition depends on a fuzzy parameter є > 0. In particular, the range of 
eigenvalue is divided into adjoining but not overlapping intervals of length є. 
This length is a measure of uncertainty in the consideration of the eigenvalues. 

First, let 

S£(Ao,..., Xk) S, Xi = {Xii, ••., XÍN), І = ,..., / , / > 

be class of matrices on level (A: +1) of the classification such that if a matrix 
S belongs to the class S Є S£(Ao,..., / ) then the eigenvalue spectrum 

Spec{V{S^^)) = {X',„...,X[^), 1 = 0,..., 

of the variance-covariance matrix V{S^^), = 0,..., ; satisfies 

j ^ Xj^j < Xi j -f є, 

where Xi j , = ,..., / , j == 1,..., İV are multiples of a fuzzy parameter є. 
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Second, a class of matrices S Є S£(Ao,..., ^) of level {k + 1) may be 
further partitioned into classes of level (/c + 2) 

S£(Ao, ...,A/c) = [ J S£(Ao, ...,A/e,A/e+i). 

Afc+i€5pec(y(sr](Ao,...,Afc))) 

using the set of eigenvalue spectra 

5pec(y(sW(Ao,...,Afc))) 

of the variance-covariance matrices V{S^^^) and the fuzzy parameter є, where 
S Є S£(Ao,..., / )-

Using this classification we suggest to compare the matrices of S in terms 
of dependencies between the parts as follows: 
1. The set of all matrices S forms one class at the zero = 0 level. In this 
class the matrices are not distinguished in terms of dependencies between the 
information parts. 
2. The matrices of a class S£(Ao,..., / _і) at level > 1 are considered to 
have the same dependencies between the information parts. 
3. Matrices 5 , 5 ' Є Se(Ao,..., A/e_i) of a same class at level > 1 may be 
compared in terms of dependencies between the information parts if they 
belong to different classes 

5 Є S£(Ao,..., A/e_i, A/e), 5 є 8є( ,..., A/c_i, ' ,), A/̂  / A'̂ ., 

at level {k -\- 1). Matrices 5, 5 ' Є S may be compared in this sense if they 
belong to different classes 

5 G S , ( Ä O ) , S'eS.CK). Äo^Äo 

at the first scale level. 

To compare matrices within a class we identify two extreme cases: the 
minimal and maximal ones. They are suggested to give the lower and upper 
bounds for the dependencies existing between the parts of a matrix. 

The minimal case is specified using the variance-covariance matrix, whose 
linear correlation coefficients are all 1 

* m.in, — 

1 1 . . 11 

1 1 ... 1 1 
V 1 1 . . . 1 1 / 

The maximal case is determined using the variance-covariance matrix, 
whose non-diagonal linear correlation coefficients are all 0 

/ 1 0 . . . 0 0 \ 

^max — 

0 1 

0 0 
\ 0 0 

. 00 

. 10 

. 0 1 / 
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The following example illustrates the classification. Consider three matri-

Si 
- 1 + 1 - 1 + 1 
+ 1 - 1 - 1 + 1 

V - 1 + i + i - i y 
^ 2 = 

/ + 1 - 1 - 1 + 1 \ 
- 1 + 1 + 1 - 1 
+ 1 + 1 - 1 - 1 

V - i - i + i + i / 

5 = 

/ + 1 + 1 + 1 + 1 \ 
- 1 - 1 - 1 - 1 
+1 - 1 - 1 +1 

\ - l + 1 + 1 - 1 / 

At the first scale level of the classification, these three matrices belong to 
a same class, because their variance-covariance matrices are the same 

V{S,)^V{S2) = V{Ss) 

/ 1 - 1 0 0 \ 
- 1 1 0 0 
0 0 1 - 1 

\ 0 0 - 1 1 / 

Spec{V(S,)) = Spec{V{S2)) = 5 ( (5 )) = ( і,..., 4) = (0,0,2,2). 

However, at the second scale level of the classification, while matrices ^i 
and S2 are in a same class, since 

íW^ -V{S[^>) = V{S^2^) 
[1] 

/ 1 - 1 0 0 \ 
- 1 1 0 0 
0 0 1 - 1 

\ 0 0 - 1 1 / 

5pec(T/(5W)) = Spec{V{S^^^)) = ( і,..., 4) = (0,0,2,2), 

the matrix S^ belongs to a different class when 0 < Č: < 1. 
Furthermore, the matrices Si and 52, being in the same classes at the first 

and second scale levels of the classification, at the third scale level belong to 
different classes when 0 < Č: < 1. 

3 rXizzy Spectral Characterist ic of Information 
Integrat ion 

In this section we focus only on the first scale level of the classification. For 
a matrix 

*b = \Sijji=l,...,N, j=l,...,n ^ 

we consider the variance-covariance matrix 

V{S) = {V{ši,šj)}ij=i_M. 

where V{ši^šj) is the linear correlation coefficient between sequences 5̂  and 
Sj. In particular, on the first scale level of the classification the eigenvalue 
spectrum 

{ {3)) = { ,..., ) 
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Q) 

Cr 

. 

7 

6 

5 

4 

3 

2 

1 

0 1 2 3 4 5 6 7 8 

Eigenvalue 
Fig. 1. The eigenvalue spectrum when all information parts are the same. 

of the variance-covariance matrix V{S) is used as a characteristic of the 
dependencies between the information parts of the matrix S. For this purpose, 
we suggest to consider two extreme cases: 

1. The minimal case. The variance-covariance matrix is 

K. 

/ 1 1 
1 1 

1 1 
V I I 

i i \ 
1 1 

1 1 
1 1 / 

Spec{Vmin) = {0,...,0,N), 

= N'. 

As an example, a frequency distribution of the eigenvalue spectrum of 
і when ^ = 8 is shown in Figure 1. In this case all information parts of the 

matrix S are the same, because the linear correlation coefficient between any 
two parts is 1. Therefore, there are no dependencies between the information 
parts, since each part is a replica of one and the same data. There is no need 
for a search engine to integrate information in this case. 

2. The maximal case. The variance-covariance matrix is 

K. 

/ 1 0 . . . 0 0 \ 
0 1 ... 0 0 

0 0 ... 10 
\ 0 0 ...0 l y 

Spec{Vmax) = (1,.-.,1), 

MV;^aJ==A? + ... + A2, = Â . 

As an illustration, a frequency distribution of the eigenvalue spectrum 
of when Â  == 8 is shown in Figure 2. In this case, the linear corre
lation coefficient between any two information parts is 0. But zero linear 
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is 

: 
-

2 

1 

1 2 3 4 5 6 7 8 "~^ 

Eigenvalue 

Fig. 2. The eigenvalue spectrum is suggested to describe the upper bound of the 
dependencies between the information parts. 

correlation does not, in general, imply independence. Only in the case of the 
multivariate normal distribution, it is possible to interpret uncorrelatedness 
as implying independence [3]. Furthermore, we suggest tha t this case gives us 
a way describe the upper bound of nonlinear dependencies existing between 
the information par ts of a matr ix [2]. We view tha t it is important for a 
search engine to have the capacity to identify such dependencies in order to 
integrate the information for the answer. 

: 

: 
er 

0 1 2 3 4 5 6 7 8 

Eigenvalue 

Fig. 3 . The two eigenvalues following the spectral composition property start to 
approach each other in order to meet and integrate in the middle. 
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It is proposed that for a matrix 5 Є S we have [4] 

In order to describe and measure the dependencies between the informa
tion parts of a matrix 5 Є S, we suggest to use the interval (1). In particular, 
the closer the point specifying a matrix 5 Є S is to the right end of the in
terval, then, we assume, the greater are the dependencies between the parts 
of the matrix. 

4 Information Integrat ion by F\izzy Eigenvalue 
Dynamics 

In this section we investigate the spectral characteristic of information in
tegration by addressing the following question: is it possible to describe the 
increase of the dependencies, i.e., under our assumption, the movements from 
the left to the right in the interval (1), in terms of eigenvalue dynamics. 
Through computational experiments we have identified an eigenvalue dy
namics that suggests an answer to the question [2]. Remarkably, this dynam
ics shows a property that can be interpreted as the eigenvalue integration. 
This suggests that the spectral characteristic is connected with an integration 
mechanism. The eigenvalue dynamics can be described by using a spectral 
composition property [2]. 

: 

: 
ö-

v« 
I t 

0 1 2 3 4 5 6 7 8 
Eigenvalue 

Fig. 4. The spectral composition property in action. The two eigenvalues of Figure 
3 have integrated into a composite object consisting of two eigenvalues. 

Spectral Composition Property. Let 5 , 5 ' Є S be two N xn matrices 
such that 

SpeciV{S)) = (XU-AN), SpeciV{S')) = {X[,...,X'N). 
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/ / there exist an integer g = 1,..., [N/2\, integers /, r with I -\- 1 < r and a 
fuzzy parameter є > 0 such that Xi = le^ Xr = re 

0 < Xi- Xl < Є, 0 < Xq^i - Xr < Є, = 1,..., q, 

< ^ —- < є^ ^ = 1, •••, 2g if І -^ r is even, 

0 < l - ^ i - d - y ^ J + l ) ^ ! < | . -1 , . . . ,2 ifl + r is odd 
and 

| A . - A : | < £ , i = l,...,N-2q, [ /2\, (2) 

where [x\ is the integer part ofx, then we say that the matrices S and S' have 
the spectral composition property, denoted S -< S', for the fuzzy parameter є. 

: 
er 
v« 

IŁ 

0 1 2 3 4 5 6 7 8 

Eigenvalue 
Fig. 5. The composite object of Figure 4 has collapsed and the two eigenvalues 
split. The third nonzero eigenvalue has come to produce new composite eigenvalue 
objects. 

The spectral composition property (2) admits the following interpretation. 
Given the eigenvalues are viewed as some objects at positions ,̂ = 1,..., İV, 
the spectral composition property means that q of the objects located at 

/, and q of the objects located at ^, integrate into a composite object. The 
position of the composite object is approximately in the middle of the interval 
[ /, ]̂ and the uncertainty is specified by the fuzzy parameter є. 

The existence of such distinctive dynamics provides us with a "map" 
that is useful to locate the results of information integration. The eigenvalue 
dynamics, illustrated in Figures 3-7, specifically presents the spectral com
position property. Remarkably, it has been found that this property cannot 
be observed for information matrices based on random sequences (see Figure 
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2 | 

1 

0 1 2 3 4 5 6 7 8 

Eigenvalue 
Fig. 6. There are four nonzero eigenvalues. The second and third nonzero eigenval
ues move to each other in order to integrate into a composite object. 

3 

2 

1 

0 1 2 3 4 5 6 7 8 
Eigenvalue 

Fig. 7. The composite eigenvalue object has been created. 

The spectral composition property can be efficiently expressed in compu
tat ions using the following. 

P r o p o s i t i o n 1. Let matrices S and S' such that 

Spec{V{S)) = İXU...,XN), Spec{V{S')) = ( ; , . . . , ^ ) 

have the spectral composition property S -< S' for a fuzzy parameter є, then 
the quadratic traces of their variance-covariance matrices V{S) and V[S') 
satisfy the condition 

tr{V'^{S)) > tr{V\S')). (3) 

Proof. It is known tha t if the eigenvalue spectrum of a matr ix V is 
Spec{V) = (Ai,. . . , ) then the trace of a matr ix V"^ = * or the quadrat ic 
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trace of matrix V equals 

N 

tr{v') = ̂ x^ = xl + ... + x%. 
2 = 1 

By using the spectral composition property (2) we have 

N q 2q N 

tr{v\s)) = E ^' = E ?̂ + E ^̂  + E ^' 
= 1 i=\ 2 = 9 + 1 i=2q-\-l 

= І:>^і+ . Ar+ E A? = ç(Af + A2)+ E K'- (4) 
= 1 = + 1 = 2 + 1 i=2q-\-l 

Since 
2 І \ 2 ^ / ^ "^ ^ \2 

then (4) can be written as 

,Xi -\- Xr triV'iS))=q{Xf+Xl)+ E '> ^?+ E ^̂^ 
i=2q-\-l i=2q-\-l 

N 2q N 

^2qXl+ E A?=EA1 '+ E Â ' 
i = 2 q + l = 1 i=2q-{-l 

N 

E A ? = M^'(5'))-
= 1 

Thus we arrive at condition (3) 

tr{V\S) > tr{V\S')) 

and the proposition follows. 
From Proposition 1 for matrices 5, 5^ Є S such that S -< S\ we obtain a 

condition 

- tr{V^{S)) ^ tr{V^{S')) -

This condition describes the spectral composition property of the matrices 
5 , 5 ' in terms of the interval (1). Therefore, if two matrices 5, 5 ' Є S have 
the spectral composition property S ^ S\ then under our assumption the 
dependencies between the information parts of the matrix S are less then the 
dependencies between the information parts of the matrix 5 ' . 
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Á 

^ -

s 12 
^ 1 0 

i^ 8 
[t •*• 

6 
4 

2 
• : • • — • 

5 6 7 8 9 

Eigenvalue 
Fig. 8. A typical eigenvalue spectrum of random information matrix. 
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A b s t r a c t . A major aim of bioinformatics is to contribute to our understanding 
of the relationship between protein sequence and its structure and function. In the 
paper we present an approach that allows us to derive a new type of hierarchical 
structures and formation processes from sequences. These structures and formation 
processes are irreducible, because they are based only on the integers and develop 
within existing rules of arithmetic. Therefore, a key feature of the approach is that 
it may model structures and functions of protein sequences in an irreducible way. 

1 Introduction 

A major aim of bioinformatics is to contribute to our understanding of the 
relationship between protein sequence and its s t ructure and function. In this 
context approaches tha t can produce structures and processes from sequences 
a t t rac t our special at tention. Furthermore, if such an approach works consis
tently with observations, then naturally we may ask: why the approach is able 
to describe the nature of living things. We may even question whether the 
approach is fundamental or whether it may be explained in te rms of deeper 
concepts. Therefore, when we look for an approach to model s tructures and 
functions of protein sequences, we should aim to find it in an irreducible form. 
In this case there will be no deeper level of understanding possible and thus 
nothing further exists tha t could explain the approach. 

In the paper we present an approach tha t allows us to derive a new type 
of hierarchical s tructures and formation processes from sequences [1]. Such a 
formation process begins with integers acting as ul t imate building blocks and 
produce integer relations of one level from the integer relations of the previous 
one. These integer relations in tu rn may form integer relations of the next 
level. Thus, this is a continual process, where the integer relations of a level 
already reached form the integer relations of the following level and so on. 
Notably however, the formation process is only maintained until eventually 
rules of ari thmetic prevent it from producing more integer relations. 

The formation processes are irreducible, because they are based only on 
the integers and develop within existing rules of ari thmetic. This eliminates 

mailto:v.korotkich@cqu.edu.au
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the need for further explanations of these formation processes and any pos
sible questions arising: why they occur in the way they do [1]. Therefore, a 
key feature of the approach is that it may model structures and functions of 
protein sequences in an irreducible way. 

Although the hierarchical structures and the formation processes are rig
orously defined mathematically, in computations, however, they resist to be 
easily described and processed. It is shown that fuzzy logic can propose a 
solution to this problem [2]. 

2 Nonlocal Correlation Leads from Sequences to 
Structures and Processes 

In this section we present a notion of nonlocal correlation [3]. This notion 
gives us a convenient way to derive structures and formation processes from 
sequences [1]. The correlation is assumed to exist between the parts of a se
quence and act upon them in a specific manner. In particular, the correlation 
controls the changes of the parts of a sequence so that some of its global 
characteristics stay the same. 

Now our objects of consideration are sequences. Let / be an integer al
phabet and 

In = {s== si...Sn, Si I, = 1,..., } 

be the set of all sequences of length n > 2 with symbols in / . If / = {—1, +1} 
then In is the set of all binary sequences of length n. 

X 

h 

\ • fd і 1 
1 і 

1 і ' ' l 

I ! 1 
1 ' 1 

і 
i l l ! I i ' s í 
l i l j \ ^ 

" ľ ' I • •"" 1 

^ 

Fig. 1. The graph of a function / = poii(s), where s = +1 — 1 — 1 + 1 + 1 + 1 — 1 — 1 
and m = 0,0 = 1,£ = 1. 

We consider a geometric representation of sequences in 1 + 1 space-time by 
using piecewise constant functions. Let 6 > 0 and є > 0 be respective spacings 
of a space-time lattice (5, є) in 1 + 1 dimensions. Let Wse{[tm^'^m-\-n]) be a 
class of piecewise constant functions such that a function / of the class is 
constant on [ti-i^ti], = m + 1, ...,m + n and equals 

f{tm) = SlÔ, f{t) = Si5, t G ( i r n + ż - b ^ m + i ] , Í = l , . . . , n , 

ti = іє, і = m,..., ?n + n. 
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where m is an integer and s ,̂ і = l , . . . ,n are real numbers. The sequence 
s = Sı...Sn is called a code of the function / and is denoted by 5 = c( / ) . 

Fig. 2. The graph of the first integral /̂ ^̂  of the function / in Figure 1. 

Let pmSe : 5 —> / be a mapping that associates a sequence s Є In with 
a function / Є W5s[tm,tm+n], denoted by / == pm6s{s), such that s = c{f) 
and whose kth. integral satisfies the condition f^^\tm) = 0, /c = 1, 2,... . For 
example, Figure 1 shows a function / Є VKii([ío,Í8]) such that / = poii{s) 
and 

5 = + 1 - 1 - 1 + 1 + 1 + 1 - 1 - 1 . (1) 

1 і 

і 
I 1 
1 ! J^ 

f 

, 

L, 
it) 

. 

I 

\ 

' I 

J 1 1 Î 
/ 1 1 l i l 

/ l ' ; 
I I ' 
1 і L 

1 . \h \ t 
\ 1 I í 

Fig. 3. The graph of the second integral p"^^ of the function / in Figure 1. 

To describe a sequence 5 Є /n we consider successive integrals 

. ^ / W ( í ) , / [ 2 1 ( í ) , . . . , / W ( í ) , . . . , 

/ W ( í ) = í / [ ' ^ - ^ ( í O d ť , / = / , >1, t e {tm,tm+n] 

of a function 
/ = Prn5e{s) Є 5є[^ ,^ + ], 
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which gives the geometric representation of the sequence s. Figures 2 and 3 
illustrate the description. They show the first integral /f̂ ^ and the second 
integral /i-̂ l of the function / depicted in Figure 1. The function / provides 
the geometric representation of the sequence (1). 

Within this description we particularly specify a sequence s Є In using 
definite integrals 

pt-m + n 
Jseis,k) = f^>'\tm+n)= r - ^ \ t ) d t , k > l 

of a function / = pmôe{s)- These integrals can be considered as global charac
teristics of the sequence 5, because they use information about it as a whole 
object. 

We are interested to partition and classify sequences in terms of such 
global characteristics. For this purpose let 

/ ( (1 ) , ..., Jse{k)) =^ {s e In: Jőe{s, 1) = є(1),..., lősis, ) = Jôs{k)} 

be a set of sequences, whose >1 global characteristics are the same. 
We present the notion of nonlocal correlation assuming that we have the 

following complex system. It consists of n parts and values of a component 
Si can specify the states of part i. Moreover, a state of the complex system 
can be described by a sequence s = Si...Sm where the components take 
particular values. It is also assumed that the state space of the complex 
system is In{Jőe{'^),..., І є{ )), / > 1. 

The notion of nonlocal correlation can be given when we look at the 
system's dynamics from the following perspective. Namely, the transition 
from a state described by a sequence 

5 = Si...Sn Є In{Jős{l)^ ..., І5є{ )) 

to a state described by a sequence 

s'=^s[...s'^eIn{Jse{l).^>-.Jôe{k)) 

is made under a correlation that controls the behaviors of the parts of the 
complex system in order to preserve of its global characteristics. In other 
words, the correlation admits only those interdependent changes of the parts 
that preserve global characteristics of the complex system. Therefore, in 
the first place the dynamics of a part of the complex system is specified by 
its interdependent role in the system as a whole, rather than by something 
that can be derived from the part as a separate entity. 

It turns out that the mechanism of the correlation does not have its origin 
in space-time. Namely, it does not involve interactions and signals between 
the parts of a complex system. Moreover, the correlation is nonlocal in the 
sense that it acts on the parts, irrespective of their distances, at once [2]. It 
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is shown that integer relations appear to be the "glue", which not requiring 
accommodation in space-time, nevertheless connects the parts of a complex 
system together and allows to control their behavior in such a correlated 
manner [2]. 

Fig. 4. The figure shows that for the sequences (4) we have /̂ "̂ (̂is) = g^'^^tg). 

It is useful to consider the following condition between C(5, s') > 1 global 
characteristics of two different sequences 5, s' Є /n, i-̂ -5 successive integrals 

r4trn+n) = g^^Htrn+n), k = i,...,C{s,s') 

of functions / = pmSeis), Q — є{ ')- Recall, by definition 

ŕ4trn)^ŕ4trn)=0, k = l,...,C{s,s'). 

(2) 

(3) 

If for sequences s, s' we have f^^\tm-{-n) ^^^^(^m+n), then C(5, 5̂ ) = 0. 
The conditions (2) and (3) appear as a proper form to investigate the 

nature of the optimization realized by the correlation. Namely, we may ask 
the question: why the correlation can control the changes of the parts of a 
sequence s to preserve at most C{^s^ s') global characteristics in a resulting 
sequence s', In other words, why the correlation cannot maximize for se
quences s and s' the number of the same global characteristics to be greater 
than C(5,5'). 

We illustrate the conditions (2) and (3) for binary sequences 

s = + 1 - 1 + 1 - 1 - 1 + 1 + 1 + 1, 

s' - - 1 - 1 + 1 + 1 + 1 + 1 + 1 - 1. 

In this case we have C(s, s') = 2, because 
(4) 
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but / (̂ 8) ^ ^f'k^s), where / = pon{s), g = poii{s'). 
Figures 4 and 5 present this situation. In particular, from Figure 5 we can 

conclude 

because this figure shows us that 

and by definition / (io) = 5 (ÍQ) = 0, /Pl (to) = fl^ (to) = 0. 

Fig. 5. The figure shows that for the sequences (4) we have /^^^(is) = g^'^^ts) and 
/Pl(í)>gPl(í), íe(ío,Í8). 

The sequences (4) do not seem to have regularities and even may be initial 
segments of random sequences. However, there is an interesting pattern in 
how the parts of the sequence 

s = si...Sn = + 1 - 1 + 1 - 1 - 1 + 14-1 + 1 

change to preserve two of its global characteristics in the resulting sequence 

s' = s[..,s'^ = - 1 - 1 + 1 + 1 + 1 + 1 + 1 - 1 . 

In particular, these changes can be specified by the sequence s'' = s — s\ 
where 5 '̂ = 5'/...s^ and s'/ = Si — s'^, і = 1, ...,n. Thus, we have 

s ' ' = +2 0 0 - 2 - 2 0 0 + 2. 

Figure 6 shows us a function h = poii{s") and reveals that the sequence 
s" has a certain global pattern. We may say that this pattern serves the 
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Fig. 6. The figure shows a function/i = yooii (s''), where s ' ' = + 2 O 0 - 2 - 2 O 0+2. 
We can see that the sequence s" has a certain global pattern. 

correlation to control the changes of the parts of the sequence s in order to 
preserve two of its global characteristics in the resulting sequence s'. The 
pattern is global because it belongs to the sequence as a whole. Uncorrelated 
local changes of the sequence s" destroy the pattern. 

Using an integer code series [4] the nonlocal correlation can be expressed 
as a system of linear equations, where the coefficients are the powers of inte
gers. Furthermore, it is possible to arrange these coefficients into a number 
of integer relations and identify their structure [1]. 

The integer code series can express an integral of a piecewise constant 
function / Є <̂5 ([ím5 ̂ m+n]) і^ tcrms of the codc c(/) of the function / , 
powers of integers and combinatorial coefficients [4]. 

Integer Code Series. Let f Є Wse{\trn^'^rn-^'n\) be a piecewise constant 
function such that c{f) = si..,Sn. Then the kth > 1 integral /t^l of the 
function f at a point tm+ij = 1,..., n can be given by 

k-l 
ŕ\tm+i) - Yİ ^kmiiim + lýsi + ... + {m + lýsi)e''ô + YÄ;i/W(ím)í'"\ 

i=0 i=l 
(5) 

where akmi^Pkíi^ ^ = l,...,fc are combinatorial coefficients [4]. 
By using (5) it is proved that if 5 = si,..Sn^ s' = ^^...s^ Є In then 

C'(5,s') < n and the condition (2) reduces to a system of C ( S , Ő ' ) linear 
equations [1] 

(m + nfisi - s[) + ... + (TO + Ifisn - < ) = 0 

(TO + n)^(^'^')-i(si - s'l) + ... + (TO + l)^(^'^'bi(s„ - < ) = 0 (6) 
and the condition (3) results in an inequality 

(TO + nf(«'^')(si-si) + ... + (TO+lf(^'^')(5„-5;)^0. (7) 
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For example, for the Prouhet-Thue-Morse sequences of length 8, starting 
with +1 and —1, we have (5, s') = 3. In this case the system of linear 
equations (6) becomes 

+5° _ 4° _ 3 V 2° - 1° + 0° + {-if - (-2)° ^ 0 

+5I _ 4I _ 3I + 2̂  - ť + 0̂  + (-1)^ - (-2)^ = 0 
+52 _ 42 _ 32 _̂  2̂  - 1̂  + 0̂  + (-1)2 - (-2)2 = 0 (8) 

and the inequality (7) becomes 

4.53 _ 4 _ 3 _̂  2̂  - ť + 0̂  4- (-1)^ - (-2)^ 0. (9) 

when n = 8, m — —3 and factor 2 is ignored for clarity. 

3 Revealing Hierarchical Structures and Formation 
Processes of Integer Relations 

The system of linear equations (6) does not immediately show us a structure 
of integer relations. However, if we focus on the system's coefficients rather 
than the sequences' components, we can recognize that these coefficients can 
be arranged into a number of integer relations. Moreover, these integer re
lations can be defined as the elements of a hierarchical structure, where the 
relationships are specified by a single organizing principle. The relationship 
between an element of a level and some of the elements of the previous level 
is set up if the element can be formed from the elements according to the 
organizing principle. 

In particular, if in the system (6) first we pay attention to the coeffi
cients, which in our case are not set free but are consecutive powers = 
0,..., C(5, 5') — 1 of integers m- |-n,m-l-n — 1,..., + 1, and second consider 
the sequences' components in the form of 5̂  — 5 ,̂ = 1, ...,n as multiples of 
these powers, then we can see that (6) is a specific system of integer relations. 
This can be demonstrated clearly for particular cases, because then the coef
ficients appear as powers of concrete integers and the sequences' components 
are expressed explicitly. 

For example, consider sequences 

s - 4 - 1 - 1 - 1 + 1 - 1 + 1 + 1 - 1 - 1 + 1 + 1 - 1 + 1 - 1 - 1 + 1, 

/ = - 1 + 1 + 1 - 1 + 1 - 1 - 1 + 1 + 1 - 1 - 1 + 1 - 1 + 1 + 1 - 1 , 

when n = 16, m = 0. It turns out that C(s, s') = 4 and the system of linear 
equations (6) becomes a system of specific integer relations between integers 
16,15,...,1 

+ 1 _15 _14 + і _ і 2 + 1і і 0 ° - 9 ° - 8 7 ° - 5 4 ° - 3 ° - 2 і ° - 0 

+ 16̂  - 15̂  - 14413^ - 1 2 4 1 і 10̂  - 9̂  - 8 4 7 4 6 ^ - 5 ^ 4 ^ - 3 ^ - 2 4 1 ^ = 0 
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^-16^-15^-14^ + 13^-12^ + ll^ + 10^-9^-8^ + 7̂  + 6^-5^^-4^-3^-2^-hl^ = 0 
+ 16^-15^-14 і ^-12 і і і0^-9^-8 7 ^-5 4^-3^-2 і^ = (10) 

and the inequality (7) becomes 

+ 1 6 ' - 1 5 ' - 1 4 4 l 3 ^ - 1 2 4 l ť + 1 0 ^ - 9 ^ - 8 4 7 4 6 ^ - 5 4 4 ' - 3 ^ - 2 4 ť , 
( ) 

where for clarity common factor 2 originated from the sequences' components 
is taken of site in (10) and (11). 

+ 16^-15^-1 13^-12^+11 ̂ + 10^-9^- 8^+ 7^* 6^-5^+ 4^-3^- 2^+1 ̂ = 0 : 

16 15 14 13 12 11 10 9 8 7 6 

Fig. 7. The hierarchical structure of integer relations underlying the system of 
integer relations (10) and inequality (11). The structure may be interpreted in terms 
of a formation process of integer relations with integers 16,..., 1 as initial building 
blocks. Integers 16,13,11,10,7,6,4,1 are viewed to be in the positive state while 
integers 15,14,12, 9, 8, 5, 3,2 are viewed to be in the negative state. In the formation 
process all integer relations follow the same organizing principle. 

Next, we need to realize tha t there may be more integer relations involved 
with the system of linear equations (6) than it is able to show us directly. 
Such an integer relation may exist between a set of integers selected from 
m - f n , m + n — l , . . . , m + l i n a certain manner. Moreover, the integer relations 
can be seen as the elements of a hierarchical s t ructure and their relationships 
can be described by an organizing principle. 

For example, from the system of integer relations (10) we can identify 
integer relations as the elements of a hierarchical s tructure. The first integer 
relation of (10) gives integer relations 

+ 1 6 ^ - 1 5 ° = 0, - 1 4 V 13^ = 0, - 1 2 V 11^ = 0, +10° - 9° = 0, 
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- 8 ^ + 7° = , +6° - 5^ = , +4° - 3 ^ - 0 , - 2 ° + 1° = 

as the elements of the first level. The second integer relation of (10) - integer 
relations 

+16^ - 15^ - 14^ + 13^ = 0, -12^ + 11^ - -f 10^ - 9^ = 0, 

_8i -I- 7I + 6̂  - 5̂  - 0, +4^ - 3^ - 2^ -f 1̂  - 0 

as the elements of the second level. The third integer relation of (10) - integer 
relations 

+16^ - 15^ - 14^ + 13^ - 12^ + 11^ -f 10^ - 9 ^ - 0 , 

_32 _̂  72 _̂  g2 _ ^2 _̂  ^2 _ 2 _ 22 _̂  ^2 = 0 

as the elements of the third level. The fourth integer relation of (10) 

+16^-15^-14^ + 13^-12^ + 11^ + 10^-9^-8^ + 7̂  + 6^-5^ + 4^-3^-2^ + 1̂  = 0 

is the element of the fourth level of the structure. 
Remarkably, in the hierarchical structure thus obtained from the system 

of integer relations (10), an element of a level higher than one can be formed 
from elements of the previous level according to one and the same organizing 
principle. These formations set up the relationships between the elements of 
the structure. Figure presents this hierarchical structure, where following 
edges upwards from elements of one level to an element of the next one reads 
that following the organizing principle these elements form the element. 

In general, it is shown that the system of linear equations (6) can be asso
ciated with a hierarchical structure WR{s, <§', n, m, I^) of integer relations [1]. 
The structure has C(5,s') levels. In particular, the structure can be defined 
using some integers from m -{- n,m -{- n — l , . . . , m + 1 as its initial building 
blocks. This may be said because the integer relations of the structure can be 
made from these integers by the organizing principle. It is convenient to think 
that there is as a "source" of integers that can generate integers in the posi
tive and negative states. Namely, a number of | {si — 5̂ ) | integers {m-\-n — i) 
is generated in the state specified by the sign of (5^ — 5^, == 1, ...,n at the 
zero level of the structure WR(s^ s', n, m, 1^). 

The elements of the zero level combine and form the elements of the first 
level of the structure VFi^(5,5',n,m, 7^). In the operations the state of an 
element of the zero level is converted into the arithmetic sign of the integer 
in the integer relation, where the integer is raised to the zero power. The 
organizing principle starts working on the first level. Namely, following the 
organizing principle the elements of the first level form the elements of the 
second level, and then the elements of the second level form the elements of 
the third level. In this manner this formation process continues up to the 
level as high as C(5,s'). 
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Fig. 8. The right side of the figure shows a formation process of integer relations, 
where the integers and integers relations are shown as some sort of particles. Fol
lowing the organizing principle integer relation +5"^ — 4^ — 3"̂  + 2^ = 0 and inte
ger relation —1^ + 0 ^ + (—1)"̂  — (—2)̂  == 0 form a new integer relation, because 
+5^ - 4^ - 3^ + 2^ and - -f 0^ + ( - l ) ^ - (-2)^, when added together equal zero. 
In the left part of the figure a corresponding formation process of two-dimensional 
geometric patterns is depicted [1]. 

The elements of the structure WR{s, s' ^n^m^ In) of level = 1,..., C{s^s') 
are integer relations of the form 

where Ai, і = 1 , . . . , / are integers, d ,̂ = 1 , . . . , / are integers such tha t 
di > і +і5 ^ = 1, . . . , / — 1 and is the power of d^, = 1 , . . . , / . It is possible 
to make general s ta tements on their nature. 

The elements of level fc = 2, ...,(7(5, 5') of the s tructure V ^ i ? ( 5 , s ' , n , m , / n ) 
can be formed from the elements of level {k — 1) according to the organizing 
principle. It is the same for all levels and can be described as follows. If r > 1 
integer relations 

jk-l <1 '^... + і) : k-l 
ilii) 0 (12) 
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of level / = 1,.,., C(5,5 ' ) — 1, where relation i, = 1,... , r contains l{i) terms 
and і^ > íii4-i,/(z+i), і == 1, .. . ,r, satisfy 

E^ î̂ ; ^ ^ J /I . , .- ^fc 1 + . . . + І ; ( І ) 4 ( . ) = 0 , (13) 

and the inclusion of each of the integer relations (12) is a necessary condition 
for (13), then it is said tha t following the organizing principle the integer 
relation (13) is formed from the integer relations (12). 

We can see tha t the integer relation (13) is more than the simple sum 
r 

'£ і4 ' + - + і)4''іІ)=^- (14) 
= 1 

of the integer relations (12). Notably, the power of integers dij^ і = 1^ ,..,r, j = 
1, . . . ,/( ) in (13) is increased by 1 in comparison with (14). This means tha t 
the integer relations (12) have a special property in order to produce the 
integer relation (13). 

It makes sense to interpret the structure WR{s^ s', n, m, In) in terms of a 
formation process. Indeed, the above description of the s t ructure seems like a 
description of a process. From this perspective, the s t ructure WR{s^ s\ n, . In) 
is a convenient form to show all stages of the formation process. For exam
ple. Figure 8 shows the structure of integer relations underlying the system 
of integer relations (8). Notably, what is depicted in the figure may be inter
preted as a formation process. Indeed, we can see tha t integers are generated 
on the zero level in the positive and negative states, and then form the inte
ger relations of the first level. These integer relations in tu rn form the integer 
relations of the second level. The formation process proceeds to the third 
level, where the integer relation by itself can not form an element of the next 
level due to (9). 
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Abstract 

The main aim of this paper is to present a revision of the most relevant results about the use of Fuzzy Sets 
in Data Mining, specifically in relation with the discovery of Association Rules. Fuzzy Sets Theory has been 
shown to be a very useful tool in Data Mining in order to represent the so-called Association Rules in a 
natural and human-understandable way 

First of all we will introduce the basic concepts of Data Mining to justify the need of using Fuzzy Sets. A 
historical revision on developments in this field is made too. 

Next we will present our researches about Fuzzy Association Rules, starting with the formulation of a general 
model to discover association rules among items in a (crisp) set of fuzzy transactions. This general model 
can be particularized in several ways so that each particular instance allows to represent and mine a different 
kind of pattern on some kind of data. We describe some applications of this scheme, paying special attention 
to its application in Text Mining. 

The paper finishes with some suggestions about future researches and problems to be solved. 

Keywords: Data mining, association rules, fuzzy transactions, quantified sentences. 

1 Introduction 

In the last years the development of Information Technologies has motivated a parallel growing of the facilities 
to store and manage data in databases. The larger the amount of stored data, the more important the demand 
of extracting the implicit information they contain to aid decision-making in business, health care services, 
research, etc. and thus to obtain useful knowledge from data in large repositories, i. e. the "Knowledge 
Discovery", is recognized as a basic necessity in many areas. 

Since the nineties the research area named "Data Mining" has become a central topic in Databases and 
Artificial Intelligence. Although Data Mining is sometimes considered as synonymous of Knowledge Discovery, 
it seems to be more accurate to see it as a particular task within the general Knowledge Discovery process. 

A "classical" characterization usually accepted establishes that "Data Mining is the process of npntrivial 
extraction of implicit, previously unknown and potentially useful patterns (rules constraints, regularities, 
etc) from data in databases". 

Some authors consider Knowledge Discovery, and more particularly Data Mining, are within the Machine 
Learning paradigm. However others consider that the characteristics of the explored basic data structures 
(very large databases) and the request for "implicit, previously unknown and potentially useful information" 
introduces special features to differentiate Data Mining as a very broad field where different problems and 
methods may be distinguished. According to [78], the most important problems in Data Mining are: 

^ Corresponding author: M. Delgado (mdelgado@ugr.es) 
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• Dependence modelling and link analysis.- The idea is to describe significant dependencies between the 
variables included in the database. 

t Mining Association Rules.- The basic idea is to discover meaningful associations between different pairs 
of sets of attribute values, in such a way that the presence of any value of some set in a database element 
(tuple, record, object etc.) implies the presence of other value belonging to another set. 

• Multilevel Data Generalization, Summarization and Characterization.- Data and objects in databases 
often contains detailed information at primitive levels. The summarization (generalization) idea is to 
provide compact descriptions for subsets of data such that the concepts they represent are in a higher 
conceptual level than those existing in the database. 

• Pattern identification and description.- One of the most important task in Knowledge Discovery is to look 
for interesting patterns and to describe them in a concise and meaningful manner. Two clear phases appear 
in this task, pattern identification and pattern description. The first basically consists of a clustering 
process which groups the items in the database according to natural classes, based on similarity metrics 
or probability density models. The second attempts to describe the classes by using relevant attribute 
values; this is usually named the classification process. 

In all the above mentioned problems, Soft-Computing and more specifically Fuzzy Sets, play a significant role 
as they provide tools being particularly well-suited to cope with imprecise knowledge in the setting of complex 
systems. It is widely recognized that many real world relations are intrinsically fuzzy. Many techniques used 
in crisp data mining models have their corresponding "fuzzy version" and some problems treated in a "pure 
crisp" data mining context have a more natural formulation by using a fuzzy knowledge and fuzzy data 
representation (see [78]). For instance , it has been shown that fuzzy clustering generally provides a more 
suitable partition of a set of objects than crisp clustering. 

This paper is devoted to analyze the use of Fuzzy Sets tools in the task of Mining Association Rules. In 
the following section we introduce the basic concepts and algorithms for (crisp) Association Rules. We also 
analyze the drawbacks of using a crisp approach to motivate the "natural" introduction of fuzzy tools. After 
that, section 3.2 will be devoted to study Fuzzy Association Rules. We will describe current approaches 
paying especial attention to our developments. Last section contains a revision of some current applications 
as well as future interesting ones. The paper finish with a selected Bibliography about this topic. 

2 MINING (CRISP) ASSOCIATION RULES 

Starting from the seminal paper by Agrawal et al in 1993, [2], the first works on the topic were devoted 
to disclose patterns in transactional databases from the retail industry and business and thus, some usual 
present terminology of this field preserves its origin. Sometimes looking for Association Rules is also named 
"market basket analysis" in allusion to looking for associations among the items that a purchaser in a retail 
shop selects to his/her purchase. From the point of view of the company any purchase of a client constitute 
a transaction being represented by a set of items. 

A classical example is to analyze the connections among different types of goods in a sale database, that is 
to check if those customers which buy a kind of goods (e.g. bread) usually also buy another kind (e.g. milk). 
Let us suppose Table 1 reflects some information collected by a retailer. 

This table describes the composition of six purchases i.e. six transactions (trans.id), in terms of four items: 
bread, butter, biscuits and milk. The value 1 (value 0) means that the corresponding item was included 
(not included). It is very easy to detect an association rule BreadkButter =^ Milk that represents the fact: 
when a client bought bread and butter then he/she also bought milk. However this rule has one exception, 
transaction 5 and so the retailer can not completely trust on this statement 

To measure the reliability/accuraccy of a rule two values, Suppoń and Confidence, that have been exten
sively used, were initially introduced. The "support" measures the reliability by the relative frequency of 
co-occurrence of the rule's items. The "confidence" measures the rule accuracy as the quotient between the 
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trans - id 
1 
2 
3 
4 
5 
6 

Bread 
1 
0 
1 
1 
1 
1 

butter 
1 
1 
0 
1 
1 
1 

Biscuits 
0 
1 
1 
0 
1 
1 

Milk 
1 
0 
0 
1 
0 
1 

Table 1. A set of transactions 

support of that rule and the relative frequency of the items belonging to the left part of the rule. It is easy 
to show that for our rule above the support is 3/6 whereas the confidence is 3/4. 

The former approaches to Data Mining look for Association Rules by searching itemsets (sets of items) with 
support larger than a threshold minsupp which is supposed to be fixed by the users. On the basis of these 
so-called frequent itemsets, rules and their confidence are computed, and only those rules whose confidence 
is greater than another threshold minconf are given as result. 

In the following section we will present the above ideas in a more formal way. 

2.1 Formal model 

Let / be a set of items (objects) and T a set of transactions with items in /, both assumed to be finite. 

Definition 1. An association rule is an expression of the form A => C, where A,C I, A,C ^ ^, and 
AnC = l 

The rule A=^ means "every transaction of T that contains A contains too". 

As we said before, the usual measures to assess association rules are support and confidence, both based on 
the concept of support of an itemset (i.e. a subset of items). 

Definition 2. The support of an itemset IQC I with respect to a set of transactions T is 

\{T^T\kÇr}\ 
supp{k,T) = • 

\T\ 

i.e., the probability that a transaction of T contains IQ. 

Definition 3. The support of the association rule A => in T is 

Supp(A =^C,T) = supp(A U , T) 

and its confidence is 

Conf[A^C,T)-
Supp{A=^C,T) _ supp{A U , T) 

supp{A, T) supp{A, T) 

(1) 

(2) 

(3) 

It is usual to assume that T is fixed for each problem and thus, it is customary to avoid any reference 
to it. Then, the above introduced values are simply noted as supp(Io)^ Supp(A =̂  C) and on f {A => C) 
respectively. Notice that the names of these measures start with small letter for items, supp^ whereas they 
start by capital letter 5upp, Conf for rules. 

Support is the percentage of transactions where the rule holds. Confidence is the conditional probability of 
with respect to A or, in other words, the relative cardinaüty of with respect to A. 

The techniques employed to mine for association rules attempt to discover rules whose support and confidence 
are greater than two user-defined thresholds called minsupp and minconf respectively. Such rules are called 
strong rules. 
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2.2 The certainty framework to measure accuracy and importance 

Several authors have pointed out some drawbacks of the support/confidence framework to assess association 
rules [19, 73, 70, 10]. 

To avoid some of these drawbacks and to ensure that the discovered rules are interesting and accurate, a new 
approach was proposed in [70, 10]. It employs certainty factors [71] and the new concept of very strong rule. 

Definition 4. The ceńainty factor of a fuzzy association rule A=> is the value 

1 - supp(C) 

ifConf(A => C) > su'p'p{C), and 

Conf{A ^ C) - supp{C) 
CF(A^C): 

supp(C) 

if on f (A = C) < supp(C), assuming by agreement that if supp{C) = 1 then CF{A =^ C) = I and if 
supp(C) = 0 then F {A =^C) = -l. 

The certainty factor takes values in [-1,1]. It is positive when the dependence between A and is positive, 0 
when there is independence, and a negative value when the dependence is negative. The following proposition 
is an interesting property shown in [12]: 

Proposition 1. Conf{A^ C) = l if and only if CF(A ^C) = \ 

This property guarantees that the certainty factor of a fuzzy association rule achieves its maximum possible 
value, 1, if and only if the rule is totally accurate. 

2.3 Algorithms to disclose Association Rules 

The first algorithms to disclose association rules, were developed by Agrawal et al [2]. These algorithms obtain 
strong rules from frequent itemsets which on its turn are those itemsets with support greater than minsupp. 

The most known algorithm, APrioń, is based on a simple but key fundamental observation about frequent 
itemsets, the emph A Priori Property, that may be stated as follows: "Every subset of a frequent itemset must 
be a frequent itemset too". From this, the algorithm is designed to proceed iteratively starting from frequent 
itemsets containing a single item. 

Although this Data Mining model is associated to binary transactional databases, it is easy to generalize it 
to cover more complex data structures taking into account that the concepts of item and itemset are abstract 
ones that may represent general objects and sets of objects, respectively. After the first papers by Agrawal, a 
lot of work has been devoted to this topic and several different situations have been investigated. Many papers 
have been devoted to develop algorithms to mine ordinary association rules. The original algorithms have been 
adapted, modified or improved in multiple senses by several authors in order to cover the different situations 
that may appear in Data Mining. The early efficient algorithms like AIS [2], Apriori and AprioriTid [3], 
SETM [49], OCD [58], and DHP [63] were continued with more recent developments like DIG [19], ARMA 
[45], AR [11], and FP-Growth [44]. See [46] [8] for recent surveys about the topic. 

Most of the existing algorithms work in two steps: 

Step P.l. Find the frequent itemsets. In this step it is usual to consider transactions one by one, updating 
the support of the itemsets each time a transaction is considered. This step is the most expensive from 
the computational point of view. 

Step P.2. Obtain rules with accuracy greater than an user-defined threshold, from the frequent itemsets 
obtained in step P.l. Specifically, if the itemsets A and U are frequent, we can obtain the rule A=^C. 
The support of that rule will be high enough, since it is equal to the support of the itemset AöC. 
However, we must verify the accuracy of the rule, in order to determine whether it is strong. 
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2.4 Association Rules in Relational Databases 

Since the nineties relational databases are the usual store for data and it is supposed that they contains 
today a very important amount of hidden valuable and useful knowledge. Thus, having methods to disclose 
patterns in relational databases becomes a need. 

Data in relational databases are stored in tables, where each row (tuple) describes an object and each column 
is one characteristic/attribute of the object. For each tuple t^t[X] stands for the value of attribute (column) 
X. Algorithms to mine for association rules have been applied to represent patterns in relational databases by 
defining items as pairs {attribute, value) and transactions as tuples. The following formalization is described 
in [33]. Let RE = {Xl,..., Xm} be a set of attributes. We denote I^^ to the set of items associated to RE, 
i.e. 

l'^^ = {{Xj,x) such that X Dom{Xj), j Є {l,...,m}} 

Every instance r of RE is associated to a T-set, denoted T^, with items in I^^. Each tuple í Є r is associated 
to an unique transaction r* 6 T^ in the following way: 

r ' = {(X,, i[X,]>|ie{l , . . . ,m}} 

No pair of items in one transaction shares the same attribute, because of the First Normal Form constraint. 
Any other itemset must also hold this special feature. 

The earliest researches dealt with categorical attributes although the topic of discovering association rules 
involving quantitative values, called quantitative association rules [75], arose very early too. Two difficulties 
arise at once when numerical values ( the finest possible granularity) are directly used: the mining task is 
very expensive [75, 80] and, the support and the semantic content of rules are quite poor [33]. One solution 
is to split into intervals the domain of the quantitative attributes , and to take this set of clusters as the 
new domain of the attribute (i.e. to take a coarser granularity). Several approaches based on this idea have 
been proposed, either performing the clustering during the mining process [75, 61] or before it [83, 87]. This 
solution has two drawbacks: it is difficult for clusters to fit a meaningful (for users) concept [70], and the 
importance and accuracy of rules can be very sensitive to (even small) variations of boundaries [75, 54]. 

A soft alternative allows to solve these drawbacks. The very idea is to define a set of linguistic labels with 
semantics given by fuzzy sets on the domain of the quantitative attributes, and to use them as a new domain. 
Now, the meaning of the new values is clear, and the rules are not sensitive to small changes of the boundaries 
because they are fuzzy. 

3 Fuzzy Transactions and Fuzzy Association Rules 

3.1 An historical overview 

Data Mining in general and Association Rules Mining in particular are young topics but the number of 
paper devoted to them (from both theoretical and practical point of view) is quite impressive and most 
papers deal with mining association rules involving quantitative attributes in relational databases by using 
fuzzy sets/linguistic labels to diminish the granularity and to translate the problem in a more "natural" and 
understandable one. 

To our knowledge, [56] is the first paper introducing fuzzy sets into association rules to diminish the granularity 
of quantitative attributes. The model uses a membership threshold to change fuzzy transactions into crisp 
ones before looking for ordinary association rules in the set of crisp transactions. Items keep being pairs 
{attribute, label). 

In [4, 5, 6], a set of predefined linguistic labels is employed. The importance and accuracy of fuzzy association 
rules are assessed by means of two measures called adjusted difference and weight of evidence. A rule is said 
to be important when its adjusted difference is greater than 1.96 (the 95th percentile of iV(0,1)), This avoids 
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the need for a user's importance threshold, but has the drawback of making symmetric the adjusted difference 
and thus, when a rule A =4> is found to be interesting, then ^ A will be too. The weight of evidence is 
a measure of information gain that is provided to the user as an estimation of how interesting a rule is. 

In [54], the usefulness of itemsets and rules is measured by means of a significance factor, defined as a 
generalization of support based on sigma-counts (to count the percentage of transactions where the item is) 
and the product (for the intersection in the case of /c-itemsets with /c > 1). The accuracy is based on a kind of 
certainty factor (with different formulation and semantics of our measure). In fact, two different formulations 
of the certainty factor are proposed in this work: the first one is based on the significance factor, in the same 
way that confidence is based on support. This provides a generalization of the ordinary support/confidence 
framework for association rules. The second proposal is based on correlation and it is not a generalization of 
confidence. 

In [48], only one item per attribute is considered: the pair {attribute, label) with greater support among those 
items based on the same attribute. The model is the usual generalization of support and confidence based 
on sigma-counts.The proposed mining algorithm first transform each quantitative value into a fuzzy sets in 
linguistic terms. The algorithm then calculates the scalar cardinalities of all linguistic terms in the transaction 
data. Now the linguistic term with maximal cardinality is used for each attribute and thus the number of 
items keeps. The algorithm is therefore focused on the most important linguistic terms, so reducing its time 
complexity. The mining process is then performed by using fuzzy counts. 

In [86] an extension of the Equi-depth (EDP) algorithm [75] for mining fuzzy association rules involving 
quantitative attributes is presented. The approach combines the obtained partitions with predefined linguistic 
labels. 

To cope with the task of diminishing the granularity in quantitative attribute representations to obtain 
useful and natural association rules, several authors opted for using crisp grid partition or clustering based 
approaches/algorithms Hke Partial Completeness [75], Optimized Association Rules [42] or CLIQUE [1]. Hu 
et al. [50] have extended these ideas allowing non empty intersections between neighborhood sets in partitions 
and describing that by fuzzy sets. In this way an effective algorithm named "Fuzzy Grid Based Rules Mining 
Algorithm" (FGBRMA) is constructed. This algorithm deals with both quantitative and qualitative algorithm 
in a similar manner. The concepts of large fuzzy grid and effective fuzzy association rule are introduced by 
using specifically fuzzy support and fuzzy confidence measures. FGBRMA generates large fuzzy grids and 
the fuzzy association rules by using boolean operations on suitable table data structures. 

With a similar methodology in [84] a method for inductive Machine Learning Problems to disclose classifi
cation rules from a set of examples is developed. Very related with the above mentioned approaches is the 
methodology in [41] that finds the fuzzy sets to represent suitable linguistic labels for data (in the sense that 
they allow to obtain rules with good support/accuracy) by using fuzzy clustering techniques. This way, the 
user does not need to define them, and that can be an advantage in certain cases, but the obtained fuzzy sets 
could be hard to fit to meaningful labels. Another methodology that follows this line is proposed in [77]. 

In all the above mentioned papers, the items in transactions (on which the search is made to detect as
sociations) are considered to be defined with a single granularity (conceptual) level. However items in real 
world applications are usually organized in some hierarchies and thus mining multiple concept level fuzzy 
rules may produce very useful knowledge. A very interesting research field (initiated by Srikant et al. in [74] 
in the crisp case) deals with mining association rules by identifying relationships between transactions with 
quantitative values and items being organized into a hierarchical structure. Hong et al. [47] have investigated 
the construction of a fuzzy data algorithm to deal with quantitative data under a given taxonomy. They 
have developed an algorithm modifying that of Srikant et al. in [74] under the approach developed in [48] to 
transform quantitative values into Hnguistic terms. In this algorithm each item uses only that linguistic terms 
with maximal cardinality thus keeping the number of fuzzy regions equal to the number of original items. 

Chen et al. [22],[21] have considered the case in which there are certain fuzzy taxonomie structures reflecting 
partial belonging of one item to another in the hierarchy. To deal with these situations, association rules are 
requested to be of the form X ^Y were either X or Y is a collection of Fuzzy sets. The model is based on a 
generalization of support and confidence by means of sigma-counts, and the algorithms are again extensions 
of the classical Srikant and Agrawal's ones [2, 74]. 
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An alternative/complementary research line is devoted to mine association rules taking into account some 
" relevance measure" for items and/or rules themselves. In [55] the concept of "ordinal fuzzy set" is introduced 
as an alternative interpretation of the membership degrees of values to labels. This carries out an alternative 
interpretation of fuzzy rules. Paper [72] studies fuzzy association rules with weighted items, i.e., an importance 
degree is given to each item. Weighted support and confidence are defined. Also, numerical values of attributes 
are mapped into linguistic terms by using Kohonen's self-organized maps. A generalization of the Apriori 
algorithm is proposed to discover fuzzy rules among weighted items. 

The definition of fuzzy association rule introduced in [7] is different from most of the existing in the literature. 
Fuzzy degrees are associated to items, and their meaning is the relative importance of items in rules. The 
model is different from [72], because linguistic labels are not considered. An item і with associated degree 
a is said to be in a fuzzy transaction f when f{i) > a. This seems to be a generahzation of the model in 
[56] which uses the degree associated to an item as the threshold to turn fuzzy transactions into crisp ones, 
instead of using the same thresholds for all the items. In summary, the support of a "fuzzy itemset" / (a set 
of items with associated degrees) is the percentage of fuzzy transactions f such that / Ç f. Ordinary support 
and confidence are employed. A very interesting algorithm is proposed, which has the valuable feature that 
performs only one pass over the database in the mining process. Within this research line papers [43], [79], [51] 
are to be remarked also. In [43] and [51], weights are associated to the whole fuzzy rules which are obtained 
from the support/confidence assessment. In its turn in [79], it is supposed that each item in a transaction 
has a weight that reflects the interest/intensity of such item within the transaction. That is translated into 
a weight parameter for each item in each resulting association rule. 

Let us point out that the mining algorithms for fuzzy association rules are mainly inspired on crisp ones, but 
some papers extending inductive learning methods may be found also. 

3.2 Fuzzy Transactions and Fuzzy Association Rules: Our Approach 

This section contains a summary of our researches on this topic. First, we introduce some definitions and 
after that some ideas about the corresponding search algorithms. In [28] a detailed description of them can 
be found. 

Definition 5. A fuzzy transaction is a nonempty fuzzy subset f I. 

For every і € /, we note f(i) the membership degree of in a fuzzy transaction f. We note f(/Q) the degree 
of inclusion of an itemset IQC I ma. fuzzy transaction ř, defined as 

f(/o) = minf(i) 
Є/ 

According to definition 5 a transaction is a special case of fuzzy transaction. We represent a set of fuzzy 
transactions by means of a table. Columns and rows are labelled with identifiers of items and transactions 
respectively. The cell for item ik and transaction f j contains a [0, l]-value: the membership degree oiik in fj. 

Example 1. [28] Let / = {11,12,23,14} be a set of items. Table 2 shows six fuzzy transactions defined on /. 

Here, fi = 0.6/Í2 + 0.7/ + 0.9/І , 2 = l/Í2 + І 4, and so on. In particular, 2 is a crisp transaction, 
Ť2 = {Í2,4}-

Some inclusion degrees are: 

і({ , 4}) = 0.7, ři({Í2,Í3,Í4}) = 0.6, ^({iuii}) = 1. 

We call T-set a set of ordinary transactions, and FT-set a set of fuzzy transactions. Example 1 shows the 
FT-set {fi,. . . , } that contains six transactions. Let us remark that a FT-set is a crisp set. 
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ň 
Ť2 

Ť4 
Ť5 

İl 
0 
0 
1 
1 

0.5 
1 

İ2 
0.6 
1 

0.5 
0 
1 
0 

0.7 
0 

0.75 
0.1 
0 

0.75 

0.9 
1 
1 
1 
1 
1 

Table 2. The set TQ of fuzzy transactions 

Definition 6. Let I be a set of items, a FT-set, and A,C Ç I two crisp subsets, with A,C ^ ^, and 
A n = 0. A fuzzy association rule A => holds in T iff 

f (A) < f[C) WeT 

i.e., the inclusion degree of is greater than that of A for every fuzzy transaction . 

This definition preserves the meaning of association rules, because if we assume A f in some sense, we 
must assume Ç f given that f (A) < Ť{C). Since a transaction is a special case of fuzzy transaction, an 
association rule is a special case of fuzzy association rule. 

Let us remark that the main characteristic feature of our approach is to model Fuzzy Transactions with crisp 
items. This is quite general because in the case of having actually fuzzy items: labels, fuzzy numbers, etc, 
finally they will produce a table as the one before. 

Support and confidence of fuzzy association rules 

To assess these rule values, we employ a semantic approach based on the evaluation of quantified sentences 
[85]. A quantified sentence is an expression of the form "Q of F are G", where F and G are two fuzzy 
subsets of a finite set X, and Q is a relative fuzzy quantifier. Relative quantifiers are linguistic labels for 
fuzzy percentages that can be represented by means of fuzzy sets on [0,1], such as "most", "almost all", or 
"many". 

A family of relative quantifiers, called coherent quantifiers [24], is specially relevant for us. Coherent quantifiers 
are those that verify the following properties: 

• Q(0) = 0 and Q(l) = 1 

• líx <y then Q{x) < Q{y) (monotonicity) 

An example is "many young people are tall", where Q = many, and F and G are possibility distributions 
induced in the set X = people by the imprecise terms "young" and "tall" respectively. A special case of 
quantified sentence appears when F = X, as in "most of the terms in the profile are relevant". The evaluation 
of a quantified sentence yields a [0, l]-value, that assesses the accomplishment degree of the sentence. 

Definition 7. Let /o Ç / . The support of IQ in T is the evaluation of the quantified sentence 

Q of T are і, 

where / is a fuzzy set on T defined as 

Definition 8. The support of the fuzzy association rule A^ in the set of fuzzy transactions T is supp{A{J 
C), i.e., the evaluation of the quantified sentence 

Q of T are FAUC = Q ofT are ( 
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Definition 9. The confidence of the fuzzy association rule A =^ in the set of fuzzy transactions T is the 
evaluation of the quantified sentence 

Q of are 

Let us remark that these definitions establish famiUes of support and confidence measures, depending on 
the choice of both, the evaluation method and the quantifier. The only constraint we consider to do that is 
looking for the following four intuitive properties of the measures for ordinary association rules to hold: 

1. If Ç then Conf(A =̂  C) = 1. 

2. If n r e = 0 then Supp(A =» C) = 0 and Conf{A => C) = 0. 

3. If Ç ' (particularly when A' A) then Conf{A' => C) < Conf(A =^ C). 

4. If Ç (particularly when C' Ç C) then Conf(A =̂  C) < Conf(A =̂  C'). 

We have selected the method G D to evaluate the sentences [35], which has been shown to verify good 
properties with better performance than others. The evaluation of "Q of F are G" by means of G D is defined 
as 

GDQ{G/F)= Y. і^ - .,і) (^ ^ ] (4) 
a,eA{G/F) ^ l^"^l ^ 

where Ä{G/F) = (GnF)U (F), A{F) being the level set of F, and A(G/F) = {a^ •.. , : } with â  > »i+i 
for every є {1, . . . ,p}. The set F is assumed to be normalized. If not, F is normalized and the normalization 
factor is applied to G F. 

The evaluation of a quantified sentence "Q of F are G" by means of method GD can be interpreted as: 

• the evidence that the percentage of objects in F that are also in G (relative cardinality of G with respect 
to F) is Q [70], or 

• a quantifier-guided aggregation [52, 82) of the relative cardinalities of G with respect to F for each a-cut 
of the same level of both sets. 

Thus Supp{A = ) can be interpreted as the evidence that the percentage of transactions in is Q, and 
on f (A => C) can be seen as the evidence that the percentage of transactions in that are also in is 

Q. In both cases, the quantifier is a linguistic parameter that determines the final semantics of the measures. 
Since the properties of the evaluation method G D [35], it is easy to show that any coherent quantifier yields 
support and confidence measures that verify the four aforementioned properties. 

On the other hand, we have proposed to choose the quantifier QM defined by QM{X) = x, since it is coherent 
and the measures obtained by using it in definitions 7, 8 and 9 are the ordinary measures in the crisp case, 
(see [35], [28]).A possible interpretation of the values of the measures for crisp association rules is the evidence 
that the support (resp. confidence) of the rule is QM-

Let us finally remark that the choice of the quantifier allows us to change the semantics of the values in a 
linguistic way. This flexibility is very useful when using this general model to fit different types of patterns, as 
we shall see in the applications section. Unless specific references were made, from now on we shall consider 
support and confidence based on QM and GD. The study of the support/confidence framework with other 
choices is left to future research. 

Example 2. [28] Let's illustrate the concepts introduced in this subsection. According to definition 7, the 
support of several itemsets in table 2 is shown in table 3. 

Table 4 shows the support and confidence of several fuzzy association rules in TQ. 

We remark that 
ConfiinM ^ {k}) = „( (і4/ {і„і )) = 1 

since {.;„і } (і,). 
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Itemset 
[il] 
{ } 
{ 2, } 
{ і,і , } 

Support 
0.583 
0.983 
0.183 
0.266 

Table 3. Support in of four itemsets 

Rule 
{̂ 2} => {і } 
{il,і } ^ {І } 

{il,ii} => {і } 

Support 
0.183 
0.266 
0.266 

Confidence 
0.283 
1 
0.441 

Table 4- Support and confidence in TQ of three fuzzy rules 

A different framework to measure accuracy and importance 

As we have previously pointed out (see subsection 2.2) the certainty factors and the associated idea of very 
strong rules was introduced in the setting of crisp Data Mining to avoid some of these drawbacks of using 
support and confidence measures. This section will be devoted to present the extension of these ideas to the 
fuzzy case. 

Definition 10. We call ceńainty factor of a fuzzy association rule A=^ to the value 

Conf(A ^C)- supp{C) 
CF(A => C) •• 

ifConf{A =^C)> supp{C), and 

CF{A=^C)-

1 - supp{C) 

ConfjA ^ C) - supp[C) 
supp{C) 

if on f [A => C) < supp{C), assuming by agreement that if supp(C) = 1 then F {A => ) = 1 and if 
supp[C) = 0 then F {A => ) = - 1 . 

This definition straightforward extends the crisp one. The only difference is how to assess the used confidence 
and support values. 

Definition 11. say that a fuzzy association rule is strong when its certainty f actor and support are greater 
than two user-defined thresholds minCF and minsupp respectively. A fuzzy association rule A =^ is said 
to be very strong if both A => and -^C => -«A are strong. 

The itemsets -lA and -iC, whose meaning is "absence of A" (resp. ) in a transaction, are defined in the 
usual way: ^ (^) = 1 - { ) and ^ ( ^) = 1 - Aľ('̂ )- The logical basis of this definition is that the rules 
A =^ and ->C => -'A represent the same knowledge. Therefore, if both rules are strong we can be more 
certain about the presence of that knowledge in a set of transactions. 

Several experiments described in [70, 10] have shown that, by using certainty factors and very strong rules, 
we avoid to report a large amount of false, or at least, doubtful rules. In some experiments, the number of 
rules was diminished by a factor of 20 and even more. This is important not only because the discovered 
rules are reliable, but also because the set of rules is smaller and more manageable. Hence, from now on, 
we propose the use of certainty factors to measure the accuracy of the fuzzy association rules. Anyway, let 
us point out that the assessment of the quality of (fuzzy) association rules is an open problem that is still 
receiving considerable attention (see [37], [38]) 
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Algorithms 

Most of the existing association rule mining algorithms can be adapted in order to discover fuzzy association 
rules. The generalization of crisp algorithms to mine fuzzy rules is being worked now, and we have already 
extended some of them. Let us point out that an important objective for us is to keep (in the worst case) 
the complexity of the existing algorithms when they are modified in order to find fuzzy rules (see [28] for 
details). 

Roughly speaking we adapt step P.l of the general algorithm (see subsection 2.3) by obtaining the support 
from the evaluation of the corresponding quantified sentences as proposed before. 

To adapt step P.2. of the general procedure (see subsection 2.3) is rather straightforward. We only modify 
this step in the sense that we obtain the certainty factor of the rules from the confidence and the support of 
the consequent, both available. 

Let us note that it is easy to decide whether a rule is strong, because its support and certainty factor are 
available in this step. 

There are several possible solutions to deal with very strong rules. They are described in [12], and it is to 
remark that all the algorithms can be easily adapted (as the basic algorithm) to find strong rules. 

To finish this section let us remember again that most algorithms (crisp and fuzzy) lie on the user determina
tion of certain thresholds for support, confidence, etc. Although these thresholds are supposed to depend only 
on the user, the practice in real world applications shows that mining different databases requires different 
assessments of those thresholds, but it seems almost impossible for the user to do that without any heuristic 
knowledge guidance. Several authors have worked on this problem in order to develop that kind of heuristics 
(see [88]).' 

4 Applications 

Let us point out that "an item" and "a transaction" are abstract concepts that may be seen as representing 
some kind of "an object" and "a subset of objects", respectively. Depending on the particular instantiation 
one makes, association rules can provide different kinds of patterns. In this section we shall describe briefly 
some different instances of carrying out this simple idea 

4.1 Fuzzy Association Rules in Relational Databases 

This section contains a summary of the results in [33]. 

Let Lab{Xj) = {Lj ^ . . . , Lc^^} be a set of linguistic labels for attribute Xj. We shall use the labels to name 
the corresponding fuzzy set, i.e. 

LfM)om(Xj)-> [0,1] 

Let L = U ç r J ^1 Lab(Xj). Then, the set of items with labels in L associated to RE is 

rRE^Í{Xj,L^')\XjeREmá fcG{l,...,Cj} 
' 1 iG{l,...,m} 

Every instance r of RE is associated to a FT-set, denoted T£, with items in I^^. Each tuple í Є r is associated 
to a single fuzzy transaction ^ Є £ 

f i : / -[0,1] 
such that 

íi(№.iř))=bř№]) 
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In this case, a fuzzy transaction can contain more than one item corresponding to different labels of the same 
attribute, because it is possible for a single value in the table to fit more than one label to a certain degree. 
However, itemsets keep restricted to contain one item per attribute at most, because otherwise fuzzy rules 
wouldn't make sense. 

The following example is taken also from [33]. 

Example 3. Let r be the relation of table 5, containing the age and hour of birth of six people. The relation 
is an instance of ER - {Age^ Hour}. 

Age 
60 
80 
22 
55 
3 
18 

Hour 
20:15 
23:45 
15:30 
01:00 
19:30 
06:51 

Table 5. Age and hour of birth of six people 

We shall use for age the set of labels ( )={ , Kid, Very young. Young, Middle age, Old, Very old} 
of figure 1. Figure 2 shows a possible definition of the set of labels for hour Lab{Hour) = {Early morning, 
Morning, Noon, Afternoon, Night}. 

0 2 4 12 15 20 25 35 40 50 60 

Fig. 1. Representation of some linguistic labels for "Age" 

Early maning Morning Noon Afternoon Night 

I 6 7 12 13 15 16 

Fig. 2. Representation of some linguistic labels for "Hour" 

Then 
L = Lab{Age) U Lab(Hour) 

and /f^ = {(Age^Baby)^ {Age^Kid)^ {Age,Very young), {Age^Young), {Age,Middle 
{Age,Very Old), {Age, Old), {Hour, Early morning), {Hour, Morning), {Hour, Noon), 
{Hour, Afternoon), {Hour, Night)}. 

The FT-set on 7f ̂  is 
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The columns of table define the fuzzy transactions of £ as fuzzy subsets of / f ^ (we have interchanged 
rows and columns from the usual representation of fuzzy transactions, for the sake of space). For instance 

fil 
^Afternoon) "I" 

-\-0.2b/{^Hour,Night)} 

ery young) + ^•4 {Age 

Noon) 

( /̂ , ) 
( ^ , /Czd) 
( , Very young) 
{Age^ Young) 
{Age^ Middle age) 
{Age, Old) 
{Age, Very old) 
{Hour, Early morning) 
{Hour, Morning) 
{Hour, Noon) 
{Hour, Afternoon) 
{Hour, Night) 

rľ 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 

0.75 
0.25 

řř 
0 
0 
0 
0 
0 

0.67 
0.33 

0 
0 
0 
0 
1 

rí^ 
0 
0 

0.6 
0.4 
0 
0 
0 
0 
0 

0.5 
0.5 
0 

rľ 
0 
0 
0 
0 

0.5 
0.5 
0 
1 
0 
0 
0 
0 

řl^ 
0.5 
0.5 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 

rľ 
0 
0 
1 
0 
0 
0 
0 

0.85 
0.15 

0 
0 
0 I 

Table 6. Fuzzy transactions with items in /f ^ for the relation of table 5 

In table 6 the row for item і contains the fuzzy set /^.. For instance 

= {l/řÍ'+0.67/řÍ^+0.5/řÍ^} 

:{0.25/řÍ '+l /řÍn 

Descriptions of itemsets with more than one fuzzy item are, for instance 

{{ ,01 І)} '• 

^{{Hour,Night)} ' 

^{{Age,Old),{Hour,Night)} = {0.25/řÍ^+0.67/f[n 

^{{Age,Kid),{Hour,Afternoon)} = {^'^/^LS 

Some rules involving fuzzy items in / f ^ are: 

{Age, Old) =» {Hour, Afternoon) 
{Hour, Afternoon) = {Age, Baby) 

This general approach has been tested to find fuzzy association rules in several relational database instances. 
Algorithms, implementations and some experimental results are detailed in [33, 70]. In [28] an experiment to 
obtain fuzzy association rules from CENSUS database may be found. 

Let us finally remark that only crisp databases have been considered. The linguistic labels are defined by 
fuzzy sets on the domains of crisp quantitative attributes. However it is quite possible to have data being 
intrinsically fuzzy to be represented and stored by means of one of the existing fuzzy relational database 
models. In these cases, our approach keeps suitable by working like in the examples of section 3.2. 

4.2 Fuzzy and Approximate Functional Dependencies 

By using a suitable definition of items and transactions, fuzzy association rules are able to characterize pattern 
structures different from the described in the previous sections. In the following we summarize a methodology 
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to mine Functional Dependencies in relational databases by mining association rules with an appropriated 
representation of items and transactions. 

Let RE be a set of attributes and r an instance of RE. A functional dependence X -^Y, X,Y RE, holds 
in r if the value t[X] determines t[Y] for every tuple ŕ Є r. Formally, such a dependence is a rule of the form 

. if t[X] = s[X] then t[Y] = s[Y] (5) 

Any dependence is said to hold in RE if it holds in every instance of RE. 

To disclose such eventually hidden knowledge is very interesting but it is difficult to find "perfect" depen
dencies, mainly because of usually there exist exceptions. To cope with this, two main approaches (both 
introducing a kind of smoothed dependence) have been proposed: fuzzy functional dependencies and approx
imate dependencies. The former introduce some fuzzy components into (5) (e.g. the equality can be replaced 
by a similarity relation) while the latter establishes the functional dependencies with exceptions (i.e., with 
some uncertainty). Approximate dependencies can be interpreted as a relaxation of the universal quantifier 
in rule (5). A detailed study of different definitions of fuzzy and approximate dependencies can be found in 
[70, 16, 13]. 

We have used association rules to represent approximate dependencies. For this purpose,now transactions and 
items are to be associated to pairs of tuples and attributes respectively. We consider that the item associated 
to the attribute X, / x , is in the transaction Tts associated to the pair of tuples (ř, s) when t[X] = s[X]. The 
set of transactions associated to an instance r of RE is denoted T^, and contains | rp transactions. We define 
an approximate dependence in r to be an association rule in Tr [30, 70, 13). 

Obviously the support and certainty factor of an association rule Ix => Iw in Tr measure the importance 
and accuracy of the corresponding approximate dependence X -^W. The main drawback of this approach 
is its computational complexity , because \Tr\ = \r\^ and the underlying algorithm have linear complexity 
on the number of transactions. We have solved the problem by analyzing several transactions at a time. The 
algorithm, (see [70, 13]) stores the support of every item of the form (X,x) with x Є Dom{X) in order to 
obtain the support of Ix- Its complexity is linear on the number of tuples in r. An additional feature is that 
it finds dependencies and the associated models at the same time. We have shown that our definitions and 
algorithms provide a reasonable and manageable set of dependencies [70, 13]. 

Example 4- [13]: Let consider the relation r^ of table 7. It is an instance oíRE = {ID, Year, Course, Lastname}. 

ID Year Course Lastname 

1 
2 
3 

1991 
1991 
1991 

3 
4 
4 

Smith 
Smith 
Smith 

Table 7. Table with data about three students 

They define 
approximate dependencies that hold in 3. Confidence and support of the association rules in table 9 measure 
the accuracy and support of the corresponding dependencies. 

Fuzzy association rules are needed again in this context when quantitative attributes are involved. Our 

algorithms provide not only an approximate dependence, but also a model that consists of a set of association 

rules (in the usual sense in relational databases) relating values of the antecedent with values of the consequent 

of the dependencies. The support and certainty factor of the dependencies have been shown to be related to 

the same measures of the rules in the model [13]. But when attributes are quantitative, this model suffers 

from the same problem discussed in the previous subsection. To cope with this, we propose to use a set of 

hnguistic labels. A set of labels Lab(Xj) induces a fuzzy similarity relation 8і { ) in the domain of X in 
the following way: 
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Pair itiD itVear itCourse ÜLastname 

(1,1) 1 1 1 1 
(1,2) 0 1 0 1 
(1,3) 0 1 0 1 
(2,1) 0 1 0 1 
(2,2) 1 1 1 1 
(2,3) O i l 1 
(3,1) 0 1 0 1 
(3,2) O i l 1 
(3,3) 1 1 1 1 

Table 8. The set Tr^ of transactions for 

Ass. Rule 

{ÜID} ^ {ÜYear} 
{ÜYear} => {ÜCours 

{ÜYear^itcourse} =^ 

a} 
{itiD 

Confidence Support App. dependence 

1 
5/9 

} 3/5 

1/3 
5/9 
1/3 

ID -^ Year 
Year —> Course 
Year, Course —> ID 

Table 9. Some association rules in Tr^ that define approximate dependencies in 

SLab{x^){xhX2)= ^ max mm(L^^{xi),L^^(x2)) 
L,^'eLab{Xj) ^ ' 

for all x\^X2 Є Dorn{Xj), assuming that for every x Є Dom{Xj) there is one L,^^ Є Lab(Xj) such that 
L^'{x) = l. 

Then, the item Ix is in the transaction with degree SLab{Xj){ĄX]^ĄX]). Now, the transactions for the 
table r are fuzzy, and we denote Tg^ this FT-set. In this new situation, we can find approximate dependencies 
in r by looking for fuzzy association rules in Tg^. The model of such approximate dependencies will be a set 
of association rules in £. These dependencies can be used to summarize data in a relation. 

Functional dependencies may be smoothed into fuzzy functional dependencies in several ways alternative of 
the afore described one [16]. We have shown that most of them can be obtained by replacing the equality 
and the universal quantifier in the rule 5 by a similarity relation S and a fuzzy quantifier Q respectively [34]. 

For instance, let Sy be a resemblance relation [25] and (p Є (0,1] such that 

^ ( ^ ^ ' ^ ^ ^ - 0 otherwise 

Also let Q = V, with 

The fuzzy functional dependence X -

V(X) : 
l 2 ; = l 

^ 0 otherwise 

• W defined by [26] 

%s£r if t[X] = s[X] then 5y(i[r],s[r]) > cp 

can be modelled in r by an association rule in Tg. Here, Tg stands for the FT-set of fuzzy similarities given 
by S between pairs of tuples of r. 

We have also faced a more general problem: the integration of fuzzy and approximate dependencies in what 
we have called fuzzy quantified dependencies [34] (i.e. fuzzy functional dependencies with exceptions). Let us 
remark that our semantic approach, based on the evaluation of quantified sentences, allows to assess rules in 
a more flexible way. Hence, to deal with certain kinds of patterns is possible, as we have seen before. 
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4.3 Gradual Rules 

Gradual rules are expressions of the form "The more X is Lf, the more Y is L j" , hke "the more Age is 
Young, the more Salary is Low''. Roughly speaking the semantics of that rules is "the greater the membership 
degree of the value of X in Lf, the greater the membership degree of the value of Y in Lj" [36, 17]. There 
are several possibilities to formulate this idea. 

In [16] the authors propose a direct interpretation of the above idea: 

^t€r Lf(tlX])<Lj(t[Y]) (6) 

In this case, the items are pairs {Attribute, Label) and the transactions are associated to tuples. The item 
(X, Lf) is in the transaction Tt associated to the tuple t when Lj^{t[X]) < Lj(t[Y]), and the set of transac
tions, denoted TQ /̂ 4̂, is a T-set. This way, ordinary association rules in TQ Ç^. are gradual rules in r. 

A more general formulation for gradual rules is 

V i e r Lf{t[X])^.Ljm) (7) 

where —>• is a fuzzy implication. The expression (6) is a particular case where Rescher-Gaines implication 
(a —̂  _ /3 = 1 when < P and 0 otherwise) is employed. 

One interesting alternative is to use the FT-set £ described in subsection 4.1 and the quantifier Q = V. 
From the properties of GD, the evaluation of "V of F are G" provides an inclusion degree of F in G that can 
be interpreted as a kind of implication. 

In our opinion, the meaning of the rules above is closer to "the membership degree of the value of Y to Lj 
is greater than the membership degree of the value of X to Lf". But expression (7) is not the only possible 
general semantics for a gradual rule. Another possibility is, \ft,s er 

if i f (i[Xl) < Lf{s[X]) then Lj{t[Y]) < Lj(s[Y]) (8) 

where it is not assumed that the degrees in Y are greater than those of X. Items keep being pairs 

{Attribute, Label) but transactions are associated to pairs of tuples. The item {X,Lf) is in the transaction 

Tis when Lf[t[X\) < Lf (s[X]), and the set of transactions, denoted Tg , is a T-set. Now, ^ ) ~ l'̂ l̂ • 

This alternative can be extended with fuzzy implications in a similar way that (7) extends (6). 

4.4 Fuzzy association rules in text mining 

It is well known that searching the web is not always so successful as users expect. Most of the retrieved sets 
of documents in a web search meet the search criteria but do not satisfy the user needs. One of the reasons 
for this is the lack of specificity in the formulation of the queries, that in its turn is mainly due to the user 
does not know the vocabulary of the topic or query terms do not come to user's mind at the query moment. 

One solution to this problem is to carry out the process known as query expansion or query reformulation. 
After retrieving a first set of documents new terms are added and/or removed to the corresponding query in 
order to improve the results, i.e., to discard uninteresting retrieved documents and/or to retrieve interesting 
documents that were not initially obtained. A good review of the topic in the Information Retrieval field can 
be found in [39]. 

Our proposal is to use mining technologies to build systems with queries reformulation ability . In the following 
we summarize the main results contained in [60]. Let us mention here that data mining techniques have been 
already applied to solve some classical Information Retrieval problems such as document classification [57] 
and query optimization [76]. 



Text Items 

In the context of Text-Mining tiie items may be built either at term-level or at document-level depending on 
relations among terms or among documents are looked for. [53]. Here term-level items are considered. 

Different representations of text for association rules extraction at term-level can be found in the literature: 
bag of words, indexing keywords, term taxonomy and multi-term text phrases [31]. We have decided to use 
automatic indexing techniques coming from Information Retrieval [69] to obtain word-items, that is, items 
will be associated to single words appearing in a document where stop-list and/or stemming processes may 
be carried out. 

Text Fuzzy Transactions 

In a text framework, each transaction is associated with the representation of a document. 

According to our term-level item choice, each document will be represented by a set of pairs iterm,weighti 
where the weight assesses the presence of that term in the document. Several weighting schemes can be used 
depending on the assessment criteria [68] and among them we have explore the use of: 

Boolean scheme: The weights values are in {0,1} indicating the absence or presence of the word in the 
document, respectively. 

Frequency scheme: It weights each term by the relative frequency of that term in the document. In a fuzzy 
framework, the normaUzation of this frequency can be carried out by dividing the number of occurrences of 
a term in a document by the number of occurrences of the most frequent term in that document [15]. 

TFIDF scheme: It is a combination of the within-document word frequency (TF) and the inverse document 
frequency (IDF). We use normalized weights in the interval [0, 1] according to [14]. Under this scheme a high 
weight is associated to any term that occurs frequently in a document but infrequently in the collection. 

From a collection of documents D = [di,...,d„} we can obtain a set of terms / = {ri,... ,rm} which is 
the union of the keywords for all the documents in the collection. The weights associated to these terms 
in a document di are represented by W = {WH,. .. , І„І}. For each document dt, we consider an extended 
representation where a weight of 0 will be assigned to every term appearing in some of the documents of the 
collection but not in cij. 

Considering these elements, we can define a text transaction ; 6 as the extended representation of doc
ument di. Without loosing generahty, we can write the set of transactions associated to the collection of 
document D as TB = {di,... ,(i„}. 

When the boolean weighting scheme is used, the transactions can be called boolean or crisp, since the values 
of the tuples are 1 or 0 meaning that the attribute is present in the transaction or not, respectively. 

When we consider a normalized weighting scheme in the unit interval we may speak about fuzzy text trans
actions. Concretely, we have considered the frequency weighting scheme and the TDIDF weighting scheme, 
both normalized, and therefore, analogously to the former definition of text transactions, we can define a set 
of fuzzy text transactions FTo = {di,...,d„], where each document di corresponds to a fuzzy transaction 
fi Є FT, and where the weights W = { 1 ,..., } of the keyword set / = {ii t-m} are fuzzy values 
from a fuzzy weighting scheme. 

Association Rules and Fuzzy Association Rules for Query Refinement 

The objective now is the application of disclosing association rules and fuzzy association rules to the problem 
of query reformulation. 

In our proposal we start from a set of documents obtained from an initial query. The representation of the 
documents is obtained following one of the weighting schemes as we have commented before. The document 
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representation building process is shown in the Algorithm 2. Given a query and a set of retrieved documents, 

the query representation is matched to each document representation in order to obtain a relevance value for 

every document. If a document term does not appear in the query, its value will be assumed to be 0. In the 

crisp case, the considered model is the Boolean one [69], while in the fuzzy case the considered model is the 

generalized Boolean model with fuzzy logic [20]. 

The user's initial query generates a set of ranked documents. If the top-ranked documents do not satisfy 

user's needs, the query improvement process starts, (i.e. is a local feedback analysis technique). 

Because we consider each document to be a transaction, it is clear that: 

• To = {cíl,... (in} is the whole set of possible transactions (from the collection of documents D) , 

• / = { í l , . . . , irn} is the set of (text) items obtained as representation of each di Є D with their membership 
to the transaction assessed by the weights W = {wn,..., Wim}-

On this set of transactions we apply the Algorithm 3 to extract the association rules. Let us note that 
this algorithm does not distinguish between crisp and fuzzy approach, because that only depends on the 
considered item weighting scheme. 

The whole process is summarized in the Algorithm 1. The process may be said to perform a, semi-automatic 
process (see [60]) as it only suggest a list of terms to refine query. 

Algorithm 1 Semi-automatic query refinement process using association rules 
1. The user queries the system. 
2. A first set of documents is retrieved. 
3. From this set, the representation of documents is extracted following Algorithm 1 and association rules are 

generated following Algorithm 2 and the extraction rule procedure. 
4. Terms that appear in certain rules are shown to the user (subsection ??). 
5. The user selects those terms more related to her/his needs. 
6. The selected terms are added to the query, which is used to query the system again. 

Algorithm 2 Basic algorithm to obtain the representation of documents in a collection 
Input: a set of documents D = {di,. . . dn}. 
Output: a representation for all documents in D. 

1. Let D = {di, . . . dn} be a collection of documents 
2. Extract an initial set of terms S from each document di Є D 
3. Remove stop words 
4. Apply stemming [via Porter's algorithm [66]) 
5. The representation of di obtained is a set of keywords S = {íi , . . . , ím} with their associated weights 

{Wii,...,Wim} 

Algorithm 3 Basic algorithm to obtain the association rules from text 

Input: a set of transactions To = {di,...dn} 
a set of term items I = { i i , . . . , ím} with their associated weights W = {wn,..., Wim}-
Output: a set of association rules. 

1. Construct the itemsets from the set of transactions T. 
2. Establish the threshold values of minimum support minsupp and minimum confidence minconf 
3. Find all the itemsets that have a support above threshold minsupp^ that is, the frequent itemsets 
4. Generate the rules, discarding those rules below threshold minconf 
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Once the strong association rules are extracted, their utility for query refinement depends on their form i.e. 
how the query terms appear in antecedent and/or consequent of these rules. Let us suppose that qterm is a 
term that appears in the query and let term Є S, SQC S. Some possibilities are the following: 

• Rules of the form term => qterm. We could suggest the term term to the user as a way to restrict the set 
of results. 

• Rules of the form SQ => qterm with So Ç S.We could suggest the set of terms 5o to the user as a whole, 
i.e., to add So to the query. 

• Rules of the form qterm => term with term Є 5. We could suggest the user to replace qterm with term in 
order to obtain a set of documents that include the actual set (this is interesting if we're going to perform 
the query again in the web, since perhaps qterm is more specific that the user intended). 

The previous examples illustrate us how to provide the user with some alternatives in order to reformulate 
a query. However the problem may be more complicated because in most cases it is necessary to take into 
account the reciprocal of the rules. For example, if both term =^ qterm and qterm => term are strong, 
then that means that having term and qterm in a query is equivalent to some extent (depending on the 
mine f threshold employed). Then new documents not previously retrieved and interesting for the user can 
be obtained by replacing term with qterm. 

In the applications of mining techniques to text, documents are usually represented by a set of keywords 
(see [40], [67])and thus usually a full text is not considered. This produces a lost of the discriminatory power 
of frequent terms (see [64]). Now then, if the terms are not good discriminators, then the reformulation of 
a query may not improve its result. Almost automatic discriminatory schemes can be used alternatively to 
a preprocessing stage for selecting the most discriminatory terms. This is the case of the TFIDF weighting 
scheme . 

However, in a dynamic environment, where the response-time is important, the application of a pre-processing 
stage to select good discriminatory terms may not be suitable. Moreover to calculate the term weights by the 
TFIDF scheme, to know the presence of a term in the whole collection is needed just in the assessment time, 
which constraints its use in dynamic collections, as usually occurs in Internet. To face this situation, we can 
improve the rule obtaining process instead of improving the document representation. The use of alternative 
measures of importance and accuracy such as the ones presented before is to be considered in order to avoid 
the problem of non appropriate rule generation. 

Besides the representation of the documents by terms, an initial categorization of the documents can be 
available. In that case, the categories can appear as items to be included in the transactions with value {0,1} 
based on the membership of the document to that category. 

In this case, the extracted rules may provide additional information about the relation between terms and 
categories. 

For instance, if a rule of the form term -^ category appears with enough accuracy, we can assert that 
documents where that term appears can be classified in that category. 

5 Further remarks, future researches 

Mining fuzzy association rules (i.e., association rules in fuzzy transactions) is a useful technique to find 
patterns in data in the presence of imprecision, either because data are fuzzy in nature or because we must 
improve their semantics. 

The proposed models has been tested on some of the applications described in this paper, mainly to discover 
fuzzy association rules in relational databases that contain quantitative data. 

We have introduced a very general model for fuzzy transactions in which the items are considered as being 
crisp. We have shown that this characteristic makes our model easy to formulate and use. 
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We have also study how our model can be employed in mining distinct types of patterns, from ordinary 
association rules to fuzzy and approximate functional dependencies and gradual rules. They will be used in 
multimedia data mining and web mining. We have paid an special attention to the problem of tex mining. 

Technical issues we will study in the future, such as the analysis of measures given by quantifiers others than 
QM) have been pointed out in previous sections. 

From a "practical point of view, we consider our model will be successful in deahng with other problems in 
the field of Data Mining and Knowledge Discovering. 

We are now working on (fuzzy) mining transactional data about images given by artificial vision models and 
more generally to disclose pattern in multimedia databases. [59]. 

Knowledge Discovery in Databases (KDD) is undoubtedly recognized as a key "technology" in business and 
industry (see [18]). On the other hand, Fuzzy Sets and Fuzzy Logic are also considered as a need to represent 
the inherent non random uncertainty which lies in most part of information and decision processes. However 
the papers about disclosing fuzzy patterns within this field scarce. We have started a multidisciplinary research 
project to disclose and use Fuzzy Association Rules from financial data. 

Let us also mention that our proposal for query reformulation procedure is to be implemented into a software 
package and the comparison with other approaches to query refinement coming from Information Retrieval 
is to be carried out. 

Mining (crisp) association rules has been shown to be interesting in the field of medical and clinic data. Also 
in proteomics and genomics to detect biological patterns in the protein composition and the conditioning 
from a particular genoma in the presence of some disease([62],[23]). We plan to study the use of our model 
to cope with these problems because we consider that fuzzy tools will be very appropriated to model these 
associations as wagueness is present everywhere in this field. 
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Abstract: As a foundation for Computing With Words, meta-linguistic axioms are 
proposed in analogy to the axioms of classical theory. Consequences of these 
meta-linguistic expressions are explored in the light of Interval-valued Type 2 
Fuzzy Sets. This once again demonstrates that fuzzy set theories and hence CWW 
have a richer and more expressive power that classical theory. 

1. Introduction 

Meta-Linguistic axioms are proposed as a foundation for Computing With Words, 
CWW. Zadeh (1991, 2001) proposed CWW as an extension of fuzzy sets and 
logic theory. Over the last 40 plus years, we have discussed and made consider
able progress on the foundations of fuzzy set and logic theory and their applica
tions in domains of mainly fuzzy control and partially fuzzy decision support sys
tems. But in all these works, we generally have started out with the classical 
axioms of classical set and logic theory which are expressed in set notation and 
then relaxed some of these axioms, such as distributivity absorption, idempotency, 
etc., in order to come up with the application of t-norms and t-conorms in various 
domains. 

In this paper, we propose that a unique foundation for CWW can be estab
lished by re-stating the original classical axioms in terms of meta-linguistic ex
pressions where "AND", "OR" are expressed linguistically as opposed to their 
set theoretic symbols "n", "u", respectively. 

Next these meta-linguistic expressions can be interpreted in terms of their 
Fuzzy Disjunctive and Conjunctive Canonical Forms, i.e., FDCF and FCCF. 

http://www.mie.utoronto.ca/staff/profiles/turksen.htm
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We explore the consequences of this proposal when these meta-linguistic 
expressions are interpreted with their Fuzzy Disjunctive and Conjunctive 
Canonical Forms, FDCF, FCCF. 

In our previous writings Türkşen (1986-2004), we have explored various as
pects of FDCF and FCCF, including their generation, their non-equivalence, i.e., 
FDCFi(.)TFCCFi(.), i=l,...,16, for the sixteen well known linguistic expressions 
that form the foundation of any set and logic theory. We have also explored that, 
for specific cases of t-norms and t-conorms, that are strict and nilpotent Archi
medean, we get: 

FDCFi(.)çFCCFi(.) (Taner, 1995). 

In this paper, we explore in detail, the consequences of re-stating axioms of 
the classical theory as meta-linguistic expression in the development of a founda
tion for CWW proposed by Zadeh (1999, 2001). 

In turn, we show that new formulas are generated in fuzzy set and logic the
ory as a new foundation for CWW. This demonstrates the richness and expressive 
power of fuzzy set and logic theories and CWW that collapse into the classical 
theory under restricted assumptions of reductionism. That is we obtain the equiva
lence of the Disjunctive and Conjunctive Normal Forms, DNFÍ(.)=CNFÍ(.) , 
i=l,...,16, in classical theory as well as the classical set and logic theory axioms. 

In our opinion, the break down of these classical equivalences are important 
in establishing the foundations of fuzzy set theories and the basic formulations of 
Computing With Words. This break-down and generation of additional formulas 
expose part of the uncertainty expressed in the combination of concepts that are 
generated by linguistic operators, "AND", "OR". 

In the rest of this paper, we first state the meta-linguistic expression of the 
axioms for CWW in comparison to their set theoretic forms in section 2. 

In Section 3, we explore the consequences of expressing the proposed meta
linguistic axioms in FDCF and FCCF, i.e.. Fuzzy Disjunctive and Fuzzy Conjunc
tive Canonical Forms. In Section 4, we state our conclusions. 

2. Meta-Linguistic Axioms 

In order to form a sound foundation for the research to be conducted in Computing 
With Words, CWW, we believe, it is rather necessary that we begin with a state
ment of the basic axioms with their meta-linguistic expressions to form a sound 
foundation for CWW proposed by Zadeh (1999, 2001). 

In particular, we propose that we need to re-state the classical axioms shown 
in Table 1 in terms of their meta-linguistic expressions shown in Table 2. 
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Table 1. Axioms of Classical & Set & Logic Theory, where A, B, are crisp, two 
valued sets and c(.) is the complement, "n", "u" are set notations and they stand 
for "AND", "OR" in a one-to-one correspond once with "n", "u", respectively. X 
is the universal set and is the empty set. 

Involution 
Commutativity 

Associativity 

Distributivity 

Idempotence 

Abso tion 

Absorption by X and 

Identity 

Law of contradiction 
Law of excluded middle 
De Morgan Laws 

c(c(A)) = A 
AuB = BuA 
AnB = BnA 
(AuB) uC = Au (BuC) 
(AnB) nC = An (BnC) 
Au(BnC) =(Au B) n (AuC) 
An(BuC) =(An B) u (AnC) 
AuA = A 
AnA = A 
Au (AnB) = A 
An (A uB) = A 
AuX = X 

= 
= A 

AnX = A 
Anc(A) = 
Auc(A) = X 
c(AnB) = c(A) uc(B) 
c(AuB) = c(A) nc(B) 

It is to be noted that in Table 1, in the Axioms of Classical Set and Logic 
Theory, A, B, stand for classical sets such that, for example, jLiA(X)=aG {0,1}, 
where jLiA(X)=a is the crisp membership value of є X, the universe of discourse 
X, c(.) is involutive complementation operator in the set domain which is the stan
dard negation, n(a)=l-a, where n(.) is the involutive negation operator in the 
membership domain. Furthermore, "n", "u", are set theoretic "intersection", "un
ion" operators and are taken in one-to-one correspondence to the linguistic opera
tors "AND", "OR", respectively, in the classical reductionist perspective. 

Whereas in Table 2, in the Meta-Linguistic expression of the proposed Axi
oms for WW, A, B, stand for fuzzy sets which are linguistic terms of linguistic 
variables, such that, for example, | ( )= є [0,1] where jiA(X)=a is the fuzzy 
membership value of є X, NOT(.) is a linguistic negation operator, which will be 
taken to be equivalent to the involutive negation of the classical theory, i.e., for the 

08Є8 of this paper, NOT(.)=c(.) and hence n(a)=l-a. However, the linguistic 
"AND", "OR" operators will be taken as linguistic connectives which do not map 
in a one-to-one correspondence to "n", "u", respectively, which are symbols of 
the classical set theory that map to t-norms and t-conorms, respectively, within the 
perspective of fuzzy theory. 
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Table 2. Meta-Linguistic Expression of the Axioms for CWW where A, B, are 
fuzzy sets and stand for Hnguistic terms of linguistic variables, NOT(.) is the com
plementation operator,"AND", "OR" are linguistic connectives that are not in a 
one-to-one correspondence with "n", "u", respectively. 

Involution: 
Commutativity: 

Associativity: 

Distributivity: 

Idempotency: 

Abso tion by X and 0 : 

Identity: 

Law of contradiction: 
, Law of excluded middle: 

De Morgan's Laws: 

NOT(NOT(A))=A 
A AND = AND A 
A OR = OR A 
(A AND B) AND = A AND (B AND C) 
(A OR B) OR = A OR (B OR C) 
A AND (B OR C)=(A AND B) OR (A AND C) 
A OR (B AND C)=(A OR B) AND (A OR C) 
A AND A = A 
A OR A = A 
A OR X = X 
A AND 0 = 0 
A OR 0 = A 
A AND X = A 
A A N D N O T ( A ) ç 0 
A OR NOT(A) Ç X 
NOT(A AND B) = NOT(A) AND NOT(B) 
NOT(A OR B) = NOT(A) OR NOT(B) 

This notion that Hnguistic "AND", "OR" do not correspond in a one-to-one 
mapping to "n", "u", respectively, is supported by Zimmermann, Zysno(1980) 
experiments and our investigations on "Compensatory 'AND' " (1992). It should 
be recalled that when meta-linguistic expressions are represented in terms of 
FDCF and FCCF, Fuzzy Disjunctive Canonical Form and Fuzzy Conjunctive Ca
nonical Forms, Table 3, they are no longer equivalent, i.e., FDCFi(.)TFCCFi(.), 
i=l,...,16, for the sixteen basic expressions of any set and logic theory (Türkşen, 
1986, 2002) which are shown in Table 4. This is true in particular for 3̂ ^ and 6̂ ^ 
expressions shown in Table 4, i.e., "A OR B", and "A AND B", respectively. 
These two expressions and their FDCF and FCCF expressions are essential in re-
inte reting the Meta-Linguistic axioms stated in Table 2. 

As it can be observed, it should be recalled that FDCFÍ(.)=DNFÍ(.) and 
FCCFi(.)=CNFi, 1=1,...,16 in form only but not in content. 
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Table 3. Classical Disjunctive Normal and Fuzzy Disjunctive Canonical Forms, 
DNF and FDCF and Classic Conjunctive Normal and Fuzzy Conjunctive Canoni
cal Forms, CNF and FCCF, where n is a conjunction, u is a disjunction and is a 
complementation operator in the set domain. 

No. 

2 
3 
4 
5 
6 
7 
8 
9 
10 
U 
12 
13 
14 
15 
16 

Fuzzy Disjunctive Canonical Forms/Disjunctive Normal 1 
Forms 
(AnB) u (Anc(B)) u (c(A) nB) u (c(A) nc(B)) 
0 
(AnB) u (Anc(B)) u (c(A) nB) 

(c(A) nc(B)) 
(Anc(B)) u (c(A) nB) u (c(A) nc(B)) 

(AnB) 
(AnB) u (c(A) nB) u (c(A) nc(B)) 
(Anc(B)) 
(AnB) u (Anc(B)) u (c(A)nc(B)) 

(c(A) nB) 
(AnB) u (c(A)nc(B)) 

(Anc(B)) u (c(A) nB) 
(AnB) u (Anc(B)) 

(c (A)nB)u (c(A)nc(B)) 
(AnB) u (c(A)nB) 

(Anc(B)) u (c(A) nc(B)) 

[NO. 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 

Fuzzy Conjunctive Canonical Forms/Conjunctive 
Normal Forms 

í 
(AuB) n (Auc(B)) n (c(A) uB) n c(A) uc(B)) 
(AuB) 

(Auc(B)) n (c(A) uB) n c(A) uc(B)) 
(c(A) uc(B)) 

(AuB) n (Auc(B)) n (c(A) uB) 
(c(A) uB) 

(AuB) n (Auc(B)) n (c(A) uc(B)) 
(Auc(B)) 

(AuB) n (c(A)uB)n (c(A)uc(B)) 
(Auc(B)) n (c(A) uB) 

(AuB) n (c(A) uc(B)) 
(AuB) n (Auc(B)) 

(c (A)uB)n (c(A)uc(B)) 
(AuB) n (c(A) uB) 

(Auc(B)) n (c(A) uc(B)) 
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Table 4. Sixteen Possible Combinations of any two sets, A and B. 

Number 

"1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 

Meta-Linguistic Expressions^ 
UNIVERSE 
EMPTY SET 
A OR 
NOT A AND NOT 
NOT A OR NOT 
A AND 
A IMPLIES 
A AND NOT 
A OR NOT 
NOT A AND 
A IF AND ONLY IF 
A EXCLUSIVE OR 
A 
NOTA 

NOT 

3. Consequences of the Proposed Meta-Linguistic 
Axioms 

In order to appreciate the consequences of the proposed Meta-Linguistic Axioms 
for CWW, we first very briefly review the classical axioms and the habit of usual 
use of them in our investigation. After this, we state the consequences of the pro
posed Meta-Linguistic Axioms for CWW. 

3.1. Classical Axioms 

It is well known that DNFÍ(.)=CNFÍ(.) , i=l,...,16, in classical theory. Thus, in 
classical applications, one always use the shortest of these two forms. 

For example: 
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(1) For "A AND ", we get: 

rDNF(AANDB) = A n B , 
| cNF(A AND B) = (A U B) n (c(A) U B) (A U c(B)), 
together with the equivalence of DNF and CNF, i.e., DNF(A AND B) = CNF(A 
AND B). 

But in all our calculations, we use only "AnB" for a representation of "A AND 
B" in the classical set domain. 
(2) For "A OR B", we get: 

IDNF(A OR B) = (A n B) U (c(A) B) U (A c(B)), 
| c N F ( A O R B ) = A U B , 

together with equivalence of DNF(A OR B) = CNF(A OR B). 
But again in all our calculations, we use only "AuB" for a representation of 

"A OR B" in the classical set domain. 
This short hand form use is applied to all the remaining linguistic combina

tion. Furthermore, this habit of using the short hand form of these combinations 
was carried out by most fuzzy researchers in their applied as well as theoretical 
investigations. However, the investigations carried out by Türkşen (1986-2002) 
and Türkşen, et.al.(1998, 1999) Resconi and Türkşen (2001) indicate that we 
ought to use both the FDCFi(.) and FCCFi(.), i=l,...,16, because the equivalence 
no longer holds in fuzzy theory, i.e., FDCFi(.) T FCCFi(.). We next investigate the 
consequences of this non-equivalence for each of the proposed meta-linguistic 
axioms for WW stated in Table 2. 

3.2. Meta-Linguistic Axioms 

In fuzzy theory and its applications in CWW, most researcher continue the usual 
habit of using the shortest form of classical axioms by directly fuzzifying all the 
classical axioms. That is as in the classical theory, "A AND B" is directly taken to 
be "AnB" but fuzzified, "A OR B" is directly taken to be "AuB" but fuzzified. 
But the other longer form is ignored or not considered either because of habit or 
because most of us are generally short sighted. 

In turn, we state that certain axioms hold and others do not hold. But such a 
stance is not in the spirit of fuzzy theory. As all of us believe, in fuzzy theory all 
are a matter of degree. This usual habit of use continues to persist in most of the 
current research and applications despite the fact that the equivalences break down 
in fuzzy theory, i.e., FDCFi(.) T FCCFi(.), i=l,...,16, that have been published in 
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various paper over about the last twenty years or so (Türkşen, 1986-2001). If we 
take into the account the fact that these non-equivalences of the Fuzzy Disjunctive 
and Conjunctive Canonical forms, then we have to realize that the inte retation of 
the proposed Meta-Linguistic Axioms must be expressed in two distinct forms in 
set symbolic notation and must give two distinct results in computational, nu
meric, domain with the application of t-norms and t-conorms. We next express 
this realization for each of the proposed Meta-Linguistic Axioms. 

Fuzzy Involution: Since for the pu oses of this paper we have taken NOT(.) = 
c(.) then involution holds as specified. That is there is no new inte retation of this 
axiom at this writing. In the future, when we investigate other linguistic negation 
operators, this will probably produce some new results as it should. 

Fuzzy Commutativity: In Table 2, there are two Meta-Linguistic Commutativity 
axioms: 

"A AND = AND A", and 
"A OR B" = OR A" 

Now, we know that 
FDCF(A AND B) T FCCF(A AND B), and 

FDCF(A OR B) T FCCF(A OR B). 

Therefore, we obtain two set theoretic axioms of the commutativity in fuzzy 
theory for CWW for these two Meta-Linguistic Axioms and similarity for all the 
other axioms shown in Table 2 as follows. 

3.3. Fuzzy Set Theoretic Axioms for CWW 

Here we state both the FDCF and FCCF versions of the whole set of Meta-
Linguistic Axioms for CWW. 

Fuzzy Commutativity with "AND": 

(a) FDCF(A AND B) = FDCF(B AND A), by a substitution of their fuzzy set 
symbols, we get: 
i.e., AnB = BnA. 

(b) FCCF(A AND B) = FCCF(B AND A), again by a substitution, we get: 
i.e., (AuB)n(c(A)uB)n(c(B)uA) = (BuA)n(c(B)uA)n(Buc(A)) 

Fuzzy Commutativity with "OR": 
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(a) FDCF(A OR B) = FDCF(B OR A), 
i.e., (AnB)u(c(A)nB)u(Anc(B)) = (BnA)u(c(B)nA)u(Bnc(A)) 

(b) FCCF(A OR B) = FCCF(B OR A), i.e., AuB = BuA 

Therefore, fuzzy commutativity holds fuzzily as a matter of degree in two 
separate axioms. This in turn exposes an uncertainty region for the fuzzy commu
tativity axioms. 

Fuzzy Associativity with "AND" 

(a) Let us first investigate the fuzzy associativity with FDCF's: 

FDCF[(A AND B) AND C] = FDCF[A AND (B AND C)] 

which is to be derived from: 

FDCF[FDCF(A AND B) AND C)] = FDCF[A AND FDCF(B AND C)] 

i.e., we get (AnB)nC = An(BnC) 

This version holds to a fuzzy degree in analogy to the classical theory. 

(b) Let us next investigate the fuzzy associativity with FCCF's: 

FCCF[(A AND B) AND C] = FCCF[A AND (B AND C)] 

which is to be derived from: 

FCCF[FCCF(A AND B) AND C)] = FCCF[A AND FCCF(B AND C)] 
(3.1) 

Recall that, we have: 

FCCF(A AND B) = (AuB)n(c(A)uB)n (Auc(B)) 
FCCF(B AND C) = (BuC)n(c(B)uC)n(Buc(C)) 

Therefore, on the left hand side of (3.1) we get: 

FCCF[FCCF(A AND B) AND C] 
= [FCCF(A AND B)uC]n[c[FCCF(A AND B)]uC]n[FCCF(A AND B)uc(C)] 

={[(AuB)n(c(A)uB)n(Auc(B))]uC}n{c[(AuB)n(c(A)uB)n(Auc(B)]uC} 



384 

n{[(AuB)n(c(A)uB)n(Auc(B))]uc(C)} 
(3.2) 

On the right hand side of (3.1), we get: 

FCCF[A AND FCCF(B AND C)] 
=[AuFCCF(B AND C)]n[c(A)uFCCF(B AND C)]n{Auc[FCCF(B AND C)]} 
={Au[(BuC)n(c(B)uC)n(Buc(C))]}n{c(A)u[(BuC)n(c(BuC)n(Buc(C)]} 
n{Auc[(BuC)n(c(BuC)n(Buc(C)]} 

(3.3) 

It should be noted and it is clear and straight forward to drive and observe that 
the first, i.e., (a), inte retation of the commutativity equality holds. However, it is 
also clear that in general the second, i.e., (b), inte retation of assoativity does not 
hold even to a fuzzy degree. 
Fuzzy Associativity with "OR" 

(a) First let us investigate the fuzzy associativity for ((A OR B) OR C)=(A OR (B 
ORG)) withFDCFs: 

FDCF[(A OR B) OR C] = FDCF[A OR (B OR C)] 

which is to be derived from: 

FDCF[FDCF(A OR B) OR C)] = FDCF[A OR FDCF(B OR C)] 
(3.4) 

Recall that, we have: 

FDCF(A OR B) = (AnB)u(c(A)nB)u (Anc(B)) 
FDCF(B OR C) = (BnC)u(c(B)nC)u(Bnc(C)) 

Therefore, on the left hand side of (3,4) we get: 

FDCF[FDCF(A OR B) OR C] 
= [FDCF(A OR B)nC]u[c[FDCF(A OR B)]nC]u[FDCF(A OR B)nc(C)] 

(3.5) 

={[(AnB)u(c(A)nB)u(Anc(B))]nC}u{c[(AnB)u(c(A)nB)u(Anc(B)]nC} 
u{[(AnB)u(c(A)nB)u(Anc(B))]nc(C)} 

As well on the right hand side (3.4), we get: 

FDCF[A OR FDCF(B OR C)] 
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= {An[(BnC)u(c(B)nC)u(Bnc(C))]}u{c(A)n[(BnC)u(c(B)nC)u(Bnc(C))]} 
(3.6) 

u{Anc[(BuC)u(c(B)nC)u(Bnc(C))]}. 

Again, it is clear that in general, in this case the first form, i.e., (a), inte reta-
tion of associativity does not hold even to a fuzzy degree. 

(b) Next let us investigate the fuzzy associativity for ((A OR B) OR C)=(A OR (B 
ORG)) withFCCFs: 

FCCF[(A OR B) OR C] = FCCF[A OR (B OR C)] 

which is to be derived from: 
FCCF[FCCF(A OR B) OR C)] = FCCF[A OR FCCF(B OR C)] 

Since FCCF(A OR B) = AuB, and FCCF(B OR C) = BuC, 

Thus, we get: 

(AuB)uC = Au(BuC), 

which holds in a straight forward manner but naturally to a fuzzy degree! 

Fuzzy Distributivity for "A AND (B OR C)=(A AND B) OR (A AND C)" 

Works for a particular FDCF and FCCF combination as follows: 

FDCF[(A AND FCCF(B OR C)] = FCCF[FDCF(A AND B) OR FDCF(A AND 
C)] 

By substituting known values of FDCF(.) and FCCF(.), we get 

An(BuC) = (AnB)u(AnC) 

Hence 

FDCF[A AND FCCF(B OR C)] = FCCF[FDCF(A AND B) OR FDCF(A AND 
C)] 

which holds to a fuzzy degree. 

Fuzzy Distributivity for "A OR (B AND C)=(A OR B) AND (A OR C))" 

Again this works but this time for a particular FCCF and FDCF combination: 
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FCCF[(A OR FDCF(B AND )] = Au(BnC) 

FDCF[FCCF(A OR ) AND FCCF(A OR C)] = (AuB)n(AuC) 

Therefore, we get: 

FCCF[A OR FDCF(B AND C)] = FDCF[FCCF(A OR B) AND FCCF(A OR C)] 

By substituting known values FCCF(.) and FDCF(.), we get: 

Au(BnC) = (AuB) n (AuC) 

which holds to a fuzzy degree. 

Generally, other FDCF and FCCF combinations do not hold 

Fuzzy Idempotency "A AND A=A" 

FDCF(A AND A) = AnA 
FCCF(A AND A) = (AuA)n(c(A)uA)n(Auc(A)) 

These were investigated in Türkşen, et.al.(1999) in detail and in general expose a 
region of uncertainty between these two expressions of fuzzy idempotency. How
ever, in that paper there is a duplication error which should be noted, and it was 
connected in later papers Türkşen (2001, 2002). 

Fuzzy Idempotency "A OR A=A" 

FDCF(A OR A) = (AnA)u (c(A)nA)u(Anc(A)) 
FCCF(A OR A) = AuA 

Again these were investigated in Türkşen, et.al.(1999) in detail and again expose a 
region of uncertainty. 

These Fuzzy idempotency laws were discussed under the heading of "Reaffirma
tion ..." in Türkşen, et.al.(1999) again there is a duplication error which is to be 
noted. These duplication errors were corrected in Türkşen (2001, 2002). 

Fuzzy Absorption by "A OR X=X" 

FDCF(A OR X) = (AnX)u(c(A)nX)u(Anc(X)) 
FCCF(A OR X) = AuX = X 
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Fuzzy Absorption by "A AND 0 = 0 " 

FDCF(A AND 0 ) = A n 0 = 0 
FCCF(A AND 0 ) = (Au0)n(c(A)u0)n(Auc(0)) 

Fuzzy Absorption by "A OR 0=A" 

FDCF(A OR 0 ) = (An0)u(c(A)n 0)u(Anc(0)) 
FCCF(A OR 0 ) = A u 0 = A 

As it can be observed fuzzy їі exposes a region of uncertainty. 

Fuzzy Identity "A AND X=A" 

FDCF(A AND X) = AnX=A 
FCCF(A AND X) = (AuX)n(c(A)uX)n(Auc(X)) 
Law of Fuzzy Contradiction "A AND NOT(A) D 0 " 

FDCF(A AND NOT(A)) = Anc(A) ^ 0 
FCCF(A AND NOT(A)) = (Auc(A))n(c(A)uc(A))n(AuA) ç X 

which was named "The Law of Fuzzy Contradiction". Again this was discussed in 
detail in Türkşen et.al.(1999). 

Law of Fuzzy Middle "A OR NOT(A)cX" 

FDCF(A OR NOT(A)) ç (Anc(A))u(c(A)nc(A))u(AnA) ç X 
FCCF(A OR NOT(A)) = Auc(A) ç X 

which was named "The Law of Fuzzy Middle" and it was discussed in detail in 
Türkşen et.al.(1999). Once again, it is noted that in all these topics that were dis
cussed in Türkşen (1999) there are duplication errors which were corrected in later 
papers in Türkşen (2001, 2002). 

Fuzzy De Morgan Laws 
"NOT(A AND B)=NOT(A) OR NOT(B)" 

holds where NOT(.) is taken as the standard complementation in set domain and 
as the standard negation, in membership domain, i.e., n(a)=l-a such that 

NOT(FDCF(A AND B)) = FCCF(NOT(A) OR NOT(B)) 
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= ( ) = c(AuB) 

"NOT(A OR ) = NOT(A) AND NOT(B)" 

holds again in the same manner such that 

NOT(FCCF(A OR B)) = FDCF[NOT(A) AND NOT(B)] 

= c(AuB) = c(A) AND c(B) 

Once again these hold as a matter of degree. 

We also check to see if (i): 

NOT(FDCF(A OR B)) = FCCF[NOT(A) AND NOT(B)] 

and if (ii) 

NOT[FCCF(A AND B)] = FDCF[NOT(A) OR NOT(B)] 
holds. 

By substituting their set symbolic equivalents we get for 

c[(AnB)u(c(A)nB)u(Anc(B))] = [(c(A)u(c(B))n(Auc(B))n(c(A)uB))], 

with the application of c(.) to the left hand side we get: 

(c(A)u(c(B))n(Auc(B))n(c(A)uB)) = (c(A)u(c(B))n(Auc(B))n(c(A)uB)) 

Also, for (ii) by again with substitution we obtain 

c[(AuB)n(c(A)uB)n(Auc(B))] 

Again with the application of c(.) to the left hand side, we get 
(c(A)nc(B))u(Anc(B))u(c(A)nB) 
= (c(A)nc(B))u(Anc(B))u(c(A)nB) 

Thus we observe that there are two De Morgan Laws in fuzzy theory for each 
of the De Morgan Laws of classical theory. 
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4. Conclusion 

We have proposed a Meta-Linguistic Set of Axioms as a foundation for Comput
ing With Words. In these meta-linguistic axioms, linguistic terms of linguistic 
variable are symbolized by A, B, C,...,etc, representing fuzzy sets that capture the 
meaning of the linguistic terms in a precisiated natural language expression where 
the meaning representation is precisiated via fuzzy set membership functions. In 
addition linguistic connectives "AND", "OR" are not mapped in a one-to-one cor
respondence to the set symbols "n", "u", respectively. 
Rather, linguistic connectives are represented by interval-valued Type 2 fuzzy sets 
generated by FDCF and FCCF, Fuzzy Disjunctive and Fuzzy Conjunctive Ca
nonical Forms. 

As a result all the meta-linguistic axioms generate two distinct expressions to 
represent meaning specification of these axioms. This reveals an uncertainty inter
val in the interpretation of the meta-linguistic axioms. But provides a more ex
pressive power that gets closer to the rich meaning representation associated with 
natural language expressions. 

It is expected that the proposed set of meta-linguistic axioms and their appli
cations will provide a sound grounding for Computing With Words at this early 
stages of development in furthering fuzzy set theory to provide a good bases for 
future intellectual developments. 

Finally, in the light of the analysis developed in this paper, it should be noted 
that it is not enough to start with the classical axioms and make statements that 
suggest certain axioms do not hold. 

In turn, its myopic to state that "there are only four axioms for t-norms and t-
conorms, i.e., boundary, commutativity and associativity and monotoincity". 
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Abstract: Fuzzy Cognitive Maps (FCMs) have been used to design Decision 
Support Systems and particularly for medical informatics to develop Intelligent 
Diagnosis Systems. Even though they have been successfully used in many dif
ferent areas, there are situations where incomplete and vague input information 
may present difficulty in reaching a decision. In this chapter the idea of using the 
Case Based Reasoning technique to augment FCMs is presented leading to the de
velopment of an Advanced Medical Decision Support System. This system is ap
plied in the speech pathology area to diagnose language impairments.. 

1. Introduction 

This chapter presents how the Soft Computing technique of Fuzzy Cognitive 
Maps (FCMs) can be combined with Case Based Reasoning methods in order to 
develop an Advanced Medical Decision Support System. FCM is a knowledge-
based methodology suitable to describe and model complex systems and handle 
information from an abstract point of view (Kosko 1986). Soft computing tech
niques such as FCMs have been successfully used to model complex systems that 
involve discipline factors, states, variables, input, output, events and trends. FCM 
modeling can integrate and include in the decision-making process the partial in
fluence of controversial factors, can take under consideration causal effect among 
factors and evaluate the influence from different sources, factors and other charac
teristics using fuzzy logic reasoning. Each one of the involved factors has a differ
ent degree of importance in determining (or influencing) the decision, which in
creases the complexity of the problem. Thus, soft computing methods are ideal for 
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developing Decision Support systems in Medical Informatics where humans use 
mainly differential diagnosis based on fuzzy factors some of which are comple
mentary, others similar and others conflicting, and all are taken into consideration 
when a decision is reached (Kasabov 1996, 2002; Zeleznikow and Nolan 2001). 

Fuzzy Cognitive Maps develop a behavioral model of the system exploiting the 
experience and knowledge of experts. Fuzzy Cognitive Maps applicability in 
modeling complex systems has been successfully used in many different applica
tion areas (Stylios et al. 1999). An FCM is a signed fuzzy graph with feedback, 
consisting of concepts-nodes and weighted interconnections. Nodes of the graph 
stand for concepts that are used to describe main behavioral characteristics of the 
modeled system. Nodes are connected by signed and fuzzy weighted arcs repre
senting the cause and effect relationship existing among concepts. Thus, an FCM 
is a fuzzy-graph structure, which allows systematic causal propagation, in particu
lar forward and backward chaining (Stylios and Groumpos 2000). Fuzzy Cogni
tive Maps have been successfully used to develop a Decision Support System 
(FCM-DSS) for differential diagnosis (Georgopoulos et al. 2003), to determine the 
success of radiation therapy process estimating the final dose delivered to the tar
get volume (Papageorgiou et al. 2003) and many other application areas. But there 
are cases where the input information is not adequate and FCM-DSS cannot dis
criminate and reach a decision; this surfaces the need of a mechanism to supple
ment the FCM-DSS. 

In this research work we combine FCMs with methods and approaches that 
have been used for Case-Based Reasoning (CBR) (Noh et al. 2000; Kolodner et al. 
1993). This is a successful methodology for managing implicit knowledge (Wat
son 1999; Lopez de Mantaras 2001), which has also been used in medical infor
matics (Schmidt et al. 1999, 2001). CBRs embed a considerable amount of previ
ous solved instances of problems (cases). The problem solving experience is 
explicitly taken into account by storing past cases in a database (case base), and by 
suitably retrieving them when a new problem has to be tackled (Noh et al. 2000). 
It simply makes decisions on new cases by their similarity to old cases stored in its 
case-base rather than using some derivative representation, as is done for example 
in adaptive-type methodologies. But, if the new case has no match with the stored 
cases, the CBR has no solution. Similarly to FCMs, CBRs have been applied to 
medical diagnosis and patient treatment outcomes. Despite the limitations of 
CBRs, they are usually assumed to have a certain degree of richness of stored 
knowledge, and a certain degree of complexity due to the way they are organized. 

This chapter is divided into 7 sections. Section 2 describes Fuzzy Cognitive 
Maps, how they model systems and how they are developed. Section 3 presents 
why Case Based Reasoning (CBS) is important in Medical Decision Systems and 
how CBR could be combined with FCMs. Section 4 proposes an algorithm to de
velop an Advanced Medical Decision System, implementing Case Base Reasoning 
to augment Competitive Fuzzy Cognitive Maps (CFCM); the CFVM developing 
algorithm is also presented. Section 5 presents an application of the proposed 
model to speech and language pathology and in section 6 the results of the exam
ple are presented. Finally section 7 concludes the chapter. 
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2. Fuzzy Cognitive Maps 

Fuzzy Cognitive Maps (FCM) are a soft computing tool that is a result of the syn
ergy of Fuzzy Logic and Neural Network methodologies and is based on the ex
ploitation of the integrated experience of expert-scientists (Stylios et al. 1999). 
The graphical illustration of a FCM is a signed, weighted graph with feedback that 
consists of nodes and weighted arcs. Nodes of the graph are the concepts that cor
respond to variables, states, factors and other characteristics inco orated in the 
model, which describe the behavior of the system. Directed, signed and weighted 
arcs, which represent the causal relationships that exist between the concepts, in
terconnect the FCM concepts. Each concept represents a qualitative characteristic, 
state or variable of the system; concepts stand for events, actions, goals, values, 
and/or trends of the system being modeled as an FCM. Each concept is character
ized by a numeric value that represents a quantitative measure of the concept's 
presence in the model. A high numeric value indicates the strong presence of a 
concept. The numeric value results from the transformation of the real value of the 
system's variable, for which this concept stands, to the interval [0,1]. All the val
ues in the graph are fuzzy, so weights of the arcs are described with linguistic val
ues that can be defuzzified and transformed to the interval [-1,1]. 

Between concepts, there are three possible types of causal relationships that ex
press the type of influence of one concept on the others. The weight of an inter
connection, denoted by Wy, for the arc from concept C- to concept Cj, can be posi
tive, (W">0), which means that an increase in the value of concept Cj leads to the 
increase of the value of concept C:, and a decrease in the value of concept Ĉ  leads 
to the decrease of the value of concept C:. Or there is negative causality (Wjj<0), 
which means that an increase in the value of concept Cj leads to the decrease of 
the value of concept C: and vice versa. When, there is no relationship from con
cept Cj to concept Cj, then Wij=0 (Kosko 1991). 

When the Fuzzy Cognitive Map starts to model the system, concepts take their 
initial values and then the system is simulated. At each step, the value of each 
concept is determined by the influence of the interconnected concepts on the cor
responding weights: 

A; = f{±A'r^W., + Ar) (1) 

where A-̂  is the value of concept Cj at step t, A-^^ is the value of the intercon

nected concept C: at step t-1, and W--^ is the weighted arc from C: to C[ and/ is a 

threshold function. 
Fuzzy Cognitive Maps represent the human knowledge on the operation of the 

system, so in order to develop an FCM one expert is asked to do so; thus, FCMs 
rely on the exploitation of experts' experience on system's model and behavior. 
Experts determine the number and kind of concepts of FCM and the interrelation 
among concepts. Experts know the main factors that determine the behavior of the 
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system, each one of these factors is represented by a concept. So an expert draws 
an FCM according to his experience, he determines the concepts, which for exam
ple stand for events, actions, goals, values, and trends of the system. The expert 
knows which elements of the system influence other elements; for the correspond
ing concepts he determines the negative or positive effect of one concept on the 
others, with a fuzzy degree of causation. The determination of the degree of casual 
relationship among concepts can be improved by the application of learning rules 
for choosing appropriate weights for the FCM (Kosko 1986). In this way, an ex
pert decodes his own knowledge on the behavioral model of the system and trans
forms this knowledge in a weighted graph. After the construction of the map, the 
FCM starts to simulate the operation of the system and each concept interacts with 
other concepts. 

The major advantage of fuzzy cognitive maps is that they can handle even in
complete or conflicting information. This is very important in the decision
making and diagnosis in the area of medical informatics. Especially, in the case of 
language/communication disorders it is very difficult to reach a conclusion and 
frequently important information may (Georgopoulos et al. 2003): i) be missing, 
ii) be unreliable, iii) be vague or conflicting, and/or iv) be difficult to integrate 
with other information. 

3. Case Based Reasoning 

Even though successful medical Decision Support FCMs have been developed 
(Georgopoulos et al. 2003; Papageorgiou et al. 2003), there are situations where 
the patient data to be input into the system presents a very rare configuration of 
symptoms where most of the nodes of the FCM would not be active. In other 
words, for example, although the FCM-Model of a Medical Decision Support Sys
tem has been designed to include all possible symptoms and causative factors 
(nodes-concepts) and the relationship between them (weights) for some medical 
condition, there are particular situations where very few symptoms are available 
and are taken into consideration. Thus, in such a diagnosis or prognosis model 
Decision Support FCM, the decision would be made only using a very small sub
set of the concepts of the entire system. Such a system could lead to either an er
roneous decision or difficulty in reaching stability since the weighting of the ac
tive nodes reflects only a small amount of the experts' stored knowledge. 

Using a CBR-augmented FCM Decision support system, as shown in Figure 1, 
in such situations, the decisions support system would draw upon cases that are 
maximally similar according to distance measures and would use the CBR subsys
tem to generate a sub-FCM emphasizing the nodes activated by the patient data 
and thus redistributing the causal weightings between the concept-nodes. 

The advantage of CBR-augmented FCMs lies in the ability to represent rare oc
currences of medical conditions/symptoms, which may not be adequately repre
sented in an FCM due to its design methodology, which is dependent on human 
experts and learning algorithms (Georgopoulos and Stylios 2003). 
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There are a variety of approaches that determine the similarity between an input 
case and the stored cases. Some similarity measures rely on only the shared fea
tures between input and stored cases (Rosch and Mervis 1975) whereas others de
termine similarity by adding up the features that are shared and subtracting the 
features that are not shared between the input case and each stored case (Tversky 
1977). The most common techniques used in CBR diagnostic systems are based 
on nearest-neighbor retrieval since it is a simple approach that computes the simi
larity between stored cases and an input case based on weight features. The simi
larity of the problem (input case) to a case in the case-library for each case attrib
ute is determined. This measure may be multiplied by a weighting factor. The 
weighted sum of the similarity of all attributes provides a measure of the similarity 
of each case in the library to the input case, as given by (Noh et al. 2000; Kolod-
neretal. 1993): 

Similarity {I, R) -

m 

m 

where / is the input case; R the retrieved case; m the number of attributes in each 
case; і an individual attribute from 1 to w ; / a similarity function for attribute і in 
cases / and R\ and w the importance weighting of attribute i. This calculation is 
repeated for every case in the case library to rank cases by similarity to the input. 
The normalization is used so that similarity values fall within a range of zero to 
one, where zero is totally dissimilar and one is an exact match (Watson 1999). 

Since the CBRs are used to augment FCMs, linguistic variables are used to rep
resent the attributes of each case in the CBR and the similarity measures are calcu
lated based on fuzzy combination rules, according to well-defmed operators called 
triangular norms (Watson 1999; Lopez de Mantaras 2001). 

Diagnosis 

Figure 1. Schematic illustration of CBR augmented PCM. 
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4. Algorithm to augment CFCM combined with CBR 

In this research a special type of Fuzzy Cognitive Maps is used in conjunction 
with CBR methods to develop a Medical Decision Support System (MDSS). This 
type is called a Competitive Fuzzy Cognitive Map (CFCM) and it consists of two 
main kinds of concepts: 

• the n decision-concepts 
• the m factor-concepts 

Each one of the decision concepts stands for one decision/diagnosis, which 
means that these concepts must be mutually exclusive if our intention is to infer 
always only one diagnosis. This is the case of most medical applications, where, 
according to symptoms, medical professionals conclude to only one diagnosis and 
then decide accordingly concerning the treatment. 

The factor-concepts can be considered as inputs of the DSS from patient data, 
observed symptoms, patient records, experimental and laboratory tests etc, which 
can be dynamically updated based on the system interaction, whereas the decision-
concepts are considered as outputs where their estimated values outline the possi
ble diagnosis for the patient. 

However, the real strength of FCMs is their ability to describe systems and 
handle situations where there are feedback relationships and relationships between 
the factor concepts. Thus, interrelations between factor-concepts can be included 
in the proposed medical decision-support model. 

In addition to this, another important quality of the proposed FCM for medical 
decision support system is that it includes connections (arcs) between the deci
sion-concepts (outputs) themselves. These are not cause-effect connections, but 
inhibitory connections. These decision concepts must "compete" against each 
other in order for only one of them to dominate and be considered the correct de
cision (e.g. diagnosis with the highest probability). Here a new idea is proposed 
for achieving this "competition" between concepts. The interaction of each of 
these nodes with the others should have a very high negative weight (even -1). 
This implies that the higher the value of a given node, this should lead to a lower
ing of the value of competing nodes, i.e. strong inhibition. 

Another novel consideration is that in the FCM in which there are nodes that do 
not accept feedback, it is important not to allow the values of those nodes to 
change. In order for this to be achieved, a check should be made of each node to 
examine ifit accepts inputs from other nodes. If not, then a self-feedback value of 
the node should be set at 1 and the value of that node after each repetition should 
remain the same. In this case at equation (1), only the second term inside the pa
renthesis is non-zero. 
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4.1 The CFCM algorithm 

Therefore, the following algorithm is proposed, which describes how to de
velop a Competitive Fuzzy Cognitive Map (CFCM), which is suitable for decision 
support systems: 
• Set values Aj of nodes according to the input factors involved in the decision 

process. These values are described using fuzzy linguistic degrees similar to: 
i.e. none, very-very low, very low, low, medium, high, very high, and very-
very high. These linguistic degrees are around to the numerical weights 0, 
10%, 20%, 35%, 50%, 65%, 80%, and 90%, respectively, as shown by the 
membership functions of Figure 2. The decision-concepts are given the initial 
value of 0 because there is no initial diagnosis. 

• The connection weights between the factor-concepts and the decision-concepts 
are taking their initial values. These connection linguistic weights have been 
proposed by experts who inferred them using IF THEN rules (Stylios et al. 
1999). For the current research, the linguistic weights are defuzzified and 
transformed in the range are between 0 and 1. Then these numerical weights 
are then placed in a matrix W of size {n+m)x(n+m). The values in the first n 
columns correspond to the weighted connections from all the concepts towards 
the n decision-concepts. The values in the remaining m columns correspond to 
the weighted connections from all the concepts towards the factor-concepts. 
Also included in this matrix are the -1 weight values for competition between 
output decision concepts, as described earlier. 

• Use equation (1) to calculate the updated value of each concept, where the sig
moid nonlinearity ensures that values of concepts are between 0 and 1 by the 
implementation of the unipolar sigmoid: 

where )- 0 determines the steepness of the sigmoid. 
• Repeat steps until equilibrium has been reached and the values of concepts no 

longer change 
• The procedure stops and the final values of the decision-concepts are found, 

the maximum of which is the chosen decision. 

4.2 Algorithm to combine CFCM along with CBR 

In the Competitive Fuzzy Cognitive Map (CFCM) model, which is used for 
medical decision support there are some factors that are considered most impor
tant and are the main factors determining a particular decision-diagnosis. These 
factors are called Critical Factor Concepts and they are dependent on the specific 
application. When experts develop the CFCM for an application, they determine 
factor-concepts and the decision-concepts; they are also asked to select among the 
factor-concepts, the Critical Factor Concepts that are more prevalent in the assign
ing of the diagnoses. Critical Factor Concepts play important role in reaching any 
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decision but the most important is that the lack of information on a number of 
them may forbid any decision. 

0 0.1 0.20 0.35 0.5 0.65 0.80 0.9 1 miluence 

Figure 2. Membership functions 

Therefore, when the patient input is entered into the system a logical majority 
operation rule is applied. The logical majority rule operation is applied to the total 
of all Critical Factors involved in the decision. This means that if the majority of 
the Critical Factors for all the possible decision outcomes are activated then the 
inputs are provided to the Competitive FCM (CFCM) Decision System, otherwise 
the CBR is called upon. This is shown in Figure 1 where a decision box is in
cluded. 

When, the CBR is called, the input values describing the problem under exami
nation are compared to the cases stored in the CBR and the case with the highest 
similarity is selected. Then, the CFCM is updated according to the case with the 
highest similarity, i.e. in the CFCM only the concepts corresponding to the infor
mation of the similar case in CBR are included. Then the updated CFCM is used 
to suggest a decision/diagnosis, which combines expert's knowledge (CFCM) and 
previous tested cases (CBR), thus, leading to a more reliable decision. It should be 
noted that this step is actually performed before the update rule of equation (1) is 
applied for the first time. 

Figure 3 illustrates the implementation of the combination algorithm and the ef
fect that it has in the structure of FCM. Part 3.a of the figure presents the CFCM 
that was initially developed to suggest one of the three different diagnoses, which 
are represented by the three striped concepts in the center of CFCM (Georgopou-
los et al. 2003). Figure 3.b illustrates an intermediate stage, when the majority rule 
does not apply, so the CBR is called and a similar case is found in the case base. 
Thus, updating of the connections between CFCM concepts occurs; that actually 
means that some weights become zero and the corresponding concepts do not play 
any role in the decision. Therefore, for this specific case, the concepts with zero 
influence are removed as is depicted in figure 3.c and only the remaining concepts 
are used to provide the decision. It should be mentioned that for the next forth
coming problem the CFCM is restored to its initial structure. 
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Figure a, b, . The evolution of CFCM structure based on information from case-base for 
a specific problem 
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Even though CBR Augmented CFCM and creates an advanced Medical Deci
sion Support Systems (MDSS); this MDSS is required to perform such distinct 
tasks as diagnosis, therapy advice and time course analysis, that it would be too 
ambitious to attempt to propose a general prototype tool that can handle all these 
tasks. Therefore, as an example, in this chapter we discuss a single but complex 
diagnostic task. This was chosen since in such medical DSS system the reasoning 
of the medical professionals is of outmost importance to be taken into account, 
and this is achieved in the Augmented FCM-CBR. Also, the evaluation required to 
be carried on a patient for such a case requires inputs from pediatricians, ear-nose-
throat specialists, psychologists, as well as of course speech pathologists. The ex
ample of an Augmented CFCM developed in the next section is from Speech and 
Language Pathology. It is a Differential Diagnostic System for Specific Language 
Impairment, Autism and Dyslexia. This is an extension of the CFCM, which was 
developed in (Georgopoulos et al. 2003). 

5. Application to Speech and Language Pathology 

Despite the numerous studies that have been conducted since the first half of the 
19th century (Leonard 2000), Specific Language Impairment (SLI) remains a lan
guage disorder that cannot be easily diagnosed because it has similar characteris
tics to other disorders. Research has shown that almost 160 factors can be taken 
into account in the diagnosis of SLI (Tállal et al. 1985) and there is no widely ac
cepted method of identifying children with SLI (Krasswski and Plante 1997). 
This implies that the differential diagnosis of SLI with respect to other disorders, 
which have similar characteristics, is a very difficult procedure. Therefore, it was 
necessary to develop a model of differential diagnosis of SLI that would aid the 
specialist in the diagnosis and suggest to him/her a possible diagnosis. Findings in 
the literature have shown that both dyslexia and autism are disorders, whose diag
noses often have been confused with the diagnosis of SLI (Leonard 2000). Par
ticularly, the data has initially lead to the assumption that SLI cases are confused 
either with severe cases of dyslexia or with mild cases of autism. 

SLI is a significant disorder of spoken language ability that is not accompanied 
by mental retardation, frank neurological damage or hearing impairment. Children 
with SLI face a wide variety of problems both on language and cognitive levels. 

Dyslexia, or otherwise, specific or developmental dyslexia, constitutes a disor
der of children that appears as a difficulty in the acquisition of reading ability, de
spite their mental abilities, the adequate school training or the positive social envi
ronment. Autism is a developmental disorder and pathologically it is defined as an 
interruption or a regression at a premature level of a person's development. The 
main idea in autism is the impaired or limited relation that exists between the au
tistic person and its environment 

Some basic factors that appear in all three disorders with different frequency 
and severity in most cases were included in this study. The considered factors are 
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either causative factors or symptoms of the disorders. The factors within each dis
order were taken into consideration in a comparative way in the development of 
the model. The significance of each factor as a diagnostic criterion is defined with 
the following fuzzy variables: a) Very-very important, b) very important, c) im
portant, d) medium, e) not very important, and f) minimally important. These cri
teria are represented in the Competitive Fuzzy Cognitive Map Differential Diag
nosis Model as the fuzzy weight with which each factor influences every one of 
the three diagnoses. The advanced MDSS consisted of CFCM and CBR is shown 
in Figure 4. 

Table I shows the information for four case examples stored in the Fuzzy CBR 
Database used to augment the CFCM Differential Diagnosis system. The first 
case in the Table is a case with SLI as the final diagnosis, the second and third 
cases with Dyslexia as a diagnosis, and the fourth case has a diagnosis of autism. 
The names of the attributes of the CBR are the same as the Factor-Concepts of the 
CFCM. The critical factors for each disorder have been defined in our previous 
work (Georgopoulos et al. 2003), as having weightings of very-very high. These 
are the attributes of Table I, 1, 2, 3, and 9 for SLI, attributes 4, 6, and 9 for Dys
lexia and 1, 2, 3, 5, 7, 8, 11, 12, 13, and 15 for Autism. Thus, non-critical factors 
for all 3 disorders are only 10 and 14 and are not included in the majority test per
formed in the beginning of the CBR-Augmented CFCM algorithm (i.e. the major
ity rule imposed here would require majority=(critical factors)/2 + 1 which in our 
case is 8 factor-concepts). 

It should be noted that the CBR that includes cases of Table I is a general one 
concerning differential diagnosis of SLI/Dyslexia/Autism and does not only in
clude cases for which the majority rule does not apply. 

6. Example 

As an example we consider an input case, which is described with the initial 
values for the factors as shown in Table II. These values are based on the patient's 
history and test results. 

We can try to obtain a diagnosis for this input case using the CFCM model 
that was developed in (Georgopoulos et al. 2003) and the CBR augmented CFCM 
model proposed here. If we use the input information of Table II in the CFCM 
model, after simulation equilibrium is reached where decision concepts have the 
values: 

5X7= 0.8700 Dyslexia=^.6550 Autism=0.S9S9 
It is apparent, that two of the three possible diagnoses have values very close 

each other and so it is difficult to suggest a diagnosis. 
Then, we test the same input case for the CBR Augmented CFCM. This input 

case does not meet the majority rule, so the CBR component in the MDSS is acti
vated. Then a comparison of this input case to the stored cases in the case-base of 
CBR is performed. When a good match is found, the attributes of the case found 
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in the CBR are used to reconstruct the CFCM. Then this reconstructed CFCM is 
run and it reaches the following equilibrium: 

SLI= 0.8763 Dyslexia-=0. 6878 Auiism=0. 9526 
It is obvious that the concept of 'Autism' dominates over values of 'SLľ and 
'Dyslexia' concepts and thus the diagnosis of Autism is proposed for this case. 
With this simple example, is suggested that a sufficient MDSS model was devel
oped which, under constraints, processes the information about a case in such a 
way that out of three possible diagnoses we are lead to the diagnosis of the most 
probable disorder. 

Table I, Sample Clinical Cases Stored in Fuzzy CBR used to Augment FCM 

Attributes 
1. Reduced Lexical A b Uiti es 

2. Problems in Syntax 

3. Problems in Grammatical 
Morphology 

4. Impaired or Limited Pho
nological Development 

5. Impaired Use of Pragmat
ics 

6. Reading Difficulties 

7. Echolalia 

8. Reduced Ability of Verbal 
Language Comprehension 

9. Difference between Ver
bal - Nonverbal IQ 

10. Heredity 
IL Impaired Sociability 

12. Impaired Mobility 

13. Attention Distraction 

14. Reduced Arithmetic Ability 
15. Limited Use of Symbolic 

Play 

Case 1 
VERY-
VERY 
HIGH 
VERY-
VERY 
HIGH 

VERY 
HIGH 

HIGH 

MEDIUM 

0 

0 

0 

HIGH 

0 

MEDIUM 

MEDIUM 

0 

MEDIUM 

0 

Case 2 

HIGH 

HIGH 

HIGH 

MEDIUM 

0 

MEDIUM 

0 

0 

HIGH 

0 

0 

0 

0 

0 

0 

Case3 

MEDIUM 

HIGH 

HIGH 

HIGH 

0 

VERY-
VERY 
HIGH 

0 

0 

HIGH 

0 

VERY LOW 

LOW 

LOW 

MEDIUM 

0 

Case 4 
VERY 
HIGH 

VERY-
VERY 
HIGH 
VERY-
VERY 
HIGH 
VERY 
HIGH 
VERY-
VERY 
HIGH 

-HIGH 

VERY 
HIGH 
VERY-
VERY 
HIGH 

0 

0 
VERY-
VERY 
HIGH 
VERY 
HIGH 
VERY 
HIGH 
-HIGH 
VERY-
VERY 
HIGH 
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Table II. Values for example 

Attributes 
1. Reduced Lexical Abilities 
2. Problems in Syntax 
3. Problems in Grammatical Morphology 
4. Impaired or L im і ted Phonological Development 
5. Impaired Use of Pragmatics 
6. Reading Difficulties 
7. Echolalia 
8. Reduced Ability of Verbal Language Comprehen

sion 
9. Difference between Verbal - Nonverbal IQ 
10. Heredity 
11. Impaired Sociability 
12. Impaired Mobility 
13. Attention Distraction 
14. Reduced Arithmetic Ability 
15. Limited Use of Symbolic Play 

Example 
HIGH 
HIGH 

VERY HIGH 

1 
1 
1 -

MEDIUM 

MEDIUM 
-

MEDIUM 
-
-
-

LOW 

7. Conclusions 

In this chapter, we described an advanced Medical Decision Support System 
(MDSS) which is based on the augmentation of Competitive Fuzzy Cognitive 
Map (CFCM) with Case Based Reasoning (CBR) methods. The proposed Deci
sion System of CBR-Augmented Competitive FCM is applied and tested as a 
Medical Decision System for Speech and Language Disorders. For one problem 
case the CBR-Augmented Competitive FCM is compared with the simple CFCM 
and the results show the advantages of the new proposed system. In essence, this 
CBR-Augmented Competitive Fuzzy Cognitive Map is capable on its own to per
form a comparison and lead to a decision based on expert knowledge and experi
ence (structure of CFCM) and well known tested previous cases (CBR). 
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Pruning, Selective Binding and Emergence of 
Internal Models: Applications to ICA and 
Analogical Reasoning 

Syozo Yasui, Kyushu Institute of Technology, Graduate School of Life Science 
and Systems Engineering, Kitakyushu, Japan, yasui@brain.kyutech.ac.jp 

Abstract: Pruning of multi input/output neural networks is discussed and a prun
ing algorithm called CSDF is described. CSDF acts to induce internal models as a 
result of redundancy elimination and selective bindings. CSDF is used in a new 
ICA method based on an auto-encoder performing sensor-signal identity mapping. 
An internal model of the external signal-mixing situation emerges due to the 
CSDF pruning, and the hidden units that survive the CSDF pruning reconstruct the 
blind source signals. This ICA method which requires no pre-processing such as 
whitening is characterized by its high adaptability and robustness, as is demon
strated by trouble cases such as sudden increase of the source signals, sudden fail
ure of sensors and so on. As another example, CSDF is applied in a neural net
work for analogical learning/inference. Internal abstraction models together with 
abstraction/de-abstraction bindings are generated as a result of the CSDF struc
tural learning coupled with the backpropagation training. The internal abstraction 
model acts as an attractor for new relevant dataset, a process corresponding to ana
logical memory retrieval. 

1. Introduction 

The synaptic density of the kitten visual cortex increases rapidly following the 
birth, and then decreases as the visual experience proceeds. This decrease does 
not, however, occur in the visually deprived kittens. There are a number of similar 
findings in the developing brain [1]. These observations indicate that a pruning 
mechanism is at work during early stages of visual learning. And such pruning is 
thought to manifest the Principle of Redundancy Reduction (PRR) advocated by 
many neuroscientists as one of the fundamental strategies underlying the brain 
mechanisms. 

mailto:yasui@brain.kyutech.ac.jp


408 

Pruning is an important strategy in the field of artificial neural networks as well. 
In neural network engineering, one wishes to find the minimum (necessary and 
sufficient) size/complexity for the neural network structure, for reasons relevant to 
(1) economy, (2) understanding / insight, (3) generalization ability and (4) avoid
ance of local minima. Generally speaking, however, the minimum structure for 
the given task is not a priori known. A solution of this problem is pruning whereby 
a sufficiently large and complex structure is prepared initially and unnecessary 
connections are eliminated during the training phase. As such, neural network 
pruning can be viewed as a connectionist's reflection of PRR. Pruning algorithms 
such as Weight Decay [2] and Optimum Brain Damage [3] are widely known. 

These algorithms have been applied mostly for single-output neural nets, in 
which case elimination of a hidden-output connection would imply removal of a 
hidden unit. This is not necessarily the case if the network has two or more output 
units. When it comes to the problem of pruning a multi-output neural network, 
one would have to specify what kind of pruning is desired. Under this considera
tion, the present author proposed a pruning algorithm called Convergence Sup
pression and Divergence Facilitation (CSDF) whose objective is not only to mini
mize the number of active hidden units but also to make each of the surviving 
hidden units be utilized jointly by as many as output units possible [4]. 

Four keywords (l)-(4) have been mentioned in the first paragraph as merits of 
pruning. The CSDF algorithm gives a few more merits, namely in keyword, (5) 
optimum modularization,(6) dynamical binding/association , and (7) abstraction 
ability. 
This paper describes applications of the CSDF pruning to analogical reasoning 
and independent component analysis (ICA). 

2. CSDF Pruning 

The CSDF pruning algorithm is briefly reviewed below. If Wy denotes the synap
tic weight parameter of the path from th hidden unit to / th output unit (Figure 1), 
then the iterative correction A Wy is given as follows. 

Awij.(t) = - rj ^/ Wij + a A w .̂ (ř-7)+5+^ 
(1) 

S=-e Sgn (Wij) ( I Wu I+. . . + I \- I I ) 
(2) 

F=- '/ Wý( KI+...+KI-KI) 
(3) 
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Figure 1: CSDF pruning. 

Here, it is assumed that m hidden units and n output units are made available for 
use. E denotes the Euclidean distance between the output activity vector and 
teacher signal vector, rj , a , є and are positive constant parameters. The 
first two terms on RHS of eq.l constitute the standard backpropagation (BP) algo
rithm. The term S of eq.2 represents the convergence suppression (CS) which is 
applied across the receptive field of each output unit (Fig.l). Thus, the pathways 
converging to the same output unit try to prevent each other from growing. The 
term F of eq.3, on the other hand, represents the divergence facilitation (DF) 
which is applied across the projective field of each hidden unit (Fig.l). Thus, the 
pathways diverging from the same hidden unit attempt to promote each other for 
growing by reinforcing the P learning. Every hidden-output pathway receives 
both CS and DF actions. A pathway will eventually disappear if the net effect of 
CS and DF is suppressive enough against the error-reducing BP action. Such 
elimination would happen to all synaptic paths originating in every insignificant or 
unnecessary hidden unit. 

In the CSDF method, therefore, the fate of a weight parameter is affected by the 
magnitudes of other weights. Such property is absent in the Weight Decay [2] and 
Optimal Brain Damage [3] pruning algorithms. Actually, the CSDF algorithm not 
only eliminates unnecessary connections but also can create new connections if 
useful, as will be shown later in the application examples. Thus, the CSDF algo
rithm is both destructive and constructive (c/. [5], and the term ''CSDF pruning al
gorithm" which is frequently used in this paper is actually somewhat misleading. 

As some minor modifications of the CSDF algorithm, sgn (Wij) in eq.2 may be 
replaced by Wy, and | Wy | in eqs. 2 and 3 by w І/ . These changes do not affect the 
pruning performance significantly. 

A test example is shown in Figure 2. The neural network was trained to learn 
AND, OR and XOR binary logic operations by using the BP-CSDF algorithm. Ini-
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tially, a total of six hidden units were made available. Fig.2 shows that four of 
them were eliminated due to CSDF. And the hidden unit #2 was used jointly by 
AND and XOR, and #4 was used by OR and XOR. 

A N D OR XOR 

1 

2 

3 

4 

5 

6 

1 1̂ 
h^^l 
[ 
1 
r ^ ^ 
T 

T 

I 1 
1 
1 
1 і u^^ 
J 1 

I 
1 
h ^ ^ l 
[ 
1 

:I^^BH 
;i 
11 I 
1 

Figure 2: Evolution of synaptic weights W. 

3. Application to Analogical Reasoning 

3.1 Background 

Analogy allows intelligent being to find correspondences between aspects of 
two or more situations. The corresponding aspects are recognized as such when 
they play the same role in relationships with other aspects within the respective 
situations. Let the ordered triple {a ,7t, p) denote that item a is related to 
item^ through relationship *. The arguments a and/? are the role fillers. 

Figure 3: Solar/atom analogy. 
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For example, the solar/atom analogy (Rutherford model) shown in Figure 3 is 
described below. 

Solar System 
(sun, attract, earth) 
(earth, revolve around, sun ) 
(sun, more massive than, earth) 
(solar system, more massive than, (sun, earth)) 
(sun, included in, solar system) 
(earth, included in, solar system) 

Atomic System 
(nucleus, attract, electron) 
(electron, revolve around, nucleus ) 
(nucleus, more massive than, electron) 
(atomic system, more massive than, (nucleus, electron)) 
(nucleus, included in, atomic system) 
(electron, included in, atomic system) 

Clearly, there is a relational isomo hism between the solar and atomic systems. 
There have been a great deal of computational research attempts in AI for the 

study of analogy. SME (Structure Mapping Engine ) is one such example [6] re
lated to the structure mapping theory of Gentner [7]. SME operates on the AI tra
dition involving rule-based reasoning and symbolic processing. The connectionist 
approach has drawn much attention in resent years. ACME (Analogical Constraint 
Mapping Engine )due to Holyork and Thagard [8] and Hintón's network[9] are 
such attempts. The present approach called AB-CAP (Abstraction Based Connec
tionist Analogy Processor) is a more recent attempt due to the present author's 
group [10-15]. In AB-CAP, the CSDF pruning plays a crucial role in selective 
dynamical bindings. The basic idea underlying AB-CAP is similar to Kantian 
notion of 

schema. This is described as follows for the solar-atom analogy. 

Abstraction Model 
(X, attract, r) 
(F, revolve around, X) 
(Z, more massive than, ľ) 
(Z, more massive than, (X, Y)) 
(X, included in, Z) 
{Y, included in, Z) 
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solar 
system sun earth atom nucleus electron 

solar sun earth atom nucleus electron 
system 

Figure 4: Architecture of AB-CAP. 

Abstraction Mapping 
sun, nucleus - ^ X; earth, electron —> 7; solar system, atomic system —> Z 

De-Abstraction Mapping 
Z—> sun, nucleus; Y-^ earth, electron; Z—> solar system, atomic system 
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3.2 Architecture and Operation of AB-CAP 

The architecture of AB-CAP is shown in Figure 4. The training data are a set of 
specific relational predicates, e.g., (sun, attract, earth). For (a, n, ^̂  ) , the 

item-input slot for a and relation-input slot for ^ are set to the value of "7" and 

all other input slots "0" . CS (Convergence Suppression) and DF (Divergence Fa
cilitation) are applied as shown in 

Fig.4 across appropriate receptive and projective fields, respectively. As a re
sult of the CSDF-coupled BP training, the weight matrices and Vr are expected 
to evolve into the abstraction and de-abstraction mappings, respectively (c/., 
Fig.3). The A1-layer units that survive the CSDF pruning will represent the ab
straction items such as X, Y and Z of Fig. 3. The same is true for the role of the 
A2-laye units. The connections from Al to A2 are gated by signals from the rela
tion-input layer. This gating is mediated by multipliers. Thus, the block formed 
by the Al, A2 and relation-input layers will become the internal abstraction 
model (c/, Fig.3). 

Another group of signal flows from the item-input layer to the output layer 
form the auto-categorizer. In the case of Rutherford analogy, for example, two 
hidden units of this module are expected to survive the CSDF pruning, to repre
sent the solar and atomic systems. Thus, the weight matrices, and ,̂ will 
evolve into the classification and de-classification mapping, respectively. All hid
den units have a sigmoidal activation function. Further details about the AB-CAP 
can be found elsewhere [10,13]. 

3.3 Evolution during Training 

Figure 5 shows a set of records obtained during the BP-CSDF training of AB-
CAP. Five auto-categorizer hidden units and six units for each of the Al and A2 
layers were made available for use. The initial values of the connection weights 
were random. Two categorizer hidden units survived the CSDF pruning, to repre
sent the solar and atomic systems. Three units in each of the Al and A2 layers 
survived to represent the three abstracted items corresponding to X, Y and Z of 
Fig.3. The pruned W pattern from the item-input layer to the Al layer agrees 
with the abstraction mapping expressed in Fig.3. The record of IJ needs explana
tion. Thus, Uijk^ U denotes the synaptic weight from the th predicate input to 
the multiplier that controls gating of the signal from the / th Al unit to the7 th A2 
unit. In Fig. 5, the 3-D 
record of Uijk describing the potential relationships between any two abstracted 
items is coded in alphabet, i.e., attract —> A,a , included in —> I,i, more massive 
than —> M,m , revolve around -^ R,r . The capital or lower-case letter is used if 
the corresponding Uijk value exceeds the higher(th_2) or lower 
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Figure 5: Structure evolution of AB- learning the solar/atom analogy. 
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(th_l) preset threshold, respectively. The U pattern of Fig.5 conforms to the ab
straction model of Fig.3. 

3.4 Analogical Inference 

Actually, the information of (sun,attract,earth) was not included in the training 
dataset for the training run of Fig. 5. Nevertheless, everything for the analogy 
was produced in the final structure of AB-CAP, showing proper formation of the 
abstraction and de-abstraction mappings as well as the abstraction model. In fact, a 
test asking (sun, attract, ?) made after the successful training produced the correct 
answer of ?=earth. This means that the connections needed for (sun, attract, 
earth) were induced from the training dataset. This is because the bindings rele
vant to (X, attract,ľ) were induced from (nucleus,attract, electron). And the ab
straction of sun —> X and de-abstraction of F ^ earth were generated from the 
data involving sun and earth such as (earth, revolve around, sun). This way, the 
untaught proposition (sun, attract, earth) is captured in the internal structure fi
nally acquired by AB-CAP. Further study on analogical inference by AB-CAP is 
made elsewhere [12-14]. 

3.5 Incremental Analogical Learning 

Good performance quality of AB-CAP can be demonstrated by incremental 
analogical learning as well. It is shown in this and earlier studies [11,12] that the 
internal abstraction model acquired from prior analogical learning is a potent at-
tracter that binds dynamically new datasets of the same і і structure. In 
order to show all this, a new analogy example is introduced, is illustrated in Figure 

charge 

ff=-M/W 
Register 

Bat tery Condensor 
A Heat 

Fire 

Figure 6: Water/electric/heat analogy. 
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Water System 
(spring, is higher than, lake) 
(spring, supply, water) 
(river, conduct, water) 
(lake, accumulate, water) 
(water, flow through, river) 
(water, flow into, lake ) 

Electric System 
(battery, is higher than (in voltage), capacitor) 
(battery, supply, charge) 
(register, conduct, charge) 
(capacitor, accumulate, charge) 
(charge, flow through, register) 
(charge, flow into, capacitor) 

Heat System 
(fire, is higher than (in temperature), coffee ) 
(fire, supply, heat) 
(metal, conduct, heat) 
(coffee, accumulate, heat) 
(heat, flow through, metal) 
(heat, flow into, coffee ) 

Abstraction Model 
(A, is higher than, ) 
( , supply, D) 
( , conduct. D) 
( , accumulate, D) 
(D, flow through, B) 
(Z), flow into, ) 

Abstraction Mapping 
spring, battery, fire - ^ A; river, register, metal —> B\ lake, capacitor, coffee —> C; water, 
charge, heat —> D 

De-Abstraction Mapping 
A —> spring, battery, fire ; —> river, register, metal; —> lake, capacitor, coffee; D -^ 
water, charge, heat 

In the experiment of Figure 7, AB-CAP was trained to learn the solar/atomic 
analogy first and then water/electric analogy which is a part of the wa
ter/electric/heat analogy. Finally, the dataset of the heat system was added for the 
training. At stage b, learning of the solar/atomic analogy was nearly complete. At 
stage c, two additional categorizer units emerged, to represent the water and elec-
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trie systems (see V). Also, new binding patterns were induced for W and U. The 
part of the internal structure that had been obtained from the solar/atomic analogi
cal learning was preserved. Thus, two abstraction models became present (see U). 

At stage d, the final round of learning ended successfully. The new training 
dataset for this final round was supplied from the heat system. The internal struc
ture including the two abstraction models did not change except for the emergence 
of another categorizer unit and a new repeated pattern in W which bound the heat 
system to the abstraction model that was captured by learning of the wa
ter/electric analogy, not the solar/atom analogy. In other words, the abstraction 
model acts as a selective attracter for the new relevant data. 

3.6 Toward Analogical Data Mining 

In the reality, analogical relationships are entities that may exist in the presence of 
numerous irrelevant 
data. Before analogical reasoning, therefore, one needs to find and extract the 
sub-dataset that are relevant. This is important for analogical data mining. A pre
liminary attempt using a simple example with AB-CAP toward this direction is 
made elsewhere[15]. 

4. Application to Blind Source Separation 

4.1 Background 

Blind Source Separation (BSS), which is also called as Independent Component 
Analysis (ICA), refers to the problem of recovering unknown signals 
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from their mixtures that can be observed as sensor signals. In BSS, the properties 
as well as the number of sources are not known. Also, the source-sensor mixing 
matrix is unknown. The only clue is the assumption that the sources are statisti
cally independent. The major approach include informax, maximum likelihood 
estimation, negaentropy maximization, nonlinear PC A ([16] for review ) and fast 
ICA[ 17 ]. The first three are information theoretic and have been shown to be 
equivalent. The nonlinear PCA can also be viewed from information theoretic 
principles. The fast ICA is probability-theoretic and operates on the basis of the 
de-Gaussianization principle due to the central limit theory. 

4.2 Architecture and Algorithms 

The present approach is not information/probability theoretic and is fundamen
tally different. As shown in Figure 8, it is based on an auto-encoder which in
corporates the CSDF pruning mechanism [18-21].Previous applications of the 
auto-encoder include data compression, dimensionality reduction and PCA. In 
these applications, it is well known that the non-linearity is not helpful [22]. In the 
present application, by contrast, the non-linearity (e.g,, tanh(cz), tanh(cz"^), z^)of 
hidden units coupled with 

Mix 
Non-Mix Adjust Encode ^^^~ Decode 

A u t o - E n c o d e r (Auto-Associative Neural Network) 

I > Extinct f/l^ Surviving 

Figure 8: Architecture for BSS. 
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CSDF pruning: 

Survivor hidden units i—^ Source extractors 

Figure 9: І і ї of what shown in Fig.8. 

the pruning mechanism plays a crucial role in automatically eliminating hidden 
units other than the right ones that will evolve into the blind source extractors. As 
such, no assumption is needed for the number of sources, unlike other BSS meth
ods. A BSS state of the auto-encoder is attained as a local minimum of the error 
associated with the identity mapping. As such, there are no computations explic
itly intended for BSS per se. One needs only two algorithms, backpropagation 
(BP) for the sensor-signal identity mapping and CSDF for pruning. 

4.3 Underlying Idea, Basic Behavior, Emergence 
of Internal Mixing Model 

Suppose that the identity mapping is attained satisfactorily, and the number of 
hidden units is minimized. This means KAx ^Wu, where only the surviving hid
den units are considered for u. Assume, for the moment, that the surviving hidden 
units are independent to each other. Then, unless two or more sources are Gaus-
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sian, the surviving hidden units would represent the blind sources and the decoder 
matrix W would correspond to the adjusted mixing matrix KA. In other words, 
since KA and W are constant whereas x and vary with time, KAx ^Wu impHes 
that W and are proportional to KA and jc, respectively. This is illustrated in 
Figure 9. Thus, Situation 2 would be "similar" to Situation 1 and the former 
would be an internal mixing model to recontruct the whole external circumstance, 
i.e., not only the blind sources but also the mixing relations. 

The use of linear hidden units does not work for BSS although the identity 
mapping can be made exactly (Wy=/ in Fig.8). This is because WV^WPF^V^I 
where P is an arbitrary non-singular matrix. The question then is why the use of 
non-linearity works for BSS. This point is discussed as follows. For simplicity, 
there are two sources so that N=L=2. Assume that the hidden units are not inde
pendent, so that at least one hidden unit operates on a linear combination of sj and 
S2, i.e., non-BSS state Then, the nonlinear hidden unit generates the terms oisf S2^ 
where p and q are non-negative integers and/?+<7 is odd. The coefficients of these 
are statistically determined, for instance, by the Wiener-like stochastic orthogonal 
expansion [23]. The nonlinear terms {e.g., s/, s/, $2^ Si^S2, s/s2'^) go to the output 
layer, but are absent in the sensor signals. This means that these nonlinear compo
nents are not desired for the accuracy of the identity mapping. 

There are two possibilities for minimizing the nonlinear products. One is to 
keep the input to the surviving hidden units staying small in amplitude, so that the 
hidden units behave nearly linearly. The other is BSS which eliminates the all 
cross terms such as SjS2^, s/s2^ and so on. Actually, both effects can be made to 
occur by appropriate choice of the non-linearity and parameters, as shown in the 
following example. 

Figure 10 shows what happens during a successful simulation run for a case in 
which there are two sources, four sensors and five nonlinear hidden units. Initially, 
the decoder matrix is random. At some point, the CSDF pruning becomes effec
tive enough 
to eliminate three hidden units completely. About at the same time, the signals 
from the remaining two hidden units become quite small in comparison with 
those from the extinct hidden units. However, if the former ones are enlarged, then 
one finds reconstructed source signals as shown in Fig. 10. Thus, the two survivor 
hidden units are the source extractors. Also, one can notice that the decoder matrix 
linearly corresponds to the mixing matrix KA (up to sign and scaling). Thus, an in
ternal mixing model has emerged, as is expected. The surviving hidden units be
have almost linearly because of their small activities in amplitude (e.g., h2 and / ^ 
ofFig.lO). 
The extinct nonlinear hidden units continue to respond with large amplitude (e.g., 
hi, hs, hs of Fig. 10). They are eliminated (i.e., no decoder connection), because 
nonlinear distortions such as saturation make only a negative contribution to the 
identity mapping. One inte retation from all this is that the hidden-layer acts as a 
nonlinear gating array to select the proper hidden units for the final source extrac
tors. 
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Figure 10: Typical behavior. 

4.4 BSS Performance: Two Blind Sources 

Figure 11 shows the BSS performance results obtained for the cases of two 
white-noise blind signals having uniform or sub-Gaussian or super-Gaussian 
probability density functions. The BSS success criterion was set as follows. If 
BSS were perfect, then the normalized cross -correlation matrix between the 
source signals and the inputs to the surviving hidden units would be the identity 
matrix or one of its permutation matrices. The BSS was judged as success, when 
the elements that should be 1 were greater than 0.98 and those that should be 0 
were less than 0.7. 
For the hidden-unit non-linear activation function, 0.5z+tanh (O.lz^) was used 

this time. Also, the de-mixing matrix V was updated such that the mean square of 
the input to each hidden unit was minimized, in addition to the iterative computa-
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tion to minimize the identity mapping error. These aspects improved the BSS 
performance significantly in comparison to the previous tests of [18-20]. 

4.5 Adaptability Tests 

The auto-encoder approach to BSS is expected to 
have high adaptability. The previous papers [18,19] have demonstrated this by 
testing a time-varying mixing matrix, as well as a case in which a new source sud
denly appears to join the mixing before it disappears again. The main pu ose 
here is to examine what will happen if one of the sensors abruptly fails. A sample 
record is shown in Figure 12. 

... 

p(s) 

s 

A. Uniform B.Sub-Gaussian .Super-Gaussian 

1 
A 

A 

100.0 
100.0 
99.6 

tí 

100.0 
98.6 

L; I 

100.0 

Figure 11: BSS success rate (%). 1,000 trials for each test. 

Initially, there are two sources, P (sum of sinusoids) and Q (Poisson-Like proc
ess), five sensors and five hidden units. The decoder connections were still ran
dom at (a). By time (b), two hidden units had been selected to reconstruct P and 
Q. Shortly after (b), a third source (Gaussian) R was suddenly added, and corre
spondingly the identity-mapping error increased somewhat. At (c), the network 
settled and re-activated a different hidden unit from which R was recovered. After 
that, the sensor #5 was suddenly destroyed. There was a transient increase of the 
identity mapping error. However, the same three hidden units continued to repre
sent the three sources, even though the connection pattern changed somewhat. 
Other examples including applications to separations of blind pictures also show 
adaptability/robustness can be found elsewhere [19,21]. 
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Figure 12: Sudden appearance of a third source followed by sudden failure of one 
sensor. Open and filled squares for positive and negative weights, respectively. 

The polarity and scale of each trace is adjusted. 
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5. Closing Remarks 

A multi-output newral network architecture with fewest hidden units would 
mean that some hidden units are used jointly by two or more outputs units. The 
CSDF pruning algorithm is devised to find such architectures by introducing two 
types of internal structural interactions, namely CS and DF that exert opposite ef
fects upon the development of synaptic weights. The balance between CS and DF 
together with the BP learning determines the fate of each hidden unit. As such, 
the rise and fall of a synaptic connection is controlled dynamically in relationship 
to other synaptic connections. Such interactive aspect is absent in WD [2],OB D [3] 
as well as other pruning methods reviewed in [5]. 

Selection mechanisms similar to the CSDF algorithm have been described in 
the literature of developmental neurobiology. That is, the facilitation mechanism 
(DF) operating in the projective fields seem to have a neuro-embryological coun-
te art of the axonal protrusion involving the growth cones and nerve growth fac
tors. On the other hand, the mutual suppression mechanism (CS) acting across the 
receptive fields appears to be similar in notion to the "anatomical lateral inhibi
tion" that has been found in the developing compound eye [24]. 

Finally, it should be noted that "CSDF pruning " is actually a misleading nam
ing, since new connections and new hidden units may emerge in the middle of 
synaptic development; for example, the case of incremental analogical learning in 
the section 3,as well as the case of sudden appearance of a third blind source sig
nal in the Section 4. 

Neural network pruning is a connectionist's PRR (Principle of Redundancy Re
duction). One would agree that PRR is indispensable for good generalization abil
ity. What is needed beyond generalization ability would be "abstraction ability" 
which would require the acquisition of internal model(s) and related association 
bindings. This is what this study has attempted to pursue by applying the CSDF 
pruning algorithm. 
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EVOLUTION OF THE LAWS THAT DEAL WITH 
THE UTILIZATION OF INFORMATION NETWORKS 
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Abstract. Three Laws are used to explain how the potential value of a network in
creases as the network expands: Sarnoff s Law, Metcalf s Law, and Reed's Law. 
How accurately do these laws predict the actual value of information networks? 
We will take a closer look at the application of the laws to information networks 
and derive corollaries based upon which we shall propose certain attributes that 
will increase the value of an information network much more profoundly than the 
number of nodes, which is the primary concern of the laws mentioned above. 

1. Introduction 

Value or Utility is a measure of the satisfaction gained from the consumption of a 
"package" of goods and services. Today, three Laws are used to explain how the 
potential value of a network increases: Sarnoffs law, Metcalf s law [1], and 
Reed's law [2]. As Reed puts it: "There are at least three categories of value that 
networks can provide: the linear value of services that are aimed at individual us
ers, the "square" value from facilitating transactions, and exponential value from 
facilitating group affiliations. The dominant value in a typical network tends to 
shift from one category to another as the scale of the network increases." (Figure 
1). 
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Figure 1. Three famous laws concerning value of networks. 

The advent of such generalized laws has had profound effects on the perceived 
value of information networks and the strategies undertaken to increase the value 
of such networks [3]. 

How accurately do these laws predict the actual value of information networks? In 
this paper we will take a closer look at the application of the laws to information 
networks and derive corollaries based upon which we shall propose certain attrib
utes that will increase the value of an information network much more profoundly 
than the number of nodes, which is the primary concern of the laws mentioned 
above. 

We will first review the laws and discuss some observation with regards to them 
and the assumptions they make in order to have a better perspective over how the 
laws can be interpreted in real world networks. We will then proceed to define 
'̂information networks" and consider the application of the three laws to this class 

of networks. 
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2. Sarnoff's law 

The value of the network grows with the number of nodes: 

V(n) ~ n 

In the real world n is hmited by the following: 

Cost of access: In the cellular phone networks, for example, the cost of the handset 
and the monthly subscription fee are barriers to adoption. 
Perceived value of access: In the example above, many people buy cell phones for 
safety reasons (e.g., being able to call for emergency). 
Perceived ease of access: Many people do not enable WAP services on their cell 
phones because it is assumed to be hard to use. 

3. Metcalf's law 

The total value of a network where each node can reach every other node grows 
with the square of the number of nodes: 

V(n) - n^ 

In many cases, for each user on such a network, a maximum a nodes are accessi
ble at any given time. This may be a limitation on the user's part, or as a conse
quence of the network layout and cost of navigation^, both of which are not pro
portional to n when n is sufficiently large. In these cases, the total value of the 
network is computed as: 

V(n) - na - n (Sarnoff s law) 

4. Reed's Law 

The value of the Group Forming (GF) network grows exponentially to the number 
of users: 

V(n) - 2" 

This law is based on the fact that certain configurations (i.e., groupings) of node 
connections in a network yield a higher value than others. A Group Forming net
work resembles a network with smart nodes that, on-demand, form into such con-

^ Of course this logic does not hold in the case of mass broadcasts such as spam, but it is 
debatable as to how spam affects the value of a network. 
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figurations. Reed mentions social networks as the catalyst. If we take the Internet 
as an example, if we replace a passive web page with an active human representa
tive that forms and utilizes links with other human represented nodes depending 
on information demand at hand, Reed's law predicts exponential growth in the po
tential value of the network by achieving relevant network groupings. E-bay could 
be considered as an example of this phenomenon. 

This, of course, is quite a controversial law, predicting that the addition of a single 
user to a GF network, can potentially double the value of the whole network. Ob
servations such as the following show that the actual value of such networks may 

not always yield such promising value'^: 

Reed's law counts the number of possible unique groups that can be formed in a 
GF network of n nodes. Will a new group always increase the value of the net
work? In most networks, forming new groups of value is difficult for large n. We 
have no reason to assume that the number of groups that are valuable is a function 
of n. It is quite possible that in many situations the maximum possible number of 
valuable groups is much less than n for large n. 
Finding existing groups of value may be difficult, making it difficult for a new 
member of the network to join groups of value, thus increasing the value of the 

network as a whole* .̂ The maximum number of valuable groups a user can join is 
not necessarily a function of n. 

5. Information Networks 

Using the World Wide Web as our guiding example, we shall define an informa
tion network as a network with nodes that have one or more of the following con
tent or behavior: 

Raw information: It is assumed that there is at least one node on the network, for 
which the access of this raw information has potential value. 
Transactional (e.g., e-commerce, banking): Information content on the network is 
manipulated using transactional nodes. Such manipulations are deemed valuable 
to some nodes on the network. 

"̂  Reed does discuss the effect of supply and demand on the three laws, assuming that 
Money and attention resources scale linearly with n. He does not, however, consider the 
number of possible valuable groups as discussed here. 

^ Reed's law also assumes that a user joining a group results in two groups, one without the 
user, and one now with the new user. In reality, this is not how we calculate the number 
of valuable groups and usually joining a group does not create a new group in addition to 
the one before the user joined. 
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Computational (e.g., calculator): Processing that does not necessarily effect the in
formation content of the network, but is valuable to some nodes on the network. 
Navigational information (e.g., classifications): Navigational information help 
nodes on the network access information content, transactional or computational 
nodes on the network. 
User (e.g., human, bots): Derive value from a network by consuming information 
content, creating or transacting on existing information content, or processing in
formation. 

In the example of the World Wide Web, currently access to nodes is quite primi
tive and access is facilitated at the location of the service node. An analogy here is 
driving an early model of a car: In the early days access was facilitated at the 
physical location of a device. To honk the horn you actually squeezed the horn it
self. To start the car you would get out, go to the front of the car, and use a handle 
to rotate the pistons in the cylinders. In the case of the Web, a user needs to navi
gate to where the information or service resides in order to utilize it. There seems 
to be a need for reversing this paradigm, and bring the service to the user. 

A user node is said to have acquired utility knowledge of a node when it learns to 
locate and utilize the node. 

6. The Role of Knowledge 

Due to the cost of acquisition of utility knowledge, the full benefits of the ever-
expanding network of content, services, and applications available to a user re
mains dormant, and does not conform to the value curves described in the Three 
Laws. 

We propose the following perspective to complement the laws mentioned in the 
last section: 

The value of a network grows as a function of the number of nodes for which ac
cess and/or utility knowledge has been acquired, not the number of nodes. 

In other words the number of nodes that exist in a network, for which no knowl
edge is acquired, has no relevance to the actual value of the network. This, of 
course, is another way of stating that raw information is always a cost unless it is 
transformed into knowledge. The potential value of a network can only be 
achieved once knowledge is acquired for all nodes in the network, but there is a 
cost associated with this knowledge acquisition process. This cost can be meas
ured in processing power and speed, cost of access, and usability. 
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If k is used to denote the number of nodes for which utility knowledge has been 

acquired^, the three laws can now be rewritten more accurately for information 
networks: 

V(n) - (Sarnoff) 
V(n) - ŕ (Metcalf) 
V(n) - 2^ (Reed) 

Currently, for large n, k seems to be much less than n. 

7. The Usability Angle 

The cost of accessing information on a network is proportional to the cost of map
ping the user's model (human or machine) to the actual network. 

The above statements attempt to explain the cost of complexity of a network and 
the concept of "value" referred to in the three laws, as a function of a certain map
ping between a user's model and the reality of a network. Knowledge is acquired 
through a mapping function between an internal model of intent on the part of the 
user, and the network nodes and topology. Value is therefore measured relative to 
the user's knowledge, and not as an abstract existence. This perspective states that 
in the absence of a perfect mapping, there is a cost to be paid to access nodes in a 
network. 

The value of a network is in its effective use. The cost of using a network is pro
portional to the size and complexity of the network, but this cost is measured 
against the user's knowledge of the network: the more unfamiliar the user, the 
more costly the use. Knowledge of a network can therefore be defined as the cost 
of mapping the user's model of the network to the actual network. An example of 
this is the mental model that a human user has for a certain classification hierar
chy, which may not necessarily map with the actual model as implemented in a 
content hierarchy. 

Technology can and should be used to facilitate the transformation of information 
to knowledge. A faster database is worthless if the information content cannot ef
ficiently be transformed into knowledge. If each node in a network actively works 

^ /: is an oversimplification as it is denoting the acquisition of knowledge as a binary notion 
when in reality such knowledge acquisition per node is more of a fuzzy membership 
function. 
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to conform to the mapping the user expects, the mapping cost can be dramatically 
decreased, increasing the value. 

8. Knowledge Networks 

If each node in a network reacts to usage with the goal to conform to the mapping 
the user expects, the mapping cost can be reduced, increasing the value of the 
network. We shall refer to such networks as Knowledge Networks, The ultimate 
incarnation of such systems would allow minimization of the cost of conforming 
to predefined, rigid, and complex network configurations, by taking the burden of 
the mapping off of the user's shoulders and distributing it over the network nodes. 

Each node in such a network is represented by an agent, responsible for mapping 
user requests, formulated based on the user's model, to the ontology encapsulated 
in that node. If the mapping cannot be performed, in other words, if the agent de
termines that it alone is not capable of offering value to the user, it should collabo
rate with neighboring nodes that may. 

In an information network, we shall call nodes represented by such agents as ac
tive ontologies. 

Knowledge networks can be built by striking a usable balance between: 
facilitating the input of the user intent and translating it to the network configura
tion, and, 
using context to predict what the user intent will be and to present it to the user in 
a usable manner. 

Another aspect of a knowledge network is the navigational cost. Users of conven
tional networks always pay a cost of navigation in order to access a node, even if 
the user has perfect knowledge of the network configuration. This cost can be re
duced in a knowledge network if the network nodes propagate the user intent 
throughout the network, giving all nodes a chance to contribute to the delivery of 
value to the user. This is assuming that all network nodes are capable of aggregat
ing value contributed by other nodes, and of delivering it to the user. 

As an example, let's say a human user would like to see a picture she knows is 
sold by an e-commerce site, and she is at the home page of the site. Even if she 
knows where exactly to find the picture, she would have to navigate to it by click
ing through the pages and getting to the web page (i.e., network node) containing 
the picture. If we replace the company web site with a knowledge network of ac
tive ontologies representing the information and functionality of each web page, 
and if we give the user a means to express her intent, say a text box where she can 
type in what she needs, then, upon entering her request, all active ontologies in 
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this network would collaborate to understand, and facilitate this request. Also, the 
result of her request, i.e., the picture, should be presentable at the node she is at. 
In this example, a search box feature would simulate this behavior by indexing 
web site content and facilitating navigation to pages containing the desired con
tent. In many cases, however, utilizing a search box requires specialized knowl
edge as to how to formulate the search and how to navigate through the resulting 
hits, therefore the user is still taking steps to map her internal model (intent) to the 
network. Search engines also do little in facilitating transactions. 

9. An Agent-Oriented Approach 

A number of agent-based approaches are being proposed recently that show prom
ise in creating the basis for true knowledge networks [4] [5] [6]. The Adaptive 
Agent oriented Software Architecture (AAOSA), is an agent-based infrastructure, 
which uses an adaptable, user-centric approach to rapidly construct an accurate 
representation of the user's task model, as well as the mapping from this to a spe
cific application's functionality and interfaces [7]. An AAOSA agent network 
looks like a static network of nodes, but each node can be activated regardless of 
the distance from the entry node, and based on utility. 

AAOSA builds upon the generative nature of knowledge, utilizing a user's exist
ing knowledge (i.e., intent) to enable acquisition of knowledge, as opposed to in
formation, over computerized networks. 

An agent may be able to break a problem into sub-problems, and ask other agents 
to help solve them. Therefore, agents have communication capabilities and an in
ter-agent communication language (ACL). In order to ensure localization, reus
ability, dynamic addition and removal of agents to networks, and distributability, 
the registration of agents is localized to the agents themselves, or within limited 
domains (i.e., agent sub-networks). 

Figure 2 shows the internals of a cross section of an agent-oriented system for a 
home entertainment and broadcasting system. Users will be able to enter the net
work and query it from any node, establishing the context of their request. 
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Figure 2. Example of an actual agent-oriented system for home entertainment. 

A sub-network is a subset of a network of existing agents in a system. An outsider 
module, which may itself be an AAOSA agent, decides when to start a session. It 
goes on to pose problems to a sub-network. Agents providing a solution or parts of 
a solution also assert their relevance to deal with follow-up problems. If an agent 
determines irrelevance, it reroutes the request to its immediate up-chain within the 
path established by the session. This mechanism guarantees the traversal of the 
agent network to locate agents responsible for solving a problem, even though the 
entry point for posing the problem can be any agent in the network. 
A time-out or depth of propagation is used to ensure a response by the network 
within a reasonable time frame. For information networks of the scale of the Web, 
search bots should be paired with the active ontology agents to help identify rele
vant user entry points by indexing the network under a generalized classification 
hierarchy. 

Figure 3 shows a schematic of an AAOSA agent. The most basic capability of an 
AAOSA agent is to provide services to outside service requests. The service re
quest-processing unit processes service requests, which may be local objects in
ternal to the agent. The problem-solving unit is responsible for solving problems 
posed to it from outside the agent. This unit is more customized to the specifics of 
the problem domain than other modules in an AAOSA-agent and the actual proc-
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essing of the problem may lead to internal service requests or service requests to 
other AAOSA-agents. The problem-solving unit may have a conceptual level 
knowledge of immediate down-chains. In other words, the problem-solving unit 
may be aware of what the agent's down-chains represent and what they may be 
able to do. The problem-solving unit includes a problem solving logic, and two 
sub-units for problem and solution composition. The problem-solving logic used 
by the agent to process problems is an object that may be modified through service 
requests. 
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Solution Composition 
• Failure recovery 

^ 
Solution 
Delivery 

Ї 
Solution 
Receiver 

•a hj 
<i 

l - l 

••I I 
7 n 

Figure 3. A DPS-Agent. Optional capabilities are drawn using thin lines, arrows 
and borders. 

In the process of solving the problem at hand, the problem-solving unit may come 
across problems of its own, which are formed and prepared for down-chain sub
mission in the problem-composition unit. Using the problem-solving logic, the 
agent may choose to decompose a problem into sub-problems, some of which may 
also be handed down-chain. In the solution-composition unit solutions received 
from down-chain agents are considered, filtered, and composed into the solution 
to be provided by the agent. The problem-deHvery unit is responsible for posing a 
problem to down-chain agents and is triggered by the problem-solving unit. This 
unit includes a mechanism to identify down-chains. The solution-receiver unit 
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communicates with down-chains in order to receive their solutions to problems 
posed to them by the agent, and hands these solutions over to the solution-
composition unit. The solution-delivery unit hands a solution or set of solutions up 
to the initial problem poser. Each solution is paired with a relevance object, which 
includes a confidence in the solution, along with the scope, or subset of the prob
lem addressed by this solution. Relevance assignment is also handled in the prob
lem-solving unit. If an agent determines irrelevance to solve a problem, it may re
route it to its session up-chain. 

An agent, being somewhat higher level and more dependable than an object, re
quires elaborate failure recovery mechanisms built into it. An agent should be able 
to solve problems in spite of changes to the agent network, unpredictability of the 
problems, or when there are no responses or slow responses to problems posed 
down-chain. 

This architecture lends itself well to capabilities such as distributability and learn
ing and users should have the option of inco orating and utilizing them in their 
implementations. 

10. Actual Deployments 

AAOSA has been deployed at Salesforce.com as their Wireless Edition 
(www.wireless.salesforce.com). Regardless of what modality or device the Sales-
force.com user prefers, AAOSA takes their query, makes transactions against 
Salesforce.com on behalf of the user, and presents the user with the results of their 
query, in an intuitive, useful manner. Since deployment, the AAOSA-NLI for 
Sales Force Automation has enjoyed a strong uptake. In the first 120 days since 
the announcement of the service more than 300 companies signed up for use of the 
system. The success-rate of the system has been consistently above 90%, and 
more than 95% of the queries have been within the functional scope of the system 
capabilities. The average use per user of the system in the first few weeks of de
ployment was around 5.2 hits per week. Trends show a steady growth in usage and 
subscriptions since deployment. 

11. Conclusion 

The Three Laws mentioned in this paper all imply optimal communication and 
navigational efficiency for the described network effects to work. For example, a 
Group Forming network made up of people who all speak different languages will 
collectively produce little value. In order to achieve the potential value promised 
by the Three Laws, nodes in the value network - be they human, applications, or 

http://Salesforce.com
http://www.wireless.salesforce.com
http://force.com
http://Salesforce.com
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information content ~ must possess a shared communication/information model, 
and there is a cost to acquiring this knowledge. 
Today, certain agent-oriented technologies provide a glimpse into how systems 

can minimize the mapping cost mentioned above. 
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Abstract. This chapter focuses on using interval TSK type-2 fuzzy inference to 
execute a Web Information Search Task (WIST). Type-2 fuzzy inference is 
helpful to address the "rule uncertainty problem" to improve the performance of a 
WIST because less prediction error can be achieved. On the other hand, type-2 
fuzzy inference is generally computational intensive; this chapter proposes a 
simple idea to simplify the computation for interval TSK type-2 fuzzy inference. 

1. Introduction 

Finding the desired information on the World Wide Web is not an easy task 
because the information available on the WWW is inherently unordered, 
distributed, and heterogeneous. As a result, the ability to search and retrieve 
information from the Web efficiently and effectively is a key technology for 
realizing the Web's full potential [1][2]. 

Expressing a search request is the first thing we need to solve. At almost all 
search scenarios, the desired information is on some Web pages (especially 
HTML/XML formatted). For some similar search requests, the desired Web pages 
share some similar "content characteristics" and/or "structure characteristics". 
Traditional search methods let users to submit "keywords" that may be displayed 
on the desired Web pages to express their search requests. So we call them 
"keyword-based search" or "content-based search". There are 2 problems: 1 in 
many cases, a search request is inherently fuzzy and thus difficult or even 
impossible to be expressed by "crisp" keywords. Furthermore, many "partial 
related" Web pages cannot be retrieved in a crisp way. And 2 some keywords 
provide some "structure characteristics" while others only provide "content 
characteristics". Unfortunately, traditional search methods do not differentiate the 
two kinds of keywords. In the following, "keywords" will be referred as those 
words that only provide content characteristics. 
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Retrieving information effectively is another issue we need to think about. 
Current search engines are known for poor accuracy: they have both low recall 
(fraction of desired Web pages that are retrieved) and low precision (fraction of 
retrieved Web pages that are desired). Furthermore, the query result is usually not 
listed in a desired order. 

The appeal of Fuzzy Logic, Neural Networks, and Genetic Algorithms, as 
efficient tools featuring computational intelligence, which is already 
acknowledged in many areas of information technology, plays an important role 
on addressing these issues [3]. 

Tang and Zhang proposed an intelligent Web information search and retrieval 
model called Web Information Search Task (WIST) [4]. WIST model has two 
goals: one is to make the interface of a search service more expressive and another 
is to make information retrieval more effective. Many search requests have 
different content characteristics but share similar structure characteristics. These 
structure characteristics are expressed by simple "structure rules" in WIST model. 
Basically, a structure rule is an IF-THEN formula defined on Web pages' URL, 
Title, Text, Input Links, Output Links, or other related sections. If the IF part is 
satisfied by a Web page, it may be desired, otherwise it may be not desired. The 
THEN part will give a function to compute the "desirability", the possibility 
whether a Web page is desired and how much is the possibility, of a Web page. 
The function in the THEN part can be type-0 fuzzy function (crisp), type-1 fuzzy 
function or type-2 fuzzy function. These structure rules will function as an input 
fuzzifier so we can make fuzzy inference to derive the desirability based on the 
input attributes. In this way, all search requests with similar (and usually fuzzy) 
structure characteristics can be "grouped" into a WIST, which is implemented as 
an intelligent software agent using FL, NN, GA, and other technologies to 
automatically find all relevant Web pages based on the relevance inferred from 
structure rules and user-submitted keywords, and automatically rank them in a 
desired way. Essentially, a WIST agent uses a TSK-based Fuzzy Neural Network 
(FNN) to infer the desirability. The agent is "intelligent" because it can 1 learn to 
get better parameters of FNN, 2 learn to get better structure of FNN, and 3 learn to 
define structure characteristics by adding/modifying structure rules. 

2. Type-2 Fuzzy Inference for Homepage-Finder 

Homepage-Finder is a special WIST to find and retrieve researchers' 
homepages intelHgently. In this chapter, we focus on applying type-2 fuzzy 
inference to implement Homepage-Finder and compare the performance with 
type-1 fuzzy inference based Homepage-Finder [4]. Type-2 fuzzy sets are fuzzy 
sets whose membership values themselves are ordinary type-1 fuzzy sets. The 
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characteristic of type-2 fuzzy sets is especially useful to execute a WIST because 
in a WIST, it is usually difficult (and not reasonable) to determine an exact 
membership function for a fuzzy set. 

Homepage-Finder defines 3 structure rules for URL, 2 structure rules for Title, 
4 structure rules for Text. In type-1 fuzzy inference, each structure rule's 
consequent part (THEN part) gives an unknown parameter in the field of [0,1] to 
denote the desirability. So there are 9 unknown parameters called "premise 
parameters" and denoted by urll, url2, url3, title 1, title2, textl, text2, text3, text4, 
respectively. Three examples of structure rules are 

If a Web page's URL string includes "/-" and the URL string's last character is 
"/", then its URLscore is urll. 

If a Web page's Title string includes "homepage" or "home page", then its 
Titlescoreis title 1. 

If a Web page's Text string includes "homepage" and "welcome", then its 
Textscoreis textl. 

If titlel=0.7, the second structure rules means "estimated from the Title, the 
desirability the Web page is a personal homepage is 70%". It also means "the 
possibility the Web page's Titlescore is HIGH is 70%" and "the possibility the 
Web page's Titlescore is LOW is 30%". The linguistic variables "HIGH" and 
"LOW" are defined on the 3 input scores: 

J^HiGH {URLscore) = URLscore JUIQ^^ {URLscore) = 1 - URLscore 

J^HiGH {Titlescore) = Titlescore Jiiiow {Titlescore) = 1 - Titlescore 

MHIGH {Textscore) = Textscore /^10 ^ {Textscore) = 1 - Textscore 

"HIGH" means "how much possibility a Web page is a personal homepage", 
"LOW" means "how much possibility a Web page is NOT a personal homepage". 
Essentially, the fuzzification is discrete because Homepage-Finder scores a Web 
page according to the discrete structure rules. 

In above type-1 system, we arbitrarily set a premise parameter to be just a crisp 
value, while in type-2 fuzzy system, each premise parameter will be a type-1 
fuzzy set itself to address the "rule uncertainty problem": according to a structure 
rule, we can only approximately derive the desirability of a Web page to be in a 
fuzzy interval but not a precise value. In this way, we expect a WIST can make 
better prediction thus improve the performance of search. Here we adopt interval 
type-2 fuzzy set, that is, each premise parameter is just a (crisp) interval in the 
field of [0,1]. 

Following are fuzzy rules defined in Homepage-Finder system: 

FR(1) IF URLscore is LOW and Titlescore is LOW and Textscore is LOW, 



442 

THEN Totalscore = 0 

FR(2) IF URLscore is LOW and Titlescore is LOW and Textscore is HIGH, 
TTfJüM Totalscore = P21 * URLscore + p 22 * Titlescore + p 23 * Textscore 

FR(3) IF URLscore is LOW and Titlescore is HIGH and Textscore is LOW, 
npTjp-NT Totalscore = 31 * URLscore + p^2 * Titlescore + p^^ * Textscore 

FR(4) IF URLscore is LOW and Titlescore is HIGH and Textscore is HIGH, 
'pTTüisj Totalscore = p^^ * URLscore + p^2 * Titlescore + P43 * Textscore 

FR(5) IF URLscore is HIGH and Titlescore is LOW and Textscore is LOW, 
T H E N Totalscore = P51 * URLscore + p^2 * Titlescore + p^^ * Textscore 

FR(6) IF URLscore is HIGH and Titlescore is LOW and Textscore is HIGH, 
-jTjüjsJ Totalscore = і * URLscore + p ẑ * Titlescore + /? * Textscore 

FR(7) IF URLscore is HIGH and Titlescore is HIGH and Textscore is LOW, 
T H F N Totalscore = P71 * URLscore + pj2 * Titlescore + P73 * Textscore 

FR(8) IF URLscore is HIGH and Titlescore is HIGH and Textscore is HIGH, 
THEN Totalscore = 1 

3 

p. є [0,1] „ î̂ >̂" " і e {2,3,4,5,6,7} 
•̂  are called consequence parameters , ^ ^ , i » » » ' ^ J 

Each consequence parameter will be a crisp value in the field of [0,1]. 

Type-2 FLSs are computational intensive [5]. In Homepage-Finder, we use a 
simple idea to simplify the computation of interval TSK type-2 fuzzy inference. 
The premise parameter intervals for one input attribute, say URL, are supposed to 
have the same size, so we could keep the original type-1 premise parameters (urll, 
url2, url3) as center values and define span value ql for URL. Correspondingly, 
we define span values q2, q3 for Title and Text, ql, q2, q3 are limited in the field 
of [0,0.2]. Now the three structure rules aforementioned are modified as 

If a Web page's URL string includes '7- ' ' and the URL string's last character is 
"/", then its URLscore is [urll-ql, urll+ql]. 

If a Web page's Title string includes "homepage" or "home page", then its 
Titlescore is [titlel-q2, titlel+q2]. 

If a Web page's Text string includes "homepage" and "welcome", then its 
Textscore is [textl-q3, textl+q3]. 
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To make fuzzy inference, for a page whose URLscore is in [urlvaluel, 
urlvalue2], Titlescore is in [titlevaluel, titlevalue2], Textscore is in [textvaluel, 
textvalue2], we can get 8 3-tuples 

(urlvaluel, titlevaluel, textvaluel), 
(urlvaluel, titlevaluel, textvalue2), 
(urlvaluel, titlevalue2, textvaluel), 
(urlvaluel, titlevalue2, textvalue2), 
(urlvalue2, titlevaluel, textvaluel), 
(urlvalue2, titlevaluel, textvalue2), 
(urlvalue2, titlevalue2, textvaluel), 
(urlvalue2, titlevalue2, textvalue2), 

then we adopt original type-1 fuzzy inference to compute the Totalscore for 
each 3-tuples to get 8 Totalscores. Suppose the minimum one is mintotalscore, the 
maximum one is maxtotalscore, and the average value of the 8 Totalscores is 
avgtotalscore. 

If avgtotalscore>0.65, 
Then final output of Totalscore is maxtotalscore; 
If avgtotalscore<=0.45. 
Then final output of Totalscore is mintotalscore; 
If avgtotalscore is in (0.45,0.65], 
Then final output of Totalscore is avgtotalscore. 

Homepage-Finder uses a Genetic Algorithm that is one of the most popular 
derivative-free optimization methods [6] to optimize these unknown parameters 
because 

• GA is parallel. As a result, it can be implemented by using multi-thread 
technology to massively speed up the learning procedure; 

• The performance of GA does not depend on the initial values of the 
unknown parameters. 

Homepage-Finder is a multi-thread Java Application so it can efficiently utilize 
the bandwidth to quickly retrieve web pages. Homepage-Finder also uses multiple 
threads to speed up the GA. Fig. 1 shows the GUI of Homepage-Finder. 
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Fig. 1 User Interface of Homepage-Finder 
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3. Performance Evaluations 

3 web information search systems are evaluated for performance comparison: 

• Google without Homepage-Finder; 
• Type-1 FNN: Homepage-Finder based on type-1 fuzzy inference; 
• Type-2 FNN: Homepage-Finder based on type-2 fuzzy inference. 

Type-1 FNN and Type-2 FNN use the same training data set that consists of 87 
Web pages selected from the Department of Computer Science of University of 
Georgia (cs.uga.edu). The parameters optimized by GA are given as follows: 

<parameter fitriess="1771022"> -
<urll>900</urll> 
<url2>700</url2> 
<ur!3>200</url3> 
<titlel>900</titlel> 
<title2>700</title2> 
<textl>900</textl> 
<text2>700</text2> 
<text3>800</text3> 
<ter<t4>600</text4> 
<f2pl>200</f2pl> 
<f2p2>0</f2p2> 
<f2p3>800</f2p3> 
<f3pl>500</f3pl> 
<f3p2>100</f3p2> 
<f3p3>400</f3p3> 
<f4pl>0</f4pl> 
<f4p2>100</f4p2> 
<f4p3>900</f4p3> 
<fSpl>700</f5pl> 
<fSp2>0</fSp2> 
<fSp3>300</f5p3> 
<f6pl>800</f6pl> 
<f6p2>0</f6p2> 
<f6p3>200</f6p3> 
<f7pl>900</f7pl> 
<f7p2>0</f7p2> 
<f7p3>100</f7p3> 
<ql>0</ql> 
<q2>0</q2> 
<q3>0</q3> 

</parameter> 

<parameter fitnes£="629098"> 
<urll>900</urll> 
<url2>700</url2> 
<ur!3>300</url3> 
<titlel>900</tit lel> 
<title2>700</title2> 
<textl>9Ü0</textl> 
<text2>700</text2> 
<text3>800</text3> 
<text4>50ü</text4> 
<f2pl>300</f2pl> 
<f2p2>0</f2p2> 
<f2p3>700</f2p3> 
<f3pl>300</f3pl> 
<f3p2>10ü</f3p2> 
<f3p3>600</f3p3> 
<f4pl>100</f4pl> 
<f4p2>80ü</f4p2> 
<f4p3>100</f4p3> 
<fSpl>600</f5pl> 
<fSp2>300</f5p2> 
<f5p3>100</fSp3> 
<f6pl>90Ü</f6pl> 
<f6p2>0</f6p2> 
<f6p3>10Ü</f6p3> 
<f7pl>60Ü</f7pl> 
<f7p2>300</f7p2> 
<f7p3>100</f7p3> 
<ql>170</ql> 
<q2>130</q2> 
<q3>17Ü</q3> 

</paramet8r> 

Fig. 2 Parameters Values; the left side lists parameter values of type-1 FNN, the right side 
Usts parameter values of type-2 FNN 

The desired Web pages in precision are decided manually, that is, a person 
decides whether each retrieved Web page is a personal homepage or at least it is 
mainly used to provide the information of a researcher or a group of researchers. 
The desired Web pages in recall are defined as all personal homepages of which 
the URLs are in the sites referred by Root URLs, include the search keywords, and 
are displayed on the "list pages" as shown in TABLE 1-4. The titles of the 4 tables 
are formatted as "search KEYWORDS in ROOT URLS". The first columns of the 

http://cs.uga.edu
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tables list the numbers of retrieved Web pages; the second columns give precision, 
that is, how many retrieved Web pages are desired; the third columns give recall, 
that is, how many desired Web pages are retrieved; the fourth columns give the 
average prediction error of the desired Web pages in recall which are retrieved. 
For a desired Web page, the higher its Totalscore is, the lower its prediction error 
is, and thus the higher it is ordered in the result list. For example, in TABLE 1, 
Type-1 FNN retrieves 35 Web pages, in which 31 are desired, thus the precision is 
88.6%; in the 18 desired Web pages defined in recall, 16 are retrieved, thus the 
recall is 88.9%; the average prediction error of the 16 Web pages is 0.077, which 
means that Totalscore is averagely 0.923 for each of the 16 Web pages. 

length precision recall avg(Ei) 

Google 

FNNl 

FNN2 

32 

35 

33 

22/32=68.8% 

31/35=88.6% 

30/33=90.9% 

12/18=66.7% 

16/18=88.9% 

16/18=88.9% 

N/A 

0.077 

0.007 

Table 1. Search "computer science" in cs.gsu.edu 
list page: http://www.cs.gsu.edu/people/faculty.html 

Google 

FNNl 

FNN2 

length 

25 

49 

48 

precision 

17/25=68% 

47/49=95.9% 

47/48=97.9% 

recall 

0/16=0% 

16/16=100% 

16/16=100% 

avg(Ei) 

N/A 

0.304 

0.116 

Table 2. Search "computer science" in cs.caltech.edu 
list page: http://www.cs.caltech.edu/people.html 

Google 

FNNl 

FNN2 

length 

101 

78 

79 

precision 

45/101=44.6% 

76/78=97.4% 

78/79=98.7% 

recall 

1/20=5% 

17/20=85% 

17/20=85% 

avg(Ei) 

N/A 

0.122 

0.009 

Table 3. Search "computer" in csee.usf.edu 
list page: http://www.csee.usf.edu/faculty_pages/faculty_list.html 

http://www.cs.gsu.edu/people/faculty.html
http://cs.caltech.edu
http://www.cs.caltech.edu/people.html
http://csee.usf.edu
http://www.csee.usf.edu/faculty_pages/faculty_list.html
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Google 

FNNl 

FNN2 

length 

247 

287 

284 

precision 

161/247=65.2% 

277/287=96.5% 

279/284=98.2% 

recall 

41/44=93.2% 

41/44=93.2% 

41/44=93.2% 

avg(Ei) 

N/A 

0.095 

0.003 

Table 4. Search "computer science" in cs.berkeley.edu 
list page: http://www.eecs.berkeley.edu/Faculty/Lists/CS/ 

Google 

FNNl 

FNN2 

length 

"405™^ 

449 

444 

precision recall 

245/405=60.5% 

431/449=96.0% 

434/444=97.7% 

54/98=55.1% 

90/98=91.8% 

90/98=91.8% 

avg(Ei) 

N/A"""""^ 

0.134 

0.025 

Table 5. Simulation results including the above 4 departments 

The simulation results show that 

Type-1 FNN has much higher precision/recall than Google. 
Type-2 FNN can make much better estimation than type-1 FNN, while keep the 

number of retrieved and desired documents and precision/recall at the same level. 

4. Conclusions 

Finding desired information from the Web efficiently and effectively is a key 
technology to realize its full potential and is not an easy task [1][2]. The chapter 
focuses on applying interval TSK type-2 fuzzy inference to improve the 
performance of Homepage-Finder, an intelligent software agent which uses CI 
technologies including FL, NN, and GA to define and implement a specific WIST 
to automatically find all relevant researchers' homepages based on the possibility 
whether a Web page is a personal homepage and the relevance with keywords, 
given a root URL, some keywords and some structure rules. The simulation results 
show that Homepage-Finder with type-2 fuzzy inference can find more personal 
homepages (from 245 to 434) with much higher precision (from 60.5% to 97.7%), 
much higher recall (from 55.1% to 91.8%) than Google and list them in a desired 
order (average error is 0.025). In the future, we want to try some more 
complicated type-2 fuzzy inference while keep the computation complexity from 
heightened and thus keep the search speed from lowered. 

http://cs.berkeley.edu
http://www.eecs.berkeley.edu/Faculty/Lists/CS/
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Abstract. Commonsense causal reasoning occupies a central position in human 
reasoning. It plays an essential role in both informal and formal human deci
sion-making. Causality itself as well as human understanding of causality is 
imprecise, sometimes necessarily so. Our common sense understanding of the 
world tells us that we have to deal with imprecision, uncertainty and imperfect 
knowledge. A difficulty is striking a good balance between precise formalism 
and commonsense imprecise reality. Clearly, an algorithmic method of handling 
imprecision is needed. Today, data mining holds the promise of extracting un
suspected information from very large databases. In many ways, the interest is 
the promise (or illusion) of causal, or at least, predictive relationships. How
ever, the most common data mining rule forms only calculate a joint occurrence 
frequency; they do not express a causal relationship. Without understanding the 
underlying causality, a naive use of data mining rules can lead to undesirable 
actions. 

1 Introduction 

Commonsense causal reasoning occupies a central position in human reasoning. It 
plays an essential role in human decision-making. Considerable effort has been spent 
examining causation. Philosophers, mathematicians, computer scientists, cognitive 
scientists, psychologists, and others have formally explored questions of causation be
ginning at least three thousand years ago with the Greeks. 

Whether causality can be recognized at all has long been a theoretical speculation 
of scientists and philosophers. At the same time, in our daily lives, we operate on the 
commonsense belief that causality exists. 

Causal relationships exist in the commonsense world. If an automobile fails to stop 
at a red light and there is an accident, it can be said that the failure to stop was the 
accident's cause. However, conversely, failing to stop at a red light is not a certain 
cause of a fatal accident; sometimes no accident of any kind occurs. So, it can be said 
that knowledge of some causal effects is imprecise. Perhaps, complete knowledge of 
all possible factors might lead to a crisp description of whether a causal effect will 
occur. However, in our commonsense world, it is unlikely that all possible factors can 
be known. What is needed is a method to model imprecise causal models. 

Another way to think of causal relationships is counterfactually. For example, if a 
driver dies in an accident, it might be said that had the accident not occurred; they 
would still be alive. 

mailto:mazlack@uc.edu
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Our common sense understanding of the world tells us that we have to deal with 
imprecision, uncertainty and imperfect knowledge. This is also the case of our scien
tific knowledge of the world. Clearly, we need an algorithmic way of handling impre
cision if we are to computationally handle causality. Models are needed to algo-
rithmically consider causes. These models may be symbolic or graphic. A difficulty is 
striking a good balance between precise formalism and commonsense imprecise 
reality. 

1.1 Data Mining, Introduction 

Data mining is an advanced tool for managing large masses of data. It analyzes data 
previously collected. It is secondary analysis. Secondary analysis precludes the possi
bility of experimentally varying the data to identify causal relationships. 

There are several different data mining products. The most common are condi
tional rules or association rules. Conditional rules are most often drawn from induced 
trees while association rules are most often learned from tabular data. Of these, the 
most common data mining product is association rules; for example: 

• Conditional rule: 
IF Age < 20 

THEN Income < $10,000 
with (belief =0.8} 

• Association rule: 
Customers who 

buy beer and sausage 
also tend to buy mustard 

with {confidence = 0.8} 
in (support = 0.15} 

At first glance, these association rules seem to imply a causal or cause-effect rela
tionship. That is: A customer's purchase of both sausage and beer causes the cus
tomer to also buy mustard. In fact, all that is discovered is the existence of a statistical 
relationship between the items. The nature of the relationship is not specified. We do 
not know whether the presence of an item or sets of items causes the presence of an
other item or set of items; or the converse, or some other phenomenon causes them to 
occur together. 

When typically developed, association rules do not necessarily describe causality. 
Also, the strength of causal dependency may be very different from a respective as
sociation value. All that can be said is that associations describe the strength of joint 
co-occurrences. Sometimes, the relationship might be causal; for example, if someone 
eats salty peanuts and then drinks beer, there is probably a causal relationship. On the 
other hand, it is unlikely that a crowing rooster causes the sun to rise. 
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1.2 Naive Association Rules Can Lead To Bad Decisions 

One of the reasons why association rules are used is to aid in making retail decisions. 
However, simple association rules may lead to errors. It is common for a food store to 
put one item on sale and then to raise the price of another item whose purchase is as
sumed to be associated. This may work if the items are truly associated; but it is 
problematic if association rules are blindly followed [Silverstein, 1998]. 

Example: At a particular store, a customer buys: 
•hamburger 33% of the time 
•hot dogs 33% of the time 
•both hamburger and hot dogs 33% of the time 
•sauerkraut* only if hot dogs are also purchased 

This would produce the transaction matrix: 

hamburger hot dog sauerkraut 
1 1 1 
1 0 0 
O i l 

This would lead to the associations: 
•(hamburger, hot dog) = 0.5 
•(hamburger, sauerkraut) =0.5 
•(hot dog, sauerkraut) =1.0 

If the merchant: 

•Reduced price of hamburger (as a sale item) 

•Raised price of sauerkraut to compensate (as the rule hamburger => sauerkraut 
has a high confidence. 

•The offset pricing compensation would not work as the sales of sauer-kraut 
would not increase with the sales of hamburger. Most likely, the sales of hot 
dogs (and consequently, sauer-kraut) would likely decrease as buyers would 
substitute hamburger for hot dogs. 

1.3 False Causality 

Complicating causal recognition are the many cases of false causal recognition. For 
example, a coach may win a game when wearing a particular pair of socks, then al
ways wear the same socks to games. More interesting, is the occasional false causality 

Sauerkraut is a form of pickled cabbage. Some people greatly enjoy using sauerkraut as a 
garnish with sausages. However, it is rarely consumed as a garnish with hamburger. For more 
about sauerkraut, see: http://www.sauerkraut.com/ 

http://www.sauerkraut.com/


452 

between music and motion. For example, Lillian Schwartz developed a series of com
puter generated images, sequenced them, and attached a sound track (usually Mozart). 
While there were some connections between one image and the next, the music was 
not scored to the images; however, a person viewing the assemblage viewing them, 
the music appeared to be connected. All of the connections were observer supplied. 

An example of non-computer illusionary causality is the choreography of Merce 
Cunningham. To him, his work is non-representational and without intellectual mean
ing. He often worked with John Cage, a randomist composer. Cunningham would re
hearse his dancers. Cage would create the music; only at the time of the performance 
would music and motion come together. However, the audience usually conceived of 
a causal connection between music and motion and saw structure in both. 

1.4 Recognizing Causality Basics 

A common approach to recognizing causal relationships is by manipulating variables 
by experimentation. How to accomplish causal discouvery in purely observational 
data is not solved. (Observational data is the most likely to be available for data min
ing analysis.) Algorithms for discouvery in observational data often use correlation 
and probabilistic independence. If two variables are statistically independent, it can be 
asserted that they are not causally related. The reverse is not necessarily true. 

Real world events are often affected by a large number of potential factors. For ex
ample, with plant growth, many factors such as temperature, chemicals in the soil, 
types of creatures present, etc., can all affect plant growth. What is unknown is what 
causal factors will or will not be present in the data; and, how many of the underlying 
causal relationships can be discouvered among observational data. 

Some define cause-effect relationships as: When a occurs, ^ always occurs. This 
is inconsistent with our commonsense understanding of causality. A simple environ
ment example: When a hammer hits a bottle, the bottle usually breaks. A more com
plex environment example: When a plant receives water, it usually grows. 

An important part of data mining is understanding whether there is a relationship 
between data items. Sometimes, data items may occur in pairs but may not have a 
deterministic relationship; for example, a grocery store shopper may buy both bread 
and milk at the same time. Most of the time, the milk purchase is not caused by the 
bread purchase; nor is the bread purchase caused by the milk purchase. 

Alternatively, if someone buys strawberries, this may causally affect the purchase 
of whipped cream. Some people who buy strawberries want whipped cream with 
them; of these, the desire for the whipped cream varies. So, we have a conditional 
primary effect (whipped cream purchase) modified by a secondary effect (desire). 
How to represent all of this is open. 

A largely unexplored aspect of mined rules is how to determine when one event 
causes another. Given that a and j8 are variables and there appears to be a statistical 
covariability between a and j8, is this covariability a causal relation? More generally, 
when is any pair relationship causal? Differentiation between covariability and cau
sality is difficult. 
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Some problems with discouvering causality include: 

• Adequately defining a causal relation 

• Representing possible causal relations 

• Computing causal strengths 

• Missing attributes that have a causal effect 

• Distinguishing between association and causal values 

•Inferring causes and effects from the representation. 
Beyond data mining, causality is a fundamentally interesting area for workers in 

intelligent machine based systems. It is an area where interest waxes and wanes; in 
part because of definitional and complexity difficulties. The decline in computational 
interest in cognitive science also plays a part. Activities in both philosophy and psy
chology [Glymour, 2001] overlap and illuminate computationally focused work. Of
ten, the work in psychology is more interested in how people perceive causality as 
opposed to whether causality actually exists. Work in psychology and linguistics 
[Lakoff, 1990] [Mazlack, 1987] show that categories are often linked to causal de
scriptions. For the most part, work in intelligent computer systems has been relatively 
uninterested in grounding based on human perceptions of categories and causality. 
This paper is concerned with developing commonsense representations that are com
patible in several domains. 

2 Causality 

Centuries ago, in their quest to unravel the future, mystics aspired to decipher the 
cries of birds, the patterns of the stars and the garbled utterances of oracles. Kings and 
generals would offer precious rewards for the information soothsayers furnished. To
day, though predictive methods are different from those of the ancient world, the 
knowledge that dependency recognition attempts to provide is highly valued. From 
weather reports to stock market prediction, and from medical prognoses to social 
forecasting, superior insights about the shape of things to come are prized [Halpern, 
2000]. 

Democritus, the Greek philosopher, once said: "Everything existing in the universe 
is the fruit of chance and necessity." This seems self-evident. Both randomness and 
causation are in the world. Democritus used a poppy example. Whether the poppy 
seed lands on fertile soil or on a barren rock is chance. If it takes root, however, it will 
grow into a poppy, not a geranium or a Siberian Husky [Lederman, 1993]. 

Beyond computational complexity and holistic knowledge issues, there appear to 
be inherent limits on whether causality can be determined. Among them are: 

• Quantum Physics: In particular, Heisenberg's uncertainty principle 

• Knowledge of the world might never be complete because we, as observers, are inte
gral parts of what we observe 
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•GödeVs Theorem: Which showed in any logical formulation of arithmetic that there 
would always be statements whose validity was indeterminate. This strongly sug
gests that there will always be inherently unpredictable aspects of the future, 

• Turing Halting Problem: Turning (as well as Church) showed that any problem 
solvable by a step-by-step procedure could be solved using a Turing machine. How
ever, there are many routines where you cannot ascertain if the program will take a 
finite, or an infinite number of steps. Thus, there is a curtain between what can and 
cannot be known mathematically. 

• Chaos Theory: Chaotic systems appear to be deterministic; but are computationally 
irreducible. If nature is chaotic at its core, it might be fully deterministic, yet wholly 
unpredictable [Halpern, 2000, 139]. 

•Space-Time: The malleability of Einstein's space time that has the effect that what is 
"now" and "later" is local to a particular observer; another observer may have con
tradictory views. 

• Arithmetic Indeterminism: Arithmetic itself has random aspects that introduce un
certainty as to whether equations may be solvable. Chatin [1987, 1990] discovered 
that Diophantine equations may or may not have solutions, depending on the pa
rameters chosen to form them. Whether a parameter leads to a solvable equation ap
pears to be random. (Diophantine equations represent well-defined problems, em
blematic of simple arithmetic procedures.) 

Given determinism's potential uncertainty and imprecision, we might throw up out 
hands in despair. It may well be that a precise and complete knowledge of causal 
events is uncertain. On the other hand, we have a commonsense belief that causal ef
fects exist in the real world. If we can develop models tolerant of imprecision, it 
would be useful. Perhaps, the tools found in soft computing may be useful. 

3 Problems With Using Probability 

There has been significant work in using various forms of Bayesian networks for 
causal discovery. A Bayesian network is a combination of a probability distribution 
and a structural model that is a directed acyclic graph in which the nodes represent the 
variables (attributes) and the edges (arcs) represent probabilistic dependence. A 
causal Bayesian network is a Bayesian network where the predecessors of a node are 
interpreted as directly causing the variable associated with a node. However, Baye
sian networks can be computationally expensive. Inferring complete causal Bayesian 
networks is essentially impossible in large-scale data mining with thousands of 
variables. 

Restricted algorithms [Cooper, 1997] have been suggested that might be useful for 
causal discovery in market basket data. However, the restrictions on the data and the 
assumptions made about the relationships are overly limiting. The restrictions are: 

• Discrete or continuous data must be reduced to Boolean values 

• There is no missing data 
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• Causal relationships are not cyclic, either directly or indirectly (through another 
attribute) 

4 Epilogue 

Causality occupies a central position in human commonsense reasoning. In particular, 
it plays an essential role in common sense human decision-making by providing a 
basis for choosing an action that is likely to lead to a desired result. In our daily lives, 
we make the commonsense observation that causality exists. Carrying this common-
sense observation further, the concern is how to computationally recognize a causal 
relationship. 

Data mining holds the promise of extracting unsuspected information from very 
large databases. Methods have been developed to build rules. In many ways, the inter
est in rules is that they offer the promise (or illusion) of causal, or at least, predictive 
relationships. However, the most common form of data mining rules (association) 
only calculates a joint occurrence frequency, not a causal strength. A fundamental 
question is determining whether or not recognizing an association can lead to recog
nizing a causal relationship. 

An interesting question is how to determine when causality can be said to be 
stronger or weaker. Either in the case where the causal strength may be different in 
two independent relationships; or, where in the case where two items each have a 
causal relationship on the other. 

Causality is a central concept in many branches of science and philosophy. In a 
way, the term "causality" is like "truth" - a word with many meanings and facets. 
Some of the definitions are extremely precise. Some of them involve a style of rea
soning best be supported by fuzzy logic. 

Defining and representing causal and potentially causal relationships is necessary 
to applying algorithmic methods. A graph consisting of a collection of simple directed 
edges will most likely not offer a sufficiently rich representation. Representations that 
embrace some aspects of imprecision are necessary. 

A deep question is when anything can be said to cause anything else. And if it 
does, what is the nature of the causality? There is a strong motivation to attempt cau
sality discouvery in association rules. The research concern is how to best approach 
the recognition of causality or non-causality in association rules. Or, if there is to rec
ognize causality as long as association rules are the result of secondary analysis? 
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