


J. Flury 
R. Rummel 
C. Reigber 
M. Rothacher 
G. Boedeker 
U. Schreiber 
Observation of the Earth System from Space 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Jakob Flury 
Reiner Rummel 
Christoph Reigber 
Markus Rothacher 
Gerd Boedeker 
Ulrich Schreiber 
Editors 
 
 

Observation  
of the Earth System  
from Space 
 
 

with 249 Figures and 54 Tables 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Dr. J. Flury    Professor Dr. G. Boedecker  
Professor Dr. R. Rummel   Bayerische Akademie  
TU München    der Wissenschaften 
Institut für Astonomische   Bayerische Kommission für die 
Physikalische Geodäsie   Internationale Erdmessung 
Arcisstr. 21    Marstallplatz 8  
80290 München    80539 München 
Germany    Germany 
    
Professor Dr. C. Reigber   Professor Dr. U. Schreiber 
Professor Dr. M. Rothacher   TU München 
GeoForschungsZentrum Potsdam  Forschungseinrichtung 
Dept. 1, Geodäsie und Fernerkundung Satellitengeodäsie 
Telegrafenberg    Fundamentalstation Wettzell 
14473 Potsdam    93444 Kötzting 
Germany    Germany 
 
 
 
 
Library of Congress Control Number:   2005933897 
 
ISBN 10  3-540-29520-8  Springer Berlin Heidelberg New York 
ISBN 13  978-3-540-29520-4  Springer Berlin Heidelberg New York 
 

This work is subject to copyright. All rights are reserved, whether the whole or part of the 
material is concerned, specifically the rights of translation, reprinting, reuse of 
illustrations, recitation, broadcasting, reproduction on microfilm or in any other way, and 
storage in data banks. Duplication of this publication or parts thereof is permitted only 
under the provisions of the German Copyright Law of September 9, 1965, in its current 
version, and permission for use must always be obtained from Springer-Verlag. Violations 
are liable to prosecution under the German Copyright Law. 
 

Springer is a part of Springer Science+Business Media 
springeronline.com 
© Springer-Verlag Berlin Heidelberg 2006 
Printed in The Netherlands 
 

The use of general descriptive names, registered names, trademarks, etc. in this 
publication does not imply, even in the absence of a specific statement, that such names 
are exempt from the relevant protective laws and regulations and therefore free for 
general use. 
 

Cover design: E. Kirchner, Heidelberg 
Production: Almas Schimmel 
Typesetting: GOCE-Projektbüro Deutschland, TU München 
Printing: Krips bv, Meppel 
Binding: Stürtz AG-, Würzburg 
 

Printed on acid-free paper    30/3141/as  5 4 3 2 1 0 
 



Preface

In the recent years, space-based observation methods have led to a substan-
tially improved understanding of Earth system. Geodesy and geophysics are
contributing to this development by measuring the temporal and spatial vari-
ations of the Earth’s shape, gravity field, and magnetic field, as well as atmo-
sphere density. In the frame of the German R&D programme GEOTECHNO-
LOGIEN, research projects have been launched in 2002 related to the satellite
missions CHAMP, GRACE and ESA’s planned mission GOCE, to comple-
mentary terrestrial and airborne sensor systems and to consistent and stable
high-precision global reference systems for satellite and other techniques.

In the initial 3-year phase of the research programme (2002-2004), new
gravity field models have been computed from CHAMP and GRACE data
which outperform previous models in accuracy by up to two orders of mag-
nitude for the long and medium wavelengths. A special highlight is the de-
termination of seasonal gravity variations caused by changes in continental
water masses. For GOCE, to be launched in 2006, new gravity field analysis
methods are under development and integrated into the ESA processing sys-
tem. 200,000 GPS radio occultation profiles, observed by CHAMP, have been
processed on an operational basis. They represent new and excellent infor-
mation on atmospheric refractivity, temperature and water vapor. These new
developments require geodetic space techniques (such as VLBI, SLR, LLR,
GPS) to be combined and synchronized as if being one global instrument. In
this respect, foundations have been laid for a substantial improvement of the
reference systems and products of the International Earth Rotation and Ref-
erence Systems Service (IERS). Sensor systems for airborne gravimetry have
been integrated and tested, and a particularly development is a laser gyro
dedicated to the measurement of the rotational degrees of freedom of the mo-
tion caused by earthquakes. A total sum of about 10 million Euros has been
spent by the German Federal Ministry of Education and Research (BMBF)
and the German Research Foundation (DFG). The projects were carried out
in close cooperation between universities, research institutes, and small and
medium sized enterprises.



VI Preface

In this book the results of the first programme phase are collected in 30
scientific papers related to the six core programmes of the theme “Obser-
vation of the Earth system from space”. The book provides an overview of
the state-of-the-art of this research. At the same time it should provide in-
spiration for future work, since on many fields research is going on, and a
number of projects will continue in the second programme phase. The editors
are indebted to all authors and to the publisher for the excellent cooperation
in the preparation of this book. The editing process and the compilation of
the camera-ready manuscript were coordinated by J. Flury at the German
GOCE project bureau at Technische Universität München. The support of
the GEOTECHNOLOGIEN programme by BMBF and DFG is gratefully ac-
knowledged as well as the continuous support by the GEOTECHNOLOGIEN
coordination office.

Munich and Potsdam, August 2005
Jakob Flury
Reiner Rummel
Christoph Reigber
Markus Rothacher
Gerd Boedecker
Ulrich Schreiber
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Part I

CHAMP

CHAllenging Minisatellite Payload



CHAMP Mission 5 Years in Orbit

Christoph Reigber, Hermann Lühr, Ludwig Grunwaldt, Christoph Förste,
Rolf König, Heiner Massmann and Carsten Falck

GeoForschungsZentrum Potsdam (GFZ), Dept. 1 ’Geodesy and Remote Sensing’,
Telegrafenberg A 17, 14473 Potsdam, Germany, reigber@gfz-potsdam.de

Summary. In the summer of 2000 the geo-research satellite CHAMP was launched
into orbit. Its innovative payload arrangement and its low injection altitude allow
CHAMP to simultaneously collect almost uninterrupted measurement series relat-
ing to the Earth gravity and magnetic fields at low altitude. In addition, CHAMP
sounds the neutral atmosphere and ionosphere using GPS observations onboard.
After 60 months in orbit one arrives at a very positive conclusion for the CHAMP
mission. The CHAMP satellite and its instruments have been operated almost un-
interruptedly since launch. The great performance of the satellite subsystems and of
the mission operation specialists has made it possible to keep CHAMP in the science
operation mode for most of the time and in addition to lift its orbit two times. After
a series of calibration and validation activities in the course of the mission, which in-
cluded a number of onboard software updates and parameter adjustments, CHAMP
has been providing excellent measurements from its state of the art instruments
for now more than 4 years. The effective and steadily functioning of the CHAMP
Science Data System and the supporting tracking networks has made it possible to
provide large quantities of pre-processed data, precision data products and auxiliary
information to hundreds of registered users in an almost uninterrupted manner. This
was only possible due to the funding of the project DACH (CHAMP Data Acqui-
sition and Data Use) within the ’GEOTECHNOLOGIEN’ R+D programme of the
BMBF. With the orbit altitude being presently about 60 km higher than originally
planned for mid 2005, CHAMP will very likely orbit the Earth for another 3 years
at quite low altitude. This mission extension at low altitude will make CHAMP
a pioneering long-duration mission for geo-potential research and sounding of the
atmosphere.

Key words: CHAMP, Mission overview, Science Data System achievements

1 Introduction

The geo-research mission CHAMP (CHAllenging Minisatellite Payload),
launched on July 15, 2000 from the Russian cosmodrome Plesetsk into a
near polar, circular and 455 km altitude orbit, was established in 1997 as
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a Principal Investigator (PI) institution led project, with the PI (C. Reigber)
and his institution (GFZ Potsdam) being fully responsible for the successful
implementation and execution of the mission. During the various CHAMP
mission phases, until the end of the commissioning phase, the project was
funded by the German Federal Ministry of Education and Research (BMBF),
the German Aerospace Centre (DLR) and the GFZ Potsdam. In mid 2001,
9 months after launch, the CHAMP overall system, consisting of the space
and ground segment components, was commissioned and validated and ready
to deliver high quality data and data products to the international science
and application community. In order to stimulate additional calibration/val-
idation activities and to trigger as many scientific studies and application
investigations on the basis of CHAMP data and routinely generated prod-
ucts, an Announcement of Opportunity (AO) was issued in May 2001 for the
international geo-science community. At this point of the mission timeline the
operational phase of the CHAMP mission started, with the primary CHAMP
Science Data System (SDS) funding being provided by the ’GEOTECHNO-
LOGIEN’ R+D programme of the BMBF under grant 03F0333A for the first
phase.

Fig. 1. CHAMP mission timeline.

The exceptionally good performance of all CHAMP system components
over the past 5 years and the AO-triggered involvement of a large and still
growing number of users around the globe has made it possible not only
to provide unprecedented long, uninterrupted and well calibrated data series
for various investigations, but also to apply new data reduction and analysis
methods and to come up with new and value-added products besides those
routinely generated in the CHAMP science data processing system. Many of
the scientific achievements with CHAMP data are presented in the proceedings
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of the 1st CHAMP Science Meeting (Reigber et al., 2003) and the 2nd Science
Meeting (Reigber et al., 2004).

The CHAMP mission, originally designed for a 5 years lifetime, will last a
few years longer than initially planned, thanks to the smooth functioning of
all mission elements, the successful execution of two orbit rises and the avail-
ability of still enough cold gas for the operation over a number of additional
years. The purpose of this contribution is to shortly describe the status of the
mission at this 5-year milestone and to elucidate the science instrument data
and data products, which have been delivered in large quantities to the more
than 500 scientists and application users worldwide.

2 Spacecraft, Instrumentation and Orbit Evolution

When the CHAMP spacecraft was designed it was optimized in the sense that
it should best satisfy the requirements of the gravity and magnetic field objec-
tives simultaneously, which are at times quite different. Design drivers in this
respect were a well-determined and constant position of the centre of gravity,
a three-axes stabilized attitude control causing only negligible lateral acceler-
ations, a sizable boom for magnetic cleanliness and a long mission lifetime at
low altitude.

In order to optimize the aerodynamic behaviour and magnetic field ob-
servation environment, the satellite was build as a relatively heavy trapezoid
body of dimensions 430x75x162 cm3 (l/h/w) with a 404 cm long deployable
boom in flight direction (see Color Fig. I on p. 286). The spacecraft weighed
522 kg at the beginning of the mission, including 34 kg of cold gas for attitude
control and orbit manoeuvres, of which nearly 21 kg have been consumed in
the meantime. The average power consumption of 120 W (payload 46 W) is
comfortably provided by 7 m2 of solar cells and a 16 Ah NiH2 battery. No
degradation is detectable so far in the power system.

CHAMP is kept in an Earth-oriented attitude with the boom pointing
in flight direction. For calibration experiments the spacecraft was steered in
a number of occasions into quite different orientations, from perpendicular
to the velocity vector to anti-flight direction. Three magnetic torquers are
used to orient the spacecraft within a control band of ±2 degrees. In case
of dead-band exceedance, 12 cold gas thrusters restore the nominal attitude.
Prime attitude sensors are star trackers and an onboard GPS receiver. Every
10 seconds the GPS receiver provides a new position and updates the onboard
clock. A highly autonomous control and data handling system guarantees a
save operation during longer periods (up to 12 h) of no contact with ground
stations. Data are stored in a mass memory of 1.2 Gigabit capacity. The
4 m long boom, installed for magnetic cleanliness reasons, consists of three
segments: the outer part with the scalar Overhauser magnetometer at the tip,
the middle segment with the rigid optical bench on which two star sensor
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heads and two Fluxgate vector magnetometers are mounted, and the inner
segment incorporating the deployment hinge.

In total CHAMP is equipped with seven different scientific instruments,
the data of which are processed in an operational mode since May 2001 (see
Color Fig. I on p. 286).

The NASA Jet Propulsion Laboratory (JPL) has provided the state-of-
the-art ”Blackjack” GPS space receiver. Accommodated for the first time
onboard a LEO satellite as a mission control support and satellite-to-satellite
(SST) gravity recovery instrument, it delivers NAV solutions accurate to about
6 m rms with an average availability of >99.5 %, the time tag for all science
instruments within 1 ms and precision orbit ephemeris (POD) results for
gravity recovery with phase residuals in the order of <3 cm (König et al.,
2004). Since June 2001 radio occultation measurements have routinely been
obtained with C/A measurements at high rates (50 Hz sampling frequency).
The obtained profiles for atmospheric humidity and temperature (nearly 250
per day) reach close to the Earth surface and are in good agreement with
operational meteorological analysis results (Wickert et al., 2004).

The STAR accelerometer, which was provided by the Centre National
d’Études Spatial (CNES) and manufactured by the Office National d’Études
et de Recherches Aérospatiales (ONERA), had its maiden flight on CHAMP.
It meets the specified resolution of <3x10−9 m/s2 for the two highly sensitive
axes (Förste and Choi, 2004) and has been delivering since autumn 2000 valu-
able information on the surface forces accelerations, an information which is
highly important for the accurate gravity field modelling and the development
of air density models.

The GFZ-built CHAMP Laser Retro-Reflector (LRR) has demonstrated
impressively the possibility to use a densely packed array with the minimum
number of 4 prisms for a LEO satellite to obtain a sufficiently high return
signal for easy target acquisition under both night and daytime conditions.
Due to its compact design, the target signature of the CHAMP LRR is negli-
gible and single-shot accuracies below 5 mm have been reported by the most
advanced laser trackers (Grunwaldt and Meehan, 2003).

CHAMP was also the maiden flight for the Advanced Stellar Compass
(ASC) used in dual-head configuration. Combined with the aberration cor-
rection capability – first time applied in orbit with CHAMP – this has led to
a highly accurate attitude of approximately 15” of the raw data onboard. The
instrument has been operating fully autonomously for 5 years already and
directly outputs the final quaternions. On-ground post processing improves
the accuracy to about 2” (Rother et al., 2003).

The Digital Ion Drift Meter and Langmuir Probe were provided by the
Air Force Research Laboratory (AFRL) in Hanscom MA, USA. This newly
developed instrument monitors the ion dynamics like the drift velocity, density
and temperature along the orbit.

Since its first switch-on on the second day of the mission the Fluxgate
magnetometer has been operating flawlessly. Thanks to the magnetic cleanli-
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ness of the spacecraft, the ambient magnetic field is measured at a high rate
of 50 Hz and a resolution of 0.2 nT in all three axes. After having applied all
necessary transformations and corrections to the vector field measurements
on the basis of attitude and position observables, absolute vector accuracies
of less than 2 nT have been reported (Rother et al., 2003).

The Overhauser magnetometer provides absolutely calibrated readings of
the scalar field strength at a rate of 1 Hz and a resolution of 0.1 nT. It serves
as measurement standard and calibration unit, and fully satisfies since the
beginning of the mission the scientific requirements.

As stated, all CHAMP instruments are in a very good state and function
even after 5 years in operation as foreseen. The only exception is the less
sensitive radial component of the accelerometer, the observations of which
cannot fully be used because of a malfunctioning of one of the six electrode
pairs of the STAR accelerometer (Perosanz et al., 2004).

After a series of calibration and validation activities in the course of the
mission, which included a number of software updates and parameter adjust-
ments, and the scientific results obtained so far, it can be stated that CHAMP
has been providing the best possible measurements from its state-of-the-art
instruments for now almost 5 years, making CHAMP a pioneering mission in
many respects.

In addition CHAMP is at the moment the lowest orbiting geo-research
satellite, continuously tracked by GPS and continuously providing accelerom-
eter and magnetic field data. CHAMP was injected into an almost circular
(e = 0.004), near polar (i = 87◦) orbit with an initial altitude of 454 km.
This initial altitude was chosen as the best compromise to guarantee on one
hand a five-year mission duration even under high solar activity conditions,
predictable by models at the time prior to launch, and to account on the other
hand for the requirements imposed by the scientific goals of the mission. Due
to the extremely high solar flux and the corresponding high atmospheric drag
acting on the satellite throughout the time period from mid 2001 to the end
of 2002, the orbit decay was considerably faster than had been predictable,
with the danger that the mission would have been finished already in 2004.
To avoid this, a first orbit change manoeuvre was performed on June 10/11,
2002. Through a sequence of thruster firings at apogee the orbital altitude of
CHAMP was increased by about 16 km. A second orbit change manoeuvre of
the same type was carried out on December 9/10, 2002, resulting in a second
rise of the orbit by about 20 km (see Color Fig. II on p. 286).

Now, in July 2005, CHAMP has lost almost exactly 100 km of its origi-
nal orbital height and is orbiting at an altitude of about 355 km. After the
two orbital manoeuvres the eccentricity e changed to the very small value of
0.0002, which means that CHAMP is now on an almost perfect circular path
around the Earth.

The present orbital height is still 55 km above the originally for July 2005
planned height of about 300 km. With the solar flux predictions presently
available, the 300 km altitude floor will be reached in autumn 2007 and this
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Fig. 2. Changes of mean eccentricity and inclination since launch.

will bring the CHAMP mission to a definite end in the spring to summer 2008
timeframe.

In the course of its free-drifting orbit periods CHAMP passed through
many different commensurabilities and resonant regimes, with high sensitivity
to 15th and 16th order terms of the geo-potential and overtones. Due to the
orbit changes the satellite passed through a number of repeat cycles more
than once (e.g., a 2-days repeat in May 2002, October 2002 and in May 2003)
and will experience during the second mission part at low altitudes largely
enhanced perturbations in the orbital motion.

Fig. 3. Repeat cycles (in days) through which CHAMP passed since launch.
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3 Ground System Performance

CHAMP’s ground segment comprises all ground-based components which per-
form the operational control of the spacecraft and instruments, the data flow
from the onboard memory and supporting ground tracking networks to the
processors, the standard science product generation and the dissemination of
data and products to the users. Color Figure III on p. 287 shows the general
scheme of the ground segment for CHAMP.

DLR has been running for 5 years with great success the Mission Opera-
tion System (MOS) consisting of the Mission Control Centre (MCC) at the
German Space Operation Centre (GSOC), Oberpfaffenhofen, and the Raw
Data Centre (RDC) at DLR’s German Remote Sensing Data Centre (DFD),
Neustrelitz. The Science Operation System (SOS) at GFZ constitutes the
interface between the science experimenters and satellite operation. It is re-
sponsible for mission scheduling, command preparation, and mission and orbit
analysis.

CHAMP’s on-board instruments continuously produce science and instru-
ments’ house-keeping data with an overall rate of 10.8 kbit/s, and the satel-
lite adds 2.2 kbit/s of spacecraft house-keeping data, which makes a total of
141 MByte/d. These data are downloaded three to four times a day to the
7.3 m ground antenna of the DLR receiving station in Neustrelitz (53.5 N,
13 E), Germany, and for almost every pass to the GFZ/DLR 4 m receiving
station in Ny Ålesund (78.9 N, 11.8 E), Spitsbergen. A third ground sta-
tion, the DLR ground station in Weilheim (48 N, 11 E), is operated as the
commanding and satellite control station. It also serves as a back-up station
to Neustrelitz. It receives ’real-time’ science and H/K data at a bit-rate of
32 kbit/s and sends commands at 4 kbit/s. A great number of command se-
quences were prepared and successfully transmitted to the spacecraft in the
meantime. The number of commands executed by the CHAMP satellite since
launch nears the 290,000 mark. After 5 years of science data gathering in or-
bit, approximately 6,700 times telemetry data sequences were downloaded to
the three aforementioned ground stations.

CHAMP’s Raw Data Centre is running, almost uninterruptible since
launch, at the receiving station Neustrelitz with the following functions:
telemetry data reception (transfer frames) and long-term storage in the Raw
Data Archive, demultiplexing and extraction of science and H/K application
packets (level-0 data), immediate transfer of H/K packets to GSOC, and tem-
porary storage of all level-0 data in the level-0 rolling archive for access by the
Decoding Centre of the Science Operation System (SOS-SD) at GFZ Potsdam.
Here the level-0 long-term archive for CHAMP is located.

In addition to the spacecraft data, all CHAMP related ground station net-
work data are accessed and archived at GFZ Potsdam: low rate (30 s, 10 s)
and high rate (1 s), low latency GPS ground-based observations from individ-
ual GPS stations and the data centres of the International GPS Service (IGS),
and CHAMP laser tracking data from the international laser data centres of
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the Inernational Laser Ranging Service (ILRS). The high-rate GPS ground-
station data of the GFZ and JPL dedicated CHAMP GPS subnets, altogether
about 25 stations, are mutually exchanged. All data transfer happens via the
public Internet network.

The SOS-SD component is carrying out in a semi-automatic process all
decoding of CHAMP level-0 data to level-1, that means the conversion from
telemetry code into user-defined physical units.

The higher level scientific products are generated within the Science Data
System (SDS) consisting of the

• Orbit and Gravity Field Processing System (SDS-OG),
• Magnetic and Electric Field Processing Systems and (SDS-ME)
• Neutral Atmosphere Profiling System (SDS-AP)

at GFZ Potsdam, and the

• Ionosphere Profiling System (SDS-IP)

at DLR’s Institute for Communication and Navigation (IKN), Neustrelitz.
Data and data product archiving, administration and retrieval is managed

by the CHAMP Information System and Data Centre (ISDC), located at GFZ
Potsdam, which is also the users’ www- and ftp-based interface for access to
CHAMP data and scientific products. The number of users and user groups,
registered at ISDC and retrieving data, data products and ancillary infor-
mation from the archive, has continuously grown with time. Four years after
having issued the Announcement of Opportunity, this number has reached
the value of about 560, with more than 50% of these users originating from
Germany, the USA and China (see Color Fig. IV on p. 287).

CHAMP’s standard science products are labelled from level-1 to level-4
according to the number of processing steps applied to the original data. De-
commutation and decoding of level-0 data results in level-1 products. These
are daily files, associated with each individual instrument and source aboard
CHAMP, with the data content being transformed from the telemetry format
and units into an application software readable format and physical units.
Level-1 products also include the ground station GPS and laser data. Level-
2 products are pre-processed, edited and calibrated experiment data, sup-
plemented and merged with necessary spacecraft housekeeping data and ar-
ranged in daily files. Level-3 products comprise the operational rapid products
and fine processed, edited and definitely calibrated experiment data. Finally,
level-4 leads to the geo-scientific models derived from the analysis of CHAMP
experiment data, supported and value-added by external models and obser-
vations.

At the time of writing this contribution, the numbers of product files given
in Table 1 have been reported by the ISDC to exist in the data base for each
of the levels 1 to 4. Each additional year of CHAMP operation adds about
1.4 Terabyte of data to the total amount.
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Table 1. Total amount of stored data/product files since launch

number of files total

Level-1 3570365 3109 GByte
Level-2 244017 599 GByte
Level-3 807744 1767 GByte
Level-4 7708 1723 GByte

total 7786533 7198 GByte

4 Mission Goals and Science Data System Achievements

The science goals of the CHAMP mission are to gain improved sources of in-
formation about the nature and composition of the Earth, about evolutionary
processes continuing to shape it, as well as to gain information on dynamic
processes taking place in the near Earth space, in the neutral atmosphere and
the ionosphere. Precise global gravity and magnetic field models are of main
importance for studying and understanding the structure and composition of
the solid Earth, whereas evolutionary processes, influencing global change, ex-
press themselves either directly or indirectly through changes in gravity and
magnetic field signals and changes of key parameters of the atmosphere and
ionosphere.

The mission goals for CHAMP, as defined in the pre-launch period, were:

1. to acquire long-term, uninterrupted and well calibrated data series from
CHAMP’s gravity field, magnetic field and atmosphere sensors,

2. to produce on the basis of high-low SST and accelerometer observations
a long-term mean estimate of the Earth’s gravity field for the spectral
components >1,000 km with an at least one order of magnitude improve-
ment and to contribute to the determination of the time variability of the
longest wavelength components of the field by comparing three-monthly
models,

3. to measure and model the main and lithospheric magnetic fields of the
Earth as well as secular variations and ionospheric currents with unprece-
dented spatial resolution and precision through high-precision scalar/vec-
tor magnetic field and electric field observations,

4. to probe the neutral atmosphere and ionosphere as global as possible,
using GPS limb soundings with improved technology,

5. to give all interested science and application users free access to the
CHAMP data and data products through a dedicated CHAMP data and
information system.

After 5 years in orbit and after 51 months of routine operation it can be
stated that the CHAMP mission succeeded in achieving the aforementioned
mission goals. More than 98 % of all possible observations have been acquired
and stored in the raw data archives. Within the three fields of research and
application pursued with CHAMP, the following number of standard products
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have been made available to the general user community via the ISDC (see
Color Figs. V and VI on p. 288) up to now:

(1) Orbit and Gravity Field Processing System (SOS-OG)

• level-1: 21 GByte of GPS to CHAMP satellite-to-satellite phase and code
tracking observations (0.1 Hz),

• level-2: 8 GByte of preprocessed accelerometer observations (0.1 Hz)
and linear and angular accelerations with attitude information plus the
thruster-firing time events,

• level-3: 15 GByte of predicted, ultra-rapid and rapid science orbits of
CHAMP and the GPS satellites in the Conventional Terrestrial System,
and processed with a short time delay of a few hours to days after data
download,

• level-4: global Earth gravity field models, represented by the adjusted coef-
ficients of the spherical harmonic expansion: progressively accumulated so-
lutions, named EIGEN-1S, EIGEN-2, EIGEN-3p and EIGEN-CHAMP03S
(see http://www.gfz-potsdam.de/pb1/op/champ/results/index RESULTS.
html).

(2) Magnetic and Electric Field Processing System (SOS-ME)

• level-2: 38 GByte magnetic field observations, both scalar and vector field,
in the sensor system as well as in local coordinates (North, East, Down),
all at 1 Hz rate; 17 GByte precise attitude derived from Advanced Stellar
Compass both for the spacecraft and for the boom instrumentation at a
1 Hz rate,

• level-4: main field and lithospheric field models by the spherical har-
monic expansion coefficients, derived from spacecraft data and its secu-
lar variation coefficients from space and ground-based observations; re-
cent models are named POMME 1.4 and MF3 (see: http://www.gfz-
potsdam.de/pb1/op/champ/results/index RESULTS.html).

(3) Atmosphere/Ionosphere Profiling Systems (SOS-AP/IP)

• level-1: 75 GByte GPS-CHAMP radio occultation measurements (50 Hz
for AP and 1 Hz for IP),

• level-2: 272 GByte of atmospheric excess path delays; time-tagged atmo-
spheric excess path of the occultation, link annotated with SNR and orbit
(position and velocity), information of CHAMP and the occulting GPS
satellite for each occultation event,

• level-3: 16 GByte of vertical profiles of atmospheric bending angle and
geopotential, profiles of refractivity, dry air -density, -pressure and -tempe-
rature, and – adopting temperature from global analyses – specific and
relative humidity, partial pressure and mixing ratios of water vapour in the
troposphere. 9 GByte of occultation link related Total Electron Content
data values and 0.1 GByte of vertical TEC profiles.
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In addition, more than 2,000 GByte of High Rate GPS ground data are
provided to the users via the ISDC.

The SDS team at GFZ has achieved a number of outstanding scientific
results in the course of the 5 years operation of CHAMP and has made these
results quickly available to the community:

• For the first time in space geodesy’s history with the EIGEN solutions
global gravity field models with full power up to degree/order 65 of the
spherical harmonic expansion could be derived from observations of a
single satellite and largest-scale temporal gravity variations could be ex-
tracted from 3 years worth of data (Reigber et al., 2004).

• With POMME, a series of field models for the accurate description of
the main and external magnetic field has been introduced (Maus et al.,
2004). Employing data of the CHAMP scalar and vector magnetometers,
a detailed global model up to degree/order 90 of the crustal magnetic field
was derived (Maus et al., 2005). This model MF3 is providing important
information for studies of the crustal magnetisation. In addition, from two
years of high-precision CHAMP satellite magnetic measurements it has
been possible to map for the first time the magnetic signal of ocean tidal
flow (Tyler et al., 2003).

• Unprecedented continuous long series of atmospheric and ionospheric pro-
files are derived by the SDS AIP team from CHAMP’s GPS radio occulta-
tion data. More than 300,000 atmospheric occultation measurements are
presently available as well as more than 200,000 ionospheric occultation
data. Currently the delay time from data reception to the generation of key
parameters of the neutral atmosphere and ionosphere is only a few hours
and the quality of the data products as derived from inter-comparisons
with independent observations and analyses is impressively high (Wickert
et al., 2004; Jakowski et al., 2004).

Finally, with the CHAMP ISDC a modern tool for the management of
system data of a space geodetic mission was introduced, which has found
its extension into the GRACE era (see http://isdc.gfz-potsdam.de/champ/).
More than 500 scientists and application users are registered at the moment,
which are making intensive use of this service. With the continuous annual
increase of CHAMP data users over the last four years, this number is likely
to further grow in the next few years.

5 Conclusion and Outlook

After 5 years of mission operation the main conclusion is that the CHAMP
mission fully meets the demands defined by the project team in the de-
sign and development phase for the space and for the ground segment. The
CHAMP mission has already now provided an unprecedented set of data for
geo-potential, atmospheric and ionospheric research and has marked a new
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era of LEO satellites with onboard GPS receivers, accelerometers and magne-
tometers. Many scientists from various fields of geosciences and the application
area make intensive use of data and products provided by the CHAMP Science
Data System for their own analyses and investigations. CHAMP has served
in many respects as pathfinder for the GRACE mission and will do so for the
next generation of magnetic field missions such as SWARM. CHAMP is likely
to remain in orbit until mid 2008. With the decreasing orbital altitude and the
extension of the observation period by additional three years, more sensitivity
and precision will be gained in particular for the gravity field and magnetic
field modelling. With its companion mission GRACE and a CHAMP obser-
vation period extended to seven or eight years, highly valuable information
on the variability of the Earth gravity and magnetic fields and on long-term
changes of key quantities of the atmosphere and ionosphere will be obtained.
This information will support a better understanding of the mass balances in
the Earth System and may help in future to early detect global changes and
to understand their underlying mechanisms.
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Summary. The GeoForschungsZentrum Potsdam (GFZ) runs an operational sys-
tem for the CHAMP mission that provides precise orbits on a regular basis. Focus
is put on recent analyses and achievements for the Rapid and Ultra-rapid Science
Orbits.

Key words: CHAMP, GRACE, SAC-C, Precise Orbit Determination, Orbit Prod-
ucts

1 Introduction

Since the beginning of the CHAMP mission (Reigber, 2005) in 2000, the
GeoForschungsZentrum Potsdam (GFZ) operationally provides precise or-
bits. These products comprise orbit predictions (the PreDicted Orbits or
PDOs), rapidly available orbits (the Rapid Science Orbits or RSOs and the
Ultra-Rapid Science Orbits or USOs), and offline generated orbits (the Post-
processed Science Orbits or PSOs). All these routine orbits are dynamically
integrated and differentially corrected for certain parameters to fit to the ob-
servations being available at the time of generation and being appropriate to
meet the objectives the orbit is intended for. The orbits are provided at diffe-
rent frequencies, latencies, and accuracies depending again on their intention.
And they are published at the CHAMP data center at GFZ (ISDC, 2001).

Developments in CHAMP Precise Orbit Determination (POD) have re-
cently been discussed in König et al. (2005). The following concentrates there-
fore on newest improvements in accuracies and latencies, on new considera-
tions regarding accuracy assessments of the RSOs of the GPS satellites, and
on the accuracy of GRACE RSOs which have been invented newly to support
radio occultation analysis with GRACE enhancing the CHAMP and SAC-C
data set. Also given are some tests on the impact of ambiguity fixing and dense
GPS clocks. These approaches are due next for the upgrade of the operational
processing system.
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The instruments of CHAMP provide data for use in POD, such as space-
borne Global Positioning System (GPS) Satellite-to-Satellite Tracking (SST)
observations, onboard accelerometer measurements, attitude, thruster firing
and other POD relevant information from the housekeeping data. The ground
based data are GPS data of the CHAMP low latency network, other ground
GPS data from the International GNSS Service (IGS, see Beutler et al. (1999),
IGS (2005)), and Satellite Laser Ranging (SLR) data from the International
Laser Ranging Service (ILRS, see Pearlman et al. (2002), ILRS (2005)). The
same holds true for the GRACE satellites, where however the SST observa-
tions only are exploited for the RSO. K-band intersatellite range observations
as well as the attitude etc. data are omitted because they do not arrive in
time. Also in case of SAC-C we must rely on space-borne GPS observations
alone.

In all POD applications described in the following, the data are evaluated
by GFZ’s EPOS-OC (Earth Parameter and Orbit System - Orbit Computa-
tion) software system in version 5.4 at the time of writing this.

2 CHAMP Rapid and Ultra-Rapid Orbit Products

Modelling standards and earlier quality results for the CHAMP RSO and
USO are given e.g. in Michalak et al. (2003). Recent efforts concentrated
on improving and accelerating the pre-processing system. They resulted in
more accurate GPS orbits with lower latency. Fig. 1 shows the comparison
of the GPS RSO orbits to IGS Rapid Orbits (IGRs) after having applied
a Helmert transformation in terms of Root Mean Square (RMS) values of
position differences per axis, Fig. 2 the comparison of the GPS USOs to the
IGRs. The IGRs are taken as a reference as IGS claims that their accuracy
is better than 5 cm (IGS, 2005). Improvements concerned the optimization
of the selection of approximately 50 stations of the GPS ground network. In
effect since September 20, 2004, (marked by a dashed vertical line in Fig. 1
and 2), indeed less outliers can be noticed for both the RSO and the USO.
Currently the GPS RSO shows 7.5 cm RMS versus IGR, the USO 8.5 cm.
The USO is slightly less accurate because it is generated with a latency of
approximately two hours after the last observation versus a latency of 17
hours for the RSO (the IGR also comes with a latency of 17 hours). Therefore
the set of observations for the USO may lack data from some receivers, making
the ground station network less optimal.

A validation of the RSOs of the GPS satellites PRN G05 and PRN G06
by SLR observations is performed for orbits since the beginning of year 2004.
For that the GPS based orbits are fixed and compared to the SLR observa-
tions. Eventually the SLR residuals are compiled in Fig. 3. They exhibit a
systematic bias of -5 cm, their standard deviation is 4.9 cm. The bias here is
consistent with previously published results (e.g. Urschl et al. (2005)). Con-
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cluding from the SLR validation, a radial accuracy of 5 cm of the GPS RSOs
can be assessed.
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Fig. 3. SLR validation of the RSOs of PRN G05 and PRN G06

For the determination of CHAMP RSO and USO orbits, the respective
GPS RSO and USO orbits and clocks are fixed. The resulting accuracies of
the CHAMP RSO orbits can again be assessed by SLR validation. For the
recent period the RMS is around 5.5 cm. It should be noted here in general,
that the SLR data are taken as is, i.e. the RMS values can be contaminated
by outliers. In addition, the SLR observations can be located at the beginning
or at the end of an arc, which, due to the known dissipations of dynamical
orbits at those periods, increases the RMS values as well.

A second assessment of CHAMP RSO accuracy is performed by sampling
the position differences of subsequent orbits in the middle of the 2-hour period
where the orbits overlap. The recently computed mean of the sampled position
differences amounts to 5.0 cm. This is in good agreement with the SLR RMS
and validates therefore the possibility to use the overlap analysis as accuracy
assessment.

SLR validation and overlap analysis are also used to asses the accuracy
of the CHAMP USO. The global SLR RMS is 7.4 cm. This is larger than in
case of the CHAMP RSO due to its dependency on less accurate GPS USO
orbits and because of more frequent occurences of gaps in the CHAMP SST
observations. In Fig. 4 the position differences and their medians of overlap-
ping arcs at epochs distant by 0 to 2 hours from the end of the preceding arc
are given. The most critical part of the CHAMP USO orbit is its end, the last
15 minutes, where the median values are quite large, between 13 and 29 cm.
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The main reason is found with poor accuracies of GPS USOs for the last 1
hour of the arc due to lacking data. Meanwhile an effort has been started to
improve the acquisition of GPS ground data covering the last 1-2 hours of the
GPS USO.
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Fig. 4. CHAMP USO orbit accuracies

The GPS and CHAMP USOs are produced as pre-requisite for occulta-
tion data processing, which in turn generates atmospheric profiles or related
products for use in Numerical Weather Prediction (NWP). The age of input
data to NWP applications must not exceed three hours. The latencies of the
CHAMP USO are given in Fig. 5. The recent improvement of pre-processing
procedures by parallel acquisition and pre-processing of GPS ground data in-
troduced on April 20, 2004, resulted in a reduction of the latency from 3.5h
to 2.2h in mean. Further reductions are still possible by switching from a 3-
hourly processing interval to dump-dependent processing. In case of CHAMP,
the polar receiving station has view of the satellite during each revolution, i.e.
approximately each 1.5 hours. Then the onboard data, the GPS SST obser-
vations etc., can be sent to the ground or dumped respectively.

3 SAC-C and GRACE Rapid Orbit Products

Recently the CHAMP RSO processing system was extended to generate or-
bits for three more occultation measuring satellites: SAC-C, GRACE A and
GRACE B. The SAC-C satellit has no SLR reflector, so for accuracy assess-
ment the overlap values only are available. The results are given in Table 1.
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The mean overlap position difference 5.4 cm is close to the value for CHAMP,
i.e. 5.0 cm. Since the modelling standards for both satellites are rather similar,
it can be concluded from the overlap analysis that the accuracy of the SAC-C
orbits is close to that of the CHAMP RSO.

In addition to CHAMP and SAC-C, the RSO for both GRACE satellites
is produced since October 2004. Though, at the time being, the GRACE
occultation measurements are switched off, permanent switch on is planned.
Therefore the generation of the GRACE RSOs keeps going as long as resources
allow. Recent accuracy assessments for both GRACE RSOs are compiled in
Table 1, too. SLR RMS values are as large as those of CHAMP, but overlaps
are about half as large as those of CHAMP and SAC-C. As the GPS receivers
onboard the GRACE satellites deliver higher quality data, it can be concluded
that the GRACE RSOs are of higher quality than the CHAMP and SAC-C
RSOs.

Table 1. SAC-C RSO and GRACE RSO accuracies

SLR Overlap
RMS Mean
(cm) (cm)

SAC-C - 5.4
GRACE A 5.2 2.8
GRACE B 4.8 2.9



Remarks on CHAMP Orbit Products 23

4 Increasing the Accuracy of GPS and LEO Orbits

Ambiguity fixing (Mervat, 1995) for GPS observations is tested for a small
sample of the GPS Post-processed Science Orbits (PSOs, 30 s ephemerides
and clocks for sub-sequent gravity field processing). Table 2 summarizes the
comparison of the standard and the ambiguity-fixed PSOs to the IGS final
orbits for three 1.5-d arcs of May 2002. The IGS final orbits are considered as
a reference because IGS claims, as in case of the IGR, that their accuracy is
better than 5 cm (IGS, 2005). For further assessment, two out of all individual
contributions to the combination of the IGS final orbits, the final orbits of the
CODE and GFZ IGS analysis centers, are compared the same way as the
PSOs to the IGS final orbits.

From Table 2 it can be conluded that ambiguity fixing improves the ac-
curacy of the PSOs considerably. GFZ final and CODE final orbits should be
as close as 2 cm to the IGS final orbits according to the IGS combination
reports. However the values in Table 2 differ quite largely from this particu-
larly for the GFZ finals. The reason being the weighting scheme applied in the
combination whereas the results in Table 2 are derived from straightforward
differences of all satellites being equally weighted.

Table 2. Impact of ambiguity fixing. Differences in position per axis for various
orbits versus IGS final orbits

Arc Standard PSO with GFZ CODE
PSO ambiguity fixing final final

RMS (cm) RMS (cm) RMS (cm) RMS (cm)

2002.05.01 13.8 9.9 10.2 3.6
2002.05.03 11.4 6.9 8.5 3.2
2002.05.05 9.7 5.7 7.0 3.1

Mean 11.6 7.5 8.6 3.3

The GPS PSO (standard and with ambiguity fixing) was next used to gen-
erate CHAMP RSO type orbits for the period 2003.08.01 - 2003.08.14. Some
arcs were excluded a priori because of gaps in the GPS clock solutions. Gener-
ally the CHAMP RSO is generated using the 5 minutely spaced ephemerides
and clocks of the GPS RSOs. The 5-minute clocks are then being linearly in-
terpolated to 30-second clocks. The impact of these different GPS orbits and
clocks on CHAMP RSO accuracy can be seen in Table 3. The largest impact
comes from proper 30-second clock solutions, case GPS PSO, for which the
CHAMP SLR RMS drops drastically. The ambiguity fixed PSOs improve the
CHAMP orbits additionally. Ambiguity fixing as well as improved interpola-
tion of the 5-minute clocks of the GPS RSO will be implemented in the next
future.
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Table 3. Impact of GPS clocks and ambiguity fixing on CHAMP RSO type orbits
measured by independent SLR residuals. CHAMP arcs where attitude and thruster
data are missing, are marked by (*)

Arc Standard Standard PSO with Number of SLR
GPS RSO GPS PSO ambiguity fixing normal points
RMS (cm) RMS (cm) RMS (cm)

030801 10:00 3.68 2.08 2.00 167
030801 22:00 2.94 3.47 4.49 51
030802 10:00 3.81 2.46 2.54 139
030802 22:00 5.29 4.57 4.38 28
030803 10:00* 4.53 2.35 1.40 59
030803 22:00 0.13 1.10 0.04 1
030804 10:00 2.52 2.06 1.68 148
030804 22:00 2.90 2.72 3.59 45
030805 10:00 4.29 4.50 3.54 96
030805 22:00 5.11 3.17 3.47 122
030807 22:00 3.51 1.16 2.54 47
030808 10:00* 4.90 4.90 4.49 120
030808 22:00* 5.60 4.00 4.73 38
030810 10:00* 2.99 4.22 5.79 162
030810 22:00 4.94 5.67 4.33 66
030811 10:00 3.93 3.52 3.06 170
030811 22:00 3.51 3.89 2.93 81
030812 10:00 3.06 3.60 2.86 194
030812 22:00 4.19 3.05 2.25 49
030813 10:00 5.69 2.64 3.18 232
030813 22:00 6.02 3.29 3.48 52
030814 10:00 5.73 5.09 4.58 51

Global SLR RMS

All arcs 4.24 3.48 3.45 2118
Arcs (*) excluded 4.24 3.30 3.08 1739

Another possibility for improving the LEO orbit accuracies is to use the
integrated approach (Zhu et al., 2004) where all LEO and GPS orbits and
the ground station coordinates are estimated in one step. Some results for a
few GRACE 1.5-day arcs under different observation scenarios are given in
the cited article. Here the integrated approach is applied for two months of
GRACE A/B 1-day orbits and shown in Table 4. For comparison, also RMS
values of SLR residuals are given for GRACE orbits produced during gravity
field screening and for JPL reduced dynamic orbits. In the gravity screening
runs, accelerometer data and empirical forces were used to achieve good initial
orbits. For the integrated solution, solely accelerometer data were used. The
independent SLR RMS for the integrated solutions is slightly larger than for
the JPL solution. The difference can be deduced to gaps in the accelerometer
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data in the integrated solution. Therefore the integrated approach can produce
LEO orbits accurate on the level of 2-3 cm.

Table 4. GRACE A and B orbit accuracies for three different solutions measured
independently by 9872 SLR normal points for the period 2003.07.02-2003.08.31

Solution RMS (cm)

Routine gravity screening (1.5d arcs, accelerometer + emp. coeff.) 5.15
Integrated (1-step) solution (1d arcs, accelerometer only) 2.92
JPL solution (reduced dynamic) 2.33

5 Summary and Conclusions

Rapid and ultra-rapid GPS, CHAMP, SAC-C and GRACE orbits generated
operationally by GFZ e.g. for GPS radio occultation applications are accurate
and reliable products. Recent improvements concern the optimized selection
of a suitable GPS ground station network that resulted in more reliable GPS
RSOs and USOs. Faster procedures for data acquisition and pre-processing led
to considerable smaller latencies of the USOs. By applying ambiguity fixing
and accurate GPS clock interpolation the LEO orbits can be generated on an
operational basis with an anticipated accuracy of 2–3 cm versus the current 4–
5 cm. Further accuracy improvements are possible by the integrated approach
which, due to its large needs on computational resources, seems at this time
to be of practical relevance only if it is applied offline. As demonstrated by the
adoption of the SAC-C and GRACE A/B RSOs, the GFZ operational system
is prepared to accomodate further future LEO missions carrying onboard GPS
where fast and accurate orbits are required.
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TECHNOLOGIEN of BMBF and DFG, Grant 03F0333A. Proxies for Earth orien-
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Summary. Based on very accurate kinematic CHAMP orbits, a new CHAMP grav-
itational field model was computed by means of a (point-wise) acceleration approach.
In order to implement such an acceleration approach, the satellite’s acceleration has
to be derived from the kinematic CHAMP orbits by means of interpolation and sub-
sequent numerical differentiation. The iterative method of preconditioned conjugate
gradients is implemented to solve the large linear system of equations for the spheri-
cal harmonic coefficients. If appropriate preconditioning is applied, convergence can
be reached within 7 – 15 iterations. An important topic concerning the accuracy of
the gravity field solutions is the detection and filtering or down-weighting of spikes,
jumps, outliers and inaccurate data in the kinematic orbits. These problems are
adressed by data-preprocessing or robust estimation. Different gravity field solutions
up to degree and order 90 were computed, where validation exhibits a signal-to-noise
(S/N) ratio per degree of S/N ≥ 1 for coefficients up to degree 80 and S/N ≥ 2 for
coefficients up to degree 70. Comparisons to different CHAMP-models, which were
obtained by application of alternative algorithms, prove that the acceleration ap-
proach can compete with other methods of gravity field determination.

Key words: gravity field determination, CHAMP, low earth orbiting satellite
(LEO), numerical differentiation, robust estimation, wavelet filter

1 Introduction

The classical, dynamic approach for the analysis of the high-low SST (satellite-
to-satellite-tracking) measurements between the low Earth orbiting (LEO)
CHAMP-satellite and GPS-satellites is based on the former methods devel-
oped for Laser-Ranging-observables and connects the GPS-observables di-
rectly with the gravity field parameters (Reigber, 1989). The relation be-
tween the satellite orbit and the gravity field parameters is achieved by the
integration of the variational equations. With the proceeding CHAMP mis-
sion various models, e.g. EIGEN-1S (Reigber et al., 2002), EIGEN-2 (Reigber
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et al., 2003), EIGEN-3p and EIGEN-CHAMP03S (Reigber et al., 2005a),
have been estimated with this method which indeed led to an improvement of
state-of-the-art gravity field models. Besides this classical one-step-method al-
ternative approaches have been developed in context with CHAMP. These are
based on kinematic orbits and can be classified as two-step-methods (1. GPS-
observations → kinematic orbits; 2. kinematic orbits → gravity field param-
eters). Applied alternative two-step-methods are the energy-balance-approach
(Földváry et al., 2005), the short-arc analysis formulated as boundary value
problem (Mayer-Gürr et al., 2005) and acceleration approaches (point-wise,
see Austen et al. (2002), Reubelt et al. (2003a,b) and average, see Ditmar and
van Eck van der Sluijs (2004)). The implementation of such algorithms is mo-
tivated by the fact, that kinematic orbits can nowadays be determined with
an accuracy of less than 5 cm (Švehla and Rothacher, 2003, 2004), offering
comparable results to the classical approach.

The two-step algorithms working with kinematic orbits can be classified
as fast regarding the computation time, which is achieved by the underlying
linear system of equations. Especially the acceleration approaches will be effi-
cient, since any kind of integration of the force function is avoided and instead
the comparable fast process of numerical differentiation is applied. Numerical
differentiation, which normally increases the noise, is a less critical procedure
within acceleration approaches, if the orbit is correlated. In this case, the noise
may be reduced by numerical differentiation (Reubelt et al., 2003a,b). Indeed
the correlation of kinematic orbits can be proven by either a comparison to
dynamic orbits (Reubelt et al., 2003a,b) or by error-propagation of kinematic
orbits (D. Švehla, personal communication).

Motivated by the explained advantages, detailed simulations and first re-
sults from real data analysis (Reubelt et al., 2003a,b), the CHAMP real data
analysis within the subproject of the GIS in CHAMP-DACH was performed
with a point-wise acceleration approach.

2 The point-wise acceleration approach

The acceleration approach is briefly outlined in this section, detailed explana-
tions including mathematical formulas can be found in Austen et al. (2002)
and Reubelt et al. (2003a). Normally, kinematic CHAMP orbits are given
with respect to a Conventional Terrestrial System (CTS). In order to ob-
tain accelerations free from frame accelerations, the CHAMP positions have
to be transformed into the Conventional Inertial System (CIS). The satellite
acceleration vector is derived from the positions by differentiating twice an
interpolation function, which was fitted to the orbit. The Gregory-Newton-
interpolation turned out to be an appropriated method for application in nu-
merical differentiation. By reduction of non-conservative (non-gravitational)
and gravitational (tides) disturbing accelerations the terrestrial gravitational
acceleration vector can finally be obtained. While tidal effects as the direct
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attraction of sun, moon and the planets, the solid Earth and pole tides and the
ocean tides can be modeled with sufficient accuracy, non-conservative effects
caused by satellite surface forces as atmospheric lift and drag, solar radia-
tion pressure and the Earth’s albedo are measured with the in-situ CHAMP
STAR accelerometer. Calibration parameters - determined by GFZ - for the
correction of the bias, tilt and scale of the accelerometer instrument can be
downloaded from CHAMP-ISDC at GFZ. Due to some major problems, as
explained in Sect. 6, the satellite accelerations were not reduced by the ac-
celerometer measurements. According to Newton’s Law of motion, the “re-
duced” accelerations are balanced by the gradient of a spherical harmonic
geopotential model in order to set up the linear system of equations for the
determination of the spherical harmonic coefficients of the gravitational field.
The gradient is naturally computed by the spherical partial derivatives in the
local spherical system (normalized tangential system) and must therefore be
transformed into the CIS (via the CTS). A method for the solution of the
large system of equations and important aspects of data-preprocessing and
weighting are addressed in Sects. 4 and 5.

3 Numerical differentiation

For derivation of the satellite’s acceleration from kinematic orbit positions,
numerical (double) differentiation has to be applied. In general, several pos-
sibilities exist for numerical differentiation, whereas the most important are
the Fourier (FFT)-approach and differentiation based on interpolating splines
and polynomials. The FFT-approach is not further considered since data gaps
and outliers as well as sudden changes in the signal (orbit maneuvers,...) cause
serious problems and the result is contaminated from edge-effects and aliasing-
effects (Weigelt and Sneeuw, subm.). Due to a less oscillating nature, cubic
splines instead of polynomials are generally suggested for interpolation. Prob-
lems in using spline-interpolation are the derivation of boundary values and
the cause of edge-effects in the case of inaccurate boundary values. Compared
with polynomials, a longer time-series is needed to apply spline-interpolation,
which can be problematic in the presence of data-gaps and outliers. The afore-
mentioned difficulties can be handled, if polynomial interpolation is adopted.
Oscillations are avoided or marginal, when the order of the polynomial is not
too high and the polynomial is shifted point-wise for interpolation. In our
algorithm, numerical differentiation based on Gregory-Newton-interpolation
is implemented. Details exceeding the following brief overview can be found
in Reubelt et al. (2003a,b). According to Engeln-Müllges and Reutter (1987),
Gregory-Newton-interpolation is a n-point-interpolation-scheme and can be
expressed as a product-sum of binomial coefficients, containing the time t
(sampling time ∆t), and forward-differences of positions Xk. By means of
double-differentiation of the binomial coefficients with respect to time (2)
and by expressing the forward differences ∆i

1+i/2 in terms of coordinate dif-
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ferences ∆Xk+1
k (baselines) (3) the satellite accelerations Ẍ can be determined

by numerical differentiation with (1).

second derivative of the Gregory-Newton-interpolation formula

Ẍ(t) =
n−1∑
i=1

(
q
i

)//

∆i
1+i/2 (1)

with time difference quotient q = t−t1
∆t

second derivative of binomial coefficients

(
q
i

)//

=
1

∆t2 i!

i−1∑
j=0

i−1∑
k=0

(
q−j
q−k

)
− 1

(q − j)2

i−1∏
l=0

(q − l) (2)

forward differences in terms of baselines

∆i
1+i/2 =

i−1∑
k=0

(−1)i−1+k

(
i − 1

k

)
∆Xk+2

k+1

with baselines
∆Xk+1

k = Xk+1 − Xk

(3)

For reasons of accuracy the accelerations are only determined at the central
point of the interpolation scheme. The resulting central difference filter is
displayed in Fig. 1a.
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Fig. 1. (a) second derivative of Gregory-Newton-interpolation as filter and (b) its
filter coefficients for a 9-point-scheme

To guarantee a good approximation, at least a 7-point-scheme must be
used. On the other hand, the propagation of orbit-noise increases with a
higher-order-interpolation scheme. The 9-point scheme (Fig. 1b) offers a good
compromise between approximation and propagation of errors.
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Generally, a major drawback involved with numerical differentiation is an
increase of noise. This holds for white noise and it can be shown (Reubelt
et al., 2003a,b), that the noise induced errors of the accelerations can be di-
minished if the coordinates are correlated. To demonstrate this, the second
order formula of Gregory-Newton-interpolation (1) was expressed in baselines
(relative coordinates) instead of absolute coordinates. Due to the correlation
of positions, these baselines can be determined with higher accuracy than the
absolute coordinates, similar to DGPS. By introduction of such baselines it
can be explained why numerical differentiation with (1) enables the damping
of noise. The effect of correlation is briefly outlined in Figs. 2a,b,c by means
of a simulated erroneous orbit (σX = 3 cm, ρ = 0.97), which was generated
according to earlier real data investigations (Reubelt et al., 2003a,b) and an
improved accuracy of real CHAMP kinematic orbits (Švehla and Rothacher,
2004). While the absolute orbit accuracy in Fig. 2a is 3 cm, the accuracy of
the baselines is enhanced in Fig. 2b to about σ∆X = 7mm. If the correla-
tion of the orbit is assumed to ρ2 = 0.8, the accuracy of the baselines only
improves up to σ∆X = 1.9 cm (not shown in the figure). The higher accu-
racy of the baselines for ρ = 0.97 leads to an accuracy of the accelerations
in the level of σaccl = 1.6·10−5 m/s2 (Fig. 2c) in contrast to an accuracy of
σaccl = 4.5·10−5 m/s2 for the lower correlated orbit (ρ2 = 0.8). This means,
that the level of accuracy of the accelerations and furthermore of the corre-
sponding gravity solution is rather determined by the correlations and the
accuracy of baselines than the absolute accuracy of the orbit.

Figs. 2d,e,f try to oppose the behavior and accuracy of a real CHAMP kine-
matic orbit (Švehla and Rothacher, 2003, 2004) to the simulations. The accu-
racy of a real kinematic orbit is difficult to judge since the truth is not known.
Thus the quality and accuracy of the kinematic orbit, its baselines and accel-
erations are validated by a comparison to a reduced dynamic orbit (Švehla
and Rothacher, 2003, 2004), which is based on the best present-day gravity
field model EIGEN-GRACE02S (Reigber et al., 2005b) and which serves due
to its smooth behavior as a good reference for evaluation. The orbit/baseline
acceleration differences between the kinematic and reduced-dynamic orbit, il-
lustrated in Figs. 2d,e,f, show RMS values of 2 cm/6mm/1.5·10−5 m/s2 (out-
liers and data gaps are neglected) and thus are in good agreement with the
results of the simulated correlated orbit, displayed in Figs. 2d,e,f. Addition-
ally the orbit-, baseline- and acceleration differences between two (smooth)
reduced-dynamic-orbits (Švehla and Rothacher, 2003, 2004) based on EIGEN-
GRACE02S and the less accurate EGM96 (Lemoine et al., 1998) are plotted,
which show RMS-values of 2 cm, 3mm and 3·10−6 m/s2. The small differ-
ences between the baselines and accelerations of both reduced dynamic so-
lutions prove that the reduced-dynamic orbits provide a good reference for
validating the accuracy of kinematic baselines and accelerations. Only the es-
timation of the absolute accuracy of the kinematic orbit by a comparison to
the reduced-dynamic orbit is difficult, since the absolute accuracy and long
wavelength-behavior of the reduced-dynamic orbit may be in the same range,
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Fig. 2. (a),(b),(c) orbit/baseline/acceleration errors of a simulated CHAMP orbit
(h = 470 km, ∆t = 30 s, σX = 3 cm, ρ = 0.97) in the CIS (x-component); (d),(e),(f)
orbit/baseline/acceleration differences between real CHAMP orbits (year 2002, day
200, GPS time, ∆t = 30 s) in the CIS (x-component); bright: differences between
kinematic and reduced-dynamic orbit (EIGEN-GRACE02S), dark: differences be-
tween 2 reduced-dynamic orbits (EIGEN-GRACE02S, EGM96)

as indicated by the orbit-difference between the two reduced-dynamic orbits.
From external validation to SLR-data and orbit-adjustment-residuals (Švehla
and Rothacher, 2003, 2004) we get the absolute accuracy of the kinematic
orbit of about 2 - 3 cm. A comparison of this absolute accuracy to the base-
line accuracy of ≤ 1 cm gives a hint, that kinematic orbit data is correlated,
although the correlation may differ slightly from the simulations. At least the
comparable accuracy of baselines and accelerations from simulations and real
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kinematic orbits indicate that real data processing will confirm the promising
results from simulations (for instance in Reubelt et al. (2003a,b)).

The correlation of kinematic orbits originates from the natural correla-
tion of GPS-measurements, from signal delays (ionosphere) and from the pro-
cedures (e.g. ambiguity and clock fixing) adopted in the orbit adjustment.
Additionally to the comparison between kinematic and reduced-dynamic or-
bits, the variance-covariance-matrix of kinematic orbits clearly reveals such
correlations (D. Švehla, personal contact).

For completeness it should be mentioned, that also smoothing methods like
polynomial regression and smoothing splines have been tested in simulations
in order to reduce the influence of noisy observations. These methods were not
adopted to real data, since the accuracy of the estimated gravity decreased
though the internal statistics of the accelerations improved. The reason for
this might be, that not only the noise was reduced by smoothing, but also the
signal.

4 Iterative solution of linear system of equations

For the determination of the gravity field parameters from the 2-years kine-
matic orbit, a system of equations consisting of 6 millions of observations and
8278 unknowns for the maximum degree L = 90 has to be solved. This may
lead to two basic problems, namely the storage of the large design and nor-
mal matrices and the time-consuming computation of the normal matrix. The
algorithm can be shifted to a super-computer or an iterative solution can be
aimed concerning these problems. Iterative methods are able to deal with re-
stricted memory, since the normal matrix must not be built up and the design
matrix must not be stored. If iterative solvers in terms of preconditioned con-
jugate gradients (PCG) are implemented, the computations can be performed
on a standard PC. Mathematical details on the method of preconditioned
conjugate gradients, which led to a fast and stable convergence within 7 – 15
iterations in all computations, can be found in Ditmar and Klees (2002). In
Reubelt et al. (subm.) the preconditioner, which is implemented as a block-
diagonal approximation of the normal matrix consisting of one submatrix per
order m, is examined in more details.

5 Data preprocessing and robust estimation

5.1 Data preprocessing

The gravity field determination in this contribution is based on a two years
kinematic CHAMP orbit of the period March 2002 – March 2004, which was
kindly provided by D. Švehla and M. Rothacher (Forschungseinrichtung Satel-
litengeodäsie at Technical University Munich). In contrast to (reduced) dy-
namic orbits, which depend on a model, kinematic orbits are generated purely
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from the geometric information of GPS phase-observations and pseudoranges.
Kinematic orbits thus are not as smooth as (reduced) dynamic orbits and may
contain data gaps, outliers and jumps, as visible in Fig. 2d. While the former
two phenomena are mainly caused by an insufficient number of observed GPS
satellites or a bad satellite-constellation, the latter can be assigned to a chang-
ing GPS-constellation.

Since the implemented method of the acceleration approach is very sen-
sitive to outliers and jumps, as proved by simulations (Götzelmann et al.,
subm.), data-preprocessing is a very important aspect in gravity field deter-
mination. In the acceleration approach, the removal of outliers can mainly be
applied at two levels. The first opportunity is the preprocessing of the given
kinematic orbit (or its baselines) and, since errors propagate into numerical
differentiation, the derived accelerations offer a second platform for outlier
removal strategies.

The most natural way for data preprocessing would be to detect outliers
by means of the variance-covariance matrix of the kinematic orbit, which was
propagated from the orbit adjustment. By setting a threshold value for the
orbit variances, inaccurate orbit observations can be removed. A weakness of
this procedure is revealed by a comparison between orbit variances and orbit
differences (kinematic - reduced dynamic): outliers and inaccurate positions
do not always coincide with large orbit variances and vice versa. Moreover,
jumps in the orbit may hardly be discovered from the orbit variances (only a
reduced correlation between two positions may give a hint for the presence of
jumps).

To overcome the mentioned problems, data preprocessing by comparisons
to the smooth reduced dynamic orbits and accelerations computed from an
existing model was tested. A very simple method would be to set a threshold
value for the orbit and/or baseline differences between the kinematic and the
reduced dynamic CHAMP orbit and remove all observations which exceed
this limit. The comparison is more valuable on the level of baselines than
on the level of positions, since reduced dynamic baselines provide a better
reference for evaluation than absolute coordinates (as already explained in
Sect. 3) and jumps can easier be detected. Thus, a kinematic baseline in-
dicating a difference to a reduced dynamic baseline of 5 cm can already be
classified as outlier whereas an orbit difference of 5 cm cannot necessarily be
interpreted as an outlier. For orbit differences, a higher threshold-value, e.g.
10 cm or 20 cm must be set to ensure, that the difference is not caused by an
inaccurate reduced dynamic orbit. In a second step, the determined acceler-
ations can be compared with the accelerations of the reduced dynamic orbit
or directly with accelerations computed from existing gravity field models,
which were applied for the computation of the reduced dynamic orbits. Here,
the direct comparison to accelerations estimated from a gravity field model
was chosen. Due to gravity signal attenuation at the satellite orbit, degrees
higher than l ≥ 90 only contribute marginally to accelerations and thus the
used gravity field model is only developed up to degree and order 90. From
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Sect. 3 it is concluded, that a threshold value of 5 - 10·10−5 m/s2 for accelera-
tion differences should be applied. This ensures that all outlying accelerations
can be removed and the acceleration differences are not caused from errors in
the applied gravity-field.

A more elegant and mathematically well-defined method to remove small,
temporary occurring outliers from the input data set are wavelet filter tech-
niques, which are based on fast discrete wavelet transformation. Due to their
time localizing ability, these are very appropriate for detecting and removing
local signal occurrences without effecting the remaining parts of the signal. By
means of the fast discrete wavelet transformation the input signal is developed
into a consecutive series expansion of approximation signals and detail signals
of increasing scales. Fast wavelet transformation is applicable for orthogonal
wavelets with compact support (finite number of corresponding filter coeffi-
cients). Daubechies wavelets of order 1 (Haar wavelet) and 2 were applied.
All local spikes and outliers within the signal are solely mapped to the coeffi-
cients on the smallest scales. Considering multiples of the mean signal energy
on these small scales, scale-dependent thresholds are computed. By localising
the signal points, which correspond to the identified wavelet coefficients, out-
liers and bad data can be removed from the observation data set. Such wavelet
techniques are applied first to the orbit differences between kinematic and re-
duced dynamic orbits and second to the difference of accelerations derived
from the kinematic orbit and from a gravity field model. A comparison on the
level of baselines is not necessary since the wavelet-filter enables already the
detection of spurious data from orbit differences. For the wavelet-filtering of
the accelerations, it proved to be sufficient to develop the reference gravity
field model only up to degree 2, see Götzelmann et al. (subm.) Thus it can be
ensured at this stage that the signal is not shifted to any structure (of resolu-
tion l > 2) of the reference field. More details about the applied wavelet-filters
can be found in Götzelmann et al. (subm.).

5.2 Robust estimation

The alternative way for data preprocessing in terms of filtering is to use ro-
bust methods for parameter estimation, which are less sensitive to outlying
observations than least squares estimation. Simultaneously, data weighting is
addressed by means of robust estimation.

Gravity field modeling in the acceleration approach is posed as a least-
squares parameter estimation problem within the Gauss-Markoff model, which
presumes an underlying Gaussian normal distribution. Actually, the errors in
the real data are rarely Gaussian normal distributed, and especially in the
presence of outliers the probability function will distinctly depart from the
Gaussian one. Common least squares is sensitive to gross errors and tends
to smear outlying observations by averaging them into the solution. A nat-
ural step is to implement parameter estimation methods, whose robustness
against spurious observations is superior. According to Huber (1981), robust
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estimation methods may, similar as least-squares adjustment, be interpreted
as maximum-likelihood estimators with a different probability function. An
opportunity to attain robust maximum likelihood estimations ξ̂(j) is provided
by iteratively reweighting the common least squares solution. Starting with
the normal least squares estimation ξ̂(0) = (AT A)−1AT y in the first step,
the weights w

(j+1)
i,i of the diagonal weight matrix W(j+1)

d for each following
iteration step are obtained from the residuals v(j) = Aξ̂(j) − y of the preced-
ing iteration step. The weights can for instance be determined with Huber’s
method: 1 if |vi| ≤ a ; a/|vi| if |vi| ≥ a. This means, that all observations,
whose residuals lie within the boundary a, are assumed to be Gaussian normal
distributed, observations with larger residuals underlie a different probability
function. By means of the application of such robust methods, (i) no data
preprocessing is necessary since spurious observations are iteratively down-
weighted and (ii) data weighting can be implemented easily by means of the
estimated diagonal weight matrix in the PCG method. It must be mentioned,
that the correlations among the accelerations are neglected in this procedure.
However, as mentioned in (Koch, 1996; Xu, 1989), robust methods for un-
correlated data also work well for correlated data. This is confirmed by the
following results of robust estimation in comparison to the results of stan-
dard least squares estimation including data-preprocessing. For completeness,
it must be emphasised that robust methods work, in contrast to the outlier
removal and filter strategies, without any other additionally data sources like
reduced-dynamic orbits or reference models. Therefore it is guaranteed, that
the solution is purely gained from the kinematic orbit data itself and does not
display any dependency from the reference signal.

6 Results

Based on the two-years kinematic CHAMP orbit (version 6) of the period
March 2002 – March 2004 different gravity field models with application of
the strategies explained in the previous section were computed. The grav-
ity field parameters were estimated without any application of regularisation
to guarantee an unbiased solution, additionally the accelerations were not
reduced from non-conservative disturbing effects. The reason for the latter
are results from precedent investigations (Reubelt et al., subm.) of version 3
of the two years kinematic orbit, where the reduction of accelerometer-data
worsened the results slightly. This might be due to the fact, that the provided
accelerometer calibration parameters are not sufficient to remove the bias and
tilt correctly. Here, in future, the inclusion of in-situ-estimation of calibration
parameters within the acceleration approach should be investigated, which
was not implemented so far.

For the evaluation of the estimated GIS-CHAMP models, comparisons
(Fig. 3, Table 1) were drawn to the recently released GRACE gravity field
model EIGEN-GRACE02S, which is of superior accuracy for degrees up to
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Fig. 3. Validation of different gravity field models GIS CHAMP by means of a com-
parison to EIGEN-GRACE02S in terms of degree RMS; (a) comparison of models
obtained from unfiltered data, various filtered data and robust estimation; (b) solu-
tions of robust estimation (basic step, first step, final result) compared to wavelet-
filtering; (c) result of robust estimation compared to models obtained with the clas-
sical approach (from a different observation period!)
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100 due to the more sensitive measurement principle. To get an idea of the
performance of the acceleration approach, validations of the CHAMP-models
EIGEN-3P and EIGEN-CHAMP03S were added, which were estimated from
GFZ-Potsdam by means of the classical approach from a time span from July
2000 – June 2003 and October 2000 – June 2003 respectively.

Fig. 3a shows the degree RMS (in comparison to EIGEN-GRACE02S)
of different GIS-CHAMP models, which were obtained by application of the
outlier removal and downweighting strategies described in the previous sec-
tion. It can be concluded from these results, that methods for dealing with
inaccurate data are very important, since the model computed from com-
pletely unfiltered data by means of least squares estimation, GIS-CHAMP-
unfiltered, could be significantly improved by the procedures described in
the previous section. Already by data-selection in terms of the orbit vari-
ances, where about 20% of the orbit data was filtered out (GIS-CHAMP-
var20), the accuracy could be explicitly enhanced. A further advance of qual-
ity can be gained, especially for degrees > 40, if the wavelet filter is applied
to the accelerations computed from the remaining orbit after preselection by
means of the orbit variances. In GIS-CHAMP-wavelet, about 5% of the ac-
celerations were additionally eliminated. The improvement by means of the
wavelet-filter in contrast to detection by orbit variances can be explained by
the fact, that orbit variances are not able to mark all outlying and inaccu-
rate data. A similar result compared to wavelet-filtering can be received by
the simple thresholding principle, where a higher accuracy was reached for
degrees over 45 accompanied with a lower quality for some lower degrees.
The model GIS-CHAMP-threshold (about 20% of the data were filtered out)
was estimated by a threshold of coordinates and baselines compared to the
EGM96-based reduced-dynamic orbit of 50 cm and 10 cm respectively and by
a threshold-value of differences between computed accelerations and EGM96-
accelerations of 5·10−5 m/s2. The best result, outreaching the methods of data
preprocessing, especially for degrees 20 - 70, is obtained by means of robust
estimation in terms of the Huber method (GIS-CHAMP-Huber, parameter
a = 1.5·10−5 m/s2). The superiority of robust estimation opposite to data-
preprocessing can be explained by: (i) instead of a rigorous threshold all data
is used and downweighted according to its accuracy and (ii) the weights are
purely gained from the kinematic orbit itself without any additional informa-
tion. Fig. 3b demonstrates the fast convergence of robust estimation. While
the result of the basic step (GIS-CHAMP-Huber step 0) coincides with the
result from the unfiltered orbit (GIS-CHAMP-unfiltered), already in the first
step (GIS-CHAMP-Huber step 1) a comparable accuracy to data preprocess-
ing (here: GIS-CHAMP-wavelet) is reached. With the second step, conver-
gence is almost achieved and only marginal improvements, which won’t be
visible in the figure, can be gained by further iterations. GIS-CHAMP-Huber
corresponds to the model estimated in step 5. Finally in Fig. 3c, a compar-
ison of GIS-CHAMP-Huber and EIGEN-3P/EIGEN-CHAMP3S, estimated
by means of the classical method, is displayed. All three models are of simi-
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lar accuracy. GIS-CHAMP-Huber is slightly superior for degrees 45 – 75 and
marginally worse for degrees < 30 compared to EIGEN-CHAMP03S, which
is the final version of EIGEN-3P. For completeness, it must be kept in mind
that EIGEN-CHAMP03S is estimated from a longer, but earlier observation
period, where the satellite was in a higher orbit and thus less sensitive for
higher degree terms. This might explain, why GIS-CHAMP-Huber is closer
to EIGEN-GRACE02S for the higher spherical harmonic degrees. The re-
markable worse accuracy for the very low degrees (2-6) of the GIS-CHAMP
models in Figs. 3a,b,c was confirmed by other groups working with the same
kinematic orbits, which leads to the assumption that this is an effect due to
the data and not a problem related to the applied method. In addition to the
CHAMP-models the degree RMS of the most accurate pre-CHAMP global
geopotential model, EGM96, are illustrated in Fig. 3c. A clear increase of
accuracy of the CHAMP-models in comparison to EGM96 is visible for the
coefficients up to degree 60 or 65, which demonstrates the progress in gravity
field determination achieved with CHAMP.

Table 1. RMS-value, area-weighted RMS (by cos(φ)) and maximum absolute value
of the geoid-differences between various gravity field models and the reference model
EIGEN-GRACE02S, developed up to degree and order 70

EIGEN- GIS-CHAMP-model

error (m) CHAMP3p CHAMP03S var20 threshold wavelet Huber

geoid-RMS 0.356 0.233 0.281 0.211 0.253 0.189

weighted RMS 0.282 0.235 0.305 0.224 0.275 0.204

max. deviation 2.664 1.575 1.258 1.037 1.360 0.915

Table 1 displays the RMS values, the area-weighted RMS values and
the maximum absolute values of the geoid differences between the GIS-
CHAMP/EIGEN-CHAMP models and EIGEN-GRACE02S. The geoid dif-
ferences were computed up to degree and order 70 (signal-to-noise ratio per
degree is ≥ 1 for all models) on a 1◦ x 1◦ grid. Since the area of 1◦ x 1◦ grids
decreases with shortening distance to the poles, additionally to the normal
1◦ x 1◦ - RMS the area-weighted RMS is regarded in order to diminish the
influence of polar and near-polar data. If the normal and the area-weighted
RMS are similar, the distribution of the geoid differences is quite similar, as
it is the case for EIGEN-CHAMP03S. In contrast, the area-weighted RMS of
EIGEN-3P is much higher than its normal RMS which is caused by larger dif-
ferences around the poles. The normal RMS-value of the GIS-CHAMP models
is slightly higher than their area-weighted RMS, which points to a lower ac-
curacy at the equatorial areas. This can be explained as follows: (i) since
the CHAMP groundtrack converges towards the poles more data per area is
available. This means that an area in polar regions gets a higher weight in
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the solution if all observations are assumed to have equal quality. (ii) more
kinematic orbit data was filtered out or downweighted at the equatorial areas.

The interpretation of Figs. 3a,b,c is confirmed by Table 1. The reached ac-
curacy of the GIS-CHAMP-models with robust estimation (weighted RMS of
20.4 cm) is superior to data-preprocessing methods, the best outlier-removal
strategy is the simple threshold method (weighted RMS of 22.4 cm). Con-
cerning the weighted RMS, GIS-CHAMP-threshold is of similar accuracy and
GIS-CHAMP-Huber is of slightly higher accuracy than EIGEN-CHAMP03S.
A very interesting point is the maximum geoid differences. Obviously, the
inclusion of outlier removal or downweighting strategies in the acceleration
approach reduces larger geoid errors. Even the data selection by means of the
orbit variances leads only to a maximum deviation of 1.258 m in comparison
to 1.575 m at EIGEN-CHAMP03S. The high performance of robust estima-
tion by means of downweighting inaccurate data is supported by a maximum
deviation of only 0.915 m of the corresponding model.

7 Conclusions/Outlook

It has been demonstrated within this contribution and by other groups
(Földváry et al., 2005; Mayer-Gürr et al., 2005), that models of the Earth’s
gravitational potential recovered by gravity field analysis based on kinematic
CHAMP satellite orbit data can compete with those models generated by
classical integration of the variational equations. A major reason for this is
the outstanding quality of currently available kinematic orbits. The capability
of kinematic orbit analysis in terms of a point-wise acceleration approach can
further be enhanced, if methods are employed, which are either able to filter
or to downweight single spurious observations. Exceedingly satisfying results
are obtained if robust estimation is applied, which requires neither additional
preparatory data preprocessing nor any reference information. Exploiting the
full primary data set without rejecting any observation, the quality of models
recovered by data-preprocessing was exceeded within a few iteration steps.

Reliable detection of outliers is also achieved by application of the wavelet
filter or the simple threshold method. Although the accuracy of the resulting
gravity field models remained inferior to robust estimation, filter methods are
advantageous with respect to computational effort as no repeated iterative
solution of the system of normal equations is required.

The second order numerical differentiation doesn’t seem to be the weak
point of acceleration approaches due to the correlation of the orbit data and
the high accuracy of the baselines. The algorithm can be classified as fast, since
the system of equations is linear and numerical differentiation is applied to
the data instead of integration. The analysis can be carried out on a standard
PC by means of the iterative PCG method, which guarantees fast convergence
and is able to cope with restricted memory capacity.
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It has been demonstrated in this contribution, that the implemented
method of the acceleration approach is a well-suited procedure for gravity field
determination. Future investigations and validations can address the following
topics: (i) in-situ-estimation of calibration-parameters within the acceleration
approach and (ii) external validations based on terrestrial data (GPS/leveling,
gravity data, ...).
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Engeln-Müllges G, Reutter F (1987) Numerische Mathematik für Ingenieure. 5th
revised edition, BI Wissenschaftsverlag, Mannheim, Wien, Zürich.
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Summary. Atmospheric perturbations induced by weather fronts, nuclear explo-
sions, volcano eruptions, and earthquakes can generate signatures in the ionospheric
plasma density by atmospheric–ionospheric coupling processes. Because of their sen-
sitivity to the ionospheric ionization, ground and space based GPS measurements
offer a unique opportunity for detecting earthquake signatures in the ionosphere.
Although numerous case studies and statistical analyzes were made, the GPS radio
occultation measurements on CHAMP did not show a clear ionospheric response
to earthquakes. On the other hand the retrieved total electron content (TEC) data
along numerous ray paths between ground based receivers and GPS satellites has
shown clear earthquake related signals for selected earthquakes of magnitudes larger
than 6. By using the dense GPS network in North America, earthquake related
structures have been found after the Denali earthquake on November 3, 2002 and
during the California earthquake on December 22, 2003. Single station observations
revealed also typical earthquake signatures after the Sumatra earthquake on Decem-
ber 26, 2004. It is assumed that these significant structures are generated by upward
propagating atmospheric acoustic waves which are excited by seismic surface waves.
Detection techniques and wave propagation features are discussed.

Key words: ionosphere, radio occultation, TEC, GPS, earthquake, Rayleigh wave

1 Introduction

The ionospheric plasma is subjected to a number of quite different forces
from both, below and above the ionosphere. The major impact is due to
solar forcing. Both electromagnetic and particle radiation are extremely vari-
able and modify the ionospheric plasma directly, via ionization processes,
and indirectly, via interactions with the magnetosphere and thermosphere,
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thus generating electric fields, composition changes and neutral winds. Forces
from below, e.g. from the troposphere or lithosphere, are principally very
small compared with the solar control. Nevertheless, ionospheric response to
earthquakes has been reported in the literature for many years, e.g. (Row,
1967; Wolcott et al., 1984; Calais and Minster, 1996). Hereafter earthquakes
may cause pressure waves that propagate upward and may generate so-called
”Travelling Ionospheric Disturbances” (TID’s) in the ionosphere. Since the
atmospheric density decreases almost exponentially with altitude, energy con-
servation implies that the wave amplitude also increases exponentially. Such
amplification of the waves can reach a factor of 105 to 106. Due to the ab-
sorption and acoustic cut-off, the atmosphere filters the acoustic waves. Only
waves with periods between about 2 and 6minutes can reach the ionospheric
layers. The sensitivity of GPS based ionospheric measurements to earthquakes
was first reported by Calais and Minster (1996). While analyzing the Denali
earthquake on November 3, 2002, Ducic et al. (2003) and Wilken et al. (2004)
have provided evidence that seismic wave induced upward propagating atmo-
spheric acoustic waves significantly modify the ionospheric plasma measurable
by differential GPS phases. Acoustic waves generated at the ground need ap-
proximately 10minutes to reach the F-layer of the ionosphere, where the close
coupling between the neutral atmosphere and ionized plasma may result in a
wavelike modulation of the electron density. According to the PREM (Prelim-
inary Reference Earth Model, (Dziewonski and Anderson, 1981)) the group
velocity of Rayleigh waves ranges between 3.8 km/s at a period of 100 s and
3.5 km/s at a period of 240 s. The aim of the paper is to provide further evi-
dence that severe earthquakes may cause wavelike electron density variations
in the ionosphere and that these are detectable by integral GPS measurements.
Following this line we have analyzed both space based radio occultation mea-
surements obtained since April 2001 on board CHAMP as well as numerous
ground based GPS measurements obtained during and after earthquakes.

2 Space Based Measurements on CHAMP

Principally, the GPS measurements take advantage of the dispersive nature
of the ionosphere, i.e. of the frequency dependent refractivity. In the first
order approximation the differential phase of L1 and L2 carrier frequencies
of GPS satellites is directly proportional to the integrated electron density
along the ray path. Hence, the computation of differential phases along all
available satellite tracks provides a sensitive tool to get information about the
ionospheric ionization. For analyzing ground based measurements we used
data of globally distributed GPS stations available via SOPAC (Scripps Orbit
and Permanent Array Center).

Space based GPS measurements on board CHAMP are very effective when
deriving vertical electron density profiles by Ionospheric Radio Occultation
(IRO) measurements (Jakowski et al., 2002) and reconstructing the 3-D elec-
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tron density distribution of the topside ionosphere/plasmasphere (Heise et
al., 2002). Space based radio occultation measurements on CHAMP cover
the entire globe. On the other hand, the coincidence of IRO measurements
with earthquake events in space and time is rather rare when using only one
satellite.

The search algorithm for earthquake signatures is based on the analysis of
dual frequency GPS measurements. The ionosphere related term - the iono-
spheric range error in positioning dI - is related to

dI ≈ 40.3
f2

∫
ne ds . (1)

The integral over the electron density ne along the ray path s represents the
total electron content TEC. Comparing the phase measurements at two co-
herent frequencies, all frequency independent terms vanish. So the differential
GPS phase ∆φ at frequencies f1 = 1.575GHz and f2 = 1.228GHz is approxi-
mately given by

∆φ = 40.3
f2
1 − f2

2

f2
1f2

2

TEC + const . (2)

After extracting the relative TEC from differential GPS phases according to
(2), ionospheric irregularities may be detected easily. TID intensity, amplitude
and wavelength of wavelike phenomena are estimated for each occultation as
described by Tsybulya and Jakowski (2005). Estimates of the TID intensity
from IRO measurements in the temporal and spatial vicinity of the earth-
quakes are considered both in case studies as well as statistical analyzes.

2.1 Case Studies

The case studies are based on individual earthquakes for which all available
IRO measurements were collected over 24hours within a cross section radius of
30◦ around the epicenter. To demonstrate this procedure, we briefly discuss the
extremely strong Sumatra earthquake on December 26, 2004. Obviously there
is no perfect coincidence of the occultation sites with the epicenter (Fig. 1).
The plotted measurements do not indicate any wavelike structure worth to
be mentioned (Fig. 2). Acoustic waves should in principle be detectable. Due
to the long ray path through the ionosphere in the radio occultation mode,
wavelike variations may be averaged out. Precursor effects during the 24 hour
interval before the earthquake were also not observed. In agreement with this,
further case studies from other earthquakes did not indicate any significant
anomaly worth to be reported here.

2.2 Statistical Analysis

To enhance the significance of the observations, a superposition of ionospheric
wavelike effects up to 7 days before and after an earthquake onset is computed
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Earthquake: OFF THE WEST COAST OF NORTHERN SUMATRA
Date: 26 Dec 2004
Time: 00:58:53
Mag: 9.0
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Fig. 1. Earthquake in North-Sumatra on December 26, 2004. Indicated are the
locations of the IRO measurements on board CHAMP up to 24 hours after the
earthquake

Fig. 2. IRO measurements at geographical locations marked in Fig. 1

for all earthquakes in different groups characterized by specific selection cri-
teria, e.g. the magnitude (Fig. 3). Due to the more extended data base, the
coincidence radius was reduced to 10◦ around the epicenter. The histogram
does not show serious anomalies in the data. Although the TID–activity level
shows a maximum at the day after the earthquake for magnitudes less than
7.5, the statistical significance is obviously not sufficient (Fig. 3). To draw a
clear conclusion, more IRO data are needed for the analysis.
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Fig. 3. Superposition of the TID activity obtained from IRO measurements on
CHAMP within the time window of ±7 days around the onset of the earthquakes.
The different groups distinguish by different threshold values for the magnitude.
The measure is given by the deviation from the mean over a full day. The numbers
on the top of the columns indicate the number of radio occultations involved

3 Ground Based GPS Measurements

A big advantage of the ground based GPS measurements compared with the
discontinuous IRO measurements is the 24 hours continuity. Since the mostly
used geodetic data have a time resolution of 30 s, wave periods of the expected
acoustic waves in the 2-6min interval may just be analyzed from the data.
We took benefit from the fact that in some earthquake regions dense receiver
networks exist which guarantee a high statistical significance of the results.
Therefore, our analysis is focused on specific earthquakes in the California
and Japan region. To find earthquake signatures in the ionosphere it is useful
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to follow the trace of seismic surface waves (Ducic et al., 2003). As already
mentioned, these waves propagate with a group velocity of approximately
3.5 km/s at a period of about 240 s.

3.1 Data Processing

Ground based GPS measurements are powerful in monitoring the total elec-
tron content of the ionosphere, e.g. (Jakowski, 1996), (Jakowski et al., 1998),
(Jakowski, 1998). Since the absolute accuracy is limited to a few TEC units
(1 TECU = 1016 el. / m2), special care has to be taken to detect extremely
small structures in the TEC data. The GPS navigation and observation data
of selected stations are provided in RINEX-format (Receiver Independent Ex-
change) with a sampling rate of 30 s. For North-American stations we used the
”Scripps Orbit and Permanent Array Center” (SOPAC). The estimation of
TEC from GPS measurements is based both on code as well as carrier phase
measurements on the L1/L2 frequencies. Since the differential carrier phases
do not provide absolute TEC values, the calibration is achieved by including
the differential code phases which are much noisier due to multipath effects.
To overcome this problem, the accurate but relative phase measurements are
leveled to the absolute code measurements by a least squares method for ele-
vation angles greater than 20 degrees (Jakowski, 1996). The problem is then
reduced to the estimation of the calibration constant or instrumental biases
of the satellite and receiver hardware which are estimated by using a Kalman
filter over a full 24 hours run for all considered satellite–receiver links (Sar-
don et al., 1994). The estimated TEC along the satellite–receiver links is then
mapped to the corresponding equivalent vertical TEC (vTEC) at the so-called
subionospheric point. This location is defined by the ground geographic coor-
dinates of the point where the ray path crosses the ionospheric shell height;
assumed is a single layer approximation of the ionosphere at 400km height.
Systematic trends in vTEC, such as the diurnal variation (Fig. 4), are elim-
inated by recursively computing the backward differences of the time–series
of satellite–receiver links. Subsequently, a band pass filter with periods of
150-350 s was applied, covering the Airy phase of Rayleigh waves at 240 s.

3.2 Detection of Earthquake Signatures

Next we present the results of the analysis of three earthquakes which are
briefly described here:

• Central Alaska, USA (63.517◦ N/ -147.444◦ E) at 22:12:41UTC on Novem-
ber 03, 2002 (DOY: 307) with a Magnitude of M =7.9 (MS = 8.5) in a depth
of 5 km. The Ap-index on that day was 35 (one day before/after: 28/23) and
the F10.7–index was 166.5 (one day before/after: 162.1/174.4).
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Fig. 4. Vertical TEC on November 3, 2002. The dashed line marks the onset time
of the earthquake at the epicenter indicating a high ionization level during the
earthquake. Although large differences appear between the electron content values
from different links, a clear diurnal variation of TEC is observed

• Central California, USA (35.706◦ N/ -121.102◦ E) at 19:15:56UTC on De-
cember 22, 2003 (DOY: 356) with a Magnitude of M =6.5 (MS =6.4) in a
depth of 8 km. The Ap-index on that day was 18 (one day before/after: 24/7)
and the F10.7-index was 133.2 (one day before/after: 129.1/137.4).

• Sumatra, Indonesia (3.295◦ N/ 95.982◦ E) at 00:58:53UTC on December 26,
2004 with a magnitude of M = 9.0 (MS =8.8) in a depth of 30 km. The Ap-
index on that day was 11 (one day before/after: 14/8) and the F10.7-index
was 88.7 (one day before/after: 90.0/93.7).

While Fig. 4 illustrates the ionospheric total electron content, Color Fig. VII
on p. 289 shows the propagation and observation geometry of the Central
Alaska Earthquake on November 3, 2003. The red point marks the epicenter
where the earthquake began in a depth of about 5 km at 22:12:41UT. The
outer dashed circle represents the position of the Rayleigh wave front which
travels with a speed of 3.5 km/s. The inner full circle illustrates the position of
ionospheric wave front generated by the Rayleigh–wave 11minutes before. The
positions of the GPS receivers are indicated by small yellow colored square
symbols. The wave amplitudes derived from band pass filtered vTEC values
are shown by color coded pixels at the subionospheric points. When consider-
ing subsequent snapshots, the formation and propagation of the ionospheric
wave can be observed. The close correlation of the ionospheric wave with the
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seismic wave can be seen in the path–time diagram of the observed ampli-
tudes of both the seismogram as well as the ionospheric wave in Fig. 5. The
parallel structures of both phenomena separated by a time interval of about
10minutes needed for upward propagation of the excited acoustic waves to
ionospheric altitudes provide strong evidence for the continuous generation
of earthquake signatures in the ionosphere by the Rayleigh wave. Similar re-

Fig. 5. Path-time diagram of seismogram amplitudes and band pass filtered vertical
TEC values referring to the distance from the epicenter of the Alaska earthquake
on November 3, 2002

sults were obtained when analyzing the GPS data of the Central California
earthquake on December 22, 2003.

As already mentioned, the time development and propagation of the ex-
cited ionospheric wave can be traced by mapping the amplitudes of band
pass filtered vTEC for each observation. To overcome problems related to the
motion of the subionospheric points and the corresponding non–uniform data
distribution we applied for visualization the assimilation technique that is used
for the creation of TEC maps in DLR Neustrelitz since many years (Jakowski,
1996), (Jakowski et al., 1998), (Jakowski, 1998). For reasons of simplicity, the
model used for assimilation is defined by zero amplitude values for all grid
points (green color). As Color Fig. VIII on p. 289 convincingly documents, a
clear wave structure is formed about 420 s after the beginning of the earth-
quake. Surprisingly the wave does not simply travel in radial direction; the
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propagation follows mainly the coast line. Probably, this phenomenon is due
to the vicinity of the epicenter, where the radial propagation of the ionospheric
wave is not yet dominant.

The path–time diagram referring to the distance from the epicenter again
indicates a radial propagation velocity in the order of 3.5 km/s, as shown in
Color Fig. IX on p. 290.

The huge Sumatra earthquake of magnitude 9 that has caused large
tsunami waves in the Indian Ocean has been clearly detected in the GPS
signals. Unfortunately, the number of GPS stations was not large enough to
reconstruct clear wave like structures in the ionosphere. Tsunami waves with
periods of 15-50minutes cannot produce acoustic waves. They will surely ex-
cite gravity waves whose ionospheric response is not yet clear. As the band
pass filtered vTEC data of the Sampali station (3.62◦ N, 98.71◦ E) shows, there
appears a strong wave like signal with amplitudes of up to 2 × 1015 electrons
per sqm in the ionosphere about 10minutes after the earthquake onset lasting
about 100minutes (Fig. 6).

Fig. 6. Time series of band pass filtered vertical TEC data over the GPS station
Sampali: (3.62◦ N, 98.71◦ E) on December 26, 2004. The onset of the earthquake is
marked by the dashed line at 00:58:53 UT

4 Summary and Conclusions

The analysis of ground based GPS measurements obtained during three earth-
quakes, provides clear evidence for the excitation of earthquake signatures in
the ionosphere. It is assumed that seismic waves at the Earth’s surface ex-
cite acoustic waves propagating upward and modifying the ionospheric plasma
density after about 10minutes.
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We have shown that the ionospheric wave phenomena, obtained after a
careful band pass filtering process, are closely correlated with corresponding
seismograms measured at different distances from the epicenter of the Alaska
earthquake on November 3, 2002.

The analysis of space based GPS data measured on CHAMP does not
provide a clear conclusion with respect to the detection of earthquake signa-
tures in the ionosphere up to seven days before and after the earthquake’s
onset. Principally, Traveling Ionospheric Disturbances should be measurable
on CHAMP although density structures are considerably smoothed by the
GPS radio occultation measurements (Tsybulya and Jakowski, 2005).

As we learned from the ground based measurements, the waves are criti-
cally in time and space and furthermore, have very small amplitudes. Thus,
if coincidence of space and time is required within small spatial and tem-
poral windows, single satellite RO missions like CHAMP cannot fulfill such
strict requirements in most cases. Multi satellite missions will be able to pro-
duce more dense spatial and temporal data coverage. The statistics indicate
a slight maximum of TID activity at the day after the earthquake onset. But
this result is statistically not significant.

Further intensive research is required to improve our understanding of
coupling processes between the lithosphere and atmo-/ionosphere. If tsunami
excited gravity waves are clearly detectable, ionospheric measurements have
the potential to contribute to an early warning system of tsunamis.
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Summary. The German CHAMP (CHAllenging Minisatellite Payload) satellite
provides continuously GPS radio occultation data since February 2001. The mea-
surements are analyzed by an operational satellite orbit and occultation processing
system at GFZ. In total, more than 200,000 precise globally distributed vertical pro-
files of refractivity, temperature and water vapor are provided as of June 2005. The
operational ground infrastructure from GFZ allows for the demonstration of a rapid
data analysis since February 2003. A mean delay between measurement and provi-
sion of atmospheric excess phase data of ∼4 hours is continuously reached. Results
of various validation studies with data from meteorological analyzes of the European
Centre for Medium-Range Weather Forecasts (ECMWF) and the global radiosonde
network indicate an excellent quality of the CHAMP data. But in the lower tro-
posphere systematic deviations are observed, the known negative refractivity bias
of the occultation data. It is most pronounced in the Tropics and is also observed
by other GPS occultation instruments. The CHAMP data stimulated a number of
studies to investigate the observed bias and to improve the GPS occultation data
quality in the lower troposphere. First radio occultation measurements from the
GRACE-B (Gravity Recovery And Climate Experiment) satellite are available for
a 25 h period on July 28/29, 2004.

Key words: GPS, radio occultation, CHAMP, GRACE, atmospheric profiling

1 Introduction

Atmospheric profiling aboard the German CHAMP (Reigber et al., 2005)
satellite was activated on February 11, 2001 (Wickert et al., 2001). First iono-
spheric occultations were recorded on April 11, 2001 (Jakowski et al., 2002).
CHAMP’s atmospheric measurements brought significant progress (Hajj et al.,
2004; Kuo et al., 2004; Wickert et al., 2004b) for the innovative GPS (Global
Positioning System) radio occultation (RO) technique (e.g. Kursinski et al.,
1997) in relation to the pioneering GPS/MET (GPS/METeorology) mission
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(Ware et al., 1996; Rocken et al., 1997). Main advantages of the calibration-
free RO method are global coverage, high vertical resolution and all-weather
capability combined with high accuracy. These properties allow for various
applications in atmospheric/ionospheric research (e.g. Hajj et al., 2000; Wick-
ert et al., 2004a; v. Engeln et al., 2005; Kuo et al., 2005; Wang et al., 2004),
weather forecast (e.g. Kuo et al., 2000; Healy et al., 2005; Healy and Thepaut,
2005) and climate change detection (e.g. Randel et al., 2003; Schmidt et al.,
2004, 2005a; Foelsche et al., 2005). Several upcoming RO missions will pro-
vide thousands of occultations per day in the near future and will increase the
potential of the CHAMP occultation measurements (e.g., EQUARS (EQUa-
torial Atmosphere Research Satellite, Takahashi et al. (2004), launch sched-
uled for 2006); COSMIC (Constellation Observing System for Meteorology,
Ionosphere and Climate, Rocken et al. (2000), launch scheduled for 2006) or
Metop (Meteorology Operational, Loiselet et al. (2000); Larsen et al. (2005),
launch scheduled for 2006)). We briefly review results from the CHAMP RO
experiment and include results from the first short activation of GPS RO
aboard the U.S. American/German GRACE mission (Tapley and Reigber,
2004; Dunn et al., 2003).

Fig. 1. Number of daily CHAMP occultations (duration > 20 s) as of June 8, 2005.
The total height of the columns corresponds to the number of daily measurements.
The black and light grey color indicate occultations with less quality atmospheric
atmospheric excess phase and vertical atmospheric profiles, respectively. The height
of the dark grey columns corresponds to the number of vertical atmospheric profiles
provided to the CHAMP data center (ISDC, Information System and Data Center)
at GFZ
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2 Status of the CHAMP occultations

Occultation measurements were performed during 1,456 days since February
2001 as of June 8, 2005; giving a total of 319,299 recorded events (∼219 per
day). For ∼75.4 % of the occultations (240,855) atmospheric excess phases are
available (see Fig. 1). Vertical profiles of atmospheric parameters were derived
for 200,271 occultations (∼62.7 %). The CHAMP data are also processed by
JPL (Jet Propulsion Laboratory) and UCAR (University Corporation for At-
mospheric Research) and analysis results are provided via their data centers.
ROSE (Radio Occultation Sensor Evaluation), a joint initiative of GFZ, JPL
and UCAR, is aimed to compare the retrievals of these three analysis cen-
ters and to evaluate and optimize the quality of CHAMP’s occultation data
analysis (Ao et al., 2003b; Wickert et al., 2005a).

3 Operational data analysis

The atmospheric sounding instrument aboard CHAMP is the ”BlackJack”
GPS flight receiver provided by JPL. The operational ground infrastructure
of GFZ is used to demonstrate an automated occultation data analysis. The
infrastructure and the orbit and occultation processing systems are described
in detail by, e.g., König et al. (2005b); Schmidt et al. (2005b); Wickert et al.
(2004b, 2005b), a schematic overview is given in Color Fig. X on p. 291. A
near real time (NRT) provision of atmospheric excess phases is continuously
demonstrated by GFZ since February 2003. An average delay of ∼5 hours be-
tween each measurement and provision of corresponding analysis results was
reached. Optimized GPS ground station data handling for the precise orbit
determination reduced this delay to ∼4 hours since mid April 2004. The av-
erage minimum delay has been reduced from 3.5 to 2.5 hours accordingly (see
Fig. 2). A further reduction of the average delay is currently planned within
a joint research project of GFZ, ECMWF, and the German Weather Service
with the MetOffice (U.K.) as external partner. The challenging goal of this
project is, to reach ∼2 hrs delay in average. This is feasible due to the use
of a polar satellite receiving antenna at Ny-Ålesund, Spitsbergen (access to
CHAMP’s data every ∼1.5 h), and a global low latency GPS ground network
(access to the ground data every ∼15 min), but requires further optimization
concerning precise satellite orbit generation and the occultation processing.
The demonstration of NRT data analysis will be the precondition for a contin-
uous assimilation of the occultation data to global numerical weather forecast
models. A positive impact of CHAMP data on global weather forecasts was al-
ready demonstrated by Healy et al. (2005) and by Healy and Thepaut (2005).

Details on the GFZ retrieval algorithms for the derivation of atmospheric
parameters and related references are given by, e.g., Wickert et al. (2004b,
2005b). Basics of the GPS RO technique are described, e.g., by Kursinski
et al. (1997). The automatically generated data products (refractivity and dry
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Fig. 2. Time delay between CHAMP occultation measurements and availability of
analysis results at GFZ from February 2003 until mid May 2005. Black diamonds
indicate the daily mean of the time delay between each measurement and the avail-
ability of the corresponding calibrated atmospheric excess phases. An average of ∼5
hours for nearly the entire period is reached. The minimum time delays are marked
by grey triangles. Due to improvements in the satellite orbit provision the mean
delay was reduced to ∼4 hours since end April 2004

temperature profiles; product: CH-AI-3-ATM) are provided via the CHAMP
data center ISDC at GFZ (http://isdc.gfz-potsdam.de/champ/ ).

Vertical profiles of specific humidity are provided on demand. Background
information from ECMWF is used to derive the humidity profiles from the
CHAMP refractivities. Two methods for the water vapor derivation were im-
plemented to the operational data analysis. In addition to a standard 1Dvar
retrieval (Healy and Eyre, 2000) a direct method (DWVP), introduced by
Heise et al. (2005), is implemented. Both methods come to statistically com-
parable results and reveal a bias of less than 0.1 g/kg and a standard deviation
of less than 1 g/kg specific humidity in relation to radiosonde measurements
in the mid troposphere. Fig. 3 shows the seasonal mean of the global water
vapor distribution for Northern summer (2004) and winter (2003/2004) at 500
hPa derived from operational CHAMP water vapor retrieval, according to a
grid of 5◦ resolution in latitude and 10◦ in longitude respectively.



Atmospheric Sounding with CHAMP 59

Fig. 3. Mean global distribution of specific humidity at 500 hPa derived from
CHAMP occultation data. Left: Northern summer 2004, Right: Northern winter
2003/2004. The humidity was derived using the DWVP method (for details see text
and (Heise et al., 2005))

4 Validation of atmospheric profiles

The quality of the CHAMP data was evaluate within several validation stud-
ies using independent meteorological data from meteorological analyzes, ra-
diosondes and other satellite data (e.g. Marquardt et al., 2003; Wickert, 2004;
Kuo et al., 2005; Wickert et al., 2005c; Gobiet et al., 2005). As an example
for these studies Fig.4 shows a comparison of CHAMP refractivity profiles
(GFZ product version 005) with corresponding analysis data from ECMWF
(Gaussian grid with 0.5◦ x 0.5◦ resolution at the Equator, 60 altitude levels)
between 10 and 30 km. The comparison shows nearly bias-free refractivity
(see Fig. 4). The standard deviation is ∼1 %.

Fig. 4. Comparison of CHAMP refractivity data with corresponding ECMWF an-
alyzes (CHAMP-ECMWF) in the upper troposphere/stratosphere (left: bias; right:
rms) between May 14, 2001 and June 8, 2005 (∼ 200, 000 profiles)

5 Lower troposphere refractivity bias

In contrast to the excellent agreement of CHAMP with ECMWF between 10
and 30 km, systematic deviations are observed in the lower troposphere below
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Fig. 5. Comparison of CHAMP refractivity data with corresponding ECMWF
analyzes in the troposphere (left: bias; right: data yield, related to data at 10 km)
between May 14, 2001 and June 8, 2005 (∼ 200, 000 profiles)

5 km (Fig. 5), which is combined with a decreasing data yield. A negative re-
fractivity bias of the CHAMP data can be observed, which depends on latitude
and is most pronounced in the tropics, where it reaches a value of 5 % at 1 km.
However, in mid latitude and polar regions the CHAMP data are nearly bias
free throughout the entire troposphere. This bias is a known phenomenon of
the CHAMP data and is discussed in more detail by Ao et al. (2003a); Beyerle
et al. (2003a,b, 2005b). Causes of the bias are, beside multi-path propagation,
also signal tracking errors of the GPS receiver and superrefraction, a physi-
cal limitation of the RO technique. Further progress in reducing the bias and
increasing the data yield is expected by the application of advanced signal
tracking methods (Open Loop (OL) technique, see, e.g. (Sokolovskiy, 2001;
Beyerle et al., 2005b)) and improved signal strength due to the use of more
advanced occultation antenna configuration (foreseen, e.g., for COSMIC or
Metop). As an example for these investigations and to illustrate the potential
of the advanced tracking techniques for the improvement of the occultation
data quality, Fig. 6 shows end-to-end occultation simulation results according
to Beyerle et al. (2005b). An improved GPS receiver model was used (OL,
four quadrant carrier phase extractor) for the simulations based on realis-
tic atmospheric conditions, derived from 1,309 radiosonde profiles from the
tropics (with occurrence of superrefraction in ∼ 40% of the profiles). The
results were compared with those of a ”CHAMPlike” receiver (Closed Loop,
two quadrant phase extractor, flywheeling). Hereby the GPS receiver param-
eters should not be an accurate representation of the CHAMP receiver. Fig.
6 shows the corresponding comparisons of output and input refractivity pro-
files. A significant improvement of the analysis results can be observed when
using the OL GPS receiver model. The OL retrievals show significantly re-
duced bias and standard deviations in relation to the ”CHAMPlike” receiver
model results. This corresponds with significant increased data yield in the
lower troposphere. The OL results are bias free down to ∼2 km, with stan-
dard deviations from ∼0.1 to ∼ 0.5%. Below 2 km the physical limitation of
the GPS RO technique, the superrefraction, is the reason for a deterioration
of the data quality, which is represented by significant deviations between
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output and input profiles up to ∼1.4 % negative bias and ∼2.5 % standard
deviation at 0.5 km for an ”ideal” receiver, representing the truth. But even
in this altitude range the results of the ”real” OL receiver model match nearly
perfect the ”truth” and is less sensitive for low SNR (signal to noise ratio).
More details on these investigations are given by Beyerle et al. (2005b).
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Fig. 6. Results of GPS receiver simulations. Thick lines indicate relative mean
and thin lines relative one-sigma standard deviation of Noutput − Ninput related
to Ninput and the corresponding number of compared data per altitude for two
different GPS receiver models (for details see text and (Beyerle et al., 2005b). Solid
lines indicated the ”truth”, which shows a negative bias caused by superrefraction,
dotted lines indicate the results including the receiver for two different carrier signal-
to-noise density ratios of 45 and 50 db (equivalent to SNR of ∼ 141 and 251 V/V,
respectively)

6 Application of CHAMP’s data for atmospheric
research

CHAMP refractivity and temperature data in the upper troposphere/lower
stratosphere region are not affected by background temperature fields and
are most accurate in that altitude region (Kursinski et al., 1997). Therefore
they can be used to investigate climate change processes. Global temperature
changes can be detected by analyzing surface temperatures, but also using
measurements in the free atmosphere. Hereby the amplitude of the observed
temperature variations can be higher in distinct zonal regions as observed
variations at the surface (e.g. Tett et al., 2002) and trends in the tropopause
region can be visible earlier and more clear as at the surface (Randel et al.,
2003; Sausen and Santer, 2003). CHAMP based temperatures climatologies
(e.g., seasonal zonal means) are derived and analyzed within the CHAMP-
CLIM project (Foelsche et al., 2005). First results on climatic variations of
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the Earth’s atmosphere can be expected from CHAMPCLIM after 7 years of
CHAMP measurements in 2008. This data set will be extended by the mea-
surements from COSMIC (launch probably early 2006) and Metop (planned
launch 2005).

Another point of interest with respect to the detection of climate change
are tropopause parameters. Especially tropopause temperature, altitude and
pressure have received attention in the recent years to describe climate vari-
ability (e.g. Sausen and Santer, 2003). The accuracy and high vertical reso-
lution of GPS RO measurements are nearly perfect preconditions for precise
monitoring of tropopause characteristics on a global scale. The tropopause
was the main focus of several studies using CHAMP or GPS/MET data (e.g.
Randel et al., 2003; Schmidt et al., 2004, 2005a).

To illustrate the potential of these investigations, Color Fig. XI on p. 292
shows the global tropopause structure derived using RO data from CHAMP
and the Argentine SAC-C satellite (Satelite de Aplicaciones Cientificas-C,
(Hajj et al., 2004)). The observed regional patterns are consistent with clima-
tologies based on radiosonde measurements and meteorological analyzes, as
discussed in more detail by Schmidt et al. (2005a).

Another application example to investigate atmospheric phenomena is il-
lustrated by Fig. 7. It shows vertical temperature anomalies in the equator
region, detected with CHAMP RO data. These anomalies can be related to
the Quasi-Biennal-Oscillation (Randel et al., 2003; Schmidt et al., 2004), a
well known atmospheric wave phenomenon of the tropical stratosphere.

7 First results from GRACE

The U.S.-German GRACE satellites were launched on March 17, 2002. The
GPS receiver (”BlackJack”, JPL) aboard the GRACE-B satellite (aft-looking
antenna to observe setting occultations) was activated for the first time in
atmospheric sounding mode from July 28 06:00 UTC until July 29 07:00 UTC,
2004 (Beyerle et al., 2005a; Wickert et al., 2005b). 120 occultations (parallel
tracking of occultation and reference satellite ≥ 20 s) were recorded during
this 25 h interval. The data were analyzed using the orbit and occultation
processing system for CHAMP (see Sect.. 3). Fig. 8 shows retrieved profiles of
dry temperature, specific humidity of the first occultation measurement from
GRACE (55.31◦N, 22.32◦E) on July 28, 2005 06:10 UTC, and corresponding
ECMWF profiles.

The significantly improved stability of the satellite clock from GRACE-B
in relation to CHAMP allows for the application of a zero-differencing tech-
nique to avoid the disturbing influence of the additional link to a referencing
GPS satellite and to minimize the RO data amount, recorded aboard GRACE-
B. The method was first applied and is described in detail by Beyerle et al.
(2005a). For the operational GRACE data analysis we apply an implementa-
tion of the zero-difference technique using the 30 s clock solutions provided by
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Fig. 7. Temperature anomaly above the equator region (zonal mean; 4◦N-4◦S),
derived from CHAMP RO data (May 2001-April 2005). Contour interval ±0.5 K.
The dotted white line indicates the monthly means of the cold point tropopause
altitude (update from (Schmidt et al., 2004))

Fig. 8. Vertical profiles of (a) dry temperature and (b) specific humidity, derived
from the first occultation measurement aboard GRACE, compared with correspond-
ing ECMWF analysis (22.32◦E, 55.31◦N), July 28, 2004, 06:10 UTC; from (Wickert
et al., 2005b)
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the precise orbit determination facility from GFZ (König et al., 2005a,b). The
zero differencing results show statistically equivalent behavior as the standard
double difference profiles with respect to ECMWF (Wickert et al., 2005c). This
finding is in contrast to the early results from Wickert et al. (2005b), which
indicated a better agreement of the zero difference results with ECMWF.

8 Summary and outlook

More than 300,000 occultation measurements are available after four and a
half years of GPS radio occultation with CHAMP. The mission is currently
expected to last at least until 2008, the first long-term data set of GPS RO
data is anticipated. Occultation data and analysis results are available at
the GFZ data center (http://isdc.gfz-potsdam.de/champ). A rapid occultation
data transfer and analysis is continuously demonstrated since February 2003.
Currently an average delay of ∼4 hours between each measurement aboard
CHAMP and data product provision is continuously reached. The data from
CHAMP are the base for the preparation of future occultation missions and
related processing systems, for impact studies to improve the global weather
forecasts, for studies with relevance to detect climate change and for other
applications in atmospheric/ionospheric research. Validation results indicate
an excellent data quality in the upper troposphere and lower stratosphere. A
negative refractivity bias is observed in the lower troposphere. End-to-end sim-
ulations indicate, that improved GPS tracking techniques have the potential
to significantly increase the lower troposphere data quality. First results from
the GRACE-B satellite are available, which indicate the potential of GRACE
to enhance the daily number of globally distributed occultation measurements
after continuous activation of the GRACE occultation experiment. Recent in-
formation on the status of the RO experiments aboard CHAMP and GRACE,
the operational data analysis at GFZ and current validation results can be
obtained via WWW (http://www.gfz-potsdam.de/gasp).
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Summary. The GRACE Information System and Data Center designed, imple-
mented and operated for the management of all scientific GRACE products is one
fixed part of the GRACE Science Data infrastructure. The main objectives for the
long term archiving and the worldwide dissemination of GRACE data and metadata
driven by user requirements as well as the underlying software development work-
flow from the business modelling, analysis and design up to the implementation and
deployment steps are described in the following article.
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data archive

1 Introduction

Daily up to 200 Mbyte of data are generated by the different sensors mounted
onboard the two GRACE satellites. These sensor data, collected and encoded
by computers onboard of the satellites, are transmitted as raw data as often
as possible to DLR’s (Deutsches Zentrum für Luft- und Raumfahrt) receiving
stations located in Neustrelitz and Weilheim.

These level-0 raw data, together with ancillary GPS ground station and
meteorological data, are processed by the GRACE Science Data System (JPL
Pasadena, University of Texas Center for Space Research (UTCSR) and GFZ
Potsdam) to various level-1 and level-2 products according to the objectives
of the GRACE mission. All products are stored at two different archives
which are a fixed part of the overall GRACE Science Data System (GRACE
SDS) infrastructure (Flechtner et al., 2003): the GRACE Information System
and Data Center (ISDC) at GFZ and the Physical Oceanography Distributed
Active Archive Center (PO.DAAC) at JPL. While the GRACE-part of the
PO.DAAC system is designed as a simple GUI front end to data directo-
ries managed by a FTP service, the GRACE ISDC allows users to search for
unique products using product-specific retrieval forms.
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At the GRACE ISDC the products are divided into the main categories
orbit/gravity (OG) and atmosphere/ionosphere (AI). The GRACE-A (GA)
and GRACE-B (GB) OG and AI products are categorized in different product
types by the level of processing (0, 1a, 1b and 2) and by a unique product
name consisting of a fixed and a variable part separated by a ”+” sign (e.g.
GB-OG-1B-GPSDAT+JPL-GPS1B 2002-07-31 B 00).

Up to now 169 different OG and 2 AI products are defined and can be
accessed as public or (GFZ-only) internal data sets (Table 1).

Table 1. Number of GRACE public and internal* product types at ISDC

Product type Level 0 Level 1a Level 1b Level 2 Total

Orbit/Gravity 10* 40* 45 7+4* 52+54*
Atmosphere/Ionosphere 1* 1* 2*
GPS 6* 6*
Meteorological 57* 57*

Total 58+113*

At present more than 123,000 unique products with a summarized value
of 1.3 TB are stored in the GRACE data archive. According to data policy
reasons, only 30 % of all product types are accessible for the public science
community. The remaining 70 % are for internal processing purposes only.

More than 170 public users and user groups from the worldwide scientific
community and 14 internal users from the GFZ are registered at the GRACE
ISDC. Many of them use the GRACE ISDC regularly for product retrieval,
product requests and download of data, products and documents.

In the following, the design and operation of the GRACE ISDC, which is
used for the management of the scientific GRACE products, is described.

2 Objectives and business modeling

Making use of the experience gained during the development and operation
of the CHAMP ISDC being responsible for the management of the scientific
products of the CHAMP satellite mission (Ritschel et al., 2002, 2003b,c; Reig-
ber et al., 2003), a similar system for the GRACE satellite mission has been
designed and implemented by the GFZ Data Center.

The overall process for the development and the implementation of the
GRACE ISDC is based on IBM’s Rational Unified Process r©(RUP)
(http://www-306.ibm.com/software/awdtools/rup/). RUP is an iterative and
configurable software development process platform that delivers proven best
practices and a configurable architecture for the development of distributed
and sophisticated applications (Fig. 1).

The main scientific and technical objectives for the development of the
GRACE ISDC are:
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Fig. 1. Rational Unified Process, Copyright c©1987 - 2000 Rational Software Corp

• overall management of the input and output data and product stream,
• long-term archiving and backup of all GRACE products,
• user-controlled and user-specifically granted access to the GRACE prod-

ucts and related documents and
• periodical check of the ISDC GRACE data stock and harmonization with

the content of the PO.DAAC data archive.

Based on these main objectives, an appropriate business process was iden-
tified and the appropriate model has been developed. This business model
comprises different general and some specific business cases. The main busi-
ness case deals with the general purpose of the ISDC, including the overall
management of the products as well as the use of the ISDC by the diffe-
rent user types. This takes into account the user searching for products, the
SDS placing products into the ISDC and the administrator responsibilities for
the control and operation of the overall system. Besides the identification of
the business process, an overall business process realization represented by a
business-intended functional use-case model has been designed.

3 Requirements and constraints

Starting from this business model, the detailed user requirements for the
GRACE ISDC can be defined under consideration of technical system con-
straints. Whereas in the business model the scope of the overall ISDC system is
described, the requirements phase of the RUP is used for the detailed descrip-
tion of any type of request a stakeholder (scientific user, project manager and
decision maker, administrator, etc.) might have on the GRACE ISDC system.
These stakeholder requests are transformed in business rules and described on



74 Ritschel et al.

a technical and formalized basis using appropriate use-case scenarios (Flecht-
ner et al., 2003) according to the Unified Modelling Language (UML) standard
(http://www.uml.org/).

In general, the use-case model is a model of the system’s intended functions
and its environment, and serves as a contract between the customer and the
developers. Thus, the use-case model is an essential input for analysis, design,
and test activities.

Based on the main scientific and technical objectives, the different user
requirements can be classified according to the product management, the
product retrieval/access, the user management and the provision of general
information and documents.

Concerning the product management, the GRACE ISDC requirements
apply to the

• continuous product input provided by the different scientific producers at
UTCSR, JPL and GFZ,

• product archiving and backup on tape for the creation of a long-term
archive and on disc for online product access purposes and

• user-controlled product output using different access methods.

The product retrieval/access requirements consist of different product
search and access features using online retrieval, batch mode and express
delivery according to data policies (depending on user grants).

The user management requirements based on the GRACE project data
policies require the consideration of different user categories (public, extended
and internal) with different product access grants. Finally, there are require-
ments concerning the provision of general information, documents and tools.

The different stakeholder requirements to the GRACE ISDC are docu-
mented in verbal descriptions of the associated use-cases. The main use-case
parties involved in the GRACE ISDC are scientific users, scientific producers,
GRACE project managers and ISDC system administrators.

The overall GRACE ISDC software development workflow containing var-
ious iteration loops is shown in Fig. 2. The process starts with the use-case
generation based on the requirements analysis. The formalized presentation of
use-cases using the UML consists of parties involved (scientific user, scientific
producer and system administrator for the GRACE ISDC) in different roles
visualized by a stickman symbol interacting with a feature or interface of the
ISDC system symbolized by an oval sign.

The main use-cases for the scientific user (roles) are:

1. searching for general information → browsing for documents, software
tools and FAQs

2. searching for metadata → browsing and retrieval of product defining data
3. online product retrieval→ online browsing and retrieval of requested prod-

ucts
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4. offline product download → batch processing using product request list
files

The main use-cases for the scientific producer (roles) are:

1. product announcer → delivering of product description
2. product supplier → transfer of products into interface directory
3. product input manager → processing of products
4. announcer of new features → delivering of new requests

The main use-cases for the system administrator (roles) are:

1. system administrator → system monitoring and controlling
2. user administrator → management of users and user grants
3. maintenance administrator → change management and system mainte-

nance
4. advanced administrator → providing of new features

Fig. 2. GRACE ISDC software development workflow based on the RUP

Figure 2 shows the workflow starting with the implementation process
using object-oriented software development techniques, the generation of dif-
ferent state prototypes and finally the system deployment and operation of
the target platform.

In addition to the functional requirements on the GRACE ISDC entailed
by the stakeholders, the technical constraints concerning the IT infrastruc-
ture have to be taken into account. For the GRACE ISDC such technical con-
straints mainly apply to the technical environment (hardware and software) of
the production system. These constraints are reflected in the structure of the



76 Ritschel et al.

system architecture of the GRACE ISDC (Fig. 2) and in the deployment of the
main components related to basis software components as well as application
software components.

The detailed transformation of the business rules of the GRACE ISDC into
the main use-cases supplemented by technical realization descriptions are the
basis for the creation of the overall system architecture of the GRACE ISDC.

4 Analysis and software design

The objective of the crucial analysis and design phase of the software devel-
opment workflow is the creation of the overall software architecture of the
GRACE ISDC.

The use-cases and the appropriate technical realization documents as well
as technical, financial and project organizational constraints are the funda-
ment for the design of a functionally structured system architecture. For the
development of the GRACE ISDC, a three-layer system architecture (Fig. 2)
has been used. The business layer contains the mapping and the realization
of the functional features of the ISDC. In the technology layer the main basic
software components

• Sybase RDBMS (RDBMS = Relational Database Management System),
• Apache HTTP web server (HTTP = Hyper Text Transfer Protocol),
• UMN map server (UMN = University of Minnesota),
• WU-FTPD (Washington University-File Transfer Protocol Domain) and
• OPA (Online Product Archive)

are integrated. The infrastructure layer symbolizes the basic services provided
by the Computing Center of the GFZ such as mass storage management, e-
mail and firewall, and network in general.

Derived from the scope of the three-layer system architecture, all layers
themselves are split into smaller parts. The business layer contains the follow-
ing subsystems and components:

• product retrieval, near real-time product access, scheduled product access,
• system boundary (interface), product import, product access, system ad-

ministration, product saving (interface),
• DIF (Directory Interchange Format) meta data document import, DIF

document normalization, metadata storage, product storage and
• maintenance and controlling, user management.

The technology layer is split into the subsystems product archive and data
base and other application services, whereas the infrastructure layer contains
the Computing Center basic services.

Figure 3 shows the main components of the GRACE ISDC which are
responsible for the realization of the functions and features corresponding to
the business model. The left and right handed arrows present the GRACE
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products input and output stream, whereas the top sided mark the main user
interaction processes with the GRACE ISDC.

Fig. 3. Basic components of the GRACE ISDC (functional view)

The operational system component in the background containing the basic
interfaces to the other components is mainly responsible for the technical re-
alization of the product input and output data stream. The clearinghouse, the
heart of the GRACE ISDC, has been designed as a powerful catalogue system
based on the mandatory and product-related metadata (Fig. 4). A smaller
part of the clearinghouse is also responsible for the user management. All
GRACE products are stored and archived in the product archive system con-
sisting of an online RAID (Redundant Array of Inexpensive Disks/Redundant
Array of Independent Disks) hard disc area as part of the ISDC technology
layer and a tape area for long-term archiving and backup as part of the infra-
structure layer. The product ordering system controls the user-granted access
to the products, depending on the different product request methods. Spa-
tial retrieval and presentation as well as product visualization are features of
the data warehouse component (Braune et al., 2002). The interactive com-
munication between the ISDC users and the system, which is mainly used for
online product retrieval, is realized by the graphical user interface component
(Ritschel et al., 2003a).

In order to handle all the different scientific product types within one
unique information system, a unique standard for the definition of ISDC prod-
ucts had to be introduced. According to the ISDC product philosophy, first
applied for the CHAMP ISDC, each product consists of one data file and one
corresponding metadata file (Fig. 4). As the data file format is unrestricted,
all metadata files correspond to the extended Directory Interchange Format
(DIF) standard (http://gcmd.gsfc.nasa.gov/User/difguide/whatisadif.html).
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Using the standardized DIF files as data source for the metadata database
of the clearinghouse, only one application is necessary in order to manage all
different product types. Whereas for the input of metadata only the DIF for-
mat is used, the output of metadata is designed for the ISO 19115 standard
for spatial metadata too (Braune et al., 2002; Czegka et al., 2003).

Fig. 4. ISDC product philosophy and metadata processing

5 Implementation and deployment

In the implementation process, the organization of the program code has to
be defined in terms of coding the subsystems which are organized in layers.
Subsystem-inherent classes and objects (source files, binaries, executables and
others) are generated and tested both isolated and in interaction with other
objects. For the implementation of the GRACE ISDC, existing but modified
and advanced CHAMP ISDC components for the clearinghouse and the prod-
uct ordering system could be used (Ritschel et al., 2002, 2003c). The main
components of the technology and infrastructure layer (cf. Fig. 2), like Sybase
RDBMS, Apache HTTP web server, WU-FTPD server and others, are used
with small adjustments for the GRACE ISDC.

The deployment of the different software subsystems and components of
the GRACE ISDC is shown in Fig. 5. Here it is important to distinguish
between the technical and organizational environment for the actual operation
of the overall system and a separate area for the development and maintenance
of unique system components. Due to a firewall with a so called demilitarized
zone (DMZ), major parts of the GRACE ISDC are implemented in the DMZ as
well as inside the intranet. The main services based on commercial and open-
source software products of the technology layer are dedicatedly assigned to
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unique workstations. This is realized for the database, the WWW, the FTP
and the map service. A major part of the business logic of the GRACE ISDC
is running on the WWW/Visualization workstation. The management of the
input and output product stream as well as the storage of the data in the long-
term and tape-based HSM archive (Hierarchical Storage Management) and the
hard-disc-based OPA (Online Product Archive) is performed by special data
pumps running on a dedicated workstation. Due to a limited bandwidth (100
MB/s) of the general network and in order to avoid bottlenecks during the
transfer of huge data amounts, a high-speed (2 GB/s) shared file system is
used for the communication between the FTP and OPA servers.

Fig. 5. Deployment of ISDC components

6 Operation and outlook

The internal operational phase of GRACE ISDC had already started before
the launch of the GRACE satellites in March 2002. Because of a longer than
expected validation phase of the GRACE satellites, sensors and products, the
GRACE ISDC became operational not before December 2003, when a first
set of GRACE products was provided to the GRACE Science Team (ST)
for validation purposes. Important milestones of the operation of the GRACE
ISDC were January 26, 2004, the release of a second set of data to the GRACE
ST, and August 8, 2004, the release of 2 years of data to the public science
community.
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Fig. 6. Public GRACE ISDC users (08/2004 – 06/2005)

A permanently increasing number of international users and user groups
visit the ISDC daily for the retrieval and download of scientific GRACE prod-
ucts (cf. Fig. 6). Additionally the GFZ scientific processing groups share the
ISDC for the storage of and the access to internal products. For routine work
the batch mode interface based on the ISDC product list file is used.

Many years of experience with the operation of the ISDC for the CHAMP
and the GRACE satellite missions (Ritschel et al., 2003a,b) validate the use-
fulness of the adopted RUP workflow process model for the design of the ISDC
systems. The feedback from the ISDC user community, new requirements from
the project management and technological progress are the main factors for
improvements and further development of the ISDC systems.

The main goal for a future system is the development of an innovative
internet portal for the management of a continuously growing input of satel-
lite products as well as different geodetic and geophysical ground station data
and products. The integration of the already existing CHAMP and GRACE
ISDC, the ISDC for data of the worldwide Global Geo Dynamic (GGP) project
network of super-conducting gravimeters as well as the future TSX ISDC de-
signed for the TerraSAR-X satellite mission will be an important step to-
wards a unique and universal access to geo-scientific data and information
(http://gesis.gfz-potsdam.de).

A modular and well-scaled system shall be developed and implemented
within the next two years (Ritschel et al., 2005). This new portal system
will allow research not limited by product groups or satellites. The content
management system will be adjusted to the present data stock but will be
expandable to data amounts to be expected in the future. This includes a
re-structuring of the product archiving system. The two most complex appli-
cations for user and product administration – which are currently separated
– shall be replaced by a new integrated solution. A focal point will be the de-
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velopment and realization of a comprehensible and particularly user-friendly
user interface.
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De-aliasing of Short-term Atmospheric and
Oceanic Mass Variations for GRACE
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Summary. GFZ is responsible for routine calculation of atmospheric and oceanic
mass variations which have to be considered during GRACE precise orbit determi-
nation and calculation of gravity field partial derivatives. This Level-1B Atmosphere
and Ocean De-aliasing product (AOD1B) is made available to the GRACE Science
Data System and user community in terms of spherical harmonic coefficients with
a maximum time delay of about 3-4 days dependent on the availability of required
ECMWF meteorological fields. The spatial and time-variable vertical structure of the
atmosphere is taken into account by vertical integration of the atmospheric masses.
Oceanic mass variations are derived from a barotropic ocean model (PPHA) which
was provided by JPL. The individual atmospheric and oceanic contributions as well
as the processing strategy to derive the combined AOD1B product are described in
the first part of this paper.

The PPHA model has some deficiencies such as the exclusion of the Arctic Ocean
or reduced level of energy compared to in-situ ocean bottom pressure data. Thus,
the influence of different non-tidal ocean models on GRACE gravity field solutions
has been investigated for a seasonal cycle. It turned out that the barotropic MOG2D
and the baroclinic OMCT models, both providing global output and based on more
complex algorithms and parameterization, produce slightly better agreement when
compared to NIMA gravity anomalies or to an altimeter-derived geoid. Similar re-
sults are obtained when comparing daily times series of 10x10 degrees gravity field
models, which have been derived without correcting short-term mass variations, with
the candidate non-tidal ocean models.

These tests indicate that the PPHA model shall be substituted by OMCT or
MOG2D. Nevertheless, a dramatic improvement of the monthly gravity field solu-
tions towards the pre-launch simulated baseline accuracy will not be reached. In-
stead, future work should primarily concentrate on the improvement of the temporal
resolution and the inclusion of short-term (daily) hydrological mass variations.

Key words: De-aliasing, Mass Variation, Ocean Model
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1 Introduction

The primary objective of the GRACE (Gravity Recovery And Climate Exper-
iment) mission is to provide precise monthly estimates of the global Earth’s
gravity field for a period of up to five years. The temporal sequence of these
gravity field estimates will yield the time history of its variability (Tapley and
Reigber, 2001). GRACE gravity field processing is performed in a joint Sci-
ence Data System between the GeoForschungsZentrum Potsdam (GFZ) and
the University of Texas Center for Space Research (UTCSR). Both centers
have already generated dramatically improved mean Earth gravity field mod-
els based on GRACE mission data only (Reigber et al., 2005; Tapley et al.,
2003). The GFZ EIGEN-GRACE02S model is about one order of magnitude
more accurate than the latest CHAMP-derived global gravity models and two
orders of magnitude more accurate than the latest pre-CHAMP satellite-only
gravity models (at 1000 km half-wavelength). Additionally numerous GRACE
data users have already demonstrated that GRACE monthly gravity field so-
lutions give a clear indication that temporal variations in the Earth’s mass
distribution are detectable at 1500 km resolution or better (Han et al., 2005;
Schmidt et al., 2005; Tapley et al., 2004; Wahr et al., 2004).

During gravity field determination temporal variations of the Earth and
ocean tidal potential are removed by use of appropriate models (IERS2000
standards or FES2004 (LeProvost, 2002)). Special attention has to be given
to the short-term (weekly to hourly) mass variations causing time-variant
gravity forces that act on the GRACE satellites and which have to be cor-
rected during GRACE instrument data processing. This process is called ”de-
aliasing” and is realized by taking into account 6-hourly spherical harmonic
coefficients which are interpolated and added to the background static grav-
ity field. These spherical harmonic coefficients are routinely generated at GFZ
Potsdam as the so-called Level-1B Atmosphere and Ocean De-aliasing prod-
uct (AOD1B) and have to be provided to the GRACE Science Data System
and to the user community on a day by day basis with a maximum delay of
12 days. Consequently, to calculate the atmosphere and ocean mass variations
meteorological input data have to be acquired and an ocean model has to be
operated on a routine basis.

The sensitivity of CHAMP, GRACE and GOCE to atmospheric, oceanic
and hydrological mass variations in terms of degree standard deviations is
shown in Fig. 1 (taken from Gruber (2001)). It is clearly visible that the
signal of the high-frequency sub-daily atmospheric mass variations is above
the expected sensitivity of the monthly GRACE gravity field solutions up to
degree 35 to 40 (spatial resolution of 500 to 570 km). High-frequency mass
variations in the oceans are much smaller than in the atmosphere, but still
have an impact on the GRACE observations. Additionally, the monthly con-
tinental hydrological mass variation (precipitation minus evaporation minus
run-off), which is the major outcome from monthly GRACE gravity field com-
parisons, is shown for Europe. Here, the variation should be detectable up to
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degree and order 25 to 30 (spatial resolution of 666 to 800 km). But it should
be noted that the hydrological signal at world’s largest river basins such as
Amazon, Ganges or Congo is much larger and therefore GRACE should detect
signals of even higher spatial resolution.

GOCE will measure directly the second derivative of the gravity poten-
tial. Thus, compared to GRACE, the sensitivity of the gradiometer to long-
wavelength mass variations will be much smaller but still similar compared to
CHAMP because of the pure high-low GPS link for orbit positioning. Never-
theless, due to GOCE’s mission profile of twice 6 months, the monthly gravity
variability derived by GRACE has to be used to remove the so-called seasonal
(hydrological) bias of the GOCE observations.

Fig. 1. Gravity variation signals from different sources on different time scales com-
pared to CHAMP, GRACE and GOCE mission sensitivities: Comparison to daily
atmosphere, daily oceanic and monthly hydrological signals (left) and comparison
to 6, 12 and 24 hourly ECMWF signals (right)

In the following the procedures to derive atmospheric and oceanic mass
variations are described in detail. First, the integration of the spatial and
time-variable vertical structure of the atmospheric mass is described (Sect. 2).
Then, the non-tidal ocean model used to derive the oceanic mass variation
is introduced. Section 4 summarizes the meteorological input data which are
necessary to force the integration and the ocean model. The processing strat-
egy and the combination of the atmospheric and oceanic contributions are
described in Sect. 5. Finally, the influence of the non-tidal ocean model on
the gravity field solution is analysed.

2 Vertical Integration of the Atmosphere

For precise applications the spatial and time-variable vertical structure of the
atmosphere has to be taken into consideration. Thus, a vertical integration
of the atmospheric masses has to be performed. Fundamental basis is the
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gravitational potential V at a point outside the Earth which is expressed by a
spherical harmonic expansion using normalized coefficients Cnm and Snm of
degree n and order m (Heiskanen and Moritz, 1967):

V =
kM

r

∞∑
n=0

n∑
m=0

(a

r

)n

Pnm(cos θ)(Cnm cosmλ + Snm sinmλ) (1)
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}
=

1
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}
λdM (2)

and
k = gravity constant,
a = radius of the sphere,

M = mass of the Earth,
Pnm = normalized associated Legendre polynomials and

r, θ, λ = spherical coordinates of a mass element dM .

The relation between mass elements dM and volume elements dV is defined
by the density ρ

dM = ρ dV = ρ r2dr sin θ dθ dλ (3)

Substitution of (3) into (2) and application of the hydrostatic equation
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(4)
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Here P , Ps, g and gr are air pressure, surface pressure and gravity accel-
eration (mean and at height r) which can be approximated by

gr = g
(a

r

)2

. (6)

The radial coordinate r is composed of (see Fig. 2 and Swenson and Wahr
(2002))
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r = rs + δr = a + ξ + h + δr = a + ξ + z (7)

where ξ is the height of the mean geoid above the mean sphere and h is
the elevation of the Earth’s surface above the mean geoid (Earth’s surface
topography).

Fig. 2. Radial component r as used in vertical integration

The geopotential height φ at a point above the Earth’s surface r is defined
by:

φ =
1
g

z∫
0

grdz = a
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z
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φ

1 − φ
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(8)

Substitution of (8) into (7) and the result into (5) yields
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After including the degree dependent term into the integral (for numerical
reasons), introducing the elastic deformation of the solid Earth under vari-
able load via the degree dependent load Love number kn, and subtracting a
corresponding mean field PV I covering at least one year of data (in order to
eliminate seasonal effects in the mean field) from the inner integral we get the
final equation for the determination of atmospheric mass variations using the
vertical integration approach:
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Meteorological analysis centers usually do not provide geopotential heights
φ at certain model levels, but temperature and specific humidity. Thus, be-
fore the integration with (10) can be performed numerically, the geopotential
heights for all levels have to be computed. This computation can be done
according to White (2001) and Schrodin (2000), where Nlevel represents the
lowest level.

φk+1/2 = φS +
1
g

Nlevel∑
j=k+1

RdryTvln
Pj+1/2

Pj−1/2
(11)

where
φk+1/2 = geopotential height at half level (layer interfaces),

φS = geopotential height at surface,
Rdry = gas constant for dry air = 287 m2/s2K,

Pk+1/2 = pressure at half level (layer interface)
= ak+1/2 + bk+1/2PS ,

ak+1/2, bk+1/2 = model dependent coefficients provided with ECMWF
meteorological data,

Tv = virtual temperature = (1 + 0.608 S)T,
S = specific humidity and,
T = temperature.

Finally, the geopotential heights at pressure levels can be used to compute
the inner integral in (10). In the second term (ξ/a), the mean geoid above the
mean sphere can be approximated by the geopotential height at the Earth’s
surface (orography) which is available at ECMWF too.

3 Non-tidal Ocean Model

The ocean’s response to atmospheric forcing can be divided into two classes:
barotropic and baroclinic. A barotropic ocean model is one in which the whole
water column has the same density and it is forced by wind and pressure
only. A baroclinic ocean model includes vertical density changes and their
effects, and requires additional forcing such as evaporation minus precipitation
or radiation fluxes to handle thermodynamic effects. Barotropic motions are
fast (fraction of a day to a few weeks), while baroclinic motions are slow
(weeks to centuries). The tides are the best example of barotropic motion,
even though they include some baroclinic energy in special places. El Niño
is a predominantly baroclinic phenomenon. A barotropic model is simpler,
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has fewer parameterizations, and runs faster on a computer than a baroclinic
model. Tierney et al. (2000) showed that the difference between barotropic
and baroclinic models in terms of sea surface height change is negligible in
a global average (< 0.1 mm of sea water) for periods shorter than 100 days,
and at those short periods only noticeable in some steep topography regions
(Zlotnicki, 2003).

Thus, the oceanic mass variation for the AOD1B product is derived from
a barotropic ocean model, which was provided by JPL. This model is denoted
PPHA, because it was developed by Pacanowski, Ponte, Hirose and Ali (Hirose
et al., 2001). PPHA computes the component of oceanic mass redistribution
(”barotropic sea level”) due to wind stress and atmospheric pressure for an
area between 65◦ N and 75◦ S including the Mediterranean Sea, Hudson Bay,
North Sea and shallow waters on a 1.125◦ grid and lacks baroclinic dynamics
and surface buoyancy. Further details are described in Flechtner (2003).

4 Meteorological Input Data

Vertical integration of the atmospheric mass distribution and forcing of the
PPHA barotropic ocean model require different meteorological input data
which have to be available on a routine basis, with short time delay and
with sufficient temporal and spatial resolution in order to derive the opera-
tional AOD1B GRACE product (<12 day requirement). Data provided by the
National Center for Environmental Predictions (NCEP) and by the German
Weather Service (DWD) do not fulfil these requirements due to insufficient
spatial resolution or non-guaranteed permanent access. Therefore GFZ has
signed a contract with DWD to regularly acquire the operational analysis data
from the European Center for Medium-range Weather Forecast (ECMWF) In-
tegrated Forecast System (IFS) at synoptic times 0:00, 6:00, 12:00 and 18:00.
These products are usually available within 2-3 days. The spatial resolution is
defined on a Gaussian n160 grid which corresponds to a resolution of 0.5◦. The
temperature and specific humidity data are provided for 60 layers from surface
up to 0.1 hpa. Further details on the IFS products, services and research can
be found in ECMWF (2004).

Nine different products have to be downloaded each 6 hours for vertical
integration of the atmosphere (surface pressure, geopotential height at sur-
face, multi-level temperature and specific humidity data) and to run PPHA
(wind speed in u and v direction, surface pressure, sea surface temperature,
temperature and dew point temperature at 2m level). The data require about
125 MB/d disk space and are stored in the GFZ Information System and Data
Center (ISDC).
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Fig. 3. Processing strategy for atmospheric and oceanic mass variations

5 Processing Strategy and Combination of Atmospheric
and Oceanic Mass Variations

In a first step, all meteorological ECMWF data are transformed from Gaus-
sian n160 to equidistant 0.5◦ grid. Then, the PPHA relevant products and
an initial ocean model state are used to run the ocean model which produces
24 hourly, 1.125◦ grided files of barotropic sea level [cm] as well as an up-
dated ocean model state which is used to process the following day. For the
later combination with the atmosphere the results for epochs at 0, 6, 12 and
18 hours are extracted, transformed to pressure units by multiplication with
the density of salt water and gravity acceleration of the mean sphere (4),
interpolated to 0.5◦, filled with zero values (corresponding to a pure inverse
barometric response (IB) of the sea surface) for undefined ocean areas in po-
lar regions and finally averaged to block mean values. In a second step the
vertical integration is performed for 0, 6, 12 and 18 hours for each 0.5◦ grid
point. The resulting integrated pressure data are then averaged to block mean
values, combined with the oceanic contribution, both reduced by a 2001 mean
field, and expanded to spherical harmonics. Finally, the atmospheric, oceanic



De-aliasing of Short-term Atmospheric and Oceanic Mass Variations 91

0 365 730 1095 1460 1825

Days since Jan. 1, 2000

-20

-15

-10

-5

0

5

10

15

20

G
eo

id
H

ei
gh

tV
ar

ia
tio

n
[m

m
]

Max

Min

Mean

RMS

0 60 120 180 240 300 360
-90

-60

-30

0

30

60

90

-7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 10

Fig. 4. Geoid height variability [mm] caused by atmospheric and oceanic mass
variation for April 2000 until March 2005 (mean, rms, minimum and maximum;
left) and for January 1, 2005 at 0:00 UTC(right)

and combined Stokes coefficients up to degree 100, reconverted from pressure
unit to dimensionless gravity, are stored as the AOD1B (Level-1B Atmosphere
and Ocean De-aliasing) RL01 (release 01) product (Fig. 3).

The geoid variability (root mean square), derived from the AOD1B prod-
uct is at the level of 3-4 mm, minimum and maximum values can reach up to
15 mm (Fig. 4).

The AOD1B spherical harmonic coefficients have to be added to the back-
ground mean gravity field during GRACE precise orbit determination to cal-
culate the gravity field partial derivatives. Thus, the resulting monthly mean
gravity field products represent primarily the leftover monthly continental
hydrological mass variation (Schmidt et al., 2005) and long-period barotropic
fluctuations of the ocean. In order to compare the GRACE monthly solutions
over the oceans with ocean model derived bottom pressure, the correspond-
ing mean atmospheric and oceanic mass variation has to be added back again.
Therefore, the GRACE level-2 processing centers average all AOD1B products
which have been used to derive the individual monthly and mean gravity field
solutions and provide these mean spherical harmonic coefficients as the GAC
(GRACE Average of non-tidal atmosphere and ocean Combination) product
along with the corresponding GSM (GRACE Satellite only Model) products.
In case of comparison with in-situ ocean bottom pressure data the 6-hourly
AOD1B products can be used directly.

6 Influence of the non-tidal Ocean Model on Gravity
Field Solutions

The PPHA model has deficiencies which might influence the quality of the
GRACE gravity field solutions: Due to the exclusion of the Arctic Ocean a
pure inverse barometric response of the sea surface (no mass variation) has to
be applied north of 65◦ latitude, it has less variance in bottom pressure than
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other comparable models (V. Zlotnicki, personal communication 2004) and
shows a reduced level of energy compared with in-situ ocean bottom pressure
data (Kanzow et al., 2005). To investigate the influence of the non-tidal ocean
model on GRACE gravity field solutions two experiments have been performed
for three different de-aliasing products (Flechtner et al., 2005). First, sets of
monthly gravity field solutions have been derived which only differ by the
applied short-term mass variations. Four months (May 2003, August 2003,
November 2003 and February 2004) were selected for processing, to investigate
also their seasonal variability. Second, daily gravity field solutions have been
calculated for July 2003 until September 2003 without correcting for short-
term mass variations and have been correlated with the candidate de-aliasing
products.

All three de-aliasing products are based on the same input data and mod-
eling assumptions to guarantee a fair comparison: the same 6-hourly ECMWF
meteorological fields were used, the atmospheric and oceanic mass variations
were derived by subtracting a 2001+2002 mean field, the atmospheric contri-
bution was calculated by vertical integration (quasi-identical for all products)
and the S2 atmospheric tide was filtered from surface pressure data before
forcing the non-tidal ocean model. The later is necessary to avoid double
book-keeping with the ocean tide model during orbit and gravity field pa-
rameter estimation. Thus, the dominating difference between these products
is the non-tidal ocean model, used to calculate the oceanic mass variation.
Consequently, the de-aliasing products of this study are denoted w.r.t. their
applied non-tidal ocean models:

PPHA: This product is identical to the standard AOD1B RL01 product,
except that the mean field period has been changed from 2001 to 2001+2002
and the S2 atmospheric tide has been filtered before forcing the non-tidal
ocean model PPHA using a strategy described in Ponte and Ray (2002).

MOG2D: This model was provided by GRGS (Groupe de Recherche de
Géodésie Spatiale) and is based on the same assumptions as AOD1B RL02
(see ”PPHA” above), but the non-tidal ocean model is MOG2D, a barotropic,
non-linear and time stepping model with global output (including the Arctic
Ocean, Hudson Bay, Bering Strait and the Weddell and Ross Seas). The ice
cover impact is taken into account through the diminution of the water column
height, due to the submerged ice thickness. MOG2D is governed by shallow
water continuity and momentum equations. The model can include tides and
its main originality is a finite element space discretisation which allows to
increase the resolution e.g. from 400 km in the open sea down to 20 km in
areas with strong topographic gradients or in shallow waters (Carrère et al.,
2003).

OMCT: The atmospheric contribution is identical to AOD1B RL02 (see
”PPHA” above), but the oceanic mass variations were provided by the Techni-
cal University of Dresden (TUD). They are derived from the baroclinic Ocean
Model for Circulation and Tides (OMCT) which is a further development of
the Hamburg Ocean Primitive Equation Model (HOPE) by adjustment to the
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weather time-scale and coupling with an ephemeral tidal model (Thomas et
al., 2001). In contrast to the HOPE model, OMCT allows to take into account
effects arising from loading and self-attraction, atmospheric pressure forcing
or the consideration of continental freshwater fluxes. Effects due to sea-ice
are accounted for by means of an implemented thermodynamic sea-ice model
which allows a prognostic calculation of ice-thickness, -drift and -compactness.
As MOG2D, the OMCT output is provided on a global scale.

Monthly gravity field solutions have been calculated for May 2003, August
2003, November 2003 and February 2004 up to degree and order 150 using the
standard GFZ level-2 GRACE processing strategy based on GPS code, GPS
phase and K-band range-rate observations and background models (initial
gravity field, ocean, atmospheric and Earth tides, etc.) (Reigber et al., 2005).
The only difference was the de-aliasing model (PPHA, MOG2D or OMCT).

Additionally, daily time series of gravity field models complete up to degree
and order 10 have been produced for the time span July 2 to September 30,
2003 using an integrated adjustment method (Zhu et al., 2004). The standard
GFZ level-2 GRACE background models (see above) have been accounted for
during data processing, while variations in the gravitational potential pro-
duced by non-tidal atmosphere and ocean mass transport were deliberately
omitted. The recovered GRACE gravity changes represented by the daily time
series of spherical harmonics were then compared to the corresponding coef-
ficients of the de-aliasing products PPHA, MOG2D and OMCT, respectively.
Hydrological mass variations are assumed to change slower than days and
can therefore be accounted for by the subtraction of a bias and a trend. De-
tailed results can be found in (Hu et al., 2005). The major findings of these
comparisons are as follows (see Figures and Table below):

• The mean geoid height differences of the three investigated de-aliasing
products are in the order of ± 1.5 mm. Maximum differences are found
in the Arctic (no PPHA output), in the Southern ocean and in the North
Pacific (see Color Fig. XII on p. 293, left).

• The GPS phase and K-band range-rate observation residuals are nearly
identical for OMCT and PPHA and slightly smaller (1-2 %) when using
MOG2D.

• The degree amplitudes of gravity field solution differences are clustered
for all degrees which is a sign that all solutions provide nearly the same
signal.

• The mean geoid height differences between corresponding gravity field so-
lutions reflect nearly one by one the mean background AOD differences
spatial structure, but scaled by a factor of about 1.5 (see Color Fig. XII
on p. 293, right). The opposite sign is due to the subtraction of the AOD
product from the background gravity field during orbit determination.

• Additionally, previously observed striping which is due to other alias-
ing effects (e.g. insufficient instrument parameterization, ocean tide mis-
modeling or GRACE orbit configuration), is still visible.
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• Comparisons with NIMA gravity anomalies and CLS01 minus ECCO
oceanic geoid heights show for short-wavelengths (2.5◦ and 5◦ resolution)
a better mean agreement with MOG2D (∼3-8 %) and OMCT (∼2-8 %)
than when using the ”standard” PPHA model (see Table 1).

• The recovered daily gravity field coefficients are highly correlated with the
model predictions for low order coefficients, but the agreement degrades
when the order is increasing. The highest correlation and smallest residual
geoid height differences were derived with MOG2D, followed by OMCT
and PPHA, which both give quite similar results. A pure IB response of
the sea surface assumption produced the worst results (Fig. 5).
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height differences [mm] (right) between the daily GRACE gravity field solutions and
different de-aliasing products (degree 1 and 2 ignored)

Table 1. Comparison (weighted root mean square) of monthly gravity field products
derived from MOG2D, PPHA and OMCT de-aliasing products for May 2003, August
2003, November 2003 and February 2004 with altimeter-derived geoid heights (N ,
CLS01 minus ECCO oceanic geoid, top) and gravity anomalies (∆g, NIMA marine
gravity anomalies, bottom) for different grid spacing (5◦∼n=36; 2.5◦∼n=72)

May 2003 August 2003 November 2003 February 2004
2.5◦x2.5◦ 5◦x5◦ 2.5◦x2.5◦ 5◦x5◦ 2.5◦x2.5◦ 5◦x5◦ 2.5◦x2.5◦ 5◦x5◦

Weighted RMS of Geoid Height Differences about Mean [m]

MOG2D 1.797 0.406 1.100 0.272 1.173 0.283 0.796 0.219
OMCT 1.814 0.411 1.111 0.275 1.194 0.287 0.797 0.218
PPHA 1.947 0.438 1.147 0.282 1.219 0.296 0.865 0.232

Weighted RMS of Gravity Anomaly Differences about Mean [mgal]

MOG2D 38.771 8.235 23.700 5.210 25.219 5.442 17.130 3.911
OMCT 39.034 8.330 23.928 5.274 25.696 5.533 17.253 3.920
PPHA 41.980 8.933 24.664 5.432 26.135 5.718 18.648 4.251
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The study shows, in agreement with Tierney et al. (2000), that the
barotropic MOG2D and the baroclinic OMCT models provide similar results
when used for monthly gravity field determination and compared to exter-
nal NIMA gravity anomalies and CLS01 minus ECCO derived geoid heights.
Both models behave consistently better than PPHA which is believed to be
caused primarily by the polar gaps of the PPHA model. Thus, PPHA should
be substituted in future GRACE (re)processing by MOG2D or OMCT. Nev-
ertheless, a significant step to derive the GRACE baseline accuracy will not
be made because the resulting formal gravity field errors are still comparable
and about one order of magnitude too big.

7 Conclusions

GFZ has developed a software package which routinely calculates atmospheric
and oceanic mass variations with a maximum time delay of about 3-4 days
dependent on the availability of required ECMWF meteorological fields. A ver-
tical integration of the atmospheric masses is performed to take into account
the spatial and time-variable vertical structure of the atmosphere. The oceanic
mass variations are derived from the barotropic ocean model PPHA which was
provided by JPL. Both constituents are combined and made available as the
GRACE Level-1B Atmosphere and Ocean De-aliasing product (AOD1B) to
the GRACE Science Data System and user community in terms of spheri-
cal harmonic coefficients which have to be added to the background static
gravity field during GRACE precise orbit and gravity field partial derivatives
determination.

The PPHA ocean model has deficiencies which might influence the quality
of the GRACE gravity field solutions: exclusion of the Arctic Ocean requiring
a pure inverse barometric response assumption of the sea surface north of 65◦,
less variance in bottom pressure than other comparable models and reduced
level of energy compared with in-situ ocean bottom pressure data. Thus, the
influence of different non-tidal ocean models on GRACE gravity field solu-
tions has been investigated. It turned out that the barotropic MOG2D model
and the baroclinic OMCT model, both providing global output and based on
more complex algorithms and parameterization, produce slightly better re-
sults when compared to NIMA gravity anomalies or to an altimeter-derived
geoid. Similar results are obtained when comparing daily times series of 10x10
degrees gravity field models, which have been derived without correcting short-
term mass variations, with the candidate de-aliasing products. Again, best cor-
relation and smallest residuals are obtained for MOG2D, followed by OMCT
and PPHA. Nevertheless, a dramatic improvement of the monthly gravity
field solutions towards the pre-launch simulated baseline accuracy will not be
reached by the substitution of the non-tidal ocean model.

Future work has to concentrate on the improvement of the temporal res-
olution and the inclusion of short-term (daily) hydrological mass variations.
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First is necessary to improve the half-daily S2 atmospheric tide representa-
tion inside the vertical integration of the atmosphere which cannot be precisely
taken into account by pure linear interpolation of 6-hourly spherical harmonic
coefficients. At least 3-hourly time series are necessary, which are available at
ECMWF for a short time. Neglecting short-term hydrological mass variations
during GRACE precise orbit determination may cause aliasing effects, which
are not yet investigated or taken into account. This should be possible soon
because hydrological models with improved temporal and spatial resolution
will become available within the near future. As an example it is planned
within the Geotechnologien II Program of the German Ministry of Education
and Research (BMBF) starting mid of 2005, to assimilate GRACE mission
data into the WaterGAP Hydrological Model (WGHM, Döll et al. (2003)) and
to extract daily output.

Remark. The AOD1B products can be downloaded at the GRACE In-
formation System and Data Center (ISDC) at GFZ Potsdam: http://isdc.gfz-
potsdam.de/grace.
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Summary. In this article performance estimates for the accelerometers, the star
sensors and the K-Band ranging system onboard the GRACE satellites are given.
It is shown that the accelerometers perform slightly worse than specified and that
the star sensor and K-Band ranging system performances agree with the specifi-
cations. It is also demonstrated that mainly for the accelerometers performance
assessment further investigations are needed as effects of unknown origin affect the
measurements. For each instrument the results from the highrate L1a to the filtered
and downsampled L1b data processing are shown and discussed. Concerning the
accelerometer processing, good agreement with the data provided by JPL has been
reached, concerning the star sensors and the K-Band system differences remain.

Key words: GRACE, sensor analysis, performance estimation, data processing

1 Introduction

The GRACE mission provides gravity field estimates with unprecedented ac-
curacy. The complex and highly sophisticated sensor system onboard the
GRACE satellites is responsible for this increase in quality. At the IAPG
(Institute for Astronomical and Physical Geodesy) an integrated sensor ana-
lysis of the GRACE sensor system has been conducted during the last three
years. A data set consisting of three days of data was used for the studies.
Main fields of interest were:

• The derivation of mathematical models of the individual gravity relevant
sensor systems of the GRACE satellites and the integration into a complete
model that also allows to understand the interactions and couplings of the
sensor systems

• The estimation of the sensor performance from real data, the comparison
to the anticipated performance and the explanation of occurring differences

• The derivation of processing methods to high rate instrument data (called
L1a data) to the level of low rate filtered 5s-data (called L1b data).
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In this article performance estimates of the three key instruments of the
GRACE mission, the accelerometer, the star sensor and the K-Band ranging
system are derived and discussed. The processing of each instrument’s data
from high rate instrument data level to low rate filtered and downsampled
level is briefly described. The results are compared to the data set provided
by the JPL.

2 SuperSTAR Accelerometer

2.1 Performance Estimation
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Fig. 1. Power Spectral Density (PSD) of the along-track component of the L1a
accelerometer measurements of GRACE A & B

To investigate the performance of the linear acceleration measurements of
the accelerometers onboard the GRACE satellites, only the raw data (L1a) is
suited as the processed (L1b) data is treated with a low-pass filter that makes
it impossible to estimate the high frequency noise. The accelerometers have
two sensitive axes (along track and radial) and one less sensitive axis (cross-
track). The low-frequency noise is not accessible through the analysis of a
single accelerometer’s measurements as the low-frequency noise is superposed
by the measurement signal. The measurement signal are the non-gravitational
accelerations acting on the satellites. At a certain frequency the signal to
noise ratio become one and noise dominates the measurement. In Fig. 1 the
comparison between the theoretical noise level and the apparent noise level
of the real measurements is shown. Apparently the measurements of GRACE
A and B show the same spectral characteristics, dominant frequencies are
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once and twice per revolution at about 2 · e−4 Hz and 4 · e−4 Hz. The signal
decreases until at about 3 · e−2 Hz it levels out into white noise. The level
of this white noise is about a factor of 10 higher than the specified noise
level for the accelerometers. A speciality of the GRACE A accelerometer are
the prominent peaks on 1 Hz and multiples, their origin is unknown. Three
possible causes of the higher noise level have been identified:

1. thrusterevents
2. twangs
3. spikes and peaks
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Fig. 2. Series of thruster events on GRACE A

Thrusterevents

A series of thruster events is shown in Fig. 2. Although the purpose of the
thruster firings is to exert angular accelerations on the satellites, a thruster
event also shows up in the measurement of the linear accelerations because
of thruster misalignment and the displacement of the center of mass from the
center of the proof mass of the accelerometer. The amplitudes range from 1
up to 3.5 · e−6m/s2. As the linear accelerations due to thruster misalignment
are real linear accelerations acting on the satellites it is correct that they
are measured and show up in the linear accelerations measurements. The
measured linear accelerations due to the center of mass offset however have to
be considered as errors in the measurement, as they represent no real linear
acceleration acting on the satellites. For both satellites the center of mass
offset is kept so small through mass trim maneuvers that this effect can be
neglected. As during the periods of thruster events only the effects caused
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by the misalignment of the thrusters are measured, it is sensible to exclude
periods of thruster events for the performance estimation.

Time [seconds of 2003-04-25]

Fig. 3. Typical example of ’twangs’ in the linear acceleration measurements

Twangs

Typical examples of a so called ’twang’ are shown in Fig. 3. A twang is very
similar to the reaction of a damped harmonic oscillator to a step impulse.
It consists of an oscillation with decreasing amplitude, the typical duration
is about 4 to 5 seconds (cf. (Hudson, 2003)). The amplitudes reach over
3 · e−6m/s2. It is assumed that the reason for the twangs is the flattering of a
thin foil on the bottom of the GRACE satellites, that could explain the mas-
sive occurrence in the radial component of the linear accelerations. Another
possible reason is that they are a feature of the SuperSTAR accelerometer. If
the latter was true, the twangs would have to be added to the error budget.
If the twangs are caused by the foil, they are real non-gravitational accelera-
tions acting on the satellites and these periods should be excluded from the
performance estimation.

Peaks and Spikes

The third effect that adds to the apparent noise level are regular peaks and
spikes occurring in all three components of the linear accelerations. A typical
example is shown in Fig. 4. The peaks consist of a deflection from the mean in
an arbitrary direction, followed by a deflection with a magnitude of one third
of the original one in the opposite direction (cf. (Flury, 2004)). The amplitude
reach a level of about 1 · e−7 m/s2 for the along-track component and 1 · e−8
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Fig. 4. Typical example for the spikes and peaks affecting the linear acceleration
measurements

m/s2 for the cross-track and radial components. Regarding the L1b data it
seems that the effect is completely removed by the applied low-pass filter,
however it is unclear if low-frequency effects remain in the filtered data. As
the peaks and spikes are regular, it is assumed that they are a feature of the
accelerometer.

Performance Assessment

The performance of the accelerometer was assessed in two ways:

1. Analysis of undisturbed periods of single accelerometer data
2. Spectral analysis of the difference of the accelerometer measurements of

both satellites during undisturbed periods using L1b and L1a data.

Analysis of the signal of a single accelerometer

For the analysis of the single accelerometer data, only periods without thruster
events, twangs or peaks have been used. According to (Flury, 2004) the fol-
lowing standard deviations are derived for undisturbed periods:

along-track 3 · e−10m/s2

cross-track 7 · e−10m/s2

radial 2.1 · e−10m/s2
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Comparing this with the specifications given in (Stanton et al., 1998), the
following conclusions can be drawn:

1. the noise level of the along-track and the radial component is about 2-3
times higher than the specified level of 1 · e−10 m/s2.

2. the noise level of the cross-track component is about 70% of the specified
noise level of 1 · e−9m/s2.
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Analysis of the differences between accelerometer measurements

The GRACE mission with its identical twin satellites offers the unique pos-
sibility to assess the performance of its accelerometers by using their redun-
dancy: due to the orbit configuration, the trailing satellite arrives after about
27 s at the same location as the leading one. During this short time the at-
mosphere does not change significantly, thus the accelerometer measurements
should be comparable. The difference between to accelerometer measurements
includes the following effects:

• errors in the attitude information of both satellites
• scale factors and higher order error terms
• the sum of the measurement noise of both satellites

Figure 5 shows the PSD of the difference of L1b accelerometer measurements.
Only periods without thruster events were used, but periods with twangs and
peaks were not excluded to get longer timer series to eventually assess an up-
per limit of the low frequency part of the accelerometers noise. The differences
fit well to an upper limit of 10 times the specification. The analysis of longer
periods would yield more exact results, but because of the frequent thruster
firings this is not possible.
In Fig. 6 the difference PSD of L1a accelerometer measurements is shown.
Here periods without thruster events, twangs or peaks were used. The differ-
ence is following an error model that is three times above the specification.
This analysis confirms the findings from the analysis of the single accelerom-
eter measurement data analysis.
Comparing these results with the specifications given in (Stanton et al., 1998),
the following conclusions can be drawn:

1. the noise characteristics of the accelerometer on GRACE A and B are
very similar.

2. the noise level of the along-track and the radial component is about 2-3
times higher than the specified level of 1 · e−10m/s2.

2.2 L1a to L1b Data Processing

The processing of the accelerometer data from L1a to L1b data has been con-
ducted in accordance with (Wu and Kruizinga, 2004). Initial differences were
reported to JPL where they helped to discover a glitch in the official process-
ing software that led to the replacement of 30% of the data with interpolated
values. The differences between IAPG and JPL processing results are now on
the level of numerical accuracy. The effects of the strategy of the JPL to apply
a low pass filter of 35 mHz to the accelerometer data instead of the same filter
as used for the downsampling of the K-Band data should be investigated. It is
unclear how the various effects like twangs, spikes and thruster events should
be treated correctly. Although the applied low-pass filter removes the major
effect of them, it should be investigated if long-term effects remain.
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3 Star Sensor

3.1 Performance Estimation

The star sensor measurements are polluted by mainly white noise, not colored
noise as the accelerometer. The orientation is derived from pictures taken of
the sky in the field of view of the star tracker. The orientation w.r.t. an inertial
system is derived by comparison with a star catalogue. The elements of the
orientation matrix, which is basically a rotation matrix, can not be measured
with an homogeneous accuracy: rotations about the line of sight of the star
tracker are measured with an accuracy about 8 times worse the accuracy of
rotations perpendicular to the line of sight of the star trackers (cf. (Wu and
Kruizinga, 2004) and (Stanton et al., 1998)). Figure 7 shows the PSD of the

Fig. 7. PSD of attitude angles of GRACE A in star sensor reference frame. The
horizontal lines show the estimated level of the white measurement noise

attitude angles of GRACE A. The estimated noise level for the rotations per-
pendicular to the line of sight is about 1 · e−4 rad/

√
Hz which is about three

times the specification of 3 · e−5 rad/
√

Hz. The noise level for rotations about
the line of sight is about 2 · e−4rad/

√
Hz which agrees well with the specifica-

tion of 2.4 · e−4 rad/
√

Hz. Figure 7 shows the PSD of the attitude angles of
GRACE B. The estimated noise level for the rotations perpendicular to the
line of sight is about 3 · e−5rad/

√
Hz which agrees well with the specification.

The noise level for rotations about the line of sight is about 2 · e−4rad/
√

Hz
which also agrees well with the specification of 2.4 · e−4 rad/

√
Hz.

The following conclusion concerning the star sensor performance can be
drawn:
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Fig. 8. PSD of attitude angles of GRACE B in star sensor reference frame. The
horizontal lines show the estimated level of the white measurement noise

• The star sensor on GRACE A performs slightly worse than the star sensor
on GRACE B concerning the rotation perpendicular to the line of sight.

• The performance of the star sensor on GRACE B agrees well with the
specification.

• The performance of the star sensor on GRACE A concerning the orien-
tation perpendicular to its line of sight is about three times worse than
the specification. The performance concerning the rotation about its line
of sight agrees well with the specifications.

3.2 L1a to L1b Data Processing

Onboard each GRACE satellite two star cameras are available for attitude
determination. Apart from sun or moon intrusions the star sensors operate in
dual mode, i.e. it is possible to combine the data of the two sensor heads. The
combination takes into account that the quality of the derived rotation about
the line of sight of the sensor heads is worse than the quality of the rotation
derived perpendicular to the line of sight (from (Wu and Kruizinga, 2004)):

Qcomb = Q1 · (1, M∆12) (1)

where:

M =
1
2
·
⎛
⎝1 0 0

0 1 −λ
0 −λ 1

⎞
⎠ (2)

λ = κ2−1
κ2+1 and κ = 8 taking into account that the attitude information for

rotations about the line of sight of the star trackers is about eight times worse
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Fig. 9. Comparison of the L1b Data provided by JPL and the L1b data generated
at IAPG. Differences are noticeable. It is interesting that the combined solution
from JPL shows no effect of smoothing but the solution from IAPG does

than for rotations perpendicular to the line of sight. ∆12 is the observed differ-
ence between the two sensor heads. Basically the combination is a weighted
mean. Figure 9 shows a comparison of the L1b star sensor data derived at
IAPG and the star sensor data provided by JPL. Significant differences on
all frequencies are noticeable. It is interesting that the spectrum of the com-
bined quaternions from JPL on L1b compared to L1a shows no significant
difference. In contrast the L1b quaternions derived by IAPG show smoothing
effects visible as a lower noise level towards the higher frequencies. A possible
explanation for this effect is that probably for the derivation of the JPL data
a different value for κ was used. Taking a closer look at the differences in Fig.
10 reveals that the differences are small except from certain spikes appearing
in a regular pattern. Closer investigation shows that these epochs are epochs
where the star sensor switches from dual to single head operation. More de-
tailed investigations are needed to identify the reasons for these deviations.

4 K-Band

The measurements of the K-Band ranging system are affected by two kinds
of noise:

1. the instability of the local oscillator
2. the phase noise of the measurements

As Fig. 11 shows, the error source 1 can be avoided if GPS timing is used,
which is the case for the K-Band processing. Towards the lower frequency the



Integrated Sensor Analysis GRACE 109

0 1 2 3 4 5 6 7 8 9

x 10
4

6

4

2

0

2

4

6
x 10

3

Time [s]

Difference between L1b SCA data IAPG JPL, q0

10
5

10
4

10
3

10
2

10
1

10
0

10
10

10
5

10
0

frequency [Hz]

Fig. 10. Difference between IAPG derived L1b star sensor data and the data pro-
vided by the JPL

error is dominated by the inaccuracy of the synchronization of the measure-
ments from both satellites, which shows up as a drift. Towards the higher
frequencies the error is dominated by white noise with an magnitude of 1
micron. The range measurement is the original measurement, the range rate
and the range acceleration are derived from the range via differentiation. The
noise model is extracted from (Thomas, 1999). Figure 12 shows the PSD of
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the L1b range measurement. Prominent peaks are on the once and twice per
revolution frequencies. The signal decreases until at about 2.5 · e−2Hz noise
dominates the signal. Note that the noise is not white, it is colored as the
range rate signal is shown. The dashed line represents the specified error psd.
The level of the noise agrees well with the specified error level. Is is about
2 µm/s/

√
Hz. Note the peaks on 4.5 · e−2 Hz and multiples. Their origin is

unknown, it could be correlated with the peaks observed in the accelerometer
measurements on GRACE A.
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4.1 L1a to L1b Data Processing

Again the processing was conducted according to (Wu and Kruizinga, 2004).
Figure 13 shows the difference between the range rate derived at IAPG and
the range rate provided by JPL. The difference is significant. It has a sinu-
soidal form, the dominant frequencies are once per revolution and multiples.
The amplitudes reach the level of about 2 µm/s, about twice the specified
noise level. Further investigations are needed to determine the reason for the
difference, a first guess would be differences in the time tagging, resp. the
derivation of the clock correction for the onboard time, as even a small phase
shift could lead to the difference that has been derived. It seems that numeri-
cal problems can be excluded, as the difference shows a regular structure, and
doesn’t behave irregularly due to round-off errors.
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Fig. 13. Difference between the Range Rate derived at IAPG and the Range Rate
provided by JPL

5 Conclusions and Outlook

Concerning the performance assessment of the sensor system the following
conclusions have been derived:

1. SuperSTAR accelerometers:
• the noise level of the along-track and the radial component is about

2-3 times higher than the specified level of 1 · e−10 m/s2/
√

Hz.
• the noise level of the cross-track component is about 70% of the spec-

ified noise level of 1 · e−9m/s2/
√

Hz.
The given noise levels are derived from periods without twangs, peaks or
thruster events.

2. Star sensors:
• The star sensor on GRACE A performs slightly worse than the star

sensor on GRACE B concerning the rotation perpendicular to the line
of sight.

• The performance of the star sensor on GRACE B agrees well with the
specification (30 µrad/

√
Hz relative to line of sight (LOS) and 240 µ

rad/
√

Hz around LOS).
• The performance of the star sensor on GRACE A concerning the ori-

entation perpendicular to its line of sight is about three times worse
than the specification. The performance concerning the rotation about
its line of sight agrees well with the specifications.

3. K-Band Ranging System
• The performance of the range measurements agrees well with the spec-

ifications of 1 µm /
√

Hz.
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Concerning the L1a to L1b data processing the following status has been
reached:

• The results from the processing of the accelerometer data agree well with
the results provided by JPL

• Concerning the Star Sensor processing, significant differences remain to be
investigated.

• The results from the K-Band ranging system show large discrepancies
compared to the noise level of the K-Band measurements (about a factor
of 1e3 higher on range level and a factor of 2 on range rate level) The
reasons for this discrepancies have to be investigated.

Outlook
The following future studies are planned:

• Accelerometers:
1. Investigation if the twangs and peaks that show up in the accelerometer

measurements are caused by real physical accelerations on the satellites
or if they are a feature of the accelerometers

2. Investigation of the effect of different low-pass filters to be applied for
the downsampling from L1a to L1b.

• Star Sensors:
1. Investigation of different strategies for the combination of the observa-

tions from the two sensor heads of each star sensor.
2. Investigation of the possibility to combine star sensor measurements

with accelerometer measurements.
3. Investigation of the reasons for the differences in the L1b data derived

by IAPG and the data provided by JPL.
• K-Band-Ranging System:

1. Investigation of the reasons for the differences in the L1b data derived
by IAPG and the data provided by JPL.
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Static and Time-Variable Gravity from
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Summary. Based on the GRACE mission data, a new era of static and time-
variable gravity models with unprecedented resolution and accuracy have been gene-
rated by the GRACE Science Data System teams. In general, the spatial resolution
of the field from pre-CHAMP satellite only models of about 1000 km can be in-
creased by a factor of 5 - 6 thanks to the micrometer-precise K-band intersatellite
link. The currently obtained gain in accuracy reaches one to two orders of magni-
tude, compared to the most advanced combination gravity pre-CHAMP models, but
is still one order of magnitude away from the projected GRACE baseline accuracy.

In this article we highlight the advances in gravity recovery with GRACE, based
on recent results from GFZ Potsdam for a new GRACE-only medium-wavelength
gravity model, called EIGEN-GRACE03S, a new combined high-resolution model
complete up to degree and order 360, called EIGEN-CG03C, and the derivation of
time-variable gravity signals from monthly GRACE-only gravity models.

Evaluation of EIGEN-GRACE03S and EIGEN-CG03C shows that both mod-
els benefit in its long-to-medium wavelength part from an extended data base for
GRACE, an augmented processing of the GRACE data as well as a meanwhile more
complete and homogeneous compilation of surface data. The progress in resolution
and accuracy with respect to earlier GRACE-based gravity models is moderate but
visible at the level of 1 - 2 percent for standard comparisons.

The derivation of time-variable gravity signals from a time series of 16 monthly
GRACE-only gravity solutions reveals the mission’s sensitivity to hydrology-induced
surface mass variations. The annual-varying signal on global and regional scales can
be resolved down to spatial scales of a few hundred kilometers and the estimates
are well above the assumed error level of the GRACE gravity solutions. Observable
discrepancies with respect to the signal amplitudes, phases and spatial distribution
indicate the potential contributions from GRACE to hydrological modelling, but
also reveal systematic errors in the GRACE monthly fields.

Key words: GRACE, static gravity, time-variable gravity, dynamic gravity recov-
ery
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1 Introduction

Since its launch in March 2002 the US-German twin-satellite mission GRACE
(Gravity Recovery And Climate Experiment, Tapley and Reigber (2001)) pro-
vides nearly continuous, highly precise instrument data of the spacecrafts’ po-
sitions (BlackJack GPS receiver), attitude (star cameras), non-gravitational
forces (SuperSTAR accelerometer) and the inter-satellite range and its rate of
change (K-band link) for the determination of the Earth’s gravity field. Based
on these novel data the groups of the joint US-German Science Data System
(SDS) at the Center for Space Research at the University of Texas in Austin
(UTCSR) and at the GeoForschungsZentrum Potsdam (GFZ) have generated
unique global gravity models with unprecedented accuracy and resolution.
For the static field various global gravity models solely from GRACE data
(so-called GRACE-only models, GGM01S (Tapley et al., 2004a), GGM02S
(Tapley et al., 2005), EIGEN-GRACE01S (Reigber et al., 2003), EIGEN-
GRACE02S (Reigber et al. , 2005a)) as well as combination models using addi-
tional high-resolution altimeter-derived and terrestrial gravity data (GGM01C
(Tapley et al., 2004a) or EIGEN-CG01C (Reigber et al., 2005b)) have been
computed and released to the scientific community.

However, the primary objective of the mission is the determination of time-
variable changes in the Earth’s gravity field caused by geophysically and clima-
toligcally driven processes. These are derived from time series of global grav-
ity models in terms of spherical harmonics estimated from monthly batches
of GRACE data thus representing the evolution of the changing gravity field
at a monthly resolution. Although the anticipated accuracy of GRACE-based
gravity models (the so-called GRACE baseline accuracy) has not yet been
fully reached, the mission’s sensitivity and capability of resolving time-variable
gravity has been widely demonstrated. In particular seasonal mass redistri-
butions in the continental water cycle are traceable in GRACE data (see e.g.
Tapley et al. (2004b), Wahr et al. (2004), Han et al. (2005), Schmidt et al.
(2005)).

In this contribution we compile an overview on recent results for the deter-
mination of the static and time-variable gravity field from GRACE obtained
at GFZ Potsdam. Section 2 gives a description of the procedure applied for
determination of GRACE-only gravity models at GFZ. In Sect. 3 current
versions of a new long-term GRACE-only gravity model and a new high-
resolution combination model derived from CHAMP, GRACE and surface
data are presented. In Sect. 4 we discuss methods to assess the accuracy of
monthly GRACE-only models as a preparatory step for the derivation of time-
variable signals from GRACE in Sect. 5. The final Sect. 6 gives a summary
and an outlook.
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2 Gravity Field Model Determination

At GFZ GRACE-based gravity field models, consisting of the coefficients of
the spherical harmonic expansion of the Earth’s gravity field, are derived from
the mission’s data using the dynamic orbit determination and gravity recovery
method implemented in the GFZ-owned Earth Parameter and Orbit System
(EPOS) software. The method is based on the satellite’s perturbated equa-
tion of motion around the Earth’s geocenter using a complete set of models
for gravitational and non-conservative forces. The solution of the dynamic
motion equation is obtained by means of a numerical integration procedure
starting from an initial state for the satellite’s position and velocity as well
as parameters for the force models. In case of GRACE the conservative force
models comprise the static gravity field, third body perturbations from the
Sun, Moon and planets, accelerations from luni-solar tidal effects on the solid
Earth and oceans and short-term atmospheric and oceanic mass variations.
Non-conservative forces are measured by the SuperSTAR accelerometers on-
board each GRACE spacecraft. After correction of the instrument specific
biases and scale factors, the accelerometer data given at 5 s intervals is used
as true non-conservative forcing in the integration.

In order to estimate geometric and dyamic parameters (such as gravity co-
efficients) the integration method is combined with a least-squares adjustment
procedure. In case of GRACE, such parameters are estimated from the GPS
and K-band Satellite-to-Satellite Tracking (SST) data, where the micrometer-
precise range-rate K-band SST data is the primary observable for gravity
recovery. For gravity recovery the processing is performed in two stages. In
the first step a reference orbit is computed from the SST data to be used
for linearisation of observational equations for the estimation of the gravity
coefficients in the second step.

Because of the huge amount of satellite data (about 1 million GPS- and
400,000 K-band- SST data for one month) and the large number of gravity
unknowns (about 23,000 parameters for a gravity model complete to degree
and order 150), the processing is split into batches (arcs) of nominally 1.5
days length to reduce the computational effort. This value is used as a com-
promise between the need for a short arc in order to prevent an increase
of modeling errors and to keep the problem tractable on computers, and a
longer arc to cover at least one half of GRACE’s primary gravitational orbit
resonance period. Thus arc-wise normal equation systems relating the obser-
vational residuals to the parameters are set up. After some manipulations
(e.g. reduction of arc-dependent parameters like GPS phase ambiguities or
intial elements) the arc-wise normal equation systems are accumulated to one
global normal equation system which is eventually solved by matrix inversion.
Monthly estimates of the gravity field are determined from the accumulation
of arc-wise normal equation systems covering one calendar month, long-term
static gravity field models are based on multiple monthly batches covering one
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year or longer. Further details on the method and the applied models can be
found in Reigber et al. (2005a).

3 Static GRACE Gravity Models

Following the procedure of the previous section, in a recent processing GRACE
data in the period February 2003 to July 2004 has been exploited. Not included
are June 2003 and July 2004 due to larger instrument data gaps. The arc-wise
normal equations were accumulated to one global system covering a 376 days
period. The system was solved for spherical harmonic coefficients complete to
degree and order 150. The resulting model, called EIGEN-GRACE03S here-
after, is a successor of the GFZ-generated models EIGEN-GRACE01S and
EIGEN-GRACE02S.
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Fig. 1. Signal and error amplitudes per degree in terms of geoid heights

The gain in resolution and accuracy from GRACE-based models in gen-
eral and EIGEN-GRACE03S in particular is shown in the spectral domain in
Fig. 1. It depicts degree signal and degree error amplitudes in terms of geoid
heights. EIGEN-GRACE03S seems to have full power up to degree 125 as is
inferred by comparing the errors of EIGEN-GRACE03S to the high-resolution
model EGM96 (Lemoine et al., 1996). The errors of EIGEN-GRACE03S1 are
about one to two orders of magnitude smaller than corresponding errors from

1 The GRACE errors were aposteriori calibrated based on differences of subset
solutions for GRACE and comparisons to the independently determined models
GGM01S and GGM02S from UTCSR. The CHAMP errors are calibrated by
comparisons to GRACE-only models
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EGM96 and CHAMP. Accumulating the errors of EIGEN-GRACE03S over
the spherical harmonic degrees gives a 1 cm error in geoid heights around de-
gree 77 corresponding to λ/2 ≈ 260 km. For the CHAMP-only model EIGEN-
CHAMP03S this error level is obtained already at degree 30 respectively λ/2 ≈
680 km. For EGM96 the 1 cm error is surpassed significantly even around
degree 10. On the other hand it can be seen that the anticipated GRACE
baseline accuracy has not yet been reached by about one order of magnitude.

Table 1. Comparison of satellite only gravity models with altimeter-derived geoid
heights (N, CLS01-ECCO oceanic geoid) and gravity anomalies (∆g, NGA (former
NIMA) marine gravity anomalies) for a grid spacing of 5◦ × 5◦ and 2.5◦ × 2.5◦

(degree and order 36 and 72, respectively) in terms of root mean square (RMS) of
cos(latitude) weighted differences about mean

Model (days of data) RMS (N) [cm] RMS (∆g) [mgal]
5◦ × 5◦ / 2.5◦ × 2.5◦ 5◦ × 5◦ / 2.5◦ × 2.5◦

EGM96S (pre-CHAMP) 36/70 1.85/5.39

GRIM5-S1 (pre-CHAMP) 44/76 2.00/5.40

GGM01S (111) 14/18 0.29/1.88

EIGEN-GRACE01S (39) 14/17 0.28/1.55

EIGEN-GRACE02S (110) 14/16 0.28/1.25

EIGEN-GRACE03S (376) 14/15 0.28/1.19

Application of EIGEN-GRACE03S in orbit determination of the geode-
tic satellites (not shown) and comparisons to surface geoid and gravity data
further reveal the strength and homogeneity of the new GRACE-only gravity
model. Table 1 lists the statistics for EIGEN-GRACE03S and for pre-CHAMP
era models such as EGM96S (Lemoine et al., 1996), GRIM5-S1 (Biancale et
al., 2000) and earlier GRACE-only solutions. Comparisons to the pre-CHAMP
satellite only models indicate the striking gain in resolution due to the K-band
link. Intercomparisons to the GRACE-only models show the moderate but
visible improvements in the EIGEN-GRACE03S solution with respect to the
earlier models. EIGEN-GRACE03S clearly benefits from the large data base,
augmentations in the prepocessing of the GRACE instrument data as well as
advances in the background modeling (e.g. ocean tides).

In addition to the GRACE-only model EIGEN-GRACE03S a new com-
bination model, called EIGEN-CG03C, based on CHAMP, GRACE and sur-
face gravity data has been computed. The major differences to its prede-
cessor EIGEN-CG01C are the reprocessed GRACE data used for EIGEN-
GRACE03S and a more complete and updated surface data compilation. The
CHAMP data is identical in EIGEN-CG01C and EIGEN-CG03C. The com-
bination technique closely follows the procedure described in Reigber et al.
(2005b):



120 Schmidt et al.

Table 2. Surface Data used for the generation of EIGEN-CG03C

No. Description Surface Data Set

1 Arctic Gravity Project (ArcGP) gravity anomalies (Forsberg and Kenyon, 2004).

2 NRCan gravity anomalies (Véronneau, 2003).

3 AWI and LDO gravity anomalies (Bell et al., 1999), over two small areas of
Antarctica and adjacent sea ice.

4 NGA (former NIMA) altimetric gravity anomalies over the ocean,
including standard deviations.

5 Geoid undulations over the oceans by using CLS01 altimetric Sea Surface
Heights (Hernandez et al., 2001) and Sea Surface Topography from the
ECCO simulation (Stammer et al., 2002).

6 NGA (former NIMA) terrestrial gravity anomalies (if not covered by data
sets 2 or 3) including standard deviations with almost worldwide
continental coverage, except for Antarctica and some smaller data gaps.

7 NGA (former NIMA) ship-borne gravity anomalies over water depths less
than 200 m.

• The normal equation systems for the spherical harmonic expansion of the
geopotential for CHAMP (available up to degree and order 120 and within
CHAMP-resonant orders up to degree 140) and GRACE (complete up
to degree and order 150) were combined to give an intermediate normal
equation system EIGEN-CG03S complete up to degree and order 150.
Because of the obviously decreasing sensitivity of GRACE and CHAMP
for the spectral components beyond degree 120, the contributions from
degree 121 up to degree 150 were stabilized in this normal equation system
and kept separately in the subsequent combination with the surface data.

• The surface data were averaged to 1◦ × 1◦ block mean values and for each
data set an individual normal equation system complete up to degree and
order 120 was generated (the upper limit for degree and order of 120 was
chosen due to restricted computer resources). Then, these normal equa-
tions were combined taking into account individual weighting depending
on the individual data accuracies.

• The two satellites and the ground based normal equation systems were
then combined and solved to get a gravity model complete up to degree
and order 120 under the following conditions:
– the long-wavelength part up to degree and order 70 was based on the

CHAMP/GRACE satellite data only and
– the satellite and terrestrial contributions between degree 71 and 120

were overlapped, whereas the terrestrial normal equation system was
strongly down-weighted relative to the satellite-only system by an em-
pirically found factor.

• For degree 121 up to 359 a block diagonal normal equation system was
created and solved based on surface data, which are given as 30’ × 30’
block mean gravity anomaly values.



Static and Time-Variable Gravity from GRACE Mission Data 121

Table 3. GPS-leveling minus model-derived geoid heights weighted root mean
square (wrms) about mean (cm, number of points in brackets)

Combination USA Canada Europe Germany
Model (6169) (1930) (186) (675)

EIGEN-CG03C 43 35 38 20

EIGEN-CG01C 44 32 40 22

EGM96 47 38 45 28

• The spherical harmonic coefficients of degree 360 were derived from nu-
merical integration of the gridded gravity anomalies.

• Finally, the obtained three gravity model components (for degree 1-120,
121-359 and 360 respectively) were summed up to get the full combination
model.

Color Fig. XIII on p. 293 depicts the global distribution of free air gravity
anomalies derived from EIGEN-CG03C. Improvements with EIGEN-CG03C
become visible by comparison with external data such as geoid heights de-
termined point-wise by GPS-leveling. Table 3 shows the results for EIGEN-
CG03C, EIGEN-CG01C and EGM96. Compared to EGM96, the EIGEN-
models benefit in its long-to-medium wavelength part from the unprecedented
performance of the CHAMP and GRACE satellite-only gravity models and
at short wavelengths from a meanwhile more complete and updated surface
data compilation.

For the derivation of time-variable gravity signals 16 monthly GRACE-
only gravity models in the period of EIGEN-GRACE03S, i.e. February 2003
to July 2004 have been computed from the accumulation of corresponding
monthly batches of the arc-wise normal equation systems. As with the long-
term field spherical harmonic coefficients complete to degree and order 150
were solved for each system. The resulting time series of monthly sets of
spherical harmonic coefficients is thus the basis for the evolution of the gravity
field investigated in Sect. 5. Prior to that, results of the accuracy assessment
of monthly GRACE-only gravity models are presented in the next section.

4 Accuracy Assessment of Monthly GRACE-only
Gravity Models

The formal errors of the spherical harmonic coefficients of the monthly and of
the long-term GRACE-only gravity solutions as obtained by the least-squares
adjustment process are known to be too optimistic. This originates from the
fact that spurious gravity features given in the GRACE-only gravity models
are significantly larger in amplitude than the formal coefficients uncertainties
predicted. Such errors, showing up as meridional-oriented stripping features of
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gravity functionals in the space domain, have been explained to some extend
by deficiencies of apriori models of time variable gravity signals such as ocean
tides and short-term mass variations causing spatio-temporal aliasing (see e.g.
Han et al. (2004) or Wünsch et al. (2005) and references cited therein). For er-
ror propagation of satellite-based functionals (e.g. surface mass fluctuations),
realistic estimates of the GRACE gravity model errors are needed, however.

One possibility is to apply a degree-dependent scaling on the original
variance-covariance matrices of the spherical harmonic coefficients obtained
from the least squares adjustment process. However, since no independent
data set of comparable global distribution, strength and homogeneity exist,
an approximate calibration has to be determined from the GRACE data inter-
nally. For long-term GRACE-only solutions such individual degree-dependent
calibration factors were obtained by comparing differences of signal ampli-
tudes of GRACE-only subset solutions that cover different periods.

For the assessment of monthly solutions this approach has been applied in
a similar manner. In contrast to static models where unreduced time-variable
gravity is thought to average out if the processing covers a sufficient long time
period, substracting the solutions with a year apart removes such signals in
the monthly solutions. The basic idea is to reduce the dominant time-variable
gravity signal from hydrology that has a strongly seasonal variation. To this
end, differences of signal degree amplitudes are computed for all inter-annual
combinations possible in the given period. The distribution of the residual
degree amplitudes is thought to represent the uncertainty of the monthly
models. In order to obtain a somewhat smoother error curve all available
sets of differences are averaged. Next, degree-dependent scaling factors are
determined by a degree-wise comparison of the formal error degree amplitudes
to the averaged difference degree amplitudes. Eventually, the resulting degree-
wise scaling factors are applied per degree to the formal variance-covariance
matrices giving the calibrated matrices that can be used for error propagation.
Since the error level of the monthly solutions is represented by the single set
of the averaged difference degree amplitudes, it is sufficient to derive one
calibrated variance-covariance matrix to be valid for all monthly solutions.

The degree amplitudes of this calibrated error of the monthly solutions is
shown in Fig. 2, together with the EIGEN-GRACE03S errors and the GRACE
baseline accuracy. It can be seen that the error of time-variable signal derived
from the monthly solutions relative to EIGEN-GRACE03S will be dominated
by the error of the monthly solutions. Just like for EIGEN-GRACE03S the
errors of the monthly solutions are still about one order of magnitude higher
than the GRACE baseline. Hence, the resolution of time-variable gravity sig-
nals such as caused by hydrology will be limited, as the comparison to the
signal amplitudes of monthly hydrology from the WGHM (WaterGAP Hy-
drology Model, Döll et al. (2003)) illustrates. From Fig. 2 one would infer
a maximum resolution of about degree 13 (i.e. λ/2 ≈ 1500 km) instead of
degree 35 as expected from the GRACE baseline. However, such comparisons
on the basis of degree amplitudes are not too instructive because the full spa-
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tial dependency is obscured in degree amplitudes. In Sect. 5 it will be shown
that the actual resolution can be much higher in areas of large surface mass
variability.
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Fig. 2. Degree amplitudes of the calibrated errors for EIGEN-GRACE03S monthly
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As an alternative, one can estimate the accuracy level of the monthly so-
lutions when looking at the RMS of surface mass variability in the space do-
main after the reduction of time-variable signal. For this purpose global grids
(1◦ × 1◦) of surface mass variability are computed from the monthly grav-
ity models with respected to the long-term mean field EIGEN-GRACE03S.
Then, for each point a model with a bias, a drift and an annual periodic term
is fitted and removed from the time series. Finally, the global, weighted RMS
of the residual signal of the time series of all grid points is taken as a measure
for the accuracy of the monthly solutions.

Table 4 lists results for Gaussian averages of the accuracy of surface mass
variability (in terms of the thickness of an equivalent mass of water) propa-
gated from the scaled variances and covariances of the first approach (column
2) and from the alternative approach (column 3). The displayed values are
the weighted RMS (cosine latitude weigthing) of the 1◦ × 1◦ grid points. For
approach 1 the complete scaled covariance matrices (labelled cov in column
2) and the scaled variances only (labelled var in column 2) have been used for
error propagation. Comparison between these two indicates the good decor-
relation in the determination of the gravity coefficients by GRACE towards
the long wavelengths of the gravity field, giving more or less identical RMS
values for both cases. Consequently, it would be sufficient to consider only the
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coefficient variances for error propagation when looking at long-wavelength
features. Towards the shorter wavelengths the RMS values are larger for the
cov-case indicating an increasing correlation between the solved spherical har-
monic coefficients. This is expected since the resolution will be limited due to
ground track coverage, observation’s sensitivity and so on. Therefore the study
of the short wavelength features has to consider in principle full variance-
covariance matrices rather than variances only.

Table 4. Accuracy of the surface mass estimates derived from EIGEN-GRACE03S
monthly solutions using approach 1 and 2 in terms of thickness of an equivalent
mass of water for different spatial averages

Approach 1 Approach 2
Gaussian Filter Radius RMS (cov/var) RMS

km cm cm

1500 1.4/1.3 0.9

1000 1.6/1.6 1.4

750 2.0/1.8 2.1

500 3.1/2.5 4.0

400 4.8/3.7 6.7

Comparing the results of approach 1 and approach 2 in Table 4 reveals a
good agreement between the two approaches at a wavelength of about 750 km.
Towards longer wavelengths approach 2 has smaller statistics indicating that
approach 1 could be too pessimistic there. For short wavelengths a reverse
picture is obtained, suggesting that approach 1 gives too optimistic values in
that region.

Since both approaches reduce only purely annual signals at best, but non-
annual periodic and secular signals may remain, both approaches are likely to
give too pessimistic estimates in general. In this way the obtained values could
be seen as an upper bound for the models’ accuracy. On the other hand one
should note that above values are global averages and significantly smaller or
larger errors can occur when looking at an actual spatial distribution.

5 Time-Variable Gravity from GRACE and Hydrology

As outlined in Sect. 2 the monthly GRACE-only gravity models are corrected
for time-variable gravity signals such as ocean tides, tides of the solid Earth,
atmospheric and oceanic short-term mass variations and secular changes in
zonal coefficients of degree 2, 3 and 4 due to global isostatic adjustment pro-
cesses via apriori models. Consequently the observed residual time-variable
signal derived from differences of the monthly solutions versus a mean should
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basically represent the non-modelled gravity changes. Among these, mass re-
distributions due to the global water cycle cause the largest variations and
are clearly detected by GRACE.

In the sequel results for an annual periodic time-variable gravity based
on the 16 monthly gravity field solutions and the corresponding long-term
static model EIGEN-GRACE03S are presented. Instead of changes in gravity,
the surface mass variability in terms of the thickness of an equivalent mass
of water has been derived. Following the method in the previous section, for
each month a global 1◦ × 1◦ grid of surface mass variability with respect to
the long-term mean has been computed. Then the annual signal is determined
by fitting a bias, a trend and an annual periodic sine (amplitude and phase)
to the times series of each grid point. The left column of the Color Fig. XIV
on p. 294 shows the amplitudes of the annual surface mass variability derived
from GRACE for three different Gaussian filter radii (1000, 750 and 500 km,
respectively). For comparison the corresponding results for the amplitudes
derived from monthly maps of changes in the continental water storage from
WGHM are displayed in the right column of Color Fig. XIV.

Visual inspection indicates a high spatial correlation between GRACE
and WGHM at all selected resolutions. In particular the surface mass vari-
ability inside large drainage basins in South America (Amazon), South-East
Asia (Ganges), Africa (Congo, Niger) and Siberia (Lena, Ob) are detected
by GRACE. In other areas, e.g. Central America or the Labrador Peninsula
GRACE and WGHM differ significantly. However, such discrepancies are not
unexpected because hydrological models are known to have deficiencies in
representing related mass variations at large scales and, to the contrary, are
expected to be improved by GRACE. In this way observed deviations rather
highlight the potential contributions of GRACE for hydrological model.

On the other one can see that the estimates of the amplitudes are superim-
posed by the aforementioned meridional-oriented stripping features that are
due to the spatio-temporal aliasing and represent errors. The effect is pro-
nounced when increasing the spatial resolution and in particular visible over
the oceans.

The phases of the annual signal estimated by GRACE (in days relative
to January 1st) are depicted in the left column of Color Fig. XV on p. 295.
On the right the absolute differences of the phases from GRACE minus the
phases from WGHM are shown. As before the same three averaging filter
lengths (1000, 750 and 500 km, respectively) are used. In accordance to the
results for the amplitudes, for large drainage basins such as the Amazon or
the two independent data sets are well in phase. But as above, areas of dis-
agreement are evident and the deviations may be explained by deficiencies in
the WGHM model, but also the GRACE gravity model errors, again. Over
the oceans, where no annual periodic signal can be detected by GRACE, the
model errors dominate the estimated phase values and give a quite noisy dis-
tribution. Therefore the oceans have been omitted in the plots on the right of
Color Fig. XV on p. 295.
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Along with global estimates of surface mass variability regional investiga-
tions for river basins have been carried out. In this document results for four
river basins of different size are summarized: the Amazon, the Ganges, the
Congo and the Danube basin. The corresponding basin masks are taken from
the WGHM data base. To extract the time-variable gravity signal from sets of
monthly of spherical harmonics from GRACE and WGHM we use the method
proposed in Swenson and Wahr (2003). This method allows the construction
of regional averaging kernel functions in terms of spherical harmonics where
the effect of signal leakage from outside the region of interest and the contri-
butions of gravity model errors are minimized using some constraint on the
acceptable gravity model error. For the gravity model error the calibrated
variances of the coefficients as obtained in Sect. 4 from approach 1 are used
in the sequel. Correlations of the solved spherical harmonics were neglected.
For the constraint on the accepted error from the gravity model a value of 2
cm in terms of the thickness of an equivalent mass of water is selected here.

The left column of Color Fig. XVI on p. 296 shows the resulting averaged
surface mass variability using the approximate basin functions displayed in
the right column. The averaged values from GRACE are shown as red dots
(including the 2 cm uncertainty as vertical bars), the corresponding values
from WGHM are plotted as blue dots. The estimated annual signal is given
as solid lines, red for GRACE and blue for WGHM. For the Amazon and
Ganges the GRACE and WGHM signal are well in phase. The GRACE-based
variability has a larger amplitude as it has been revealed already in the global
estimates, indicating the potential contributions on an improved estimate of
the total mass variability from GRACE. For the Congo basin the compari-
son shows a less stringent agreement. This may be due to the fact that the
given Congo basin function is not well adopted to the actual signal maxima
North and South of the Congo as seen by GRACE (cf. global plots of annual
amplitudes in Color Fig. XIV on p. 294 left column). For the Danube basin,
although a rather small basin, GRACE detects a plausible annual surface mass
variability, again. However, the observed phase shift of about 2 months with
respect to WGHM is still unexplained.

6 Summary and Outlook

The GRACE mission has demonstrated its capability of resolving the static
and the time-variable gravity field with unprecedented accuracy. As evident
from the recent GRACE-only solution EIGEN-GRACE03S generated at GFZ
Potsdam, the gain in the resolution of the static field is a factor of 6 (from 1000
km to 160 km) compared to pre-CHAMP gravity models and a factor of 2.5
(from 400 km to 160 km) compared to CHAMP gravity models. The accuracy
can be increased by one to two orders of magnitude in comparison to the pre-
CHAMP gravity models. EIGEN-GRACE03S provides a 1 cm accuracy geoid
with a spectral resolution up to degree and order 77, being slightly above the
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resolution of its predecessor EIGEN-GRACE02S (1 cm accuracy geoid with
a spectral resolution up to degree and order 75, cf. Reigber et al. (2005a)).
The moderate improvements of EIGEN-GRACE03S with respect to earlier
GRACE-only solutions are also manifest by comparisons to external surface
geoid and gravity data and orbit computation tests.

In addition to EIGEN-GRACE03S, a new combination, high-resolution
model, EIGEN-CG03C, combining CHAMP, GRACE and surface gravity data
has been computed. The model benefits in the long-to-medium wavelength
part also from the improvements in the EIGEN-GRACE03S solution and at
the short wavelengths from a further augmented surface data base and com-
pilation.

Derivation of time-variable gravity signals from time series of monthly
GRACE-only gravity models on global and regional scales gives access to
surface mass variations caused by mass redistributions in the global water
cycle. In particular in the world’s largest river basins seasonal hydrological
mass redistributions are detected by GRACE down to wavelengths of a few
hundred kilometers. On the other hand the estimates are degraded by sys-
tematic effects from spatio-temporal aliasing and other causes, preventing the
anticipated resolution.

Although the mission’s baseline accuracy has not yet been fully reached,
current static and time-variable gravity models from GRACE nevertheless
provide substantial information for various geoscientific applications. An im-
portant example is the accurate recovery of the sea surface topography on
the basis of a 1 cm accuracy geoid from GRACE-only models like EIGEN-
GRACE03S for the determination of large scale circulations (see e.g. Tapley
et al. (2003)). New generation combination models like EIGEN-CG03C will
be of benefit to geophysical applications concerning the interpretation of the
static gravity field in relation to the structure of the Earth’s interior and geo-
dynamic processes in the Earth’s mantle/lithosphere. Finally, the successfull,
though still limited resolution of hydrology-induced surface mass variations
from monthly GRACE-only gravity models is the first step into the recovery
of third dimension of gravity needed for the understanding of climatologically
and geopysically driven processes in the context of a comprehensive view on
the Earth system.

In future work GRACE gravity models shall be improved further to the ul-
timate precision possible. Different aspects need to be treated in this context.
One concern is a more detailed investigation of the spatio-temporal aliasing
in combination with a possibly improved parametrization and/or the usage of
updated and more complete apriori models. Another should be concentrated
on a further potential refinement of the processing respectively a definitive as-
sessment of the GRACE instrument data. A third should be dedicated to an
integrated analysis of CHAMP and GRACE data (see e.g. Zhu et al. (2004)).
Parallel to that possible benefits from methods alternative to the dynamic
approach should be investigated. Last but not least, the results on the static
and time-variable gravity models should be applied, evaluated and discussed
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in close cooperation between the gravity modelers and the scientific users.

Remark. The models EIGEN-GRACE03S, the EIGEN-CG03C and the
monthly GRACE-only gravity models can be downloaded at the GRACE In-
formation System and Data Center (ISDC) at GFZ Potsdam: http://isdc.gfz-
potsdam.de/grace.
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Summary. The signal content in the low-low SST observables of the gravity field
twin-satellite mission GRACE (Gravity Recovery And Climate Experiment) varies
in the space domain depending on the roughness of the gravity field features. On
the one hand, the maximum degree of the spherical harmonic expansion has to be
selected as high as possible to bring out the maximum of gravity field information
out of the data. On the other hand, an increasing maximal degree deteriorates the
stability of the normal equations to solve for the gravity field parameters. Therefore,
a trade-off is necessary between the selection of a maximal degree adequate for
representing the signal content in the observables, on the one hand, and a maximal
degree which can still be recovered without causing instabilities, on the other hand.
We propose to integrate the global gravity field recovery with regional gravity field
refinements tailored to the specific gravity field features in these regions: In a first
step, the gravity field only up to a moderate safely determinable degree is recovered;
the specific analysis features tailored to the individual gravity field characteristics in
areas of rough gravity field signal will be modelled subsequently by space localizing
base functions in a second step. In a final third step, a spherical harmonic expansion
up to an (in principle) arbitrary degree can be derived based on a numerical Gauss
– Legendre - quadrature procedure without any stability problems. The procedure
will be applied in a first example to observations of a GRACE simulation scenario to
test the potential capabilities of the approach. A second application demonstrates
the determination of a global gravity field model and regional refinements based
on low-low SST data of the GRACE twin satellite mission for the August 2003
observations.

Key words: GRACE, SST, low-low, high-low, global gravity field recovery, grav-
ity field refinement, gravity field zoom-in, space localizing base functions, Gauss-
Legendre-quadrature

1 Introduction

As a result of the dedicated space-borne gravity field mission GRACE (Grav-
ity Recovery And Climate Experiment – Tapley et al. 2004), in orbit since
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2002, a breakthrough in accuracy and resolution of gravity field models has
been achieved. Subsequent solutions by using the observations collected over a
period of time of, e.g., one month, enables the derivation of time dependencies
of the gravity field parameters. The innovative character of this mission lies
in the continuous observation of the twin satellites by the Global Position-
ing System (GPS) and the highly precise line-of-sight range and range-rate
K-band measurements between the twin satellites. In addition, the surface
forces acting on these satellites are measured and can be considered properly
during the recovery procedure. As a result of this mission, the presently best
combination static model, EIGEN-CG03C, has been derived from 376 days of
GRACE observations and three years of CHAMP (Förste et al., 2005) as well
as monthly snap-shots of the gravity field, showing clearly temporal variations
of the gravity field closely correlated to the hydrological water cycle. Another
GRACE gravity field model is GGM02C, based on the analysis of 363 days
of GRACE in-flight data (Centre of Space Research, Austin, - UTEX CSR,
2004, http://www.csr.utexas.edu/grace/gravity). It is represented by a spher-
ical harmonic expansion up to degree 200 and constrained with terrestrial
gravity information.

These gravity field models are represented, as usual, in terms of spherical
harmonics. A disadvantage of this kind of gravity field modelling is the missing
flexibility. Because of the inhomogeneous structure of the gravity field in the
space domain the signal to noise ratio varies in the satellite-to-satellite track-
ing observables depending on the geographical region the satellite is actually
passing. The heterogeneity of the gravity field cannot be properly taken into
account in case of global solutions based on spherical harmonic expansions.
The reason is that the recovery of the gravity field by satellite techniques
is an improperly posed problem which requires a proper regularization that
influences especially the high frequent spectral part of the gravity field. In
most cases, a Tichonov-type regularization is applied which acts globally in
case of a gravity field representation by base functions of global support. The
regularization parameter can be derived by the L-curve procedure, by cross
validation or by a recently proposed method of variance component estima-
tion (Koch and Kusche, 2003; Mayer-Gürr et al., 2005). The establishment of
the regularization matrix usually is based on Kaula’s rule of thumb or derived
from the degree variances of an available gravity field model. The disadvan-
tage of this sort of uniform global regularization is that the regularization
factor is selected such that an overall filtering of the observations leads to
a mean damping of the global gravity field features. Depending on the pro-
cedure for selecting the regularization factor, the consequences are either an
over-damping of the rough gravity field features, while the smoother parts
would need a slightly stronger regularization to avoid a contamination of the
recovery results by observation noise, or vice-versa.

This disadvantageous property suggests a hybrid modelling of the gravity
field: the long wavelength features of the gravity field should be represented
by a series of spherical harmonics up to a properly selected degree and the
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gravity field details should be modelled by series of space localizing base func-
tions such as spherical wavelets or harmonic spline functions. The maximum
degree of the spherical harmonic representation has to be selected depending
on the measurement scenario; the space localizing gravity field parameters
have to be recovered by a regionally adapted recovery procedure and an in-
dividual regularization which is tailored to the roughness of the gravity field
in specific regions of the Earth. There are various possibilities to adapt the
space localizing base functions to the individual gravity field features such as
the customization of the resolution properties of the base function to enable
an optimal fit to the gravity field spectrum to be recovered and the definition
of the nodal point distribution necessary to model the individual gravity field
structures properly. It is also very easy to include additional conditions for
the regional gravity field solutions, such as inclinations of the geoid in special
parts, or more general, arbitrary functionals of the gravity field parameters.
Furthermore, several regional solutions with global coverage can be merged to
obtain a global solution. A spherical harmonic representation, in principle up
to an arbitrary maximum degree and only limited by the maximal signal con-
tent of the observations, can be obtained by means of numerical quadrature
methods now in a direct stable way avoiding the instable inverse procedure.
It should be pointed out that in the approach presented here, the above men-
tioned disadvantages of a global solution by spherical harmonics, derived by
an inversion procedure, are avoided, as demonstrated by Eicker et al. (2005).

The mathematical model of our recovery approach is sketched in Sect. 2.
Details to the method as far as the global recovery by spherical harmonics
are concerned are presented, e.g., in Mayer-Gürr et al. (2005). In Sect. 3 the
combination of normal matrices based on individual short arcs is explained as
well as the weighting of the normal matrices within a variance component esti-
mation procedure including the computation of the regularization parameter.
In Sect. 4, a simulation scenario is presented and the potential capabilities of
the method are demonstrated based on a global gravity field recovery from
SST range-rate observations. The solutions of a global gravity field recovery
from the GRACE low-low SST data of August 2003 with a global coverage
of regional refinement patches are presented in Sect. 5. The results are com-
pared to the gravity field models EIGEN-CG03C and GRACE-GGM02C and
demonstrate the high quality in the spectral band above degree n=60 of a
spherical harmonic expansion. Sect. 6 contains a summary and an outlook for
future investigations.

2 Setup of the mathematical model

The gravity field recovery approach tailored to a twin satellite gravity mission
of the GRACE type as presented here, is based on Newton’s equation of mo-
tion, formulated as a boundary value problem in the form of a Fredholm type
integral equation. This idea has been proposed as a general method for orbit
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determination by Schneider in 1967 (Schneider, 1968), modified for gravity
field determination by Schneider and Reigber (1969), investigated in detail
by Reigber (1969) and successfully applied subsequently. In the following, the
idea has been applied to the satellite-to-satellite tracking (SST) problem by
Ilk (1984) and later to the satellite gravity gradiometry (SGG) analysis. After
that, the method has been developed and tested based on various simulation
scenarios, e.g. see Ilk et al. (1995). As first real data applications, the gravity
field models ITG-CHAMP01 and ITG-CHAMP02 have been derived based on
this method, applied to the analysis of kinematical short arcs (Mayer-Gürr et
al., 2005). The basic characteristic of this method is the use of short arcs for
regional and global gravity field recovery applications. The complete recovery
procedure consists of three steps which can be applied independently as well:

• Global gravity field recovery based on a spherical harmonic expansion up
to a moderate degree to provide a first global reference model as a basis
for further refinements,

• Regional refinements of the gravity field by spherical splines as space lo-
calizing base functions, adapted to the specific gravity field features, if
possible covering the globe,

• Determination of a global gravity field model by merging the regional
refinement solutions and deriving potential coefficients by a numerical
quadrature technique.

12r

2r

1r

12 12 12r�r e

1r

2r

12r�

12r�

1r
�

2r�

1r
�

2r�

2r�

12e

12e�

n
e

12r�

1m

1mE
m

2m

2m

Fig. 1. Low-low satellite-to-satellite tracking experiment
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2.1 The equation of relative motion for twin satellites

If precise intersatellite functionals as line-of-sight ranges or range-rate mea-
surements are available, as in case of the GRACE mission, the mathematical
model can be based on Newton’s equation of motion for the line-of-sight dis-
tance (Fig. 1),

r̈12(t) =
ṙ2
12 − ṙ2

12

r12
+ e12 · g(t; r12, r1, ṙ1, ṙ2;x), (1)

formulated as a boundary value problem,

r12(t) = (1 − τ) r12,A + τr12,B−

− T 2

1∫
τ ′=0

K (τ, τ ′)
(

ṙ2
12 − ṙ2

12

r12
+ e12 · g(t; r12, r1, ṙ1, ṙ2;x)

)
dτ ′,

(2)

satisfying the boundary values,

r12,A := r12(tA), r12,B := r12(tB), tA < tB. (3)

The quantity K(τ, τ ′) is the integral kernel,

K (τ, τ ′) =
{

τ (1 − τ ′) , τ ≤ τ ′,
τ ′ (1 − τ ) , τ ′ ≤ τ,

(4)

with the normalized time variable,

τ =
t − tA

T
with T = tB − tA, t ∈ [tA, tB] . (5)

The solution can be given in spectral form as follows,

r12(t) = (1 − τ ) r12,A + τr12,B +
∞∑

ν=1

r12,ν sin (νπτ ) , (6)

with the coefficients r12,ν , ν = 1, 2, ...,∞,

r12,ν = − 2T 2

π2ν2

1∫
τ ′=0

sin (νπτ ′)·

·
(

ṙ2
12 − ṙ2

12

r12
+ e12 · g(τ ′; r12, r1, ṙ1, ṙ2;x)

)
dτ ′.

(7)

The coefficients rν , ν = 1, 2, ...,∞, of (6) can be derived from the right hand
side of (1) (for details see Ilk et al., 1995). The specific force function,

g(τ ′; r12, r1, ṙ1, ṙ2;x) = gd(τ ′; r1, r2, ṙ1, ṙ2) + ∇V(12)E(τ ′; r12, r1;x0)+
+ ∇T(12)E(τ ′; r12, r1; ∆x),

(8)
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with the gravity field parameters x can be separated in a disturbance part
gd, which represents the non-conservative disturbing forces, in a reference
part ∇V(12)E , modelled by the tidal potential of the Earth (E) acting on the
satellites 1 and 2,

∇V(12)E(τ ′; r12, r1;x0) = ∇ (V (r1 + r12) − V (r1)) , (9)

representing the long-wavelength gravity field features and in an anomalous
part ∇T(12)E ,

∇T(12)E(τ ′; r12, r1; ∆x) = ∇ (T (r1 + r12) − T (r1)) , (10)

modeling the high frequent refinements and parameterized either by correc-
tions ∆x to the global gravity field parameters x0 or by parameters ∆x of a
linear approximation with space localizing base functions.

The coefficients r12,ν , ν = 1, 2, ...,∞, of (6) can be derived by inter-satellite
measurements of different types, e.g., in case of relative accelerations,

r12,ν = − 2T 2

π2ν2

1∫
τ ′=0

sin (νπτ ′) r̈12(τ ′) dτ ′, (11)

and/or in case of range-rate measurements,

r12,ν =
2T

πν

1∫
τ ′=0

cos (νπτ ′) ṙ12(τ ′) dτ ′, (12)

and/or in case of inter-satellite range observations,

r12,ν = 2

1∫
τ ′=0

sin (νπτ ′) (r12(τ ′) − (1 − τ ′) r12,A − τ ′r12,B) dτ ′, (13)

respectively.
There is a space domain model based on (2) with the force function ac-

cording to (8) or a spectral domain model based on (7) and the spectral
observations according to (11) to (13). An alternative to this approach starts
with Newton’s equation of relative motion as follows,

r̈12(t) = g(t; r12, r1, ṙ1, ṙ2;x). (14)

The formulation as a boundary value problem reads, analogously to (2)

r12(t) = (1 − τ ) r12,A + τr12,B − T 2

1∫
τ ′=0

K (τ, τ ′) g(t; r12, r1, ṙ1, ṙ2;x) dτ ′.

(15)
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The relative velocity can be derived by differentiation with respect to the
time,

ṙ12(t) =
1
T

(r12,B − r12,A)−T

1∫
τ ′=0

dK (τ, τ ′)
dτ

g(τ ′; r12, r1, ṙ1, ṙ2;x) dτ ′. (16)

The mathematical model for range observations can be derived by projecting
the relative vector to the line-of-sight connection in combination with (15),

r12(τ) = e12(τ) · r12(τ). (17)

Analogously, the mathematical model for range-rate measurements in combi-
nation with (16) reads as follows,

ṙ12(τ) = e12(τ) · ṙ12(τ). (18)

In both equations, e12 is the unit vector in the line-of-sight direction (Fig. 1).
This vector is known with high accuracy, assuming that the satellite positions
are measured with an accuracy of a few cm and taking into account the
distance of approximately 200km between the two satellites.

For all model alternatives the normal equations can be established and
solved by a regularized solver of Tichonov type, where the regularization pa-
rameter is preferably computed according to the variance component estima-
tion procedure of Koch and Kusche (2003).

2.2 Gravity field representation

The reference potential according to (9) can be formulated in the usual way
as follows,

V =
GME

r

nmax∑
n=0

n∑
m=0

(
RE

r

)n

(cnmCnm(ϑ, λ) + snmSnm(ϑ, λ)) , (19)

with the surface spherical harmonics,

Cnm(ϑ, λ) = Pnm(cosϑ) cosmλ, Snm(ϑ, λ) = Pnm(cos ϑ) sin mλ. (20)

The anomalous potential T (τ ′; r, ∆x) according to (10) reads for a global
gravity field recovery,

T =
GME

r

Nmax∑
n=2

n∑
m=0

(
RE

r

)n

(∆cnmCnm(ϑ, λ) + ∆snmSnm(ϑ, λ)) , (21)

with the corrections ∆cnm, ∆snm ∈ ∆x to the reference potential coefficients
cnm, snm ∈ x0. In case of a regional recovery the anomalous potential T (r)
is modelled by parameters of space localizing base functions,
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T (r) =
I∑

i=1

ai ϕ(r, rQi ), (22)

with the unknown field parameters ai arranged in a column matrix ∆x :=
(ai, i = 1, ..., I)T and the base functions,

ϕ(r, rQi ) =
Nmax∑
n=0

kn

(
RE

r

)n+1

Pn(r, rQi ). (23)

The coefficients kn are the difference degree variances of the gravity field
spectrum to be determined minus the reference gravity field (∆c̄nm, ∆s̄nm

are the fully normalized potential coefficients),

kn =
n∑

m=0

(
∆c̄2

nm + ∆s̄2
nm

)
. (24)

RE is the mean equator radius of the Earth, r the distance of a field point from
the geo-centre and Pn(r, rQi ) are the Legendre polynomials depending on the
spherical distance between a field point P and the nodal points Qi of the set
of base functions. The maximum degree Nmax in (23) should correspond to
the envisaged maximum resolution expected for the regional recovery; in the
following examples this maximum degree is selected as Nmax = 120. With the
definition in (23) the base functions ϕ(r, rQi) can be interpreted as isotropic
and homogeneous harmonic spline functions (Freeden et al., 1998). The nodal
points are defined on a grid generated by a uniform subdivision of an icosahe-
dron of twenty equal-area spherical triangles. In this way the global pattern
of spline nodal points Qi shows approximately uniform nodal point distances.
Details can be found e.g. in Eicker et al. (2005).

3 Solution of the combined normal equations

For the analysis of GRACE observations not only the gravity field parameters
have to be estimated, but also arc-related parameters as for example the two
boundary position vectors of each arc. These parameters sum up to about
27000 additional unknowns for an analysis period of one month in case of
short arcs with a mean arc length of approximately 30 minutes. To reduce the
size of the normal equation matrices, the arc-related parameters are elimi-
nated before the arcs are merged to the complete system of normal equations.
Every short arc i builds a (reduced) partial system of normal equations Ni.
To combine the normal equation matrices for the short arcs, separate variance
factors σi for each arc will be determined, to consider the variable precision of
the range and range-rate observations. Furthermore, because of the intrinsic
stability problems of the gravity field recovery process, an additional regular-
ization factor σx and a regularization matrix Nx will be introduced into the
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Fig. 2. Merging of normal equations for the short arcs within the iterative variance-
covariance computation procedure including the determination of the regularization
parameter

gravity field recovery procedure. The variance factors are computed by means
of a variance component estimation procedure described by Koch and Kusche
(2003). The iterative combination scheme combined with a variance compo-
nent estimation and the computation of the regularization factor is shown in
Fig. 2; for details of the iterative procedure refer to Mayer-Gürr et al. (2005).

4 Gravity field recovery within a simulation scenario

4.1 Simulation scenario

The recovery procedure has been tested based on a simulation scenario. It
shall demonstrate the capability of the recovery approach using controlled er-
ror measures of the orbits and the inter-satellite observations. Nearly circular
orbits of the GRACE twin satellites with a mean altitude of 490km and a
mean distance between the two satellites of approximately 230km are gene-
rated. A pseudo real gravity field has been used for the orbit computations
represented by a spherical harmonic expansion up to degree n=180. The po-
tential coefficients have been taken over from the EGM96 gravity field model
(Lemoine et al., 1998). The satellite positions are generated every 5 seconds
covering a 30 days mission period. Each position coordinate is corrupted by
white noise with an RMS of 3cm. Two different error scenarios for the ob-
servables have been investigated: For case 1 , the range-rate measurements
between the twin satellites are corrupted by white noise with an RMS of
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0.2µm/s and the accelerations are considered to be measured with an accu-
racy of 10−9m/s2. For case 2 , only the range-rate observations have been
corrupted by white noise with an RMS of 1µm/s, while the accelerations have
been considered as error-free. For this test only range-rates have been used as
observations, no ranges. The 30-days-orbit has been split into 1500 short arcs
of approximately 30 minutes arc length. The total number of unknown grav-
ity field parameters are the 19877 potential coefficients beginning from degree
n=2 complete up to degree n=140. The first four potential coefficients have
been fixed to one and zero, to force the centre of mass of the Earth onto the
origin of the Earth-fixed reference frame. The resulting sets of potential coef-
ficients have been truncated at degree n=110 for the subsequent comparisons
with the pseudo-real solution.
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Fig. 3. Degree amplitudes of the gravity field signal, of the errors of the model
GGM02C and of the errors of case 1 and case 2 as well as the expected GRACE
baseline

4.2 Simulation results

The mathematical model (18) with (16) based on a spherical harmonic grav-
ity field representation according to (8) to (10) with (19) and (21) has been
applied for the gravity recovery. Fig. 3 shows the degree amplitudes of the
gravity field signal, of the errors of the model GGM02C and of the errors of
case 1 and case 2 as well as the expected GRACE baseline. The error degree
variances of case 2 approximate the baseline quite well in the lower spec-
tral range while the error behaviour of case 1 comes closer to the baseline
in the higher frequencies. This means that the long wavelength features of
the recovery result are strongly affected by the accuracy of the acceleration
measurements while the effect in the higher frequencies are increasingly less
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influenced. A high range-rate accuracy can be exploited only if the acceler-
ations are known adequately. The range-rate accuracy of case 1 seems to be
realistic for the GRACE mission. Therefore, one can state that the baseline
has been achieved under simplified error model assumptions. It is interest-
ing to have a closer look at the geoid differences for both cases in the space
domain. Obviously, the stripe pattern of the differences to the pseudo-real
solution in Color Fig. XVII on p.297 is caused mainly by the noise of the ac-
celeration measurements, while Color Fig. XVIII on p. 297 shows the typical
instability effects of the downward continuation process caused by the noise in
the range-rate measurements. This holds even in case of a moderate maximum
spherical harmonic degree of n=110. Nevertheless, it becomes obvious that the
resolution of the recovered solution can be extended to a higher degree than
the selected one (degree n=110) as Fig. 3 shows. The maximum resolution
would be reached at the point where the error degree amplitude graph would
intersect the signal degree amplitude graph.

5 Gravity field recovery from GRACE range-rate
measurements of August 2003

5.1 Data set

The following recovery results refer to the K-band range-rate measurements
of the GRACE twin satellite mission for the month August 2003. The obser-
vations are corrected for the tides caused by Sun, the Moon and the planets.
The ephemerides are taken from the JPL405 data set. Effects originating from
the deformation of the Earth caused by these tides are modelled following the
IERS 2003 conventions. Ocean tides are computed from the FES2004 model.
Effects of high frequency atmosphere and ocean mass redistributions are re-
moved prior to the processing by the GFZ AOD dealiasing products. The
30-days-orbit has been split into 1500 short arcs of approximately 30 minutes
arc length. For each arc the coordinates of the boundary vectors have been
determined as well as an accelerometer bias.

5.2 Global solution

In the first step, a global spherical harmonic solution up to degree n=90 be-
ginning from degree n=3 has been determined for the month August 2003
from the GRACE range-rate measurements, in the following designated as
gravity field model “ITG-GRACE-2003-08”. The mathematical model (18)
with (16) based on a pure spherical harmonic gravity field representation
according to (8) and (9) with the spherical harmonic model (19) has been
applied. The arc-related parameters are eliminated before merging the nor-
mal equations for each short arc to the total system of normal equations
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as outlined in Sect. 3. The results are compared to the gravity field mod-
els EIGEN-CG03C (GeoForschungsZentrum Potsdam - Förste et al. 2005)
and GGM02C (Centre of Space Research, Austin, - UTEX CSR, 2004,
http://www.csr.utexas.edu/grace/gravity).

The geoid height differences of our model ITG-GRACE-2003-08 and the
CSR model GGM02C are shown in Color Fig. XIX on p. 298: RMS: 2.6cm, avg:
2.0cm, min/max: -12.7/14.7cm. The geoid height differences with the GFZ
combination model EIGEN-CG03C show similar results: RMS: 2.7cm, avg:
2.1cm, min/max: -12.4/12.5cm while the GFZ and the CSR models coincide
slightly better: RMS: 2.0cm, avg: 1.6cm, min/max: -12.8/11.1cm. But one has
to keep in mind that the models EIGEN-CG03C and GGM02C contain much
more data covering a considerably longer mission period while our solution has
been derived from only one month range-rate observations. Furthermore, the
model EIGEN-CG03C has been derived as a spherical harmonic expansion up
to degree n=360, including GRACE and CHAMP data as well as terrestrial
gravity and altimetry data. Similarly, the CSR model has been determined
as a spherical harmonic expansion up to degree n=200 from GRACE data
and constrained by terrestrial data. Despite the fact that the comparisons
between all these models have been performed only up to degree n=90, the
quality of our model is remarkably well. In some areas such as in the Central
Asian region, our solution coincides better with the model GGM02C than the
model EIGEN-CG03C.

5.3 Regional solutions

For the regional refinement solutions the same mathematical model as used
for the global solution and formulated in (18) with (16) has been applied
except for the gravity field representation. Based upon the global solution
the additional gravity field refinements are represented according to (8) with
(10) represented by spherical spline functions according to (22). To avoid geo-
graphical truncation effects at the region boundaries, gravity field parameters
defined in an additional strip around the specific regions have to be taken
into account; the width of the strip depends on the approximation of the real
field by the global reference field; in most cases a strip of 10 ◦ is sufficient.
The nodal points are located at a regular grid with a mean distance between
the nodal points of approximately 160km. This grid is generated by a uni-
form subdivision of an icosahedron of twenty spherical equal-area triangles.
The regional refinement resolution corresponds approximately to the degree
n=120 of a spherical harmonic representation of the residual gravity field.
Fig. 4 shows the recovered gravity anomalies of the Himalayan region with its
extreme rough gravity field features. A comparison with the gravity anomalies
derived from the GFZ combination model EIGEN-CG03C, evaluated at a uni-
form grid of 1◦ resolution, results in an RMS of 1.32mGal, an average value of
1.06mGal and minimum/maximum differences of -5.45/5.73mGal. The corre-
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sponding values with respect to the CSR model GGM02C are slightly better
as follows: RMS 1.18mGal, avg 0.97mGal and min/max -3.62/4.00mGal.
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Fig. 4. Regional solution in the Himalayan area, gravity anomalies in mGal
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Fig. 5. Regional solution patches, gravity anomalies in mGal

5.4 Merged solutions

To combine the advantages of the satellite mission GRACE to cover almost
perfectly the complete Earth with the advantages of regional focussing tech-
niques - as pointed out earlier - the surface of the Earth has been divided into
patches defined by the latitudes 60 ◦ and -60 ◦, as well as by the meridians
0 ◦, 60 ◦, 120 ◦, 180 ◦, 240 ◦ and 300 ◦ (Fig. 5). For the regional gravity field
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recovery only the satellite data over the respective regions have been used. To
avoid geographical truncation effects at the boundaries of the regions, an ad-
ditional strip of 10 ◦ has been taken into account. For each patch the residual
gravity field has been recovered individually applying a tailored regularization
where the regularization factor as well as the variance factors for the short
arcs crossing the regions are determined by a variance component estimation
procedure as outlined in Sect. 3.

To derive a global gravity field model represented by spherical harmonics
without losing the details of a regional zoom-in, the refined disturbing po-
tential values are calculated at points of a specific grid, the so-called Gauss–
Legendre–Grid. It has equi-angular spacing along circles of latitude; along the
meridian the nodes are located at the zeros of the Legendre polynomials of
degree N + 1. Then the potential coefficients of the spherical harmonic ex-
pansion are calculated by means of the Gauss-Legendre-Quadrature (see for
example Stroud and Secrest, 1966). This quadrature method has the advan-
tage of maintaining the orthogonality of the Legendre functions despite the
discretization procedure, which allows an exact calculation of the potential
coefficients,{

cnm

snm

}
=

RE

GM4π

K∑
k=1

TkPnm(cos ϑk)
{

cos(mλk)
sin(mλk)

}
wk, (25)

with the area weights

wk =
2

(1 − t2k)
(
P ′

N+1(cosϑk)
)2 . (26)

The functionals Tk are the disturbing gravitational potential values at the K
nodes of the quadrature, Pnm are the associated Legendre functions and P ′

N+1

the first derivatives of the Legendre polynomials of degree N +1 with respect
to ϑ. N is the maximum spherical harmonic degree to be determined.

The geoid height differences of our merged model ITG-GRACE-2003-08
and the CSR model GGM02C are shown in Color Fig. XX on p. 298. The dif-
ferences show an RMS of 7.27cm, an average value of 5.61cm and minimum/-
maximum values of -28.7/30.6cm. The corresponding values with respect to
the GFZ combination model EIGEN-CG03C (Color Fig. XXI on p. 298) are
slightly worse with an RMS of 8.92cm, an average value of 6.88cm and min/-
max values of -44.2/42.7cm. The GFZ and the CSR model coincide slightly
better as Color Fig. XXII on p. 299 demonstrates. The RMS is 6.20cm, the av-
erage value 4.81cm and the minimum/maximum values are -35.9/36.1cm. But
again, the models EIGEN-CG03C and GGM02C are not directly comparable
to our one-month solution. Despite the fact that the comparisons between all
these models have been performed only up to degree n=110, the quality of
our model is remarkably well. In some areas is the coincidence of our solution
with GGM02C better than the coincidence of GGM02C with EIGEN-CG03C,
e.g., in the Central Asian region and in the polar areas.
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Difference degree variances of different 2003-08-solutions with respect to
the CSR gravity field model GGM02C are shown in Fig. 6 and with respect
to the GFZ model EIGEN-CG03C in Fig. 7. These two gravity field mod-
els can be considered superior in quality with respect to the monthly 2003-
08-solutions ITG-GRACE-2003-08, CSR-GRACE-2003-08 and GFZ-GRACE-
2003-08. The difference degree variance graphs of our solution ITG-GRACE-
2003-08 with respect to GGM02C and EIGEN-CG03C show slightly better
results in the spectrum from degree n=70 upwards than the CSR and GFZ
monthly solutions, more or less identical results in the spectral band from
n=50 to 70 and still slightly worse results in the long and medium wavelength
features.
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Fig. 6. Difference degree variances of different 2003-08-solutions with respect to
GGM02C

This result and also the stripe pattern of the differences in Color Fig. XX
and Color Fig. XXI on p. 298 could indicate some deficiencies in the bias pa-
rameter determination of the accelerometer measurements. This can be con-
cluded from the simulation examples. Another reasons are inaccurate dealias-
ing products used for this analysis. But there are still numerous further reasons
which have to be investigated in more details. The additional use of range mea-
surements and the analysis of the kinematic arcs of the GRACE twin satellites
may have the potential to improve the long and medium wavelength features
of our recovery results.

6 Conclusions and outlook

The use of short arcs for gravity field recovery, based on the solution of New-
ton’s equation of relative motion, formulated as a boundary value problem of
Fredholm type is an adequate recovery technique for the processing of SST ob-
servations of the low-low types range and range-rates. The results achieved in
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this investigation but also the successful application for the processing of kine-
matical arcs as an alternative to the SST high-low gravity field determination
modus (cf. Mayer-Gürr et al. 2004) underline the usefulness of our gravity field
recovery approach. This approach is not only very flexible in terms of various
observation types of the new gravity satellite missions, moreover, it combines
the advantages of a global gravity field determination with a regional gravity
field zoom-in. The three computation steps a) global gravity field recovery
based on a spherical harmonic expansion up to a moderate degree to provide
a first global reference model as a basis for further refinements, b) regional
refinements of the gravity field by spherical splines as space localizing base
functions, adapted to the specific gravity field features, and c) determination
of a global gravity field model by merging the regional refinement solutions
and deriving potential coefficients by a numerical quadrature technique fulfil
all expectations for a flexible gravity field recovery technique. Furthermore,
the method is modest in terms of computation costs, as the complete global
recovery problem is split up into much smaller partial problems. The compu-
tation of global gravity field models up to an arbitrary degree (only limited by
the signal content of the observables) is possible on a single PC, because the
stability properties of the numerical quadrature procedure do not limit the
resolution to an upper degree. Together with the determination of a global so-
lution regional zoom-ins of the gravity field are computed during the recovery
procedure as well. This assures that all signal information of the observations
is extracted in a best possible way.

Further improvements are expected with respect to the following aspects:
a) joint use of ranges and range-rates combined with the analysis of the kine-
matical arcs of the GRACE twin satellites, b) refining the regularization strat-
egy to enable smoother transition zones between the zoom-in-regions, c) tai-
loring the zoom-in areas more accurately to the demand of the gravity field
features in the specific regions, d) more precise selection of the base functions
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and the nodal point distribution adapted to the roughness of the gravity field,
possibly combined with a multi-resolution strategy, e) careful investigation
of the aliasing effects originating from the patching of several regional solu-
tions, f) homogeneization of the regional solutions to avoid long wavelength
errors. Besides these topics, the transformation of the mathematical model
into spectral domain may enable further improvements.
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Summary. This article describes an approach for global mapping of the Earth’s
gravitational field developed, tested and successfully implemented at the Geode-
tic Institute of the Stuttgart University. The method is based on the Newtonian
equation of motion that relates satellite-to-satellite tracking (SST) data observed
by the two satellites of the Gravity Recovery And Climate Experiment (GRACE)
directly to unknown spherical harmonic coefficients of the Earth’s gravitational po-
tential (geopotential). Observed values include SST data observed both in the low-
low (inter-satellite range, velocity and acceleration) and the high-low (satellites’
positions) mode. The low-low SST data specific for the time being to the GRACE
mission are available through a very sensitive K-band ranging system. The high-low
SST data are then provided by on-board Global Positioning System (GPS) receivers.
The article describes how the mathematical model can be modified. The geopotential
is approximated by a truncated series of spherical harmonic functions. An alterna-
tive approach based on integral inversion of the GRACE data into the geopotential
is also formulated and discussed. The article also presents sample numerical results
obtained by testing the model using both simulated and observed data. Simulation
studies suggest that the model has a potential for recovery of the Stokes coefficients
up to degree and order 120. Intermediate results from the analysis of actual data
have a lower resolution.
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1 Introduction

Current satellite missions dedicated to the global mapping of the Earth’s
gravitational field provide data that can be inverted into global models of
the gravitational potential (geopotential). The US-German satellite mission
Gravity Recovery And Climate Experiment (GRACE) launched on March 17,
2002 is based on two spacecraft following each other along almost circular (ap-
proximate eccentricity of 0.001), low (decaying altitude during the lifetime of
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the mission from 500 to 300 km) and polar orbits (approximate inclination of
89◦). The satellites fly approximately 220±50 km apart. During the expected
five-year lifetime of the mission, the relative motion of the two satellites is
measured using a very sensitive K-band ranging system that senses changes
in separation between the two satellites. Moreover, the GRACE satellites are
equipped with geodetic-quality Global Positioning System (GPS) receivers al-
lowing for accurate orbit determination as well as accelerometers measuring
non-gravitational forces affecting the satellites. The mission is thus based on
satellite-to-satellite tracking (SST) in both the low-low (LL) and high-low
(HL) mode. More information on the mission can be found for example in
(Tapley and Reigber, 1998).

This article discusses the inversion of the GRACE SST data into the
geopotential and its parameters. The method is based on their direct rela-
tionship through the Newtonian equation of motion (Reubelt et al., 2003).
Three modifications of this equation are proposed: (i) balancing the vector
of the inter-satellite acceleration differences with corresponding differences of
the geopotential gradients, both projected into the inter-satellite direction,
and representing the geopotential in a form of a finite spherical harmonics
series expansion (e.g. Rummel et al. , 1978; Austen and Grafarend, 2005);
(ii) Approach (i) modified by expanding the gradient of the geopotential at
the barycentre of the two GRACE satellites, i.e., dealing with the GRACE
satellites as a large one-directional gradiometer (Keller and Hess, 1998); (iii)
replacing the gradient difference of the geopotential by a boundary integral of
the Abel-Poisson type and solving the geopotential at a reference surface of
known geometry. While the first two approaches aim at recovery of spectral
description of the geopotential (Stokes’s coefficients), the last approach al-
lows for description of the geopotential on a known boundary surface outside
Earth’s masses.

2 SST data of type GRACE

In this section, the GRACE observables are shortly reviewed. Starting with
the HL-SST, positions of the GRACE satellites in the terrestrial (Earth-fixed)
geocentric coordinate system can be derived from GPS code and carrier beat
phase observations. Corresponding position vectors are defined in terms of the
geocentric terrestrial Cartesian coordinates (vectors and matrices are bold)

x = [ x y z ]T . (1)

Note that the argument of time related to all values in (1) was omitted. The
space segment of the GRACE mission consists of the two satellites following
each other along a similar orbit. Let us assign the leading satellite with the
index 1 and the trailing satellite with the index 2. Positions of the satellites and
their derivatives will be then labeled with corresponding indices. Besides the
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position of the satellites, also their velocity vector as well as the acceleration
vector

ẋ = [ ẋ ẏ ż ]T , ẍ = [ ẍ ÿ z̈ ]T , (2)

are being used in the following derivations. An operator δ for differences be-
tween parameters corresponding to the positions of the two satellites is used
throughout the article. Vector differences in position, velocity and acceleration
are then given as follows:

δx = x2 − x1 , δẋ = ẋ2 − ẋ1 , δẍ = ẍ2 − ẍ1 . (3)

The LL-SST provides the inter-satellite range, e.g. (Blaha, 1992),

� =
√

< δx | δx > = | δx | . (4)

Considering the unit vector of the inter-satellite direction

e = [ ex ey ez ]T =
δx
�

, (5)

the LL-SST data can be used for derivation of the first-order time derivative
of the range called herein inter-satellite velocity e.g. (Blaha, 1992)

�̇ = < δẋ | e > + < δx | ė > = < δẋ | e > , (6)

since

< δx | ė > = 0 . (7)

Finally, the LL-SST also provides the second-order time derivative of the range
called inter-satellite acceleration, e.g. (Rummel, 1980),

�̈ = < δẍ | e > + < δẋ | ė > = < δẍ | e > +
| δẋ |2 − �̇2

�
. (8)

The second term on the right-hand side of (8) is sometimes referred to as
a velocity correction. The velocity correction accounts for the fact that the
GRACE assembly with its inter-satellite direction e forms a moving observa-
tional system in inertial space.

3 Mathematical model

In the inertial reference frame, acceleration of a unit-mass satellite can be
expressed according to Newton’s law of motion as follows

Ẍ = − ∇V (X) + A , (9)
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where the standard sign convention is used. The vector A stands for the non-
gravitational acceleration vector and completes formally the model. No other
gravitating masses are considered in (9) but the Earth’s system. No tidal ef-
fects were considered during simulations but they completed the model in
case of the real data analysis. Vectors in the inertial frame, that is usually
approximated by the celestial frame, are denoted by capital letters. The trans-
formation between the two coordinate systems can be done by the well known
rotation matrix operator for transformation between the terrestrial and celes-
tial frames (McCarthy and Petit, 2004). The matrix rotating the celestial to
terrestrial coordinate system is denoted as M. At the epoch t of the observa-
tion

x(t) = M(t) X(t) . (10)

It is assumed that the geopotential V in (9) represents the gravitational po-
tential of the rotating Earth, i.e., various direct and indirect tidal effects as
well as loading effects can successfully be modelled. This concerns namely the
real data analysis. We can write the inter-satellite acceleration vector of the
GRACE satellites in the inertial (celestial) reference system as follows:

δẌ = − δ∇V (X) + δA , (11)

with the inter-satellite non-gravitational acceleration vector δA.
Combining (8) and (9), the observation equation for the first approach of

type acceleration differences can be written in the form

| δẋ |2 − �̇2

�
− �̈ = < δ∇V (x) | e > , (12)

where the geopotential gradient vectors correspond to the terrestrial geocen-
tric Cartesian coordinate system. The velocity difference | δẋ |, which has to
be derived by numerically differentiation from kinematic HL-SST positions, is
the critical quantity for the quality of the geopotential solution in any of the
proposed models. For its evaluation, see e.g. (Austen and Grafarend, 2005).
Note that the non-gravitational acceleration vector difference δA is omitted
starting with (12). This component was included neither in the simulated nor
real data analysis.

Expanding the gradient of the geopotential at the barycenter of the two
GRACE satellites leads to the second approach. Since the GRACE satellites
are at any time of a similar mass, the position vector of their barycentre B
can approximately be estimated as follows:

xB
.=

x1 + x2

2
. (13)

The geopotential gradient at the position of the first satellite can be related
to the barycentre
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∇1V (x) .= ∇BV (x) + ∇B ⊗∇BV (x) (x1 − xB) . (14)

The linear term of the expansion was only considered in (14). Similarly

∇2V (x) .= ∇BV (x) + ∇B ⊗∇BV (x) (x2 − xB) . (15)

Keeping the linear approximation in mind, subtracting (14) from (15) yields

δ∇V (x) .= ∇B ⊗∇BV (x) δx . (16)

Substituting (16) into (12) results in the linear gradiometry equation

| δẋ |2 − �̇2

�2
− �̈

�

.= < ∇B ⊗∇BV (x) e | e > . (17)

The linearization error represents the greatest problem for its applicability
(Keller and Sharifi, 2005). On the other hand, the contribution of low-degree
harmonics is the most dominant one. Therefore, the smaller the low-degree
coefficients, the more accurate the linear model approximates.

In this regards, we consider one of the available geopotential models and
utilize the low-degree coefficients of the model as a priori information. The
right-hand side of (17), for instance, can be written as

< ∇B ⊗∇BV (x) e | e >

= < ∇B ⊗∇BVl(x) e | e > + < ∇B ⊗∇BV l(x) e | e > , (18)

where Vl and V l stand for the spheroidal reference field and the corresponding
incremental one, respectively. Accordingly, the first term on the right-hand
side of (18) is split into the approximate term and the respective correction

< ∇B ⊗∇BVl(x) e | e >

= < ∇B ⊗∇BV0l(x) e | e >︸ ︷︷ ︸
approximate value

+ < ∇B ⊗∇B∆Vl(x) e | e >︸ ︷︷ ︸
correction

. (19)

In order to reduce the linearization error, we retain the correction term and
replace the approximate one with an equation similar to (12). Consequently,
(17) can be recast into

| δẋ |2 − �̇2

�2
− �̈

�
− 1

�
< δ∇V0l(x) | e >

.= < ∇B ⊗∇B

[
∆Vl(x) + V l(x)

]
e | e > . (20)
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Fig. 1. Linearization error for the reference field of degree 10, 20 and 30

Equation (20) is known as the sequential gradiometric observation equation.
It reduces the linearization error, differences between the left- and the right-
hand sides of (20), dramatically. Figure 1 shows the linearization error for the
reference field of degree 10, 20 and 30. The linearization error corresponding
to the reference field of degree 30 is less than the observation random error
(Keller and Sharifi, 2005). Note that the magnitude of the linearization errors
for the full field may reach values at the level of 0.5 E.

Being one-point function and having a direct relation with the field geom-
etry (curvature of the field at the point) are two noteworthy achievements of
the alternative formulation. Besides, using an observation quantity, which is
related to the second instead of the first order derivatives of the geopoten-
tial amplifies the high-frequency part of the signal. Since the transition from
the first to the second order derivatives includes the application of a timely
finite-differences scheme, the high-frequency part of the noise amplifies as well.
Nevertheless, due to the different spectral behavior of signal and noise, in the
end the second order approach leads to an improved resolution.

3.1 Spectral description of the geopotential

The geopotential satisfies everywhere outside the gravitating masses the
Laplace differential equation

∇2V (x) = 0 , (21)

where ∇2 stands for the Laplacian. Thus the geopotential can be solved for in a
form of a harmonic series. Not all coordinate systems are suitable for deriving
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this solution, but knowing that the Earth and its equipotential surfaces are
geometrically close to the sphere, geocentric spherical coordinates can be used

[ r θ λ ]T =

[√
x2 + y2 + z2 arctan

√
x2 + y2

z
arctan

y

x

]T

, (22)

with the geocentric radius r (0 ≤ r < ∞), reduced co-latitude θ (0 ≤ θ ≤ π)
and longitude λ (0 ≤ λ < 2π), respectively. The solution of (21) can be then
written for r ≥ R

V (r, θ, λ) =
∑
n,m

(
R

r

)n+1

Yn,m(θ, λ) Vn,m , (23)

with radius of the reference sphere R. The spherical harmonics Yn,m and
the Stokes coefficients Vn,m are both degree (n) and order (m) dependent
(Abramowitz and Stegun, 1972). Substituting (23) (12), (17) and (20), respec-
tively, results in systems of linear equations with vector-valued and tensor-
valued spherical harmonics, respectively. In both cases, however, their pro-
jection to the inter-satellite direction e is considered. Unknown values then
represent the Stokes coefficients.

3.2 Boundary-value description of the geopotential

According to (21), the geopotential is a harmonic function everywhere outside
the Earth’s system. This property is due to the Poisson differential equation
that relates the gravitational potential and the mass density distribution of
the gravitating masses. The geopotential is also regular at infinity, namely

V (x) = O ( |x|−1
)

, (24)

with the Landau symbol O describing in this particular case the attenu-
ation of the geopotential with an increasing distance from the gravitating
masses. Using an apparatus of Green’s integrals, the solution of the Dirichlet
boundary-value problem for the Laplace equation represents the well-known
Abel-Poisson integral. It allows for evaluation of the geopotential at a gen-
eral point P described by the geocentric radius vector xP that is external
to a boundary (simple smooth closed surface) on which the geopotential is
known. The boundary must completely contain the gravitating masses. For
the boundary S described by the geocentric radius vectors y, this solution
takes the form of the surface integral (Kellogg, 1929)

V (xP ) =
1
S

∫
S

V (y) K(xP ,y) dS(y) . (25)

In geodesy, one particular geocentric geometry is being used: the reference
ellipsoid. Due to its symmetricity, the integral function K can be constructed.
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Note that not all gravitating masses are imbedded inside the surface S. The
gravitational potential of all external topographic and atmospheric masses is
then either neglected or corrected for by an appropriate reduction. However,
this is considered to be out of the scope of this article. Applying in (25) the
gradient operator in the point P yields, cf. (Ardalan and Grafarend, 2004),

∇P V (x) =
1
S

∫
S

V (y) ∇P K(x,y) dS(y) , (26)

with vector-valued kernel function ∇K. Applying the matrix direct product
on the gradient operator in the point P yields (van Gelderen and Rummel,
2001) and (Martinec, 2003),

∇P ⊗∇P V (x) =
1
S

∫
S

V (y) ∇P ⊗∇P K(x,y) dS(y) , (27)

with the tensor-valued kernel function ∇⊗∇K.
Combining Eqs.(12) and (25) then results in the observation equation

| δẋ |2 − �̇2

�
− �̈ =

1
S

∫
S

V (y) H(x1,x2,y) dS(y) , (28)

with the scalar three-point kernel function

H(x1,x2,y) = < δ∇K(x,y) | e > . (29)

For a single epoch, the integral kernel H relates the scalar geopotential at the
reference ellipsoid to the functional on the left-hand side of (28) derived from
the GRACE SST data that is a function of positions of the GRACE satellites.
This makes the kernel function H different from typical integral kernels used
in geodesy that usually relate two points only such as the Stokes, Hotine or
Vening-Meinesz functions. Combining Eqs.(17) and (27) then results yet in
another observation equation

| δẋ |2 − �̇2

�2
− �̈

�
=

1
S

∫
S

V (y) G(xB ,y) dS(y) , (30)

with the scalar-valued integral kernel

G(xB ,y) = < ∇B ⊗∇B K(x,y) e | e > . (31)

In this case, only the barycentre of the GRACE satellites and the computation
point are related.

4 Numerical analysis

The models for recovery of the Stokes coefficients were extensively tested using
both simulated and actual GRACE SST data. In this section, numerical tests
of the model in (12) are described including the input data. The solution in
a form of the boundary integrals is still to be investigated in details, namely
its application for global gravity field studies.
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4.1 Description of the synthetic GRACE data

The parameters on the left-hand side of Eqs.(12) and (17) are derived by
combining the GRACE SST data. To verify the applicability of the model
and to test the propagation of various observation errors, a series of numerical
tests was performed. In-house generated synthetic data based on the EGM96
of degree and order 120, 160 and 200 were analyzed. The IAG Section II,
SC7 one-month sample data based on the EGM96 of degree and order 300
and compiled by the Universities Bonn and Delft (IAG SC7, 2001) were also
used. These test datasets provide noise-free inertial position, velocity and
acceleration vectors of the GRACE satellites with a 5 second sampling interval.
Noise-free simulated LL-SST observations were derived from these quantities.
Finally, these noise-free SST data were also contaminated with correlated
errors to study an effect of various errors on the accuracy of the solution.

Unfortunately, an actual level of correlation between HL-SST data of the
two low-orbiting GRACE satellites is unknown. The same applies to two
adjacent positions of a single satellite. Error simulation functions for GPS
data, that correlate adjacent measurements through a Gauss-Markov process,
were used in our study. This approach successfully applied by (Grafarend and
Vańıček, 1980) for the weight estimation in levelling is based on recursive
formulas that allow for simulation of the correlated observation noise. The
level of correlation is controlled by a unitless correlation factor 0 ≤ β ≤ 1,
see (Austen and Grafarend, 2005) for details. Generally, β = 0 corresponds
to uncorrelated errors and β = 1 to fully-correlated errors. In order to de-
termine the accuracy of satellites’ velocity vectors computed from noisy GPS
positions by numerical differentiation, various empirical tests were performed.
Noise-free simulated position data contaminated with errors of a varying mag-
nitude and correlation behaviour were numerically differentiated to obtain the
velocity vectors. They were afterwards compared to the noise-free simulated
velocity vectors. Based on results of these tests, we concluded that the veloc-
ity of the GRACE satellites can be determined from their GPS positions with
the accuracy better than 0.3 mm s−1. Correlations between kinematic orbits
of the two GRACE satellites were simulated by applying the same method
with an offset to the GPS positions of the satellites. Such a coloured noise
was added to noise-free simulated GPS positions in order to investigate the
influence of the correlated GPS data on the geopotential solution.

4.2 Propagation of observation noise

In order to assess the ability of the proposed methods for the geopotential
recovery, the influence of observation noise on the coefficients’ estimation pro-
cess was investigated. In this contribution, namely results based on the model
in (12) are presented. Figure 2 illustrates how errors in the satellites’ posi-
tions determined by GPS (here a 1 cm average error was assumed for each
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coordinate) affect the geopotential solution. One can conclude that the over-
all quality of the solution strongly depends on the correlation of the position
errors of both satellites. However, the analysis of synthetic data, described in
this section, suggests that the Stokes coefficients up to degree and order 100
could be considered recoverable. Note that we define the maximum resolution
of the model by the intersection of the signal and noise curves.
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Fig. 2. Propagation of position errors (σxi = 1 cm)

Figure 3 shows how the simulated noise in the velocity vectors of the two
GRACE satellites influences the resolution of the computed model. The noise
level of 0.1 mm/s is assumed for each component of the velocity vector. This
noise arises from the fact that the velocity information has to be numerically
derived from the noisy position vectors. As already mentioned before, noisy
velocity information is the limiting factor of the overall solution quality. In
absence of correlations between the two satellites’ velocity vectors, i.e., for
white noise, the geopotential recovery is limited to degree and order 70 given
a noise level of 0.1 mm/s. To obtain the geopotential solution up to degree and
order 100, the velocity errors of the GRACE satellites have to be correlated.

The impact of K-band measurement errors is displayed in Fig. 4. It can
be concluded that relatively to other errors the inter-satellite position (1 cm)
and inter-satellite velocity (1 µm/s) errors, that were used in our simulations,
have no significant impact on the solution. Thus the GPS-based range can be
used instead of the biased range from the K-band ranging system. In contrary,
the effect of the inter-satellite acceleration errors is quite important. Figure
4 suggests that the accuracy of the inter-satellite acceleration at the level of
10−8 m/s2 (1 µGal) is required to get the solution up to degree and order 100.
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Fig. 3. Propagation of velocity errors (σẋi = 0.1 mm/s)
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Fig. 4. Propagation of K-band measurement errors

Finally, the combined effect of all error influences (HL-SST: GPS and LL-
SST: K-band) is presented in Fig. 5 for a pessimistic and optimistic mission
scenario. Based on these results, the resolution of the recovered geopotential
using the GRACE data and following the proposed method is expected to be
in the range of degree and order 100 to 120.
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4.3 Processing actual GRACE data

The real data analysis was performed using approximately 88,000 observation
values. The HL-SST data were kindly provided by Mr. Dražen Švehla of the
Technical University Munich. Corresponding LL-SST data were then down-
loaded from the GRACE Data Center at the GeoForschungsZentrum (GFZ)
Potsdam, Germany. Results presented in this article were extracted from 31
days of observations (03.230-03.260). Due to different sampling intervals of
the data, the 30-second data were used.

Both the HL- and LL-SST data were routinely checked for outliers first.
The HL-SST data were then rotated to the celestial frame and inter-satellite
velocity differences were derived using numerical differentiation (Savitzky-
Golay formula using the Fourier transform). This step is crucial for the ap-
proach and much attention was focused on its proper evaluation. To document
the applicability of numerical differentiation schemes, Figure 6 shows an ex-
ample of a comparison of intersatellite acceleration obtained by the numerical
algorithm (� → �̈) and those �̈ provided by the GFZ Potsdam. Next, the
observation vector is derived as a time series by the combination of HL- and
LL-SST data according to the left-hand side of (12), see Fig. 7.

Further, the model was completed for tide-generated acceleration and re-
duced for a normal gravity field model. Finally, the Stokes coefficients up to
degree and order 70 were recovered. The least-squares adjustment includes
the computation of a full variance-covariance matrix, residuals as well as es-
timated a posteriori variance factor. Figure 8 shows the root mean square
power spectrum of the recovered field as well as of its differences from the
EIGEN-GRACE2S model of the GFZ Potsdam. Color Fig. XXIII on p. 299
then represents the synthesized differences between the recovered model and
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5 Conclusions

Global mapping of the Earth’s gravity field through the Newtonian equation of
motion, see (9), combined with spectral representation, see (23), and integral
representation, see (25), respectively, of the geopotential was discussed in this
article. This approach represents one option for processing of the SST data
of type GRACE as well as those of other satellite missions. In view of other
known methods used currently in processing the SST data for geopotential
recovery, the proposed approach has some significant advantages, namely sim-
ple interpretation of the relationship between observations and the unknown
Stokes coefficients of the geopotential without any orbit geometry assump-
tions, a priori information or boundary surface, see also (Reubelt et al., 2003)
and (Austen and Grafarend, 2005) for further details. On the other hand, one
has to solve potentially weak points of the approach among which the most
important one is handling the observation noise in the HL-SST data used
for computation of the inter-satellite velocity. Due to correlated noise in the
HL-SST data, the differentiation of the satellites’ positions does not seem to
represent any real problem to the approach.

Extensive numerical testing of the approach revealed some of its main
characteristics, namely stability and sensitivity to various observation errors
expected to be a part of real data. Although simulating actual errors in all their
complexity is very difficult, some realistic scenarios suggest that the approach
could be used for recovery of the geopotential coefficients up to degree and
order of 120. Note that the time-varying component of the gravitational field
was targeted with expected 30-day batches of data to be processed. From this
point of view, the performance of the approach and its computer realization
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seems to be quite satisfactory fulfilling initial requirements of the project.
Even the modified approach using the gradiometric observation equation is
applicable with additional advantages of this method, see Keller and Sharifi
(2005) for details.

Finally, the initial processing of the actual GRACE data provided some
reasonable results proving the applicability of the proposed method for the
analysis of real data. The mean difference between recovered solution and the
EIGEN-GRACE2S model of the GFZ Potsdam reached the global value of
27 cm. It should be stressed that these intermediate results were obtained for
a relatively small sample of data (30-day data sampled at 30 seconds), very
small number of outliers removed and not all the effects included in the model.
Taking into the account a large difference in the amount of input data and
methodology used in their processing, this result seems to be quite promising
for future investigations in this field at the Geodetic Institute of the Stuttgart
University.
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Summary. High frequency temporal gravity changes on sub-monthly time scales
are caused by Earth’s mass transport primarily originating from tidal and non-
tidal atmospheric and oceanic motions. Exploitation of precise GRACE satellite-
to-satellite ranging measurements now makes it possible to monitor these changes
on a global scale with a moderate spatial resolution. Thus, a time series of daily
10 × 10 Earth gravity models has been produced for the time span from July 2
to September 30, 2003. The solid Earth, oceanic and atmospheric tidal forces are
accounted for during data processing, while variations in the gravitational potential
produced by non-tidal atmosphere and ocean mass transport are omitted in the a-
priori force models. The recovered gravity changes are then compared to non-tidal
model predictions. It is found that the agreement varies with the degree and order
of the gravity harmonics. Generally, the recovered harmonics are highly correlated
with the models for low order coefficients but the agreement degrades when the
order becomes larger. Our results prove that GRACE is able to trace geophysical
signals at short time scales, and that GRACE data can be useful to validate model
predicted large-scale mass transports. Once we are able to separate tidal and non-
tidal signals for a longer time span, daily gravity recovery might also prove to be
useful to study gravity changes taking place at sub-monthly time scales, such as
oceanic tides.

1 Introduction

The twin satellites of the US/German Gravity Recovery And Climate Experi-
ment (GRACE) were launched in March 2002 (Tapley and Reigber, 2004). On
a low altitude of about 500 km and a near-polar orbit, the GRACE satellites
continuously gather high-low GPS - GRACE and low-low GRACE - GRACE
satellite-to-satellite K-band ranging (KBR) data. Non-gravitational acceler-
ations are measured onboard with a three-axis SuperSTAR accelerometer.
The satellites’ orientation is derived from star camera observations. Exploit-
ing only a few months of data, GRACE has already improved the accuracy of
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the mean gravity field at long- and mid-wavelengths by more than one order
of magnitude (Reigber et al., 2005). The time series of monthly gravity field
models, GRACE’s major scientific product, has shown to be consistent with
geophysical predictions such as the variability of continental water storage, al-
though the accuracy and spatial resolution has not yet reached the pre-launch
expectation (Wahr et al., 2004; Schmidt et al., 2005).

Prior to the launch of GRACE (and CHAMP) gravity change monitor-
ing was limited due to restrictions in data accuracy and, more important,
limitations on the geographic distribution of the tracking data used for grav-
ity recovery, such as ground-based satellite laser ranging or Doppler tracking
(Chen and Wilson, 2003). With seasonal hydrological signals being the main
focus in analyzing GRACE’s monthly gravity field models, mass transports at
shorter time scales must be precisely modeled and taken into account during
precise orbit and gravity field partial derivatives determination to avoid alias-
ing effects. At time scales shorter than seasonal, the tides of the solid Earth,
oceans and atmosphere as well as the non-tidal motions of the atmosphere and
oceans, are important contributors to gravity changes. While the solid Earth
tide models have been well established, geophysical models of the non-tidal
mass transport still show differences which influence the quality of the derived
monthly gravity field solutions (Flechtner et al., 2005).

It would be desirable to detect gravity changes at time scales shorter than
the currently GRACE “standard” monthly resolution. However, a higher tem-
poral resolution is usually correlated with degradation in spatial resolution.
Previous work by König et al. (2004) has shown how to recover low degree
spherical harmonics (zonal only, up to degree-4) from CHAMP 1.5 days time
series. Our purpose in this paper is to extend that effort to daily temporal
and to higher spatial resolution analyzing Level-1B GRACE data. Thus, we
derived daily 10 × 10 degrees gravity field solutions for July 2 to September
30, 2003. The increased resolution of these gravity field solutions could help to
validate short-term non-tidal model predicted mass transport, whose variabil-
ity has been shown to be strong at time scales shorter than 30 days (Wahr et
al., 1998), and to investigate possible errors in certain long period ocean tide
components such as the Mf tide (with a period of about 13.66 days) which
are impossible to ber solved by monthly GRACE solutions.

In this paper we concentrate on the first topic. The consistency between
the recovered gravity changes and the geophysical model predictions yields
important information on both GRACE’s potential to detect high frequency
gravity changes and the validity of the atmosphere and ocean de-aliasing mod-
els used in the standard monthly gravity processing of the GRACE Science
Data System (Flechtner, 2003).
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2 Data analysis

An integrated adjustment method as proposed in Zhu et al. (2004), where
low degree spherical harmonics of the gravity field, orbits and clocks of the
GRACE and GPS satellites, station coordinates of a globally distributed
ground network as well as other dynamic and kinematic parameters are si-
multaneously estimated in one single solution, has been applied.

The geographic distribution of the GRACE ground tracks changes from
day to day to provide a dense and almost uniform coverage of the globe
within 30 days. For a typical day, the ground tracks consist of 15 great circles
approximately passing the North and the South Pole with uncovered regions
between two neighboring circles of about 24 degrees in longitude. This poor
East-West sampling implies that only a low spatial resolution is possible for
daily solutions. Besides, gaps in the KBR and accelerometer measurements
also impose constraints on the spatial resolution. Our experiments have shown
that a spatial resolution of about 2000 km half-wavelength, corresponding to
degree and order 10 in terms of spherical harmonics, can be achieved for daily
gravity field recovery if more than 12 hours worth of valid instrument data
are available. Thus, 81 daily 10×10 GRACE gravity field solutions have been
produced from 91 days out of period July 2 to September 30, 2003.

The a-priori force and measurement models used for the daily solutions
are identical to those used for the routine generation of the monthly gravity
models at GFZ Potsdam (Reigber et al., 2005), except that the gravitational
force due to the non-tidal atmospheric and oceanic mass transport is delib-
erately omitted in the a priori force models. As consequence, these gravity
force along with hydrological signals, unknown background model errors (e.g.
ocean tide model errors) and measurement data noise should be recovered by
the resulting daily solutions. At large spatial scales, which are relevant in this
study, most of the contributions from continental hydrology are believed to be
due to seasonal changes (Schmidt et al., 2005). Hence they will emerge only
as low-frequency background signal in our comparisons.

As a-priori values for the recovered gravity harmonic coefficients we use
the GFZ mean static gravity model EIGEN-GRACE02S which was obtained
by analyzing 110 days of GRACE data (Reigber et al., 2005). For a typical
daily solution, the root sum of squares (rss) of the least squares adjustment’s
formal uncertainties over all spherical harmonic coefficients from degree 1 to
degree 10 is about 5 · 10−11 or 0.3 mm in terms of geoid height. The formal
uncertainty of an individual coefficient is a factor of 10 smaller (5 · 10−12, or
0.03 mm in terms of geoid height).

As non-tidal geophysical model, we use the GRACE Level-1B Release
01 Atmosphere and Ocean De-aliasing products (AOD1B RL01) (Flechtner
(2003); also available at http://isdc.gfz-potsdam.de/grace). AOD1B RL01 con-
sists of gravity harmonics complete up to degree and order 100 for every 6
hours (0, 6, 12, 18 hours UTC). For the atmospheric part, the input data are
global 0.5◦ by 0.5◦ multi-layer grids of meteorological fields from the European
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Center for Medium-range Weather Forecasts (ECMWF), which are integrated
vertically to represent the 3D atmospheric mass distribution. The non-tidal
oceanic gravity changes are derived from a barotropic ocean model provided
by the Jet Propulsion Laboratory (JPL). It is forced by 6-hourly ECMWF
meteorological fields and computes the component of oceanic mass transport,
or barotropic sea level, due to wind stress and atmospheric pressure for an
area between 65◦ N and 75◦ S on a 1.125◦ grid.

For comparison, an alternative de-aliasing product was provided by GRGS
(Groupe de Recherche de Géodésie Spatiale) that is based on similar as-
sumptions as AOD1B RL01, but the non-tidal ocean model is MOG2D, a
barotropic, non-linear and time stepping model with global output (including
the Arctic Ocean, Hudson Bay, Bering Strait and the Weddell and Ross Seas).
The ice cover impact is taken into account through the diminution of the water
column height, due to the submerged ice thickness. MOG2D is governed by
shallow water continuity and momentum equations. The model can include
tides and its main originality is a finite element space discretisation which
allows to increase the resolution e.g. from 400 km in the open sea down to 20
km in areas with strong topographic gradients or in shallow waters (Carrère
et al., 2003).

The differences between these two non-tidal ocean models have been in-
vestigated in Flechtner et al. (2005) and might provide an estimate of the
models errors. It was found that on a global scale the monthly geoid RMS
difference is in the order of about ±1.5 mm for a spatial resolution of degree
and order 40. But since common ECMWF data sets are used as model input,
these error estimates might be too optimistic.

3 Results and comparisons

For each of the daily solutions, a full 10 × 10 gravity field (except for the
degree-0 harmonic representing the total mass of the Earth), consisting of
120 gravity harmonic coefficients, was recovered. It turned out, however, that
geoid maps computed from the gravity field solutions bear little resemblance
to those derived from the model predictions (not shown). This is due to var-
ious error sources associated with both the GRACE gravity field solutions
and the models. Major error sources for the daily solutions are errors in the
a-priori gravity field model, and errors in other a-priori force models, in par-
ticular the ocean tide model. For the a-priori gravity field, “true” harmonics
with degree and order greater than 10 are time-varying but have been fixed
instead to their mean values of EIGEN-GRACE02S. Even worse, the force
model errors propagate to the recovered harmonics in a subtle way because
of the non-uniform, non-global geographic distribution of the daily ground
tracks. Errors in the meteorological data sets will translate into errors in the
predicted atmospheric mass transport and into errors in the forcing of the
non-tidal ocean model. Additionally, the complex oceanic responses to atmo-
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spheric loading may not be perfectly modeled either. For example, significant
discrepancies occur for the AOD1B RL01 and MOG2D, both forced with same
6-hourly ECMWF meteorological data, degree-1 and degree-2 harmonics with
negative statistical correlation for the S1,1 harmonic. The spherical harmonic
differences between the two models decrease as the spatial resolution becomes
smaller, but is generally about 40% of the averaged model signal. Even when
the degree-1 and degree-2 harmonics are excluded, the difference could still be
as large as 0.15 mm for some harmonics, which is about five times larger than
the 0.03 mm formal uncertainty associated with the daily GRACE solutions.

However, treating the 120 recovered harmonics separately, the comparison
of the solution and model time series comes to encouraging agreement. Color
Fig. XXIV on p. 300 shows the comparison for selected daily solutions and the
MOG2D harmonics where bias, trend and “seasonal” changes (by fitting the
time series with seasonal variation) are removed. The agreement is remarkably
good for some coefficients, such as C6,0 or S6,1. Reasonable agreement can be
noticed for all shown harmonics except for C2,0, but the degree-2 harmonics
are already known to contain relatively large errors for GRACE solutions
(Tapley and Reigber, 2004). The correlation coefficients are about 0.9 for C6,0

and S6,1, about 0.7 for S9,3 and C6,3, about 0.6 for C4,1, and about 0.4 for
C2,1, S2,1 and C2,0.

Figure 1 shows the correlation coefficients of all 120 coefficients between
the MOG2D model predictions and the daily gravity solutions. The agreement
depends on the harmonic degree and order and the correlation coefficients
range from 0.93 for S6,1 to −0.33 for C3,3, where 26 out of the 120 harmonics
have correlation coefficients larger than 0.7 and 39 harmonics have correlation
coefficients larger than 0.6.
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Fig. 1. Correlation coefficients between MOG2D model predictions and daily gravity
solutions for Snm (left) and Cnm (right) spherical harmonic coefficients
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Since the solutions seem to agree slightly better with MOG2D than with
AOD1B RL01, we focused our further comparisons on this model. Grouped by
the harmonic orders, Table 1 lists the correlation coefficients along with other
statistical quantities between MOG2D and the daily gravity field solutions.
One statistical quantity in Table 1 is the standard deviation of different time
series to characterize the variability of each harmonic. Shown are the standard
deviations of the MOG2D time series (Std2), of the daily gravity field solution
time series (Std3), of the daily gravity field solution minus MOG2D residuals
(Std4), and after removing a trend and “seasonal” changes from the residuals
(Std5). Std2 is a kind of “signal” which reduces rapidly with increasing order.
The “noise” (Std3) increases with higher harmonic orders but remains more or
less constant. Thus, the signal-to noise-ratio decreases with increasing order.
The degree-1 and degree-2 harmonics manifest much larger variability than
the other degrees (see Color Fig. XXIV on p. 118 for degree-2) and they
contain also other larger geophysical information such as postglacial rebound.
Thus, they are not used here in order to avoid contamination of the mean
statistics in Table 1.

Although model errors cannot be completely ruled out, the systematically
larger GRACE solution minus model variability of higher orders is likely due
to solution errors. Based on the mean statistics (last row), the daily GRACE
solutions have recovered the 10×10 harmonics (except for degree-1 and degree-
2) with an accuracy of about 0.2 mm in terms of geoid height or 3 · 10−11 in
terms of normalized Stokes harmonics. This accuracy level is still about 6
times larger than the formal uncertainty of GRACE-EIGEN02S (5 · 10−12)
but it should be emphasized that the results were obtained without any a-
priori constraints.

The standard deviations of the daily solution time series are more or less
reduced by removing the model predictions of MOG2D for all harmonics from
order 0 to order 9, but only for order-0 and order-1 harmonics the reduction
is significant: the standard deviations are reduced from 0.22 mm to 0.13 mm
for order-0 and from 0.15 mm to 0.10 mm for order-1, respectively. Here,
the statistical correlation is also high (greater than 0.78). The removal of a
trend and “seasonal” changes from the residuals further reduces the standard
deviations, but we should note again that the “seasonal” changes might not be
interpreted in geophysical sense because of the short data span. Nevertheless,
the daily gravity recovery looks promising and to our knowledge, represents
the first effort ever to validate high frequency model predicted gravity changes.

The mean correlation coefficients between the daily GRACE gravity field
solution time series and the two de-aliasing models are plotted in Fig. 2 as a
function of the harmonic order. Again, the degree-1 and degree-2 terms are
excluded.

Previous studies have already revealed the contribution of the atmosphere
and oceans to low degree harmonics for seasonal or longer time scales with
focus on the degree-2 harmonics (Chen and Wilson, 2003).
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Table 1. Statistics for the comparisons between the gravity field solutions and
MOG2D. 1 Number of harmonics with a fixed order excluding degree 1 and 2 har-
monics; 2 Mean standard deviation of the MOG2D time series; 3 Mean standard
deviation of the solution time series; 4 Mean standard deviation of the residual time
series; 5 Mean standard deviation after trend and seasonal variations are removed
from the residual time series; 6 Mean statistical correlation coefficients after the
removal of bias, tread and “seasonal” changes. Unit for standard deviations: mm of
geoid height

Order No.1 Std.2 Std.3 Std.4 Std.5 Corr.6

0 8 0.167 0.218 0.130 0.086 0.801
1 16 0.115 0.154 0.097 0.077 0.786
2 16 0.100 0.178 0.154 0.120 0.562
3 16 0.088 0.196 0.167 0.129 0.565
4 14 0.070 0.205 0.185 0.143 0.419
5 12 0.048 0.195 0.189 0.162 0.263
6 10 0.040 0.215 0.213 0.195 0.153
7 8 0.027 0.312 0.311 0.285 0.087
8 6 0.020 0.337 0.336 0.318 0.019
9 4 0.017 0.395 0.394 0.385 0.043
10 2 0.010 0.308 0.308 0.290 -0.025

Mean 0.076 0.217 0.195 0.165 0.433
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Fig. 2. Mean correlation coefficients as function of order between the daily GRACE
solutions and MOG2D (solid) and AOD RL01 (dashed), respectively

The GRACE monthly solution degree-2 harmonics have relatively large
errors (Tapley and Reigber, 2004), and we believe it is the same for daily
solutions. In Chen et al. (2004), 18 monthly degree-2 harmonics estimated
from 2 years of GRACE data are compared with both geophysical models
and Earth orientation parameters. With a time span of only 3 months, the
daily solution time series reported here is not long enough for a seasonal
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change study, but do provide more information at shorter time scales with
potential to extend the validation and geophysical interpretation studies to
higher temporal resolution.

The time series of C2,1 and S2,1 are dominated by changes at time scales
shorter than 30 days, while low frequency changes are more evident in the
time series of C2,0 before the removal of a trend and “seasonal” changes. The
standard deviations are 1.707 mm (geoid height) for C2,0, 0.399 mm for C2,1

and 0.578 mm for S2,1 time series. After removal of the model predictions,
these numbers are reduced to 1.641, 0.385 and 0.417 mm, respectively. They
are further reduced to 0.750, 0.314 and 0.357 mm after removing a trend and
“seasonal” changes. The 56% reduction for C2,0 estimates suggests strong low
frequency variability. Before the removal of a trend and “seasonal” changes,
the statistical correlation coefficients between the solution time series and
MOG2D are 0.277 for C2,0, 0.318 for C2,1 and 0.670 for S2,1, what agrees
with Chen et al. (2004) who found that S2,1 is better correlated with model
predictions than C2,0, and C2,1, despite that different models and different
time scales are compared. Independent results for the degree-2 harmonics
such as the EOP-derived values are not available for this study, but we’d like
to note that for S2,2 and C2,2, the other two degree-2 harmonics not studied
in Chen et al. (2004), the agreement with the models is found to be better
than for C2,0 and C2,1. Here, the correlation coefficients are 0.545 and 0.602,
respectively.

For degree-1 harmonics, i.e. the geo-center motions, large discrepancies
(RMS about 5 mm) between the solutions and the models are found. But,
because even the two models come to inconsistent predictions on geo-center
motions, this might not be surprising.

4 Summary and discussions

Thanks to the good performance of the instruments onboard the GRACE twin
satellites, time series of daily 10 × 10 gravity field models with a reasonable
good accuracy could be produced for the first time. Daily solutions allow
for validation and interpretation of high frequency gravity changes such as
those produced by non-tidal atmospheric and oceanic mass transports, which
possess significant variability at time scales shorter than 1 month, the present
temporal resolution of GRACE gravity products. The potential of GRACE to
detect high-frequency gravity changes is evaluated by comparing predictions
of two different models with the daily solutions. The first is the standard
GRACE Level-1B Atmosphere and Ocean De-aliasing model AOD1B used by
the GRACE Science Data System to derive monthly GRACE gravity field
solutions. The second model was provided by GRGS and is primarily based
on an alternative ocean model (MOG2D).

Statistical correlation coefficients and standard deviations are computed
to quantify the agreement between the solutions and the models. Reasonable
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agreement is found for only a subset of the 120 harmonics recovered; among
them are the zonal and order-1 harmonics. An average uncertainty for each
harmonic (except the degree-1 and degree-2 harmonics) of about 3 · 10−11 or
0.2 mm (geoid height) is associated with each recovered harmonic. Although 6
times larger than the formal uncertainty, this accuracy level is obtained with-
out any a-priori constraints and would be impossible without GRACE. S2,1

agrees better with model predictions than C2,0 and C2,1, consistent with con-
clusions derived by other studies, although different models and time scales
are looked upon. By removing a trend and “seasonal” changes presumably
originating from hydrology, the agreement for C2,0 and C2,1 improves notice-
ably. Reasonable agreement is also found for S2,2, and C2,2.

The solution-model comparisons will be more suggestive when longer time
series of daily solutions become available. This would help to better separate
seasonal or other long period changes and to better understand high fre-
quency gravity changes. From these longer time series not only the study of
atmospheric and oceanic mass transport would benefit, but also weak periodic
gravity changes such as those produced by oceanic tides could be investigated.
It would also be interesting to obtain GRACE solutions for every two or three
days to take advantage of the denser GRACE ground tracks distribution and
thus to recover the gravity field with higher resolution. This might provide
additional information on mass transport at smaller spatial scales.
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Summary. After an overview of approaches and results in precise orbit determi-
nation (POD) for the CHAMP satellite in the Low Earth Orbit (LEO) we focus
on the relations between kinematic POD and gravity field determination. We dis-
cuss determination of kinematic velocities out of kinematic positions that enter the
gravity field determination in the form of kinetic orbital energy. After testing sev-
eral numerical differentiation techniques, we selected conceptually two alternative
methods, the Newton-Gregory interpolation and the smoothing cubic spline func-
tion. Finally, performance of numerical differentiation techniques for the CHAMP
orbit is presented based on the gravity field determination.

Key words: CHAMP, precise orbit determination, kinematic orbit, GPS, numerical
differentiation, gravity

1 Introduction

Sections 1 to 3 of this paper is partially based on the paper Švehla & Rothacher
(2004b).

With the pioneering satellite mission CHAMP, a new era in space geodesy
and observing the planet Earth from space started. Today we are talking
about gravity (CHAMP, GRACE, GOCE) and magnetic (CHAMP, Ø̈RSTED,
SWARM) fields determined from space, atmosphere sounding from space
(CHAMP, GRACE, COSMIC, SWARM), monitoring oceans (TOPEX/-
POSEIDON, JASON-1) and ice caps (ICESAT, CRYOSAT) from space, etc.

In all these missions, satellite orbit determination is used for geo-location
of the satellite sensors on one hand and to measure the gravity field and its
variations in time on the other hand, i.e., using the equation of motion to
obtain information about dynamical processes in the Earth system, as e.g.
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Earth tides, mass distribution, ocean circulations, etc. (Balmino et al. (1999),
Rummel et al. (2003), Rothacher et al. (2004)).

In 1992, for the first time, high-precision LEO dynamic orbit determination
was performed making use of GPS measurements from TOPEX/POSEIDON
(Bertiger et al. (1994), Tapley et al. (1994), Yunck et al. (1994)). As a next step
in this approach on board accelerometers with specific measurement band-
width were included in order to separate gravitational from non-gravitational
orbit perturbations. This was for the first time demonstrated for the CHAMP
satellite, see e.g. König et al. (2001). In that case on board accelerometer is
used for orbit determination as well as gravity field recovery.

Since 1992, GPS tracking has become an extremely successful method
for POD and nowadays purely kinematic orbits can be determined with
the same level of accuracy as orbits computed with the more common
(reduced-)dynamic approach (Švehla & Rothacher (2002), Švehla & Rothacher
(2004b)). Among all space geodetic techniques (SLR, DORIS, altimetry, etc.)
only GPS allows purely kinematic precise orbit determination, where kine-
matic satellite positions are estimated epoch-by-epoch independently of orbit
altitude and force models, e.g., gravity field, air-drag, solar radiation, etc.
From that point of view, kinematic orbits are very well suited for the Earth
observation satellites at very low altitudes, where air-drag and gravity become
more difficult to model.

Using GPS data from the CHAMP satellite we showed for the first time
that a LEO orbit can be estimated kinematically with the same level of ac-
curacy (1-3 cm) as with the widely applied dynamic approaches (Švehla &
Rothacher (2002), Švehla & Rothacher (2003b), Švehla & Rothacher (2004b))
and therefore kinematic POD turned out to be a new method in orbit deter-
mination. This CHAMP kinematic POD experiment initiated the computa-
tion of kinematic orbits for a longer time period, namely one year, in order
to see the potential of LEO geometrical positions for the determination of,
e.g., gravity field or atmosphere density parameters and for orbit comparisons
and the validation of dynamic orbits and models. For the first time, several
university groups estimated Earth gravity field coefficients and studied their
temporal variations using these CHAMP kinematic positions together with
the variance-covariance information and making use of energy balance ap-
proach or boundary value method rather than classical perturbation theory,
see e.g. Gerlach et al. (2003) at TU Munich, Mayer-Gürr et al. (2005) at
TU Bonn, Reubelt et al. (2004) at TU Stuttgart and Ditmar et al. (2004)
at TU Delft. The validation of gravity field models computed in such a way
showed that CHAMP kinematic positions contain high-resolution gravity in-
formation and that the accuracy of the derived gravity models is comparable
to that of official CHAMP models, if not better. Kinematic positions with
the corresponding variance-covariance information are an extremely attrac-
tive interface between the LEO GPS data and gravity field models or other
interesting information that can be derived from satellite orbits, because the
simultaneous adjustment of model parameters (e.g. gravity field coefficients)
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and a huge amount of global GPS parameters, like GPS satellite clocks and
orbits, zero- or double-difference ambiguities, station coordinates, troposphere
parameters, Earth rotation parameters, etc. can be avoided. However, kine-
matic POD provides no velocities for energy integral methods, thus they have
to be derived numerically from kinematic positions.

In Švehla & Rothacher (2005) we showed for the first time that orbits
of the GPS satellites can also be estimated kinematically and made compar-
isons with the kinematic positioning of LEO satellites and IGS stations on the
ground. We demonstrated that LEO point-positioning is possible by means of
GPS satellite clocks estimated solely based on phase GPS measurements and
using code measurements only for a priori GPS satellite/receiver clock syn-
chronization. In the same paper a fourth fundamental approach in precise orbit
determination was introduced which we call reduced-kinematic POD, with the
main characteristic, that kinematic positions between consecutive epochs are
smoother. Due to small numbers of GPS satellites tracked, some kinematic
epochs have worse variance-covariance properties and the reduced-kinematic
approach copes with this problem in the way that kinematic position differ-
ences in time are relatively constrained to corresponding differences in a priori
dynamic orbit. Therefore, reduced-dynamic POD reduces dynamics towards
kinematics and in the reduced-kinematic case, kinematics is reduced towards
dynamics.

2 Kinematic and Reduced-Dynamic POD

2.1 Description of Methods

Using GPS measurements the orbit of a LEO satellite can be computed using
kinematic as well as (reduced)-dynamic approaches.

The kinematic approach is a purely geometrical approach without using
any information on satellite dynamics (e.g. gravity field, air-drag, etc.). In our
case the LEO kinematic orbit is represented by three kinematic coordinates
at each epoch and estimated with a least-squares adjustment using phase
measurements only. No constraints are applied to the kinematic positions.

Dynamic and reduced-dynamic POD on the other hand is based on the
numerical integration of the equation of motion and the variational equations
to obtain the orbit itself, as well as the partial derivatives with respect to the
orbital parameters. In the reduced-dynamic case a large number of empirical
(e.g. pseudo-stochastic pulses) or force field parameters are estimated in order
to cope with the deficiencies in the dynamical models. In our case pseudo-
stochastic pulses are set up as additional parameters in along-track, cross-
track and radial direction every 6-15 min.

Kinematic or reduced-dynamic POD of a LEO may be carried out on the
zero-, the double- or even the triple-difference level of GPS phase or code
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measurements. In this paper we will focus on zero- and double-difference pro-
cedures using phase measurements only.

In the zero-difference case, GPS satellite orbits and clocks are kept fixed
and epoch-wise LEO GPS receiver clock parameters are estimated together
with either epoch-wise kinematic positions in the kinematic case, or (reduced-
)dynamic orbital parameters in the reduced-dynamic approach. Since phase
GPS measurements are used, more than 400 zero-difference ambiguities are
additional parameters for a 1-day orbit arc. POD based on zero-differences
is a very fast and efficient approach, because only GPS measurements of the
LEO are involved and therefore, the processing of a ground IGS network is
only required in a preceding, independent step in order to obtain GPS satellite
orbits and clocks.

In the double-difference approach, baselines between the LEO and GPS
ground stations are formed and all clock parameters are eliminated. In our
case baselines are formed between CHAMP and 40 IGS stations and all global
GPS products like 3-day solutions for GPS orbits, ERPs, troposphere and
weekly station coordinates are kept fixed. The main advantage of kinematic
and reduced-dynamic POD based on double-differences is the possibility to
resolve ambiguities to their integer values using ambiguity resolution strate-
gies and thereby gain in accuracy. Our ambiguity resolution strategy is based
on the Melbourne-Wübbena (MW ) linear combination to resolve wide-lane
ambiguities in a first step and on a subsequent, iterative bootstrapping to
resolve narrow-lane ambiguities. 10 narrow-lane ambiguities (out of ≈ 5000
ambiguities) are resolved in each iteration step, i.e. before the one-day normal
equation matrix is re-inverted.

More details about our zero- and double-difference approaches, ambigu-
ity resolution and the mathematical background of kinematic and reduced-
dynamic POD can be found in Švehla & Rothacher (2002), Švehla & Rothacher
(2003a), Švehla & Rothacher (2003b), Švehla & Rothacher (2003c), Švehla &
Rothacher (2003d), Švehla & Rothacher (2004a), Švehla & Rothacher (2004b)
and Švehla & Rothacher (2005). Other approaches of kinematic POD can be
found, e.g., in Colombo et al. (2002), Bock (2003) or Byun (2003).

2.2 CHAMP POD Results

Two comparisons were performed to assess the consistency and accuracy of the
CHAMP orbits computed: the comparison between kinematic and reduced-
dynamic orbits and the comparison of CHAMP SLR measurements to the
GPS-derived orbits.

Fig. 1 shows the difference between CHAMP kinematic and reduced-
dynamic orbits based on zero-difference phase measurements for GPS week
1175/2002. The consistency between these two orbits is on the level of about
2 cm over the entire week. The differences between CHAMP kinematic and
reduced-dynamic orbits computed using double-differences are displayed in
Fig. 2 for day 199/2002.
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Fig. 1. Differences between CHAMP kinematic and reduced-dynamic orbit based
on zero-differences, GPS week 1175/2002 (days 195-201/2002)

A more detailed look at Fig. 2 reveals that CHAMP kinematic positions
sometimes exhibit large spikes, due to the small number of GPS satellites
tracked and the resulting poor satellite geometry. These points can easily be
recognized when looking at the variance-covariance information. Due to the
nature of the GPS phase observable, kinematic positions are very smooth from
epoch to epoch and as a consequence high-frequency gravity signals may be
extracted from these positions. Keep in mind that in our kinematic approach
no constraining is applied. Systematic deviations can be recognized in the
along-track and radial component pointing at deficiencies in the gravity field
and air-drag modeling of the reduced-dynamic approach.

Figure 3 shows typical correlations of LEO kinematic positions estimated
using GPS measurements. One can notice a correlation length of 20-30 min
and this length is very similar to the duration of continuous tracking of a
single GPS satellite from a LEO orbit. Figure 3 shows that variance-covariance
information between epochs has to be used when kinematic positions are used
in the gravity field determination as pseudo-observations.

That we are not just talking about consistency between orbits but also
about accuracy, can be seen in Fig. 4, where SLR residuals are shown for
the same kinematic and reduced-dynamic CHAMP orbit as those displayed
in Fig. 1. Tropospheric delays for SLR measurements were modeled using the
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Fig. 2. Difference between CHAMP kinematic and reduced-dynamic orbits based
on double-differences, day 199/2002

Marini-Murray model and standard corrections like ocean loading (GOT00.2),
Shapiro relativistic effect and station velocities were applied. The analysis was
performed using ITRF 2000 station coordinates, velocities and eccentricities
published by ILRS at http://ilrs.gsfc.nasa.gov/. All SLR stations and SLR
measurements were used in this validation (elevation cut-off 10◦). Both orbit
types exhibit the same quality of about 2.5 cm. It is interesting to note that the
SLR residuals show a similar behaviour for kinematic and reduced-dynamic
orbits and that no significant bias can be identified in the SLR residuals.

Table 1 summarizes the daily RMS of the SLR residuals for our CHAMP
orbits based on four different POD approaches, namely kinematic and reduced-
dynamic orbits based on zero- and double-differences.

One can see that CHAMP orbits are of similar quality for a purely kine-
matic and reduced-dynamic approach. This also stands for CHAMP orbits
computed using either zero- or double-difference phase measurements. Slightly
better orbit quality (2.56 cm) is obtained when using kinematic POD and
double-differences.
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Fig. 3. Typical correlations of CHAMP kinematic positions with correlation length
of 20-30 min. The x-component, day 200/2002

3 Gravity Field Determination Based on Kinematic
Orbits

The use of kinematic positions together with their variance-covariance infor-
mation as an interface to gravity field determination avoids the simultaneous
adjustment of gravity field coefficient together with a huge amount of global
GPS parameters, like GPS satellite orbits/clocks, zero- or double-difference
ambiguities, station coordinates, troposphere parameters, Earth rotation pa-
rameters, etc. Comparison with reduced-dynamic orbits and external valida-

Table 1. Daily RMS of SLR residuals in cm for CHAMP kinematic and reduced-
dynamic (”red.-dyn.”) orbits based on zero- and double-differences (days 195-
202/2002)

Zero Zero Double Double
Day difference difference difference difference

red.-dyn. kinematic red.-dyn. kinematic

195 4.02 4.17 3.22 2.66
196 2.90 2.93 3.19 3.03
197 3.40 3.11 3.29 2.90
198 2.07 2.07 1.99 1.34
199 1.94 1.66 1.91 1.70
200 1.43 1.45 1.69 1.83
201 3.59 4.65 4.32 5.00
202 2.03 2.08 1.93 2.05

Mean 2.67 2.77 2.69 2.56
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Fig. 4. SLR residuals for CHAMP kinematic (top) and reduced-dynamic orbits
(bottom) for GPS week 1175/2002 (days 195-201/2002). All SLR residuals were
used in the analysis, elevation cut-off 10◦

tion with SLR show that, due to the nature of the phase observable, kinematic
positions are very smooth from epoch to epoch (see Fig. 2 and Fig. 4) as long
as there are no phase breaks. As a consequence, high-frequency gravity signals
may be extracted from these positions. An elegant way to derive gravity field
coefficients from kinematic positions is the use of the energy conservation law
which may be written for the satellite center of mass in an inertial frame as

V =
1
2
(
dx
dt

)2 −
∫
x

atdx −
∫
x

anondx − C. (1)

with the gravitational potential V , the accelerations at and anon due to the
time-varying part of the gravity field (e.g. tides) and the non-gravitational
forces, respectively, and the total energy constant C. A similar formulation
in the earth-fixed frame can be found in Gerlach et al. (2003). An advantage
of the gravity field determination based on the energy integral is that we can
directly work with the gravity potential as a scalar field instead of having to
integrate the equation of motion and all variational equations.
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Whereas at can be obtained from models, the non-gravitational acceler-
ations anon are measured by accelerometers. The kinematic energy of the
satellite can be computed using velocities derived from kinematic positions
by numerical differentiation procedures. At the moment CHAMP kinematic
positions are computed with a sampling of 30 s, which means that the spa-
tial resolution of the estimated gravity field is limited to about 230 km and
that much care has to be taken when deriving kinematic velocities. Going to
a higher sampling rate, numerical differentiation will become more accurate
and a higher spatial resolution will become possible.

4 Determination of Kinematic Velocity

CHAMP orbits (kinematic and reduced-dynamic) over one year have been
used for determination of the TUM-1S and TUM-2Sp gravity models. Kine-
matic orbits are provided as satellite position and variance-covariance infor-
mation, whereas reduced-dynamic orbits contain position and velocity infor-
mation. The used orbits span exactly 1 year (365 days), from 11.03.2002 to
10.03.2003. The data is sampled at a rate of 30 seconds.

The raw orbit data have first been screened and pre-processed to eliminate
bad data. Different thresholds have been defined and checked.

Further features become visible by screening the position differences. There
can be detected clear jumps, which are actually some centimeters of the orbit
change over an length of 100 km. Since the reduced-dynamic orbit is very
smooth, these jumps are mainly contributed by the kinematic orbit and are
caused by breaks in phase measurements and small number of tracked GPS
satellites. These jumps occur between independently derived arcs of the orbit,
reflecting the uncertainty of estimation of ambiguity parameters. In general,
the continuous parts of the kinematic orbit contains the useful information:
purely geometrical continuous positions. These are the basis for velocity de-
termination. However, at the jumps, the edges of continuous arcs should not
be employed for deriving kinematic velocities. Thus the orbit is divided into
independent arcs before starting to estimate the velocity.

Thus, in the process of kinematic velocity estimation, further thresholds
have been introduced. Data not used for the kinematic velocity derivation pro-
cess are those, which (1) are located at jumps due to loss of phase connection
between GPS satellites, which (2) are contained in arcs too short for fitting
substantially an analytical function and which are (3) close to the end points
of a continuous arc. This latter condition is based on screening experiences: at
the end points of an arc, the fit of an analytical function is less certain than
in the middle of the arc. According to these conditions another 5.28% of the
data has been excluded.

Finally there is a check of the efficiency of the above criteria. The condition
eliminates too large differences between kinematic and the reduced-dynamic
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velocities. A threshold of 1 mm/s has been defined for the velocity differences,
resulting in another 0.01% of the data found to be inaccurate.

Altogether 21.57% of the total data has been eliminated from the remain-
ing processes.

4.1 Numerical Differentiation

The kinematic velocity is derived by introducing an analytical function that
fits well to the kinematic positions, followed by an analytical differentiation.
Having the pre-processed kinematic orbits at hand, five mathematical methods
have been tested for kinematic velocity derivation. These are cubic spline inter-
polation, polynomial interpolation, Newton-Gregory interpolation, smoothing
cubic splines, and polynomial smoothing.

The latter two techniques are tested in order to try to smooth noise of the
positions. The extent of the smoothing depends on an arbitrary parameter,
which is defined directly in case of the cubic spline smoothing, while in case
of the polynomial fitting it is implicitly governed by the choice of the number
of points and the order of the polynomial.

One remark on kinematic velocity determination: to validate a method, a
comparison for the velocity estimate is needed. Unfortunately no physically
meaningful measure for comparison can be found. Due to its dependence on a
gravity model the reduced-dynamic velocity is not an adequate measure, how-
ever, it indicates well the overall characteristics of kinematic velocities. With
having said this, conclusions should be carefully done, and the dependence of
the reference orbit on a prior gravity model should never be forgotten.

Statistics in this section refer to a test day, that is day 200 of year 2002
(equivalent to 19th July, 2002). This day was found to be representative.

Optimal Smoothing Parameter for Smoothing Splines

The extent of smoothing of a smoothing cubic spline is known to depend on the
length of the time series and on the amplitude of the signal (Greville, 1967).
Let us define the smoothing parameter of a smoothing spline function, S, as
a linear function of the length of the arcs: S = scale factor · length(arc). We
applied several scale factors and determined position and the first derivative
(velocity) of the smoothed function. Table 2 shows the RMS of the smoothed
velocities as function of the scale-factor, compared to reduced-dynamic veloc-
ities. The smoothed kinematic velocities were found to be most similar to the
reduced-dynamic velocities employing 60 as a scale factor.

Velocity Estimation

Different interpolation and smoothing techniques for taking analytically the
time derivative of the position are first applied on purely kinematic positions.
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Table 2. Optimal scale factor for the smoothing parameter of the smoothing splines.
The term ’velocity residuals’ refers to reduced-dynamic minus smoothed velocities

Scale factor RMS velocity residual [mm/s]

10 0.3336
40 0.3334
60 0.3334
100 0.3335
150 0.3335
200 0.3337

Table 3. RMS of kinematic velocity errors obtained by different mathematical
techniques

RMS velocity error [mm/s]

Spline interpolation 0.3334
Polynomial interpolation 0.3350
Newton-Gregory interpolation 0.3102
Smoothing Splines 0.3334
Polynomial Smoothing 0.2219

Table 3 shows the RMS of the velocity errors, i.e. the differences between the
reduced-dynamic and the kinematic velocities.

Interpolation techniques provide similar accuracy for velocities. The New-
ton-Gregory interpolation performs slightly better than the other techniques.
Different smoothing parameters were tested for the smoothing spline, how-
ever without any improvement in accuracy. The shown value is equivalent to
S = 0, that is spline interpolation without smoothing. This feature is due
to the peculiar filter characteristics of the smoothing spline function: in case
of a signal with a characteristic large amplitude at a certain frequency (e.g.
the orbital frequency), the smoothing spline minimizes the curvature of that
frequency. However, in case of a nearly white distribution of the data (i.e.
position differences with respect to a similar orbit), the smoothing tends to
minimize amplitudes at the highest frequencies. Therefore velocity estima-
tion was based on position differences by making use of a reference orbit in
a remove-restore manner. After removing the reference orbit, we took the
derivatives on residuals (having an amplitude of only few centimeters) and fi-
nally add back the residual kinematic velocity to the velocity of the reference
orbit (restore).

For the reference orbit, purely dynamic EIGEN-1S orbits have been de-
termined. Table 4 shows the RMS of the velocity errors, the differences of the
kinematic and the reduced-dynamic velocities.

The results show no relevant differences among the interpolation tech-
niques – meaning that the numerical errors of these techniques are less than
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Table 4. RMS of kinematic velocity errors obtained by different mathematical
approximation techniques. Reference orbit: dynamic, EIGEN-1S, max. degree: 120

RMS velocity error [mm/s]

Spline interpolation 0.3356
Polynomial fitting (interpolation) 0.3465
Newton-Gregory interpolation 0.3185
Smoothing Splines 0.1554
Polynomial Smoothing 0.2253

10−8 part of the signal. It is noteworthy that the accuracy of velocities is
slightly worse than that of the directly derived kinematic velocities (cf. Table
3). This feature may indicate the inconsistency of the remove-restore step,
i.e. inconsistencies of reference positions and velocities. However, as expected,
velocities by smoothing splines have improved a lot.

4.2 The CHAMP Velocity Results

The above mentioned tests suggest two different approaches for kinematic
velocity estimation. The difference is the way of treatment of the noise of the
kinematic orbit. The efficiency should depend on the spectral characteristic
of the kinematic position errors.

First we tried to smooth the noise by applying smoothing cubic spline
functions on position residuals. In this case we perturb the spectral character-
istics of the orbit errors due to the smoothing process of the spline function.
Also the reference orbit (reduced-dynamic EIGEN-2 orbit) affects the solution
to some extent. Velocities of this kind have been used for the computation of
the TUM-1S gravity model (Gerlach et al., 2003).

Second, we also derived kinematic velocities by fitting a 7th order polyno-
mial to the kinematic positions with the Newton-Gregory interpolation tech-
nique. In this case all noise is included, however, its spectral characteristic
remains unchanged. In case of randomly distributed kinematic position er-
rors this method is promising. The Figure 5 shows the velocity differences
derived by Newton-Gregory interpolation used for computation of TUM-2Sp
(Földváry et al., 2003). The RMS of velocity differences of about 0.3 mm/s
corresponds to accuracy of kinetic energy of ≈ 4.5 · 10−8m2/s2.

The final conclusion on the efficiency of the two techniques can be done
after the gravity field determination. Geoid heights computed from the grav-
ity models have been compared to GPS-levelling heights along that of other
gravity models. These are summed in Table 5. According to that, we can see
that in case of CHAMP kinematic velocity the use of Newton-Gregory in-
terpolation proved to be much more accurate than the smoothing splines, at
least the error it produced was less than that of the smoothing splines.
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Fig. 5. Differences between the CHAMP kinematic and reduced-dynamic velocities
for a period of one year (earth-fixed system). The RMS of velocity differences is
about 0.3 mm/s

Table 5. Comparison between geoid heights from GPS/levelling and global potential
models (low-pass filter above degree/order 60) in [cm]

data set EIGEN-2 TUM-1S TUM-2Sp EIGEN-GRACE01S

USA (5168 points) 60.2 64.1 47.1 41.5
Europe (180 points) 59.3 56.4 33.1 19.4
Australia (197 points) 67.4 63.3 52.7 50.3
Japan (837 points) 69.5 65.5 54.8 51.5

5 Conclusions

Kinematic precise orbit determination (POD) is a purely geometrical approach
and therefore independent of satellite dynamics (e.g. gravity field, air-drag,
etc.) and orbit characteristics (e.g. orbit height, eccentricity, etc.).

Using GPS measurements the orbit of the CHAMP satellite can be deter-
mined purely kinematically with the same level of accuracy (≈ 1-3 cm) as by
the widely employed reduced-dynamic or dynamic approaches.
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Typical correlations of LEO kinematic positions have correlation length
of 20-30 min and this time is very similar to the time of continuous tracking
of a single GPS satellite from a LEO orbit. Therefore the variance-covariance
information between epochs has to be used when kinematic positions are used
in the gravity field determination.

Conclusion on the efficiency of the several numerical differentiation tech-
niques was drawn after the gravity field determination. Geoid heights com-
puted from the gravity models have been compared to GPS-levelling heights
along that of other gravity models. This analysis shows that in case of CHAMP
kinematic velocity the use of Newton-Gregory interpolation proved to be much
more accurate than the smoothing splines.

The RMS of velocity differences between derived kinematic velocities and
reduced-dynamic velocities is about 0.3 mm/s corresponding to accuracy of
kinetic energy of ≈ 4.5 · 10−8 m2/s2.
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Summary. GOCE will be the first satellite mission equipped with a gravity gra-
diometer. In order to achieve maximum precision and spatial resolution, the instru-
ment is guided around the Earth in an extremely low orbit, employing active along
track drag-free control and angular control by magnetic torquers. Furthermore, the
orbit trajectory is determined very accurately by continuous and three-dimensional
GPS satellite-to-satellite tracking. These mission characteristics are modelled by a
system of two sequential simulators. The sensor system simulator computes the in-
teraction of the complete sensor system and provides time series or power spectral
densities of the gradiometer components. The mission simulator derives the geoid
and gravity model performance. It takes as input mission and orbit parameters, ex-
pected GPS performance as well as the gradiometer error spectral densities derived
from the sensor system simulator.

The computational effort of the actual data analysis can only be managed by
powerful computer systems, in principle, due to the large number of observations
and unknown gravity field parameters. In this article a Semi-Analytical Approach
is presented; it is a simple and fast alternative to a direct solution. It is based on
simplifying assumptions, which allow to use FFT-techniques. It can be divided in two
approaches: the 1D-FFT approach, and the 2D-FFT approach or torus-approach.
In several case studies, the basic properties of the two approaches are shown and a
comparison to the direct solution is carried out. The Semi-Analytical Approach will
be used as Quick-Look Tool in the official ESA GOCE gravity field processing.

Key words: GOCE, gravity gradiometry, satellite gravity gradiometer, satellite-
to-satellite tracking, geodesy, satellite geodesy, Torus Approach, Simulation, gravity
field analysis

1 GOCE Sensor System and Mission Analysis

Before the launch of GOCE each performance analysis and preparation of
data analysis has to be based on simulations. For this reason a simulator
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has been developed of the GOCE sensor system. Its purpose is to obtain a
realistic picture of the interaction of all sensor components and of the spectral
behavior of the error budget. A second element is a mission simulator. It is
built on the results of the sensor simulator. It estimates the GOCE mission
performance in terms of geoid and gravity anomaly errors. Input is the orbit
and mission parameters as well as the error characteristics of the gravity
gradiometer system and of the GPS satellite-to-satellite tracking system.

1.1 GOCE Sensor Analysis

GOCE will be the first satellite equipped with a gravity gradiometer. It
will measure gravity gradients with a precision of better than 10−2E (1E =
10−9s−2) in the so-called measurement bandwidth (MBW: 5mHz - 1Hz). The
instrument consists of three orthogonal one-axis gradiometers, each of them
composed of two three-axis accelerometers mounted at the end points of 0.5
m long rigid baselines. The gradients are derived from the acceleration differ-
ences (differential mode). Each accelerometer will be ultra-sensitive along two
spatial dimensions (10−12m/s2 in the MBW) while the third axis will be less
accurate. The sensitive axes are arranged such as to provide the gravity gra-
diometer tensor components Γxx, Γyy, Γzz, Γxz and Γzx with high precision.
The second core instrument will be a newly developed geodetic GPS receiver.
Using code and phase measurements it will deliver the satellite trajectory in
all three spatial directions with cm-precision. The high precision and spatial
resolution of GOCE will also be due to the extremely low orbit altitude of
240 km and due to the smooth attitude control. The orbit will be kept free of
drag in along track direction by means of ion thrusters. The size of the drag is
measured by the accelerometers of the gradiometer, too, in all three directions
taking advantage of their common-mode - or average - signal. Attitude control
was originally planned to be done by a field-electron-emission-propulsion sys-
tem (FEEP). This system turned out to be not yet reliable enough, therefore
one had to turn to magnetic torquing. The necessary control signals, angular
velocities, are determined from a combination of star tracker signal and the
Γxz- and Γzx-components of the gradiometer. These two gradiometer compo-
nents allow reconstruction of the angular acceleration about the cross-track
axis. The sensor simulator is modelling the entire sensor system (cf. Color
Fig. XXV on p. 301).

Input to this system are the linear and angular forces along the orbit tra-
jectory acting on the spacecraft and on the proof masses of the six accelerom-
eters. They are, in particular, the direct and indirect gravity acceleration of
Earth, Moon, Sun and planets, the non-gravitational accelerations due to air
drag and solar radiation and the control accelerations determined from the
common mode accelerations as well as all exterior torques (e.g. from atmo-
sphere) and control torques. Output is time series or power spectral densities
of the gravity gradient components, angular velocities and accelerations and
common mode linear accelerations. The same simulator can be employed in
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order to model the in-orbit calibration of the gradiometer system. Accord-
ing to the current mission baseline this will require to incorporate cold gas
thrusters. They generate random linear and angular shaking for calibration
purposes. For a more detailed description of the simulator and the details of
Color Fig. XXV it is referred to (Oberndorfer et al., 2000, 2002)

1.2 GOCE Mission Simulator

The sensor system simulator produces power spectral densities of all compo-
nents of the gradiometer. A typical example is shown in Fig. 1.
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Fig. 1. Simulated power spectral densities of the GOCE gravity gradiometer

It shows that inside the measurement bandwidth a precision of below
10−2E is achievable. It also shows that towards the low frequencies (below
5 × 10−3Hz) the error behavior increases proportional with the inverse fre-
quency. In this spectral domain support from gravitational orbit perturba-
tions, as derived from GPS satellite-to-satellite tracking, is of high importance.
The error increase at frequencies above 10−1Hz would result in aliasing. It has
to be eliminated by low pass filtering. The mission simulator takes the gra-
diometer and orbit power spectral densities as input. Input parameters are
mission duration and orbit parameters (altitude, inclination and eccentric-
ity). With this input information the expected variance-covariance matrix of
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the geoid and/or gravity model is derived by linear error propagation. Despite
some simplifying assumptions the simulation is still very realistic. The adopted
assumptions lead to a block diagonal error variance-covariance matrix. It is
a semi-analytic model essentially the same as described in Sect. 2. The grav-
ity and geoid models are expressed in a spherical harmonic expansion. The
theoretical background is given in (Sneeuw, 2000). From the computed error
variances and covariances of a set of spherical harmonic coefficients, error de-
gree variances can be derived and be compared with the corresponding signal
degree variances (according to e.g. Kaula’s rule). An example is given in Fig.
2a. The comparison of signal and error spectrum provides insight into the rel-
ative precision of the coefficients to be deduced from the GOCE mission and
into the maximum spatial resolution. From the error variances one can also
determine the cumulative gravity and geoid error at each spherical harmonic
degree. At degree n = 200, which corresponds to length scales of about 100
km at the Earth’s surface the cumulative geoid uncertainty (commission er-
ror) will be about 2 cm; the cumulative gravity uncertainty will be 0.5 mGal,
compare Fig. 2b, c, respectively.

2 Gravity Field Analysis

Due to the high spatial resolution, determination of gravity field coefficients
from GOCE observations by least-squares adjustment is a very demanding
computational task, and can only be managed by clusters or supercomputers.
A solution up to degree L = 250 results in 63001 unknown coefficients, and
due to the high sampling rate of 1Hz, GOCE produces several millions of
observations per month. Even computer clusters with 50 nodes need several
weeks to derive a gravity model in an adjustment for the whole GOCE mis-
sion. So a ”Semi-Analytical Approach” has been developed to enable quicker
solutions on single PCs within several hours of computation time. The ap-
proach is based on simplifying assumptions, such as constant orbit height or
a repeat orbit, which allow the use of FFT-techniques for setting up the nor-
mal equations, and lead to a block-diagonal normal equation system, which
can be solved much faster (Sneeuw, 2000). These assumptions introduce cer-
tain errors, which can in parts be compensated for by iteration avoiding the
described simplifications during the (backward) synthesis step. The solutions
become slightly less accurate than those of a direct solution, but less require-
ments in computation time and memory are a strong advantage.

The Semi-Analytical Approach has been accepted by ESA as an official
analysis strategy, and is implemented as Quick-Look Gravity Field Analysis
Tool in the WP6000 of the GOCE-HPF (high-level processing facility). The
workpackage 6000 ”Time-Wise Gravity Field Determination” is coordinated
by the Technical University of Graz and supported by the Technical University
of Munich (for the Quick-Look GFA) and the University of Bonn. It consists
of a Core-Solver module, which will derive high quality solution via a direct
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Fig. 2. Estimated signal and error degree variances per spherical harmonic degree
(3a), cumulative geoid error per degree (3b), cumulative gravity error per degree
(3c)

adjustment and the Quick-Look Tool for fast gravity field analysis and simu-
lations. The purpose of the Quick-Look Tool is to derive gravity field solutions
and an analysis of the sensor system with a very short latency, on the basis of
rapid science orbits and partial datasets. It should detect deficiencies which
are then reported to mission control.

2.1 Gravitational Potential

In this section the mathematical background for gravity field determination
from SGG and SST measurements is derived. The gravitational potential in
outer space r > R is defined as

V (θ, λ, r) =
GM

R

∞∑
l=0

(
R

r

)l+1 l∑
m=0

P̄lm(cos θ)
[
C̄lm cosmλ + S̄lm sin mλ

]
.

(1)
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This can be regarded as a spectral representation on a spherical surface,
with the complete and orthonormal system of basefunctions P̄lm(cos θ) cosmλ
and P̄lm(cos θ) sin mλ. The C̄lm and S̄lm are the potential coefficients, which
are to be determined. As the series expansion cannot be calculated to infinity,
in practice, one has to cut the computation at a maximum degree L. The
error made by neglecting the higher degrees is called omission error. As m ≤ l
and all S̄l0 - coefficients can be neglected because of sin(0λ) = 0, the number
of coefficients to be determined is (L + 1)2.

For SST based on the energy integral approach with kinematic orbits, a
time series of disturbing potential values T enters the adjustment (cf. Svehla et
al. in this volume). To obtain the observation equations, the normal potential
U has to be subtracted from the potential computed by (1): T = V − U . As
SGG measures the tensor of second derivatives of the potential, (1) has to be
differentiated twice. The potential and its first and second order derivatives
all can be expressed in a similar way:

Vij =
GM

r

lmax∑
l=0

λij

(
R

r

)l l∑
m=0

p (α cos(mλ) + β sin(mλ)) (2)

with λij , p, α and β defined in Table 1. For convenience Vij is written for
∂2V
∂i∂j , and the following substitutions were made: Plm = P̄lm(cos θ), P ′

lm =
∂P̄lm(cos θ)

∂θ and P ′′
lm = ∂2P̄lm(cos θ)

∂θ2 .

Table 1. Derivatives of the gravitational potential

differentiation w.r.t λij p α β

- 1 P̄lm C̄lm S̄lm

r − (l+1)
r

P̄lm C̄lm S̄lm

θ 1 P̄ ′
lm C̄lm S̄lm

λ 1 mP̄lm S̄lm C̄lm

rr (l+1)(l+2)

r2 P̄lm C̄lm S̄lm

rθ − (l+1)
r

P̄ ′
lm C̄lm S̄lm

rλ − (l+1)
r

mP̄lm S̄lm C̄lm

θθ 1 P̄ ′′
lm C̄lm S̄lm

θλ 1 mP̄ ′
lm S̄lm C̄lm

λλ -1 m2P̄lm C̄lm S̄lm

The gravity tensor in cartesian coordinates can be computed using the first
and second derivatives of the potential. As it is necessary to obtain the tensor
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in a local orbit frame, it is first computed in a local, spherical, orthonormal
frame, with the z-axis pointing radially away from the Earth’s center, the
x-axis pointing north, and the y-axis east:

Vxx =
1
r
Vr +

1
r2

Vθθ , (3)

Vxy =
cos θ

r2 sin2 θ
Vλ +

1
r2 sin θ

Vλθ , (4)

Vxz =
1
r2

Vθ − 1
r
Vrθ , (5)

Vyy =
1
r
Vr +

1
r2 tan θ

Vθ +
1

r2 sin2 θ
Vλλ , (6)

Vyz =
1

r sin θ
Vrλ − 1

r2 sin θ
Vλ , (7)

Vxx = Vrr . (8)

To obtain the tensor in a local orbit frame, with the z-axis pointing radially
away from the Earth’s center, the x-axis orthogonal to the z axis pointing
quasi along-track, and the y-axis perpendicular to the two others, the tensor
has to be rotated about the z-axis by the track angle δ:

δ = arctan
xrvy − yrvx

svz − xzvx − yzvy
, (9)

where s = x2 + y2. As the tensor is measured in the actual gradiometer
reference frame (GRF), which will deviate from the local orbit frame by up to
several degrees, an additional tensor rotation of the observation equations is
necessary. As some components of the tensor are measured less accurately, the
observation equations should be rotated but not the measurements, because
otherwise the less accurate components would be merged with the accurate
ones and the resulting gradients in the new frame would be degraded.

2.2 Direct Solution

The direct solution uses a classical least-squares adjustment to obtain the
potential coefficients. Formally it can be written as[

C̄lm

S̄lm

]
=
(
ATPyA + αR

)−1
ATPyy (10)

where (C̄lm, S̄lm) is the vector of estimated potential coefficients, A the
matrix of partial derivatives of the observations w.r.t the potential coefficients,
R a regularization matrix weighted by the scalar factor α, and y the vector
containing the time series of observations along the orbit. The weight-matrix
Py would be by far to large for any computer system, so the information on
correlations between the observations and colored noise has to be dealt with
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by filtering of the measurement series y beforehand, which is still quite time
consuming. The computational effort of this least-squares adjustment can only
handled by supercomputers or clusters.

2.3 Time-Wise Representation

Equation (1) is often referred to as ”Space-Wise” representation. An alterna-
tive is to express it as function of Keplerian elements along the orbit. This
was first introduced by Kaula (1966) and modified by Sneeuw (2000), and is
referred to as ”Time-Wise” representation:

V (r, I, u, Λ) =
GM

R

∞∑
l=0

(
R

r

)l+1 l∑
m=0

l∑
k=−l,2

F̄lmk(I)

[αlm cos(ku + mΛ) + βlm sin(ku + mΛ)] , (11)

with

αlm =
[

C̄lm

−S̄lm

]l−m=even

l−m=odd

and βlm =
[

S̄lm

C̄lm

]l−m=even

l−m=odd

. (12)

The F̄lmk(I) are called Inclination Functions. For their computation cf.
Kaula (1966) or Sneeuw (1991). Their second derivatives are derived in Sneeuw
(2000):

Vij =
GM

R

∞∑
l=0

(
R

r

)l+1 l∑
m=0

∑
k

λij F̄lmk(I) [αlm cos(ψmk) + βlm sin(ψmk)] ,

(13)
where λij is given in Table 2. In the case of Vxz , α is replaced by β and β

by −α.

Table 2. Transfer factors for second derivatives of the gravity potential

ij: xx yy xz zz

λij :
−(l + 1 + k2)

r2

−((l + 1)2 − k2)

r2

−(l + 2)k2

r2

(l + 1)(l + 2)

r2

2.4 Semi-Analytical Approach

The Semi-Analytical approach is divided into two steps. The first step is the
computation of the lumped-coefficients Amk and Bmk by FFT-techniques,
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and the second is the adjustment of potential coefficients from the lumped-
coefficients as pseudo-observables. Based on the assumption of a circular orbit
- which implies, that the orbit height r and the inclination I are constant -
(13) can be rewritten as two dimensional Fourier series:

V (u, Λ) =
L∑

m=0

K∑
k=−L

Amk cos(ψmk) + Bmk sin(ψmk) . (14)

The Fourier coefficients can be obtained by two different approaches: the
1D-FFT approach and the 2D-FFT approach - also known as Torus-approach.

2D-FFT Approach

The orbit coordinates and velocities can be transformed to the (u, Λ) domain
via the Keplerian elements. The orbit can be imagined to be wrapped around
a torus and the measurement values can be interpolated to a regular grid on
the torus surface, as shown in Color Fig. XXVI on p. 302. The maximum grid
size gmax is dependent on the maximum degree L and can be determined by
the Nyquist theorem: gmax = 2 · 360◦

L . The lumped-coefficients Amk and Bmk

are simply obtained by a 2D-FFT of the gridded torus values.

1D-FFT Approach

In addition to the previous assumption of a circular orbit, the 1D-FFT ap-
proach assumes a repeat orbit. This means, that the satellite crosses the same
point on the Earth’s surface after α revolutions in β nodal days, where α and
β must be integers with no common denominator. If this requirement is met,
a relation between the rates of the orbital coordinates (u, Λ) can be set up:

− u̇

Λ̇
=

β

α
, (15)

which enables a spectral projection of the two dimensional Fourier series
to a one-dimensional Fourier series (cf. Sneeuw (2000)):

ψmk �→ ψn with n = kβ − mα . (16)

A 1D-FFT of the observation time series produces the one-dimensional
Fourier coefficients An and Bn, which can simply be reordered according to
(16) to obtain the two-dimensional lumped coefficients Amk and Bmk.

Block-Wise Adjustment

The spatial domain of the two dimensional Fourier series defined in (14) with
the Fourier coefficients Amk and Bmk is a torus defined in u and Λ, both being
periodic. The conversion of the two dimensional Fourier coefficients Amk and
Bmk which describe the spectrum of the torus domain, to potential coefficients
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C̄lm and S̄lm which describe the spectrum of the spherical domain, results in
a least-squares adjustment:[

C̄lm

S̄lm

]
=

(
HT

lmkPψHlmk + αR
)−1

HT
lmkPψ

[
Amk

Bmk

]
(17)

with the transfer coefficients Hlmk:

Hlmk =
GM

R

(
R

t

)l+1

λlkF̄lmk(I) . (18)

Only coefficients of the same order m are dependent on each other, which
leads to a block-diagonal normal equation matrix. The adjustment can be car-
ried out for all orders separately, which reduces enormously the requirements
in terms of computation time and memory. A further advantage is, that filter-
ing can be applied directly in the spectral domain. As each lumped coefficient
can be associated with a certain frequency ψn, the weight matrix Pψ works
as spectral filter, which is easy to design and fast in computation.

Due to the simplifications and the neglect of correlations between coeffi-
cients of different orders, the results are less accurate that those of a direct
solution. This can be compensated (at least in parts) by an iterative strategy.
The residuals - the difference between the actual observation and the obser-
vations recomputed from the potential by a spherical harmonic synthesis -
can be introduced to a new adjustment and corrections to the potential co-
efficients from the previous solution are obtained. This step can be repeated
until convergence is achieved.

3 Results

3.1 Closed-Loop Simulation

In order to evaluate the method, a closed-loop simulation has been carried
out. Based on the a priori gravity field OSU91a with maximum degree L =
180 an orbit has been integrated and the corresponding gradients have been
computed. The mean altitude is about 251 km and the mean inclination about
96.6◦. The orbit is a repeat orbit and closes after α = 982 revolutions and
β = 61 nodal days. The sampling rate is 10s.

The goal of this closed loop simulation is to get a gravity field solution,
which is as close as possible to the a priori field. So as a first step, the ”perfectly
simulated” data was used without errors and the resulting differences between
solution and a priori field were so small, that they can be ascribed to numerical
errors. This result serves as proof of concept.

As a more realistic test, the measurements were superimposed with noise.
For SST white noise velocity errors with a standard deviation of 0.1 mm/s
were added to all three components. The SGG observations have been su-
perimposed with a colored noise time series according to the specifications
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in Alenia (2001) (cf. Fig. 3) for Vzz . It was computed at the Technical Uni-
versity of Graz by an ARMA process (cf. Pail and Wermuth (2003)). The
noise stays below 4mE/

√
Hz in the measurement band-width for the diagonal

tensor components. The off-diagonal components have been neglected in this
study.
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Fig. 3. PSD of colored noise for Vzz-component

As can be seen in Color Fig. XXVIIa on p. 302, the solution from the
Vzz SGG-component shows large errors in coefficients with low degree l, in
the zonal coefficients with low order m and in the tesseral coefficients with
high degree l and high order m. The errors in the low degrees result from the
assumed limited measurement bandwidth of the gradiometer, and they simply
cannot be estimated well from SGG-only. The errors in the zonal coefficients
result from the polar gap due to the orbit inclination of 96.6◦, and the errors in
the tesseral coefficients are due to an ill-posedness of the system. But the errors
become smaller in the combined solution of the Vxx, Vyy andVzz components,
as the two additional components stabilize the system (cf. Color Fig. XXVIIb).
In the combined solution of SST and SGG, which is shown in Color Fig.
XXVIIc all errors became even smaller, which shows, that for an optimal
result, the combination of all components is indispensable.
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3.2 Spectral Leakage

FFT assumes a periodic and uninterrupted signal. In the case of the 1D-FFT
approach, this implies that a strict repeat orbit without measurement gaps
is required. As both conditions cannot perfectly be met in the case of a real
satellite mission, the impact of deviations from the ideal case on the quality
of the solution are studied in this section. The results have already been
presented in Pail and Wermuth (2003), and are listed here for completeness.

Several new test scenarios have been prepared - all with similar parameters
as the previous simulation in Sect. 3.1 - but with an a priori model only up
to degree L = 72. One series of tests investigated orbits which do not close
perfectly after 61 nodal days. The lateral offset at the equator between the
start end the end of the orbit varies between 0 and 165 km. For the second
series, data gaps of 0% to 50% of the whole data were introduced to the
original orbit.

For both test series it can be concluded, that the results of a first iteration
are the less accurate, the more the data deviates from the ideal case. But due
to iterations with a strict synthesis step, the solution converges to a result
which is only slightly worse than that of the ideal case. So the approach can
deal with imperfect data - just the convergence rate (the ratio of the residual
after and before an iteration step) is slower, as shown in Fig. 4.

3.3 1D-FFT vs. 2D-FFT

Both the 1D-FFT and 2D-FFT approach should theoretically produce the
same set of lumped coefficients, and thus the same results. In this section a
comparison of the behavior of the two methods with a realistic simulation is
made. A simulated orbit based on the a priori model up to degree L = 72
with a lateral offset of 111 km, a data gap of 10% of the whole data, and
the noise time-series from Sect. 3.1 were used. Solutions were computed for
the Vzz SGG-component and SST only. The results in Fig. 5 show, that for
low degrees up to l = 30 both methods are nearly equally accurate, but for
higher degrees the 1D-FFT method performs better in the SGG-case and the
2D-FFT method performs better in the SST-case.

The reasons for this result are probably, that the filtering strategy of SGG-
data is specially designed for the 1D-FFT approach. As the colored noise in
the long-wavelength parts affects mainly the along-track direction, an isotropic
interpolation on the torus seems to perform not optimal. On the other hand
the assumed white noise of the SST-data (which are in any way much smoother
than the SGG-data) seem to be more suitable for the torus interpolation. As a
consequence, the strategy for combined solutions will be to process SGG-data
with the 1D-FFT approach and the SST-data with the 2D-FFT approach.
The normal equations from a mix of both approaches can be stacked without
problems.
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Fig. 4. Convergence rate with respect to (a) the lateral offset of a non-closing orbit,
and (b the size of a data gap

3.4 Semi-Analytical Approach vs. Direct Solution

As a last case study, the semi-analytical approach is evaluated against a direct
solution with real data from the CHAMP mission. CHAMP is a SST-only
mission similar to the GOCE-SST part. From processing real CHAMP data, a
lot of experience could be gained for the preparation of the GOCE-processing.
The input data is a series of disturbing potential values derived form half a
year of kinematic CHAMP orbits based on the Energy Balance Approach and
derived in the context of the processing of the TUM-1S model. The processing
was done similar to that described in the article of Svehla et al. in this volume.
For details cf. Svehla and Rothacher (2002) and Gerlach et al. (2003). The
results of this study have been published already in Wermuth et al. (2003).

The data contained about 450.000 samples, and the solution was computed
up to degree L = 100 on one Pentium IV 3GHz processor with 1 GByte of
RAM. The memory limits the application of the Direct Method to L = 100,
while it is not a critical issue for the Semi-Analytical Approach. Due to the
orbit decay of CHAMP the 1D-FFT approach could not be applied, as no
constant repeat cycle could be found, therefore only the 2D-FFT approach
was used. The computation time was 48 hours for the Direct Method and 10
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Fig. 5. Comparison of the degree RMS of 1D-FFT and 2D-FFT solutions

minutes for the Semi-Analytical Approach, where convergence was achieved
after 10 iterations.

As can be seen in Fig. 6, the degree variances for both methods follow
Kaula’s rule of thumb until degree 60. For higher degrees the coefficients
increase due to lack of signal in the data, which results in an ill-determination
of the normal equations. The curve of the Torus Approach increases even
stronger.

For an external evaluation the solutions were truncated at degree 60, be-
cause of the degradation of the high-frequency signal. For a set of 5168 points
in the USA the geoid heights computed from the different models were com-
pared to the geoid heights obtained from GPS/levelling. The RMS differences
of both solutions range between the official EIGEN-solutions computed by
GFZ (see Table 3). The semi-analytical solution is only slightly worse than
the direct one.

Table 3. Geoid height RMS differences of comparison with GPS/levelling points

model EIGEN-1S EIGEN-2S direct torus

RMS [m] 0.968 0.893 0.904 0.926



Semi-Analytical GOCE Gravity Field Analysis 207

0 10 20 30 40 50 60 70 80 90 100
10

9

10
8

10
7

Degree l

D
eg

re
e 

R
M

S
Kaula
Direct
Torus

Fig. 6. Degree RMS variances of the different solutions

4 Conclusions and Outlook

The GOCE gradiometric sensor system simulator contains all essential el-
ements of the actual gradiometric measurement system. It provides realistic
insight into the interaction of the sensor components and their individual role.
The gradiometer power spectral densities derived from it are input to the mis-
sion simulator, together with the essential mission parameters and the error
spectra of the orbit. The mission simulator gives important feedback about
the overall performance of the GOCE mission. The various test cases have
shown, that the Semi-Analytical Approach is a simple and fast method for
gravity field analysis. It delivers results in only a fraction of the computation
time of a direct solution, at the expense of slightly lower accuracy. Thus it
is an ideal tool for quick-look gravity field analysis. It is expected to perform
even better for GOCE-SST than for CHAMP due to the constant orbit height
and drag compensation in along track direction.

The gradiometer reference frame will deviate by several degrees from the
local orbit frame. This is an issue especially for the Semi-Analytical Approach,
as the observation equations should not be rotated. For SST new covariance
models are provided, which contain information on the realistic noise of SST-
observations. All this information has to be considered in the near future, and
will be investigated in the second term of the GOCE-GRAND project.
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GOCE Gravity Field Modeling: Computational
Aspects – Free Kite Numbering Scheme
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Summary. The modelling of the Earth’s gravity field by means of a high-resolving
spherical harmonic analysis is a numerically demanding task, especially when realis-
tic (non gridded) data sets are analysed. The free kite numbering scheme, presented
in the current article, allows a flexible combination of models. It is focussed, in
particular, on the combination of a model containing rotation-symmetrical, high-
resolving data with a second model comprising fully correlated data, which allows
the determination of the lower degrees. This kite scheme may, depending on the
degree of conformance with rotation symmetry, be used both with a direct solver
and to improve the convergence rate of an iterative solver.

Key words: GOCE mission, spherical harmonic analysis, preconditioner, kite num-
bering scheme

1 Introduction

GOCE gravity field determination constitutes a great challenge to stochas-
tic and deterministic modelling. Obtaining optimal results from GOCE data
has been the focus of research collaborations on both national and interna-
tional levels. In addition to the challenge of mathematic modelling, the nu-
merical implementation of the resulting large equation systems in particular,
requires enormous efforts. As a joint venture between the Technical University
of Graz, the Technical University of Munich, and the University of Bonn, a
data processing chain was developed. This chain consists of three components:
the Quick-Look Tool, which is based on the highly efficient semi-analytic ap-
proach, the Tuning Machine (a tailored iterative solver), and the Final Solver,
which solves the normal equations directly. The development of this variety
of methods is motivated by the complementary use of these three strategies,
which all have distinct advantages as well as drawbacks.

The application of tailored numerical algorithms enabled the design of an
efficient and flexible tool capable of processing the huge amount of data (ap-
proximately 58,000 parameters of a highly resolving model will be estimated
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from some 50 million correlated observations per measurement period of 6
month). This solution technique is based on the method of preconditioned
conjugate gradients and allows a strict one-step adjustment of heterogeneous
data types both in terms of observation equations and normal equations. Al-
though this method was developed especially for GOCE data processing, it
may be applied within the general context of spherical harmonic analysis. The
efficiency of this iterative method, named pcgma (Preconditioned Conjugate
Gradient Multiple Adjustment), is underlined by its ability to solve high-
order spherical harmonic models (degree and order 360 and more) within a
reasonable processing time. pcgma consists of the following main components:

• Decorrelation of the data by discrete filtering in the time domain;
• Preconditioning by means of data-adaptive sparse matrices (Kite Scheme);
• Parallelization for use on massive parallel computer.

The current article focusses on the second component and outlines the results
of the latest research regarding the generation, administration, and implemen-
tation of a data-adaptive preconditioner. The proposed preconditioner consti-
tutes an extension of the traditional kite numbering scheme (Schuh, 1996b)
for equal efficiency with greater flexibility. Therefore, this free kite numbering
scheme may be adjusted to various problems. Possible fields of application will
be demonstrated, using as examples typical problems from satellite geodesy.

2 Spherical Harmonic Analysis

Many physical processes of our ”System Earth” may be represented mathe-
matically by using the solid spherical harmonics

r−(
+1) P
m (sin ϕ) cosmλ and r−(
+1) P
m (sin ϕ) sin mλ

as base functions, where r, ϕ, λ denote the polar coordinates of a point and
P
m (sin ϕ) the Legendre functions of degree � and order m (with � ≤ 0 and
m≤�). As solution of Laplace’s equation outside the sphere, these base func-
tions possess a global support. On the other hand, they build up an orthog-
onal system when the data coverage is global and continuous (Heiskanen and
Moritz, 2000, S.29). Furthermore, these base functions constitute a complete
basis, i.e. any piecewise continuous function f (ϕ, λ) defined on the unit sphere
(r = 1) may be represented by a linear combination of spherical harmonics as
the infinite series

f (ϕ, λ) =
∞∑


=0


∑
m=0

C
m P
m(sin ϕ) cosmλ + S
m P
m(sin ϕ) sinmλ

with S
0 =0. The coefficients C
m and S
m may be determined independently
by integration over the unit sphere, yielding
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C
m =
1∫∫

σ

(P
m (sin ϕ) cosmλ)2 dσ

∫∫
σ

f(ϕ, λ) P
m(sin ϕ) cosmλ dσ

and

S
m =
1∫∫

σ

(P
m (sin ϕ) sin mλ)2 dσ

∫∫
σ

f(ϕ, λ) P
m(sinϕ) sinmλ dσ,

respectively, where dσ =cosϕ dϕdλ. As the representation of a band-limited
function requires only a finite number of coefficients, the infinite sum above
may be terminated at a finite degree �max. For a graphical representation, the
coefficients C
m and S
m are usually arranged as a triangle in the following
manner (Fig. 1): The ordinate is defined by the degree �, which increases from
top to bottom, the abscissa by the order m with the cosine coefficients C
m

on the left and the sine coefficients S
m on the right hand side.
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Fig. 1. Representation of the coefficients C�m, S�m and of their correlations

Figure 1b depicts the correlations between all of the spherical harmonic co-
efficients. Each non-vanishing correlation is represented by a black dot in
the normal equation matrix. The fact that only the diagonal contains en-
tries implies that all coefficients are estimable independently. Consequently,
the computation of the coefficients, denoted as spherical harmonic analysis,
constitutes, in the given case, an inverse problem which is easy to solve.

Unfortunately, the normal equation matrix will not, in general, be diago-
nal when discrete observations are used, because the orthogonality relations of
the spherical harmonics hold only for very special discrete data distributions.
In other words, the coefficients cannot, due to their correlations, be estimated
independently. However, under certain assumptions regarding the local data
distribution, some of the orthogonalities still hold. Especially the orthogonal-
ity relations for trigonometric functions may be exploited. As an illustration,
if one full period of length 2π is sampled at 2L equidistant nodes, then
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2L−1∑
i=0

cosmλi cos kλi = (1 + δm0 + δmL) L δmk

2L−1∑
i=0

sin mλi sin kλi = (1 − δm0 − δmL) L δmk

2L−1∑
i=0

cosmλi sin kλi = 0.

where λi = i 2π
2L and δmk denotes the Kronecker symbol. As a consequence,

all coefficients of different orders will be independent. Furthermore, the sym-
metries and asymmetries of Legendre’s functions with respect to the equator,
i.e.

P
m(− sinϕ) = (−1)(
−m)P
m(sin ϕ) ,

may be used to separate the even from the odd coefficients of a fixed order.
The standard numbering scheme, e.g. EGM96, is degree-by-degree (Rapp,

1994). Usually, the cosine coefficients C
m are enumerated first, and subse-
quently the sine coefficients S
m within a slightly modified loop (the coef-
ficients m = 0 are omitted). The order of the coefficients arising from this
numbering scheme can be demonstrated by the following loops:

Algorithm 1. Numbering scheme: degree-by-degree

for 	 = 0 : 	max

for m = 0 : 	
C�m % odd and even coefficients

end
end
for 	 = 1 : 	max

for m = 1 : 	
S�m % odd and even coefficients

end
end

As can be seen in Fig. 2a, this numbering scheme is in accordance with moving
through the coefficient triangle along a primary horizontal track. The corre-
sponding normal equation matrix is characterized by diagonal stripes parallel
to the main diagonal (Fig. 2b), which would necessitate an elaborate mecha-
nism for its storing.

This procedure becomes extremely simplified by an order-wise enumer-
ation, corresponding to a vertical movement inside the coefficient triangle
(Fig. 3a). This scheme, which in the following will be referred to as block num-
bering scheme, produces a block-diagonal normal equation matrix (Fig. 3b),
which is now much easier to store, and for which it is easy to see that the
Cholesky reduction does not produce any additional fill-in elements. The same
holds also for the standard numbering but with regard to the compact storage
scheme the block numbering is clearly superior.
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Fig. 2. Standard numbering scheme
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Fig. 3. Block numbering scheme

The order of coefficients resulting from application of the block numbering
scheme with additional consideration of equatorial symmetries is demon-
strated in Algorithm 2. Thus, for each fixed order, coefficients of even and
odd degrees are separated.

Algorithm 2. Block numbering scheme

for m = 0 : mmax

for 	 = m : 2 : 	max

C�m % even/odd coefficients
end
for 	 = m + 1 : 2 : 	max

C�m % odd/even coefficients
end

end
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for m = 1 : mmax

for 	 = m : 2 : 	max

S�m % odd/even coefficients
end
for 	 = m + 1 : 2 : 	max

S�m % even/odd coefficients
end

end

Note that block-diagonality of the normal equation matrix holds only in the
case that the nodes are, firstly, distributed rotation-symmetrically with re-
spect to the North-South axis, secondly, aligned equidistantly along the par-
allels, and thirdly, located symmetrically regarding the equator. The density
of the data coverage per parallel may be controlled via the grid width. Further-
more, it must be ensured that the data is of homogeneous accuracy. Although
polar gaps downgrade the condition of the normal equation system, they do
not destroy block-diagonality.

The orderwise independence of the coefficients consequently allows to pro-
cess the data order by order. By this efficient mechanism for spherical har-
monic analysis even very high-resolving models may be estimated (Colombo,
1981; Rummel et al., 1993). For this reason, this block-based method is often
denoted as fast spherical harmonic analysis.

3 Kite Numbering Scheme

Ever since satellite data became available for global gravity field determi-
nation, the idea of combining these, usually irregularly distributed measure-
ments, with regularly distributed (gridded) data, such as gravity anomalies,
has been nourished. While satellite data allows a precise determination of
coefficients of lower degrees, gridded data is very suitable for estimating coef-
ficients of higher degrees.

A simple modelling approach consists in a ”Patchwork” technique, which,
in the past, lead to a stepwise computation scheme and model refinements
(confer e.g. OSU 91 (Rapp et al., 1991), EGM 96 (Lemoine et al., 1996)).
With more complex models the correlations within the orders were strictly
taken into account (Balmino, 1993). In the given context, the order-by-order-
wise numbering scheme could be applied, producing the structures within the
normal equation matrix as shown in Fig. 4a.

As can be seen in Fig. 4b, the Cholesky-reduced normal equation matrix
contains numerous fill-in elements. The number of fill-ins increases quadrati-
cally with the maximal degree of the model. In order to simplify the structure
of the reduced normal equation matrix, Bosch (1993) proposed a number-
ing scheme based on division of the coefficients into three zones (three zone
numbering scheme). The first zone is built up by the fully correlated coeffi-
cients of lower degrees, the second zone by coefficients of higher degrees and
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Fig. 4. Combined models

lower orders, and the third zone by coefficients of higher degrees and higher
orders. Each zone is itself enumerated order-by-order. On the one hand, this
scheme leads to a more compact occupation with non-zero elements within
the normal equation matrix. On the other hand, Fig. 4d demonstrates that
the Cholesky-reduction produces the same number of fill-in elements as for
numbering order-by-order.

In the course of the GOCE studies a new numbering scheme was proposed
by Schuh (1996a), that circumvents this fill-in effect. Reversing the order of
the zones yields a scheme for which Cholesky reduction does not produce
any fill-in elements. Since the structure of the normal equation matrix re-
sembles a kite, this modified numbering scheme was termed kite numbering
scheme. Thus, a strict combination of high-resolving, rotation-symmetrical
data with arbitrarily distributed, fully correlated data is, for lower degrees,
possible without fill-in elements. Therefore, this combination may be com-
puted on a standard PC even for very high resolving models up to degree
and order 720. Beside solving the equation system, partial inverses (i.e. strict
inverse for selected elements) may be computed efficiently by means of this
approach (Auzinger and Schuh, 1998).

For a more detailed analysis of the properties of the kite structure, the
relations between single parameters and zones need to be specified more thor-
oughly. For this purpose, the low-resolving, fully correlated data is denoted
as DNS (dense), while the high-resolving, block-wise correlated data will be
referred to as BLK (block). The correlations between the zones may be spec-
ified as follows:

• zone:FULL
All parameters are fully correlated.

• zone:SEMI
The BLK parameters are correlated only within the same order, parity
(odd or even), and trigonometric function (sine or cosine). Similarly, cor-
relations between type-DNS and type-BLK data exist only within the same
order, parity, and trigonometric function.

• zone:INDEPENDENT
Contains all BLK parameters for whose within the same order there are
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no DNS parameters. The correlations within BLK data are according to
the SEMI zone. However, there are no correlations between data of types
DNS and BLK.

Figure 5a illustrates the three zones arising from an exemplary combination
of type-DNS observations (degree/order 2-�DNS) with type-BLK data (de-
gree/order 2-�BLK). The ”FULL” zone comprises all the parameters of degrees
and orders 2 up to �DNS. As all these coefficients are fully correlated, the cor-
responding part within the normal equation matrix is fully occupied. For the
”SEMI” zone, correlations between observations of types DNS and BLK exist
only within the same orders and between degrees of identical parity. There
are no correlations between type-DNS and type-BLK observation inside the
INDEPENDENT zone.

Recall that each parameter generates one row and one column within
the normal equation matrix. The kite numbering scheme produces an order-
by-order sorting within each zone, which leads to their typical arrange-
ment (kite structure) (Schuh, 1996b). Figure. 5b depicts the normal equa-
tion matrix for the current example. For the upper-left blocks (INDEPEN-
DENT,INDEPENDENT) it becomes evident that Cholesky reduction does
not create any additional fill-ins. The same holds also for block (SEMI,SEMI)
in the middle part. At first glance, fill-ins seem to occur for (SEMI,FULL) be-
low its wings (better: below the off-diagonal blocks). However, it can be seen
that each diagonal block of (SEMI,SEMI) corresponds to exactly one block of
(SEMI,FULL). As there exists only one off-diagonal block per (block-) row,
the scalar products of distinct (block-) columns vanish. Consequently, no addi-
tional fill-in elements are generated within the reduction step (e.g. Cholesky).

Fig. 5. Combined models, kite numbering scheme

The kite numbering scheme may now be used for an efficient, yet strict
solution of combined models with gridded, high-resolving data. In addition,
it produces an excellent approximate solution in case the data is of almost
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regular spatial distribution, i.e. not necessarily rotation-symmetrical. Here,
the kite structure may be used as preconditioner for a strict and efficient
iterative solver. The pcgma algorithm (Schuh, 1996b), which was developed
especially for the analysis of GOCE data, makes use of the kite scheme for
the combination of SST and SGG data.

Despite the benefits described above, the latest simulations reveal some de-
ficiencies of the kite numbering scheme. The fully correlated coefficients were,
for each order m, parameterized with degrees between �min = max(2, m) and
some fixed �DNSmax = const. The degree of the high-resolving model also has
a prescribed limit �BLKmax = const. for all orders. However, for many recent
Earth gravity field models(e. g. EIGEN-1S (Reigber et al., 2002), EIGEN-2
(Reigber et al., 2003), EIGEN-3p (Reigber et al., 2004)), the limits are kept
variable, for instance to take resonance frequencies into account.

In the following section a method will be presented, that allows variable
limits within the kite numbering scheme. The free kite numbering scheme
consists essentially of the numbering scheme and a newly developed storage
scheme with respect to the normal equations. As a first step we will generalize
the block numbering scheme to introduce flexible borders and than we will
apply this concept to the free kite numbering scheme.

4 Free Block Numbering Scheme

To improve the flexibility of Earth gravity field modelling, it is necessary
to use numbering schemes that allow selection/deletion of certain coefficients.
Fixed maximal degrees throughout all orders turn out to be too inflexible as to
take into account particular strengths (resonance frequencies) and weaknesses
(polar gap) of a model. To circumvent this problem, the minimal degree �min

and the maximal degree �max is fixed for each order m. These limits are stored
in three vectors m, �min und �max, which define the set of parameterized
coefficients uniquely. These vectors are of equal lengths, each with as many
elements as the number o of parameterized orders (Cosine and Sine coefficients
are treated symmetrically) i.e.

m =
(
m1, m2, . . . , mo

) ∈ o×1

�min =
(
�min1, �min2, . . . , �mino

) ∈ o×1

�max =
(
�max1, �max2 , . . . , �maxo

) ∈ o×1

As an example, let

m =
`
0, 1, 2, 3, 4, 5, 6, 7

´
�min =

`
2, 2, 2, 3, 5, 5, 6, 7

´
�max =

`
4, 6, 7, 7, 7, 6, 7, 7

´
.

The resulting set of parameters is illustrated in Fig. 6. The order of the in-
volved coefficents is generated by the loops in Algorithm 3:
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Algorithm 3. Free block numbering scheme

for m = 0 : o
for 	 = �min(m) : 2 : �max(m)

C�m % even/odd coefficients
end
for 	 = �min(m) + 1 : 2 : �max(m)

C�m % odd/even coefficients
end

end
for m = 1 : o

for 	 = �min(m) : 2 : �max(m)
S�m % even/odd coefficients

end
for 	 = �min(m) + 1 : 2 : �max(m)

S�m % odd/even coefficients
end

end

This principle of variable block sizes will now be applied to data combination.

5 Free Kite Numbering Scheme

The newly developed free kite numbering scheme (FKN) allows combining two
models, both having order-dependent, flexible (”free”) limits, as introduced
in Sect. 4 for the free block numbering scheme. Note that it must be made
sure that the normal equation matrix still is a kite matrix in order to avoid
additional fill-in elements. For instance, the configuration depicted in Fig. 5
with fixed limits 2, �DNS and �BLK for free block numbering, is given by the
following vectors:
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mDNS =
(
0, 1, 2, 3, 4, . . . , 19, 20

)
mBLK =

(
0, 1, 2, 3, 4, . . . , 49, 50

)
�min =

(
2, 2, 2, 3, 4, . . . , 19, 20

)
�min =

(
2, 2, 2, 3, 4, . . . , 49, 50

)
�max =

(
20, 20, . . . , 20

)
�max =

(
50, 50, . . . , 50

)
.

From these vectors the symbolic parameter order and the positions of non-
zero elements of the normal equation matrix can be computed. While the old
algorithm for kite numbering scheme is based on rather complex programs
with inflexible calculation rules, that do not allow any further flexibilization,
the FKN scheme is built up on clearly structured, rule-based logic.

Rule-based processing

The algorithm for assembling the parameter order using the FKN scheme
consists of two loops and one rule-based decision tree within the inner loop.
In analogy to Algorithm 3 the outer loop is iterated over all orders and the
inner loop from the minimal until the maximal degree corresponding to the
current order. In contrast to the conditions of Algorithm 3, however, vectors
containing the minimal and maximal degrees for both DNS and BLK data are
at hand. The FKN algorithm uses, for its inner loop, order-wise the minimum
of both minimal degrees and the maximum of both maximal degrees. Inside the
loops three stacks are built up. Now each parameter runs through the decision
tree and is, thereafter, either assigned to one of the stacks, or discarded. The
resulting stacks contain, upon termination of the loop, the parameters of the
zones FULL, SEMI, and INDEPENDENT. The decision tree is based on the
following rules:

Algorithm 4.

Parameter {CS}lm is analysed:

a) If there are no observations of type DNS for order m, then
the parameter is assigned to the INDEPEDENT zone, otherwise
to either the SEMI or the FULL zone.

b) If the degree 	 of the current parameter lies within the
type−DNS observations for this order, then the parameter is
assigned to the FULL zone, otherwise to the SEMI zone.

The assembling of the parameter order according to this rule goes as follows:
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Algorithm 5.

Loop over all orders m
Loop over all degrees 	 of the current order

Even cosine coefficients
Assign to FULL,SEMI or INDEPENDENT zone

Odd cosine coefficients
Assign to FULL,SEMI or INDEPENDENT zone

Even sine coefficients
Assign to FULL,SEMI or INDEPENDENT zone

Odd sine coefficients
Assign to FULL,SEMI or INDEPENDENT zone

end
end
String together zones

The vector of symbolic parameters is now saved as an ASCII file and may
be used for data re-sorting. The elements are efficiently accessed by indirect
adressing through index vectors.

The traditional graphical representing of the parameters based on the FKN
scheme might generate unexpected structures if one actually exploits the full
range of flexibility. Figure 7 give some unusual examples, which are, however,
computable without any problems.

Rule-based computation of the correlations

Due to the definitions of the zones and their assumptions, some of the param-
eters are correlated, and others are not. The prescribed symbolic parameter
order lead to the re-sorting of the normal equation matrix in such a way that
certain operations from the domain of linear algebra are applicable to a kite
matrix K without generating fill-ins. Examples are:

• Cholesky reduction;
• Partial inversion yielding K−1

part. (strict inverse for selected elements
cf. (Auzinger and Schuh, 1998));

• Solution of the equation system KX = B by means of Cholesky reduction
K = RT R (B contains multiple right hand sides).

In order to assemble a kite matrix, not only the symbolic parameter vector
is required, but also the positions of its non-zero elements, which, in turn,
represent the correlations between two particular parameters. The correlations
are derived from the stored information regarding cosine/sine function, order,
parity of degrees, and the vectors containing the minimal and maximal degrees
(Algorithm 6).

Now let a kite matrix and a symbolic parameter vector in the FKN scheme
be given. The symbolic structure of the kite matrix K ∈ n×n is stored in a
symbolic parameter vector p ∈ n×1. p contains three entries, the degree �,
the order m, and the membership to one of the trigonometric functions CS
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Fig. 7. Three possible correlation zones between BLK and DNS blocks

(’C’ for cosine and ’S’ for sine). The entries of this object are accessed via the
”dot” and an index variable. For instance, to test whether the fifth parameter
of p has the cosine function, one would enter the statement p(5).CS ==′C′.
Furthermore, the kite matrix will have a non-zero element at position kij if
the parameters p(i) and p(j) are correlated.

To determine the positions of the non-zero elements using the FKN scheme
is computationally the most expensive step, because each of the n2 possible
positions must be evaluated. Due to the symmetry of the normal equation
matrix, this number reduces to n(n + 1)/2 positions. As can be seen from
Algorithm 6, two nested loops are necessary to do the job. The outer loop is
iterated over all parameters in p, the inner loop over all parameters from the
current position on.
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Algorithm 6.

for i = 1 : n
for j = i : n

if correlated ( p(i), p(j) )
save indices (i, j)

end
end

end

The function correlated in line 3 of Algorithm 6 checks by means of Algo-
rithm 7, if the two symbolic parameters currently under investigation are
correlated.

Algorithm 7.

function correlated
if p(i) ∈ FULL and p(j) ∈ FULL

return true % p(i), p(j) correlated
if p(i).m == p(j).m % same order

and
p(i).	 mod 2 == p(j).	 mod 2 % same parity in degree
and
p(i).CS == p(j).CS % same trig. function
return true % p(i), p(j) correlated

return false
end

Algorithm 6 outputs the coordinates of the non-zero elements of the given
kite matrix. These coordinates are saved internally by the software. Since
the non-zero elements are always clustered in blocks, this process may be
considerably simplified. For each such block, the row and column index of its
first element and its total number of rows and columns is stored. Figure 8a
illustrates the block structure of the kite matrix. Figure 8b shows an example
for block-oriented storing of the shape of the kite matrix in an ASCII file.
With the information contained in this file, the kite matrix can be assembled
from the design matrix using level-3 BLAS routines.

6 Conclusion and Outlook

The innovative free kite numbering scheme renders the way to new options
both for model parameterization and preconditioning. It is now possible to
adapt the parameters to the information content of the data. For instance, it
might be advisable to exclude certain poorly determinable zonal coefficients
from the model. In addition, any coefficients of lower degrees could be elimi-
nated in case the data turns out to be hardly sensitive to the corresponding
parameters.
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K11n1

n2

n3

n4

n5

n1 n2 n3 n4 n5

K33

K22 K24

K35

K last

nlast

nlast

(a) Kite matrix

# created May 26 2005 6:37
# by class navigation (Compiled: May 20 2005,16:47:51)

# block row col nrows ncols filename
block 0 0 100 100 block0000.dat
block 100 100 99 99 block0001.dat
block 199 199 99 99 block0002.dat
block 298 298 99 99 block0003.dat
block 397 397 99 99 block0004.dat
block 496 496 99 99 block0005.dat
block 595 595 100 100 block0006.dat
block 695 695 99 99 block0007.dat

(b) ASCII file

Fig. 8. Storing the Kite-Matrix with block coordinates

Manifold are also the possibilities for the kite scheme to be used as a
preconditioner. In that regard, one can focus on particularly correlated groups
of parameters, which become included into the fully correlated part in order
to improve the condition number and, therefore, the convergence rate of the
iterative solver.

Consequently, kite numbering proves to be a very flexible and efficient
method for a realistic modelling of the Earth’s gravity field.
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Summary. GOCE (Gravity Field and Steady-State Ocean Circulation Explorer)
is a dedicated satellite gravity field mission to be launched in the year 2006. The
payload of GOCE will consist of a GPS receiver for a precise orbit determination
and for recovering the long and medium spectral part of the gravity field. The
high resolution spectral part of the gravity field will be derived by in-orbit gravity
gradients in three spatial directions measured by a gravity gradiometer consisting
of six three-axis accelerometers. In this article an integrated gravity field recovery
procedure is presented that allows to determine a global gravity field solution with
high long and medium wavelength accuracy and to improve this global solution
in regions with characteristic gravity field features by an adapted regional recovery
procedure. If necessary, several regional solutions with global coverage can be merged
by means of quadrature methods to obtain an improved global solution. Simulation
results are presented to demonstrate this approach. Due to the improved regionally
adapted gravity field solutions this technique provides better global gravity field
recovery results than calculating a spherical harmonics solution by recovering the
potential coefficients directly.

Key words: GOCE, SGG, GRACE, SST, regional gravity field zoom-in, global
gravity field recovery, space localizing base functions

1 Introduction

The third satellite in the sequence of dedicated gravity satellite missions af-
ter CHAMP (CHAllenging Minisatellite Payload – Reigber et al. 1999) and
GRACE (Gravity Recovery And Climate Experiment – Tapley et al. 2004) will
be GOCE (Gravity field and steady-state Ocean Circulation Explorer). GOCE
was selected as the first Core Mission within the Living Planet Earth Obser-
vation Programme of the European Space Agency (European Space Agency,
1999)). The mission duration is planned to be 20 months beginning in the
year 2006. The satellite will fly in an extremely low near polar orbit of 250
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km altitude. The pure free-fall motion will be permanently maintained by ion-
thrusters compensating for surface forces. The long and medium spectral part
of the gravity field can be derived from a dense coverage of the GOCE orbit by
GPS measurements. The gravity field determination technique for this kind of
observations is based on the so-called satellite-to-satellite tracking principle in
the high-low mode or, alternatively, based on the analysis of a precisely deter-
mined kinematic orbit. The high resolution spectral part of the gravity field
will be derived with unprecedented accuracy by a gravity gradiometer consist-
ing of six three-axes accelerometers to measure in-orbit gravity gradients in
three spatial directions. For the first time, the short wavelength spectral part
of the gravity field will be determined from space by in-situ measurements
and not be based purely on the analysis of orbit perturbations.

In the past decades several gravity field analysis techniques tailored to
this new kind of observables have been proposed and tested based on various
more or less realistic simulation scenarios. The problem consists in processing
the extremely large amount of observations and in solving the huge unstable
adjustment problems. One of the key problems seems to be related to the rep-
resentation of the gravity field by an appropriate set of base functions and of
the associated gravity field parameters. The usual way is to model the gravity
field by spherical harmonics up to a certain upper degree. This degree is lim-
ited by the significance of the gravity field signal in the observations and its
ratio to the observation noise. Because of the inhomogeneous gravity field of
the Earth the signal content varies in the space domain. The gravity field in re-
gions with rough gravity field features could be recovered up to a higher degree
than within regions with smooth gravity field features. This means that the
degree of instability of the gravity field recovery process, which increases with
increasing high frequencies in the gravity field signal, varies with the specific
gravity field characteristics in different regions. A gravity field representation
with base functions of global support must be regularized globally. But a
global regularization causes an overall filtering of the observations leading to
a mean damping of the global gravity field features with the consequence that
the high frequent gravity field signal in the observations is lost again in some
geographical regions.

An alternative approach, presented here, is to determine a global gravity
field solution with high long and medium wavelength accuracy and improve
this global solution in regions with characteristic gravity field features by an
adapted regional recovery procedure. The global solution is parameterized by
spherical harmonic coefficients up to a moderate degree and the regional so-
lutions are represented by space localizing base functions, e.g., by spherical
splines. This procedure provides several advantages. The regional approach
allows to exploite the individual signal content in the observations and a tai-
lored regularization for regions with different gravity field characteristics. The
advantage compared to a uniform global regularization is that the regulariza-
tion factor is selected for each region individually. By an individually adapted
regularization it is possible to extract more information out of the given data
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than with a global gravity field determination process. Regions with a smooth
gravity field signal for example can be regularized stronger without damping
the signal. In addition, the resolution of the gravity field determination can
be chosen for each region individually according to the spectral behaviour of
the signal in the specific region. Furthermore, the regional approach has the
advantage of dealing with regions with different data coverages more easily. If
no data at all is available (e.g. the polar gap) the regional refinement can be
skipped. For regions with sparse data coverage a coarser parameterization can
be selected. As a first indicator of a rough gravity field the structure of the to-
pography or geophysical a-priori information can be used as a criterium. The
resolution of the regional gravity field can be further improved by a subse-
quent iteration step. Another aspect especially relevant for the GOCE mission
with its potential to recover the high resolution gravity field is the fact that
regional solutions contain less unknown parameters and therefore the compu-
tation procedure is simplified. This enables to reduce the computation costs
significantly.

If necessary, several regional solutions with global coverage can be merged
by means of quadrature methods to obtain a global solution, in principle, up to
an arbitrary degree, only limited by the signal content of the gravity gradient
observations. Simulation results are presented to demonstrate this approach.
Due to the regionally adapted strategy this method provides better results
than calculating a spherical harmonic solution by recovering the potential
coefficients directly (see also Eicker et al. 2004).

2 Setup of the mathematical model

The GPS receiver onboard of GOCE will enable a precise orbit determination
and a precise recovery of the long and medium spectral part of the gravity
field, based on the satellite-to-satellite tracking principle in the high-low mode
or, alternatively, based on the analysis of precisely determined kinematic or-
bits. The latter procedure has been described in Mayer-Gürr et al. (2005a) and
applied for the determination of the dedicated CHAMP gravity field models
ITG-CHAMP01 in various regularization alternatives. The procedure can be
applied analogously to determine the long and medium wavelength features of
the gravity field by the analysis of the kinematic free-fall orbits of GOCE. The
free-fall motion of GOCE will be permanently maintained by ion-thrusters
compensating for surface forces. Alternatively, the long and medium wave-
length parts of the gravity field can be derived also by the analysis of short
relative arcs of the GRACE twin satellites as described e.g., in Mayer-Gürr
et al. (2005b).

The high resolution spectral part of the gravity field will be derived with
unprecedented accuracy by a gravity gradiometer. It consists of six three-axes
accelerometers to measure in-orbit gravity gradients in three spatial directions.
These measurements can be transformed to second derivatives of the gravi-
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tational potential ∇∇V (t; r;x) located at the geocentric positions r(t). The
potential V (t; r;x) can be separated in a reference potential V0 = V (t; r;x0)
and in an anomalous potential T (t; r, ∆x),

V (t; r;x) = V0(t; r;x0) + T (t; r; ∆x). (1)

The unknowns to be solved for are the corrections ∆x to the field parameters
x0 of the reference potential. The measurements are performed along the
satellite orbit at a regular sampling rate ∆t. Every observation constitutes an
observation equation for the determination of the unknown field parameters,
either global or regional parameters. The (global) reference potential can be
formulated in the usual way as follows,

V0 =
GME

r

nMax∑
n=0

n∑
m=0

(
RE

r

)n

(cnmCnm(ϑ, λ) + snmSnm(ϑ, λ)) , (2)

with the surface spherical harmonics,

Cnm(ϑ, λ) = Pnm(cosϑ) cos mλ, (3)

Snm(ϑ, λ) = Pnm(cosϑ) sin mλ . (4)

The anomalous potential T (t; r, ∆x) reads either in case of a global gravity
field refinement,

T =
GME

r

NMax∑
n=2

n∑
m=0

(
RE

r

)n

(∆cnmCnm(ϑ, λ) + ∆snmSnm(ϑ, λ)) , (5)

with the corrections ∆cnm, ∆snm ∈ ∆x to the reference potential coefficients
cnm, snm ∈ x0, or in case of a regional gravity field refinement,

T =
I∑

i=1

ai ϕ(r, rQi ), (6)

with the unknown local field parameters ai arranged in a column matrix
∆x := (ai, i = 1, ..., I)T and the space localizing base functions,

ϕ(r, rQi ) =
NMax∑
n=0

kn

(
RE

r

)n+1

Pn(r, rQi), (7)

with the position vector r to an arbitrary field point P and with the position
vectors rQito the I nodal points Qi. The coefficients kn are the difference
degree variances of the gravity field spectrum to be determined,

kn =
n∑

m=0

(
∆c̄2

nm + ∆s̄2
nm

)
, (8)
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with the (in this formula fully normalized) residual potential coefficients
∆c̄nm, ∆s̄nm. These values are certainly not known in a regional gravity field
refinement a-priori and, therefore, have to be approximated by a variance
model. As the maximum degree used for the regional recovery corresponds to
a spherical harmonic expansion of, e.g., up to a maximum degree NMax = 300,
the spline kernel has been constructed so that the expected unknown gravity
field features will be represented as well as possible. For the present example
the expansion has been truncated at degree NMax = 300. RE is the mean
equator radius of the Earth, r the distance of a field point from the geo-center
and Pn(r, rQi) are the Legendre polynomials depending on the spherical dis-
tance between a field point P and the nodal points Qi of the set of base
functions. With this definition the base functions ϕ(r, rQi ) can be interpreted
as isotropic and homogeneous harmonic spline functions (Freeden et al., 1998).
The nodal points are defined on a grid generated by a uniform subdivision of
an icosahedron of twenty equal-area spherical triangles. In this way the global
pattern of spline nodal points Qi shows approximately a uniform nodal point
distribution. The left graph of Fig. 1 shows the densification of the icosahe-
dron triangles to build the system of nodal points for the harmonic spline
functions. The top right graph shows an example of a space localizing base
function and the bottom graph shows an example of the degree variances of
a gravity field to be recovered up to degree 300.

The observation equation for gradiometer measurements is obtained by
differentiating the potential twice. It reads in case of a regional gravity field
refinement,

∇∇T (r) =
I∑

i=1

ai ∇∇ϕ(r, rQi ). (9)

The observation equations are established for short arcs over the selected
regional recovery area, while the coverage with short arcs should be slightly
larger than the recovery region itself to prevent the solution from geographical
truncation effects. Every short arc builds a partial system of normal equations
Ni with the right-hand sides bi. To consider different accuracies of the short
arcs these normal equations are combined by estimating a variance factor σ2

i

for every arc by means of variance component estimation as described by Koch
and Kusche (2003). In case of a regularization with a selected regularization
matrix Nx the regularization factor σ2

x can be determined by the same pro-
cedure of variance component estimation as well. The merging of the normal
equations for the n short arcs within the iterative variance-covariance com-
putation procedure including the determination of the regional regularization
parameter is shown in the flow chart of Fig. 2.
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Fig. 1. Regional representation of the gravity field by space-localizing base func-
tions. Left: densification of icosahedron triangles to build the system of nodal points
for the harmonic spline functions; top right: example of a space localizing base func-
tion; bottom right: degree variances of the gravity field to be recovered (here shown
up to degree 300).

3 Simulation scenario

In the present integrated gravity field recovery approach a precise global grav-
ity field solution is refined by the high resolution regional solutions. A sim-
ulated GRACE-like solution as outlined, e.g., by Ilk et al. (2003) serves as
the global solution because this mission will provide excellent results espe-
cially in the long and medium wavelength part of the gravity field spectrum.
The regional refinements of this solution are then calculated on the basis of
GOCE-like observations (Mayer-Gürr et al., 2003), as they cover the short
periodic part of the gravity field spectrum with superior accuracy. In order to
achieve a consistent data set both the GRACE and the GOCE solution were
calculated from simulated observations on the basis of the gravity field model
EGM96 (Lemoine et al., 1998) up to degree n = 300. The observations for
GRACE as well as for GOCE were simulated for a period of 30 days with a
sampling rate of 5sec.
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Fig. 2. Merging of normal equations for the short arcs within the iterative variance-
covariance computation procedure including the determination of the regional reg-
ularization parameter.

In case of the GRACE satellites the simulated orbit positions were cor-
rupted by white noise with a standard deviation of 3cm and the inter-satellite
ranges between the GRACE twin satellites with a white noise of 10µm. The
GOCE gravity gradiometer observations were corrupted by a coloured noise
model with a standard deviation of 1.2mE. In this model the PSD is assumed
as constant in the measurement band of the gradiometer and features increas-
ing energy in the long wavelength part of the spectrum as the gradiometer is
not able to recover these low frequencies. For the positions of GOCE again
an accuracy of 3cm has been assumed. From this simulated data set a global
gravity field solution based on the GRACE satellite-to-satellite low-low ob-
servations up to a spherical harmonic degree of n = 150 has been derived.
The regional refinements to this global spherical harmonic solution were then
calculated as residual fields in patches defined by a grid of geographical coordi-
nates. Using a parameterization by splines as space localizing base functions,
the spline kernels have to be adapted to the spectral range of the gravity field
features to be determined. Therefore, up to degree n = 150, we used the error
degree variances of the GRACE solution as coefficients kn according to (8).
These error degree variances represent the signal which is still in the data in
addition to the GRACE solution. Above degree n = 150 the degree variances
of the EGM96 were used for the coefficients kn. The degree variances are
shown in Fig. 3. Alternatively, the spline kernel could have been calculated
according to Kaula’s rule of thumb above degree 150. The latter possibility
might be useful if no a-priori information at all shall be used for the regional
refinements.
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Fig. 3. Degree variances for the spherical harmonic expansion.

As there is no signal content in the GRACE field higher than degree 150
there is no jump in the degree variance graph. Even if in case of real data
a jump occurred, this would have minor influence on the shape of the base
function. The normalized kernel is displayed in the top right part of Fig. 1.
The peak is located at the nodal points Qi and the x- and y-axis indicate the
spherical distance from these nodal points which are shown in the left part of
this Fig. 1.

Fig. 4. Regional solutions covering the complete Earth, differences in geoid undu-
lations to the EGM96 (cm).
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4 Regional gravity field recovery

To combine the advantages of the satellite mission GOCE to cover almost
the complete Earth with the advantages of regional focussing techniques, as
pointed out in Sect. 1, the surface of the Earth has been divided into patches
as shown in Fig. 4. To prevent the regional refinement solutions from geo-
graphical truncation effects the regions have been enlarged by an additional
strip of 10 ◦ around the regions, marked by the frames drawn for two patches
in Fig. 4. Then for each patch the gravity field has been determined separately.
Fig. 4 shows some examples of the regional solutions and exemplary borders.
The disturbing potential is represented by spline functions according to (8),
located at nodal points of a grid generated as shown in Fig. 1 with a mean
distance of approximately 67km. Concerning the number of unknown param-
eters this corresponds to a resolution of a spherical harmonic degree 300. This
leads to a number of about 5000 to 9000 spline parameters to be determined
for each region, the size of the patches being limited by storage restrictions.
Due to the noise especially in the high frequencies a Tikhonov regularization
has been applied. The regional recovery approach offers the possibility of cal-
culating an individually adapted regularization parameter for each regional
patch by means of the variance component estimation procedure according to
Koch and Kusche (2003). Color Fig. XXVIII on p. 303 shows the differences
of the regional solution for the Himalayan region, a region with extremely
rough gravity field signals, compared to the pseudo-real field EGM96. The
comparison has only been performed up to degree n = 240 because the higher
degrees are too strongly corrupted by noise. The regional recovery procedure
offers a chance to deal with the polar gap problem in a tailored way, as in
regions without any data the regional refinement can either be skipped or the
regularization parameter can be adjusted accordingly.

A closer look at three adjacent regional solution patches (Color Fig. XXIX
on p. 303) reveals how well their residual patterns match together despite the
fact that the recovery parameters such as variance factors and the regulariza-
tion parameter are selected independently for each geographical region.

5 Combination of regional solutions

For many applications it seems to be useful to derive a global gravity field
model by spherical harmonics without losing the details of a regional zoom-in.
This can be performed by a direct stable computation step. One possibility to
merge the regional solutions to a global one is to compute gravity functionals
in the specific regions, in principle with arbitrary resolution and to compute
the spherical harmonic coefficients by numerical quadrature. An alternative
is to derive these coefficients analytically, but an adequate technique is not
yet available. In our approach the coefficients of the spherical harmonic ex-
pansion are calculated by means of the Gauss-Legendre-Quadrature (see for
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example Stroud and Secrest (1966)). This method is also referred to as Neu-
mann’s method, as described in Sneeuw (1994) among different other quadra-
ture methods,{

cnm

snm

}
=

RE

GM4π

K∑
k=1

TkPnm(cos ϑk)
{

cos(mλk)
sin(mλk)

}
wk, (10)

with the area weights

wk =
2

(1 − t2k)
(
P ′

N+1(cosϑk)
)2 , (11)

with Tk being the gravitational potential at the K nodes of the quadrature,
Pnm being associated Legendre functions and P ′

N+1 being the first derivatives
of the Legendre polynomials of degree N + 1, when N is the maximum de-
gree to be determined. This method requires the data points to be located
at a specific grid, called Gauss – Legendre – Grid. From the regional spline
solutions the gravitational potential can be calculated at the nodes of this
grid without loss of accuracy. It has equi-angular spacing along circles of lat-
itude, along the meridian the nodes are located at the zeros of the Legendre
polynomials of degree N +1 (Fig. 5). This quadrature method has the advan-
tage of maintaining the orthogonality of the Legendre functions despite the
discretization procedure, which allows an exact calculation of the potential co-
efficients. The grid used for the calculations has a spacing of ∆λ = 0.5◦ which
corresponds to a number of 360 circles of latitude. It shall be pointed out that
the direct computation of the spherical harmonic coefficients by solving the
improperly posed downward continuation cannot provide a stable solution up
to an (arbitrarily) high degree as it can be achieved here. In our application,
the maximal degree should be limited only by the signal content of the gravity
gradient measurements.

Fig. 5. Gauss-Legendre-Grid.
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6 Results

The regional spline solutions have been merged to a global gravity field by pre-
dicting the gravity field functionals to the nodal points of a Gauss-Legendre-
Grid. From this global field a spherical harmonics expansion has been cal-
culated using the Gauss – Legendre - Quadrature. The differences of this
combined global solution compared to the pseudo-real field EGM96 are dis-
played in Color Fig. XXX on p. 303. Again, the comparison has only been
performed up to a spherical harmonic degree of n = 240.
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Fig. 6. Degree variances of the combined global solution.

The results show that an exact transformation of the individual regional
patches to one global spherical harmonic solution is possible by this quadra-
ture method. The differences between our solution and the EGM96 have been
calculated on a 0.5◦×0.5◦ grid of point geoid undulations, revealing a weighted
global RMS of 8.6cm, which has been calculated including the poles. This
accuracy corresponds to the noise described in Sect. 3 with the gradiome-
ter observations being corrupted with a coloured noise of 1.2mE. The signal
variances and the error variances of the basic global solution derived from
the GRACE SST-low-low observations are shown in Fig. 6, together with
the error-variances of the regionally refined solution, transformed to a global
spherical harmonic solution. These results reveal the practicability of the pre-
sented procedure.

7 Conclusions and outlook

Combining regional solutions to a global gravity field solution is a reasonable
alternative to deriving a global gravity field solution directly. The tailored
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calculation of a regularization parameter for each region allows a tailored fil-
tering according to the individual gravity field features. The method is modest
in terms of computation costs, as the complete problem is split up into much
smaller problems. This procedure enables the computation of a global GOCE
solution up to an arbitrary resolution on a single PC. This approach allows
the calculation of a spherical harmonic expansion as well, with the advantage
that the quadrature procedure does not limit the resolution to an upper de-
gree but allows us to extract all possible information out of the given data.
Adjacent regional patches fit remarkably well, even though the recovery pa-
rameters are selected individually for each region. Remaining differences are
due to the different selection of the regularization parameter and to trunca-
tion errors. Further improvements are expected for example by refining the
regularization strategy and tailoring it more accurately to the demand of the
gravity field features in the specific regions. So far, the regions are selected
according to a geographical grid, but it is planned for the future to select the
region boundaries such that the global gravity field is divided into regions with
homogeneous gravity field features. Furthermore, a more precise selection of
the base functions and the nodal point distribution is intended in order to
achieve an even better adjustment to the signal content in the regional areas.
In this context multiresolution strategies might be successful as well. Other
aspects that have to be taken into consideration for further investigations are
for example the leakage effects originating from the patching of several re-
gional solutions and the problem that certain global conditions (such as the
conservation of the center of mass) might be violated when merging the re-
gional solutions. Another problem that is to be solved in the future is the fact
that it is necessary to take overlapping boundaries into account for the deter-
mination of the regional refinement patches in order to prevent the solution
from geographical truncation errors and to ensure a smooth matching. But in
this way the same data is used for the calculation of two adjacent patches and
therefore the patches are not independent. This might be especially important
for the derivation of a global solution by merging the patches
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Mayer-Gürr T, Eicker A, Ilk KH (2005b) Gravity field recovery from GRACE-SST
data of short arcs, this volume
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High-Performance GOCE Gravity Field
Recovery from Gravity Gradient Tensor

Invariants and Kinematic Orbit Information
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Summary. The GOCE mission, planned to be launched in autumn 2006, will allow
to determine the static Earth gravity field down to features of 100 km–70 km (half
wavelength) in terms of spatial resolution. Since satellite gradiometry is restricted to
the medium- to short-wavelength part of the gravitational spectrum, only its com-
bination with satellite-to-satellite measurements in the high-low mode will meet the
mission requirements as demanded by the ESA, namely a high-accurate GOCE-only
terrestrial gravity field modeling. Here we apply the acceleration approach which is
predominantly characterized by numerical differentiation of the kinematic GOCE
orbit. Gradiometry is treated by analysis of the fundamental invariants of the grav-
itational tensor. These quantities neither depend on reference frame rotations nor
on the orientation of the gradiometer frame in space. Linearization, computational
effort and amalgamation of tensor elements provided with different levels of accu-
racy make this approach hard to handle. The use of high performance computing
facilities, parallel programming standards and optimized numerical libraries are the
key to accomplish efficient gravity field recovery.

Key words: GOCE-only Solution, Tensor Invariants, Kinematic Orbit Analysis,
Numerical Differentiation, High Performance Computing

1 Introduction

Within ESA’s (European Space Agency) “Living Planet” program the Earth
explorer core mission GOCE (Gravity field and steady-state Ocean Circulation
Explorer) planned to be launched in autumn 2006 will be the first satellite
mission applying three-dimensional gradiometry in space (ESA, 1999, 2000).
The observation data collected by the on-board sensors during the operational
mode covering two six-month periods, interrupted by a hibernation phase of
the satellite, is expected to allow for the recovery of the static terrestrial
gravity field down to features of 100km–70km in terms of spatial resolution
(half wavelength). However, satellite gravity gradiometry (SGG) is not able to
recover the long-wavelength part of the Earth gravity field due to the limited
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measurement band width (MBW) of the gradiometer instrument ranging from
5mHz to 0.1Hz. Thus, a GOCE-only gravity field solution as demanded as
the mission outcome by the ESA can’t be provided by gradiometry alone.

Actually, the CHAMP (CHAllenging Minisatellite Payload) satellite mis-
sion established the opportunity to develop adequate algorithms for satellite-
to-satellite tracking analysis in the high-low mode (hl-SST) between the high
orbiting Global Positioning System (GPS) satellites and the low Earth orbiter
(LEO) CHAMP (Reigber et al., 2005). Different approaches showed compa-
rable results for the modeling of the long-wavelength part of the terrestrial
gravity field such as the energy balance method (Földvary et al., 2005), short-
arc analysis (Mayer-Gürr et al., 2005) and the acceleration approach (Reubelt
et al., 2005). Within the scope of this contribution we focus on the acceleration
approach. It is predominantly characterized by 2nd order numerical differenti-
ation of the kinematic satellite orbit. The GPS track of the GOCE spacecraft
is used to complement gradiometer observations in the dedicated frequency
domain. The combined analysis of both SGG and hl-SST measurements is
able to provide a GOCE-only estimate of the Earth’s gravity field covering
the whole gravitational spectrum.

Commonly, SGG analysis is performed on the level of gravitational gradi-
ents (GGs), namely the main diagonal elements of the gravitational tensor,
being provided with highest accuracy with respect to the gradiometer frame
of reference. A completely different approach is based on the rotational invari-
ants of the observation tensor (Rummel et al., 1986). Beyond a pure method-
ological interest and the challenges of an efficient implementation, the main
motivation for this approach is twofold. Firstly, the invariance under rotations
actually means that knowledge about the gradiometer frame orientation is not
required, neither with respect to the orbit frame nor to inertial space. Sec-
ondly, since this method has not been implemented before, it is independent
of more conventional time-wise and space-wise approaches.

With the design and realization of the GOCE mission computational tasks
gain evident importance in Satellite Geodesy, namely the access to and use
of high performance computing (HPC) facilities. Due to the hardware limita-
tions of ordinary personal computers (PCs) concerning both performance and
main memory availability, only multiprocessor systems provide high-resolution
gravity field estimates within a reasonable time frame.

The paper is organized as follows. The next Section deals with kinematic
orbit analysis, predominantly with regard to numerical differentiation tech-
niques to derive satellite accelerations from position information. Section 3
addresses to SGG data analysis based on the rotational invariants of the grav-
itational tensor. Parallel implementation of the algorithm using HPC facilities
is treated in Sect. 4. Finally, the conclusions of this contribution are summa-
rized in Sect. 5.
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2 Kinematic Orbit Analysis

This Section is dedicated to the hl-SST part of the GOCE mission. First, the
functional model for kinematic orbit analysis is derived followed by studies
concerning numerical differentiation techniques. Finally GOCE hl-SST gravity
field solutions based on the acceleration approach are presented.

2.1 Methodology

Conventionally, the parameterization of the terrestrial gravitational potential
is expressed in spherical coordinates (λ, ϕ, r) with the unknown potential co-
efficients ulm, cf. (1). Series truncation at a certain maximal degree L = lmax

provides an approximation to reality. Both the geocentric constant GM and
the mean Earth radius R are fixed. The normalized Legendre functions of
the first kind P̄lm(sin ϕ) are part of the orthonormal base functions elm(λ, ϕ),
dentoted as surface spherical harmonics (2).

UE(λ, ϕ, r) =
GM

R

∞∑
l=0

l∑
m=−l

(
R

r

)l+1

elm(λ, ϕ)ulm (1)

elm(λ, ϕ) =
{

P̄lm(sin ϕ) cos mλ 0 ≤ m ≤ l
P̄l|m|(sin ϕ) sin |m|λ −l ≤ m < 0 (2)

According to (3) the acceleration ẍ(t) = ẍ(λ(t), ϕ(t), r(t)) of the satellite
(reduced by all disturbing effects such as tidal forces) is equal to the ter-
restrial attraction, namely the gradient of the Earth’s gravitational potential
UE(λ, ϕ, r). Equation (3) is referred to as the acceleration approach and has
been proven to perform well for CHAMP gravity field recovery (Reubelt et
al., 2005). Kinematic orbit analysis is restricted to the determination of the
long-wavelength part of the terrestrial gravity field only due to the satellite’s
positioning accuracy limited to some centimeters.

d2

dt2
(eixi(t)) = ei

d2

dt2
xi(t) = eiẍi(t) = grad UE(λ, ϕ, r) (3)

=
GM

R
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l∑
m=−l

(
R

r

)l+2

×
{
eλ

∂elm(λ, ϕ)
cosϕ∂λ

+ eϕ
∂elm(λ, ϕ)

∂ϕ
− er(l + 1)elm(λ, ϕ)

}
ulm

2.2 Numerical Differentiation

The crucial point in (3) is the determination of accelerations eiẍi(t) that
serve as pseudo-observations for kinematic orbit analysis. Since hl-SST pro-
vides orbit information on the level of position coordinates, numerical dif-
ferentiation techniques have to be applied. GPS positions are highly corre-
lated, predominantly due to systematic atmospheric effects. With regard to
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numerical differentiation these errors can be reduced dramatically when using
coordinate differences ∆x(ti) = x(ti) − x(ti−1) instead of the absolute orbit
information (Reubelt et al., 2003). Assuming the remaining systematic errors
to be negligible the uncertainties of hl-SST phase measurements itself dom-
inate the overall error budget. These random errors have to be assumed as
non-correlated. However, dependent on the procedure for GOCE orbit deter-
mination based on GPS phase measurements the positions of the spacecraft
will be more or less correlated. Normal distributed position errors, denoted as
white noise, can be considered as the worst case. Thus, that scenario is defined
as lower bound for what can be expected at least from GOCE hl-SST analysis
by means of the acceleration approach. The standard deviation of random
position errors is about σxi =1-2 cm for each coordinate xi (ESA, 1999). In
most methods for numerical differentiation an interpolative polynomial is fit-
ted through the time-series of position coordinates. A moderate number of
sampling points is used to estimate the polynomial coefficients. Due to the
oscillation of the polynomial at its edges, the interpolation point is specified
to be in the middle of the interpolation mask which is shifted for successive
satellite positions. Evaluation of polynomial derivatives finally leads to the
desired pseudo-observations.

Besides the number of sampling points, the degree of the polynomial re-
spectively, the methods for numerical differentiation predominantly differ in
the kind of the interpolation polynomial, namely its smoothing behavior.
Four methods have been explored in detail: (i) Gregory-Newton interpola-
tion, (ii) spline interpolation, (iii) polynomial regression and (iv) smoothing
spline interpolation. The non-smoothing methods (i) and (ii) achieve sim-
ilar results as well as the smoothing methods (iii) and (iv). Thus, in the
following solely Gregory-Newton (GN) interpolation (Maeß, 1988) and poly-
nomial regression (PR) will be addressed. Actually, GN is a special case of
PR, namely the least squares adjustment to estimate the polynomial coeffi-
cients is reduced to a unique estimate. For each coordinate xi, i = 1, 2, 3 Ta-

Table 1. RMS values of acceleration residuals ∆ẍi (mm), ∆t = 5 s

σxi = 1 cm σxi = 2 cm
∆ẍ1 ∆ẍ2 ∆ẍ3 ∆ẍ1 ∆ẍ2 ∆ẍ3

GN 1.45 1.46 1.46 2.91 2.92 2.91
PR 0.16 0.16 0.16 0.32 0.32 0.32

ble 1 contains root-mean-square (RMS) values of 500 000 acceleration resid-
uals ∆ẍ = ẍtrue − ẍest between true accelerations ẍtrue known from orbit
simulation and estimated accelerations ẍest applying GN, respectively PR
(interpolation interval ∆t = 5 s). Obviously, smoothing methods seem to be
by far better suited for numerical differentiation than non-smoothing ones.
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The difference in RMS values between them are almost one order of magni-
tude. But this is not the whole truth. Figures 1 and 2 illustrate the amplitude
spectra of the residuals in column 4 of Table 1. The spectra are identic in the
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Fig. 1. Amplitude spectrum of acceler-
ation residuals applying GN
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Fig. 2. Amplitude spectrum of acceler-
ation residuals applying PR

long-wavelength part, namely up to approx. 30mHz. The smoothing behavior
dominates primarily at higher frequencies causing the differences of the RMS
values in the time domain. In terms of terrestrial gravity field recovery 30mHz
corresponds to a resolution up to L ≈ 90. This is in the range of what can be
expected at most by kinematic orbit analysis, respectively what is reasonable
to recover based on hl-SST observations since gradiometry covers the medium-
to short-wavelength part of the gravitational spectrum. Thus, the method for
numerical differentiation applying the acceleration approach is not restricted.

2.3 GOCE hl-SST Gravity Field Solutions

Numerical studies are based on a simulated GOCE data set covering one
month of observation data with a sampling rate of ∆t = 5 s, provided by
the IAG Section II Special Commission VII (SC7). The EGM96 up to degree
and order L = 300 is used to calculate synthetic orbit information as well
as GGs with respect to the local orbit reference frame (LORF). Kinematic
orbit analysis is applied to recover the terrestrial gravitational field up to
degree and order L = 100 without any regularization. The results in terms of
empirical degree error RMS are presented in Figs. 3 and 4. Due to the polar
gap problem the orders m < 5 are not considered. Assuming non-correlated
noise of 2 cm for each position coordinate a resolution up to degree l = 70
can be achieved whereas even l = 80 − 85 is reached for the more optimistic
noise level of σxi = 1cm. Concerning the numerical differentiation method,
the estimates vary for the low degrees up to approx. l = 30. Table 2 proves
the statement that the method for numerical differentiation doesn’t influence
the gravity field recovery procedure significantly. The latitude weighted geoid
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Fig. 3. Degree error RMS of hl-SST
analysis with position error σxi = 1 cm
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Fig. 4. Degree error RMS of hl-SST
analysis with position error σxi = 2 cm

errors (weighted with cosϕ) between the estimate and the a priori parameter
set for data simulation yield almost the same results for both GN and PR.

Table 2. Latitude weighted RMS values of geoid errors (mm)

resolution L maximal latitude ± 83◦ maximal latitude ± 90◦

σxi = 1 cm σxi = 2 cm σxi = 1 cm σxi = 2 cm
GN PR GN PR GN PR GN PR

70 0.89 0.88 1.78 1.77 0.85 0.85 1.70 1.69
80 1.61 1.60 – – 1.55 1.54 – –

3 SGG Analysis Based on Tensor Invariants

Differential mode measurements of the GOCE gradiometer lead to the gravi-
tational tensor UE = (ei ⊗ ej)UE ; i, j = 1, 2, 3. The GGs Uij = Uji are linear
functionals of the Earth gravity field, namely the second derivatives of the
terrestrial gravitational potential, compare (4). Assembling the accelerome-
ters according to the diamant configuration (ESA, 1999), the main diagonal
elements as well as the component U13 can be determined with an accuracy
of about 6 mEHz−1/2. The remaining GGs are provided three orders of mag-
nitude worse.

(ei ⊗ ej)UE = grad⊗ gradUE(λ, ϕ, r) (4)

Different methods use the observation model (4) for gravity field recovery.
Dependent on the kind of data processing they are split in two groups, the
space-wise and time-wise approach. For the first one, the analysis procedure is
formulated in terms of a fixed boundary value problem (BVP). The time-wise
approach treats the measurements in space as a time series. Solving the full
normal equation system by brute-force inversion leads directly to an estimate
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for the unknown parameter vector. Compared to that the parameterization
of (4) with inclination functions (Kaula, 1966) leads to the representation of
the functional model in lumped coefficients, denoted as the time-wise approach
in the frequency-domain. This method requires simplified assumptions to the
orbit geometry combined with an iterative analysis process, referred to as the
semi-analytical approach. The different techniques are described in Rummel
et al. (1993). Further details can be found in e.g. Colombo (1981), Schuh
(1996), Klees et al. (2000), Sneeuw (2000) and Pail and Plank (2002).

The accuracy of the GGs is dependent on the underlying frame of reference.
This is due to the influence of the poorly known tensor elements U12 and
U23. Tensor transformation leads the transformed quantities to be a linear
combination of the original components of different accuracy levels and should
therefore be avoided. Actually, due to the elimination of the field emission
electric propulsion (FEEP) thrusters (Saccoccia et al., 2000) from the GOCE
configuration the satellite is assumed to oscillate periodically about its yaw-
axis. Altogether, the orientation of the satellite in space is a delicate topic.
Gravity gradient tensor invariants are free of these demands.

3.1 Methodology

The invariant properties of the gravitational tensor UE = (ei ⊗ ej)UE come
along with the solution of the eigenvalue problem (5) of the coefficient ma-
trix UE. The cubic characteristic equation (6) is composed of the eigenvalues
λi, i = 1, 2, 3 and the polynomial coefficients I1, I2 and I3. They are invariant
with respect to the underlying reference frame, respectively reference frame
rotations, and therefore denoted as tensor invariants. For the symmetric grav-
itational tensor they look like shown in (7) to (9).

det(Uij − λδij) = 0 (5)
λ3 − I1λ

2 + I2λ − I3 = 0 (6)

I1 = trUE (7)

I2 =
1
2
[
trU2

E − (trUE)2
]

(8)

I3 = det UE (9)

Inserting the harmonic series expansion of the GGs in the formulae above
finally leads to the functional model for invariant analysis as presented in
(10) to (12).
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GM

R3

∞∑
i=0

i∑
j=0

(
R

r

)i+3

S1
ij(ϕ) [cij cos(jλ) + sij sin(jλ)] (10)

I2 =
(

GM

R3

)2 ∞∑
i=0

i∑
j=0

∞∑
k=0

k∑
l=0

(
R

r

)i+k+6

{ (11)

K1
ijkl(ϕ) [−cij sin(jλ) + sij cos(jλ)] [−ckl sin(lλ) + skl cos(lλ)] +

K2
ijkl(ϕ) [cij cos(jλ) + sij sin(jλ)] [ckl cos(lλ) + skl sin(lλ)] }

I3 =
(

GM

R3

)3 ∞∑
i=0

i∑
j=0

∞∑
k=0

k∑
l=0

∞∑
m=0

m∑
n=0

(
R

r

)i+k+m+9

{ (12)

D1
ijklmn(ϕ) [cij cos(jλ) + sij sin(jλ)]

× [−ckl sin(lλ) + skl cos(lλ)] [−cmn sin(nλ) + smn cos(nλ)] +
D2

ijklmn(ϕ) [cij cos(jλ) + sij sin(jλ)]
× [ckl cos(lλ) + skl sin(lλ)] [cmn cos(nλ) + smn sin(nλ)] }

The coefficient functions S1
ij(ϕ), K1,2

ijkl(ϕ) and D1,2
ijklmn(ϕ) contain the Legen-

dre functions as well as their first and second derivatives. Analysis of the first
invariant leads to the trivial solution 0 since trUE ≡ 0 holds for the gravita-
tional tensor. Thus, I1 can’t be used for potential field recovery. Non-linearity
of the functional models for I2 and I3 makes invariant analysis to become an
iterative process. Linearization of (11) and (12) with respect to the unknown
coefficients cpq, respectively spq, is performed by summation of the partial
derivatives for each combination of p = const and q = const, as outlined in
(13) and (14).

∂I2

∂c, sp,q=const
=

∂I2

∂c, si=p,j=q
+

∂I2

∂c, sk=p,l=q
(13)

∂I3

∂c, sp,q=const
=

∂I3

∂c, si=p,j=q
+

∂I3

∂c, sk=p,l=q
+

∂I3

∂c, sm=p,n=q
(14)

For the first iteration an approximate solution for linearization has to be
introduced. Within this contribution the OSU86F model is used. Note that
data simulation is based on the EGM96. Actually, the iterative procedure con-
verges very fast. For studies using noise-free simulated data, the final solution
is reached after the second or even first iteration, i.e. the linearization error
is small.

3.2 Series Truncation

Unfortunately the coefficient functions K2
ijkl(ϕ) and D1,2

ijklmn(ϕ) are not sym-
metric with respect to index permutation, i.e. K2

pqkl(ϕ) �= K2
ijpq(ϕ) etc. holds.
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Thus, for the setup of the linearized models (13) and (14) four fold, respec-
tively six fold, nested sums have to be evaluated. Combined with an iterative
procedure, especially for a high-resolution gravity field estimate, the strict
method is not applicable from the computational point of view. However, the
full computation can be avoided by early truncation of the inner loops (15),
which virtually leads to the same results.

imax = L, kmax, mmax � L (15)

For noise-free SC7 data, Fig. 5 presents degree error RMS differences between
SGG analysis based on the radial component U33 and solutions after the first
iteration performing analysis of the second invariant with series truncation for
the inner loops at degree 3, respectively degree 0. Due to the polar gap problem
the plots don’t contain low orders up to m = 6. Apart from the low degrees,
the sum of both linearization error and truncation error is below the empirical
error curve of the non-iterative estimate. Thus, early series truncation is an
adequate tool to decrease runtime for invariant analysis dramatically.
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3.3 Re-calculation of Tensor Elements

Besides the computational effort for invariant analysis a further aspect has to
be considered, namely the amalgamation of GGs, compare (8) and (9). The
second and the third invariant are composed of products between both the
tensor elements of high and reduced accuracy. Thus, the overall accuracy of
invariants would be decreased as well. This problem can be circumvented by
re-calculation of the elements U12 and U23 from iteration to iteration. The
course of action is outlined in Fig. 7. Starting from the linearized observation
equation, for the first iteration an a priori gravity field parameter set is used
to calculate synthetic values for the “unknown” tensor elements U12 and U23,
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Fig. 7. Re-calculation of GGs

respectively the pseudo-observations of type invariants. For successive itera-
tions the actual estimate is used to update the tensor component calculation.
In Fig. 6 additionally to series truncation of the inner loops at degree 3, the
simulated GGs U12 and U23 have been replaced by synthetic values based on
the OSU86F model only considering degree 0 for evaluation. The replaced ten-
sor elements don’t influence the result significantly even when truncating their
calculation at L = 0. That means, the analysis procedure is insensitive to the
deviation of the real values from the synthetic ones. Thus, re-calculation of
GGs is an adequate tool to overcome the difficulties of allocating the pseudo-
observations for invariant analysis.

4 High Performance Computing in Gravity Field
Research

From the computational point of view the problem dimension for GOCE data
analysis has to be treated according to both memory requirement and run-
time. Parallelization of the least squares adjustment procedure using multi-
processor architectures is indispensable for solving for the unknown gravity
field parameters. During the operational mode of the GOCE mission observa-
tions amount to several millions of gradiometer measurements as well as po-
sition coordinates of the spacecraft. Whereas the setup of the design matrix,
respectively the normal matrix, can be done blockwise, for direct inversion of
the normal equation system (NES), referred to as the brute-force approach,
at least one triangle of the symmetric normal matrix has to be kept in the
memory. For a resolution of the terrestrial gravity field up to degree and or-
der L = 300 this equals a memory availability of 33GB. Ordinary PCs don’t
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come along with these requirements. Remedy can be found by using iterative
solvers such as conjugate gradient (CG) methods (Hestenes and Stiefel, 1952)
or the LSQR algorithm (Paige and Saunders, 1982a,b) which have been ap-
plied successfully for potential field recovery (Ditmar and Klees, 2002; Baur
and Austen, 2005). Due to their design, matrix-matrix operations are replaced
by repeated vector-vector operations. Thus, memory requirements are small.
Despite of that, for both the brute-force approach and iterative solvers runtime
of the analysis process makes parallelization of the implementation necessary.

4.1 Parallelization

With regard to the brute-force approach the setup of the design matrix A and
computation of the normal matrix N is done blockwise according to (18).

Ax = y (16)
AT Ax̂ = AT y ↔ Nx̂ = b (17)

N = AT
1 A1 + ... + AT

j Aj =
j∑

i=1

AT
i Ai =

j∑
i=1

Ni (18)

This approach is indispensable, given that for a large amount of observations
and many unknowns the design matrix can not be kept in the main memory.
Indeed, a blockwise procedure even allows for the use of parallel matrix-matrix
and matrix-vector routines provided by the numerical libraries such as e.g.
Lapack and Blas (Anderson et al., 1999) to repeatedly compute Ni = AT

i Ai.
Further parallelization is achieved for the setup of each design matrix block Ai

by distributing the observations contributing to each block to several central
processing units (CPUs).

Due to the character of iterative methods, matrix-matrix and matrix-
vector multiplications are avoided by means of repeated vector-vector opera-
tions. Since neither the design matrix nor the normal matrix must be kept in
the main memory, storage requirements are by far smaller as compared to di-
rect solvers at the expense of an increased amount of operations. Fortunately,
these multiplications can be done separately for each observation. Addition-
ally, the major computational costs occur within the calculation of the design
matrix. It is therefore reasonable to distribute the amount of observations on
several CPUs of a multiprocessor computation platform to build up the de-
sign matrix line by line, each line referring to a separate observation. Within
the scope of this contribution it is exclusively concentrated on the brute-force
approach.

4.2 High Performance Computing

Different platform architectures for parallel implementation with OpenMP
and MPI have been considered to investigate their benefit for the setup and
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solution of the NES by means of the brute-force approach. All the systems
are supported by the High Performance Computing Center Stuttgart (HLRS),
namely (i) NEC TX-7 (ii) NEC SX-6 (iii) Cray Strider. The architecture of
platform (i) is ccNUMA, i.e. similar to shared-memory systems. Platform
(ii) is, considering only one node, a shared-memory array processor system.
Platform (iii) is in principle (disregarding that each single node is in fact a
SMP node of 2 CPUs) a distributed-memory cluster. Table 3 lists some spe-

Table 3. Specific values of computation platforms (PP–peak performance)

platform architecture number main theoretical test
of CPUs memory (GB) PP (GFlops) PP (GFlops)

NEC TX-7 ccNUMA 16 240 16 · 6 8 · 6 = 48
NEC SX-6 cluster 6 · 8 6 · 64 6 · 8 · 9 5 · 9 = 45
Cray Strider cluster 125 · 2 125 · 4 125 · 2 · 4 12 · 4 = 48

cific values of the super computers. To evaluate the performance of the least
squares procedure regarding the different platforms a comparable test peak
performance according to the last column of Table 3 has been chosen. Table 4
summarizes the performance, efficiency respectively, of a test scenario with
maximal resolution L = 50 and half a million of observations of type hl-SST.
The SX-6 is more than three minutes slower than the TX-7 and only achieves

Table 4. Achieved performance for hl-SST analysis

platform wall time user time performance (GFlops) efficiency (%)

NEC TX-7 6m 58 s 54m 7 s 25.4 53
NEC SX-6 10 m 22 s 38 m 32 s 16.6 37

Cray Strider 9m 16 s 111 m 12 s 18.6 39

an efficiency of 37% as compared to 53% for the ccNUMA architecture. This
is surprising since vectorization of the algorithm should increase the perfor-
mance significantly. Actually, the efficiency of the platform is decreased by
comparatively time-consuming data reading. The time for real computations
is about seven minutes which corresponds to a performance of 24.6GFlops,
respectively an efficiency of 55%. This is still disappointing but due to the
moderate problem dimension. To proof that, an additional calculation has
been performed on the SX-6 with a resolution up to L = 100 for the terres-
trial gravitational potential. The impact of vectorization is obvious since the
efficiency amounts to 88% which is near to the theoretical peak performance.
Thus, the array processor system SX-6 is suited very well for the brute-force
approach. The result for the Opteron cluster Cray Strider turns out to be
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worse. This has been expected in advance since compared to the TX-7 the
cache of the Opteron CPUs is considerably smaller. Additionally, runtime
costs for the communication between the cluster nodes by using MPI has to
be accepted.

The impact of HPC for GOCE gravity field recovery is summarized in
Tables 5 and 6. The calculations are performed on the TX-7 dependent on
the number of observations and the number of threads used. The runtimes in

Table 5. Impact of HPC for hl-SST analysis (L = 100)

number of number of time setup time setup time NES
observations (mill.) CPUs A (min) N,b (min) inversion (min)

1.5 1 8 560 4
1.5 4 4 140 1
1.5 8 2 70 0.5

Table 6 correspond to SGG analysis on the level of gravity gradients, respec-
tively second invariant analysis with truncation of the inner loops at degree
0. Decorrelation is not applied regarding the time to set up the design ma-
trix A. For both hl-SST and SGG analysis optimal scaling is achieved with
respect to the number of observations as well as the number of CPUs. The
main computational effort is within the calculation of the NES, namely the
algebraic operations N = AT A and b = AT y. The time for NES inversion is
comparatively short.

Table 6. Impact of HPC for SGG analysis (L = 200)

number of number of time setup time setup time NES
observations (mill.) CPUs A (min) N,b (min) inversion (min)

0.5 1 320 2700 160
0.5 4 80 680 40
0.5 8 40 340 20
1.5 8 120 1050 20

5 Conclusions

For purposes of estimating a GOCE-only gravity field we have analyzed hl-
SST data using the acceleration approach. Based on one month of kinematic
orbit data, dependent on the error budget at least a resolution up to degree
L = 70 in terms of spherical harmonics in the long-wavelength part can be
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achieved. The method for numerical differentiation of the spacecraft’s position
information is not restricted.

Invariant analysis has been proven to be applicable in three-dimensional
gradiometry. It is associated, though, with a more complicated processing
strategy as compared to conventional approaches, in which the main diago-
nal tensor elements are analyzed directly. Both the enormous numerical effort
and the mixture of high and low accuracy tensor components can be cir-
cumvented by early series truncation, respectively re-calculation of the poorly
known gravitational gradients from iteration to iteration based on the previ-
ous estimate of the unknown parameter vector. Stochastic properties of the
invariant approach have not been treated yet.

Parallel implementation of the least squares adjustment procedure on diffe-
rent HPC platforms has been achieved successfully. Linear scaling in runtime
with respect to both the number of observations and the number of CPUs
together with the use of optimized numerical libraries ensure highly efficient
data processing.
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Summary. Since the main goal of the GOCE mission is the derivation of a static
gravity field, significant temporal gravity changes from mass redistributions in the
System Earth have to be removed from the measurement data in a dealiasing step.
Furthermore, a method for gravity field recovery has to be developed, which is ca-
pable to process different kinds of data simultaneously. The effects of different mass
redistribution systems, like atmosphere, oceans or hydrology, are investigated in
terms of geoid and gravity gradients. Main focus is laid on hydrology effects, since
global models of the continental water storage turned out to be rather inconsis-
tent, compared to models of the other systems. However, they may benefit from the
newly available GRACE gravity field models. It is shown that all time variable grav-
ity effects are small compared with the gradiometer performance; nevertheless it is
recommended to use the data from geophysical models and from monthly GRACE
gravity field solutions to diminish aliasing effects in the GOCE measurements. In
order to simplify the assimilation of gradiometric and satellite-to-satellite-tracking
data (e.g. also from GRACE), a method for gravity field recovery has been devel-
oped, which is capable to handle the gradiometric data directly in the gradiometer
reference frame. It benefits from a filter algorithm based on colored noise for the
decorrelation of the gradients and applies powerful parallelization techniques. A high
degree gravity field is recovered from simulated SGG data by this approach.

Key words: gravity satellite mission, GOCE, GRACE, gravity gradiometry, global
hydrological model, temporal gravity field variations, gravity field recovery, colored
noise filtering

1 Variations of the Earth’s Gravity Field with Time

The main goal of the GOCE satellite mission (ESA, 1999) is to achieve a
high-resolution model of the Earth’s static gravity field, which can be defined
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as a mean state over some considered time period. If the satellite observations
were available for a sequence of epochs covering this time period with a dense
regular time step and for each of these epochs in a rather regular distribution
in space domain, there would be no problem to recover a static gravity field
model just by simple averaging. However, a satellite (GOCE or any other) can
only observe the gravity field at one instant only at one place along the orbit.
Therefore, there is no regular coverage of the space domain and for every epoch
there is an observation only at one place. The consequence is that averaging
cannot yield a mean field in the above sense. The fact that for GOCE two
separate observation phases in corresponding periods of two consecutive years
are planned and no full seasonal cycle will be covered makes the problem even
worse. Hence, it is necessary to eliminate time variable effects from satellite
observations in an independent way.

1.1 Eliminating Temporal Variations from Satellite Observations

The variations of the Earth’s gravity field in time are primarily caused by
redistributions of masses in the System Earth. The largest impact comes from
solid Earth and ocean tides, from redistributions of masses in the atmosphere
and ocean, and, last but not least, from changes in the continental water
storage and cryosphere. These mass changes can be represented using available
physical models, like:

• solid Earth tides: IERS CONVENTIONS,
• ocean tides: FES2004 (Le Provost, 2002) or CSR 4.0 (Eanes and Bettad-

pur, 1995),
• ocean models: barotropic (e.g. JPL), baroclinic,
• atmosphere: ECMWF, NCEP,
• continental water storage: global hydrological models like WGHM (Döll

et al., 2003), H96 (Huang et al., 1996; Fan and van den Dool, 2004), LaD
(Milly and Shmakin, 2002) or GLDAS (Rodell et al., 2004),

• models for ice shields (e.g. Sasgen et al., 2005).

These models are given in various representations and data formats. In
order to use them for the elimination of temporal variations from satellite
observations they all have to be transformed into the same form which is
convenient for further processing. Hence, individual physical effects are repre-
sented as time series of epochs, every epoch being represented as a spherical
harmonic expansion (e.g. Wahr et al., 1998).

The order of magnitude of seasonal changes of the Earth’s gravity field
induced by the atmosphere, oceans, hydrology and Antarctic ice was esti-
mated by taking spherical harmonic expansions of monthly means of these
effects for 2002 and computing degree variances of respective geoid height
variations (Fig. 1). The atmospheric and oceanic influences seem to be signif-
icantly stronger than the hydrological ones, at least up to degree and order
n, m = 10. However, the joint impact of the atmosphere and oceans is weaker
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than the impact of the continental water storage (cf. Fig. 1), obviously due to
the inverse barometer effect. It should also be noted that a direct comparison
of the presented power curves is not quite realistic, since the data coverage
of different physical quantities extends over different parts of the Earth’s sur-
face. This is the main reason why completing the hydrological signal by the
influence of the Antarctic ice shield does not bring any significant change in
the degree variances.

Both the high-frequency and the seasonal effects of the atmosphere and the
ocean can be removed for the most part from satellite observations using the
above models. For instance, at GFZ Potsdam the GRACE dealiasing products
(AOD = Atmosphere Ocean Dealiasing Product) are routinely being produced
using a barotropic ocean circulation model and ECMWF atmospheric data,
see (Flechtner, 2003), which can be adapted for GOCE, see Sect. 2.3.

However, the use of different atmospheric or ocean models leads to dif-
ferences which cannot be neglected without further investigations. Hence, the
remaining modeling errors can produce time-variable aliasing effects, see (Han
et al., 2004; Thompson et al., 2004). Even the modeling of ocean tides can not
be regarded as sufficiently good for all purposes of satellite geodesy. Taking the
differences of two ocean tide models as a measure for the uncertainty of ocean
tide modeling it can be shown that the errors of this modeling might affect
GRACE-derived monthly gravity field solutions, see (Knudsen, 2003; Wünsch
et al., 2005). For GOCE gradiometry the errors of ocean tide modeling do not
represent a big concern, see (Ray et al., 2003) and Sect. 2.

Compared to the relatively small modeling uncertainties of atmospheric
and oceanic effects, global hydrological modeling is still essentially less reliable
and requires special attention.

1.2 Uncertainties of Global Hydrological Modeling

In order to check the reliability of different global hydrological models, the
gravity variations induced by them were compared. Color Fig. XXXI on p. 304
shows a comparison of variations of the Earth’s gravity field deduced from
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global hydrological models WGHM and H96. Global patterns in the two left
columns are rather coherent and the well pronounced features, especially in
large tropical river basins, are clearly visible in both representations. How-
ever, regional differences (cf. Color Fig. XXXI, third column) achieve almost
the same order of magnitude as the effects themselves at some places. The
differences are especially, but not exclusively, visible in regions with ice or
snow cover.

The global comparison of the gravity field variations deduced from WGHM
and H96 is quantified in Table 1. The differences are considerable and reach
almost the same order of magnitude as the geoid variations. However, the
global correlation coefficients listed in the last column are rather high.

The right column of Color Fig. XXXI shows correlation coefficients be-
tween the WGHM–deduced and H96–deduced geoid variations computed us-
ing a moving window. The major part of the continents is covered with high
correlation coefficients (above +0.8). Although low or negative correlation co-
efficients mostly appear in regions where the effects are rather small, such
areas are in no case negligible and it should be noted that the patterns for
individual epoch differences vary considerably.

Comparing LaD with H96 or WGHM results in similar conclusions. This
is no wonder, since the existing global hydrological models were originally
designed for different specific applications and the modeling of total continen-
tal water mass displacements, which is necessary for the elimination of the
associated gravity field variations from the GOCE observations, was not the
primary goal. Consequently, neither the same effects are included in different
models nor the modeling of the same effect is done in a compatible way. In
particular, the treatment of ice and snow masses varies, but to some extent
also that of all other components.

A comparison of gravity field variations resulting from the three considered
global hydrological models with the variations recovered from GFZ’s monthly
GRACE gravity field solutions (which are already dealiased for the atmo-
sphere and oceans, see Flechtner, 2003) shows a basic qualitative agreement,
especially in the regions where an acceptable hydrological modeling can be ex-
pected. However, the variations observed by GRACE are significantly larger
than hydrological predictions. The differences are considerable and lie in the

Table 1. Comparison of geoid changes in mm deduced from WGHM and H96

WGHM H96 WGHM-H96 correl.
months min max wrms min max wrms min max wrms coeff.

05/02–08/02 -7.19 8.37 1.70 -7.42 8.88 1.75 -4.92 4.29 1.04 0.82
08/02–11/02 -3.68 5.47 1.05 -2.85 3.42 0.66 -1.89 2.67 0.56 0.88
11/02–03/03 -13.17 4.89 1.74 -11.55 7.26 1.96 -3.82 6.00 1.10 0.83
03/03–05/03 -3.89 3.41 0.73 -2.35 2.30 0.47 -1.95 2.63 0.57 0.63
05/03–08/03 -7.28 7.86 1.71 -8.75 8.41 1.87 -4.44 4.16 1.09 0.82
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same order of magnitude as the variations of the hydrological part of the geoid
and the correlation coefficients are not especially high. More details on com-
parisons of gravity field variations resulting from global hydrological models
with the variations recovered from GRACE observations can be found e.g. in
(Wahr et al., 2004; Schmidt et al., 2005).

Current global hydrological models are not suitable for the elimination
of time variations from the GOCE observations. However, an assimilation
of GRACE-derived variations of continental water budget into hydrological
modeling and its further development might soon make their application for
this purpose possible.

2 Mass Transport and GOCE Gradients

This section concentrates on investigations, whether models of geophysical
effects like those discussed in Sect. 1.1 and monthly GRACE gravity fields, as
proposed in Sect. 1.2, are useful to reduce corresponding variations in the new
measurement type, gravity gradients, observed within the upcoming GOCE
satellite mission and described in Sect. 3.1.

2.1 Amplitudes of Temporal Gravity Changes at GOCE Altitude

Before addressing geophysical models, one should take a look at the ampli-
tudes of the gravity variations between monthly GRACE solutions, dealiased
for the atmospheric and oceanic signals, at GOCE altitude. To achieve global
amplitude information, appropriate signal degree variances for the differences
between two sets of GOCE-like gradients from monthly GRACE models are
used, see (Jarecki et al., 2005). Exemplarily, the earth-pointing radial gradient
Vrr as defined e.g. in (Ditmar and Klees, 2002) is chosen, because it shows good
global comparability even in different reference frames, see (Müller, 2003).
The mean of all these degree variances, representing a mean gravity change,
is shown as solid line in both parts of Fig. 2. It reaches only small values,
remaining after consecutive subtraction of the monthly models and upward
continuation. Comparing the cumulative degree variances (gray lines), the sig-
nal (solid) does not exceed the error curve (dashed) at the lower degrees due
to the reduced accuracy of the very low coefficients. In contrast, the mean
degree-wise signal (black) exceeds the mean error curve (dashed) between
n = 4 and 11 and has some peaks at higher degrees. Because of missing tem-
poral equidistance of the GRACE models (the time span between available
consecutive monthly solutions varies between one and four months), this av-
eraged view is not really satisfying. The results from Sect. 1 indicate at least
seasonal geoid changes, which should cause significant changes in the GOCE
gradients. Consequently, a closer look onto the single differences in Table 2
shows much better results for longer time spans. Hence, the extrema of the
error degree variances, representing the best and the worst scenario (smallest
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and largest error of all monthly differences), are given for each degree, too
(dotted lines in Fig. 2).

Generally, the mean signal slightly exceeds the smallest available error
of monthly differences (lower dotted line), but it drops below this best-case
scenario several times and it is always below the curve representing the worst
case (upper dotted line). At the level of n = 12 . . .15 the signal curve clearly
approaches and even intersects the best-case error curve (cf. right plot of
Fig. 2). The maximum degree for the application of GRACE temporal varying
gravity to GOCE should be searched in this part of the spectrum.

2.2 Temporal Variations of Gravity Gradients at GOCE Altitude

The models from Sect. 1.1, especially the combination of WGHM with the
ice shield model of (Sasgen et al., 2005), here denoted with WGHM+ice, are
used in their spherical harmonic expansions to compute Vrr, radial gravity
gradients in an satellite–fixed Earth–pointing system. Color Fig. XXXII on
p. 304 shows the minimum and maximum monthly changes and their rms for
the whole WGHM+ice period (1992 to 2003) on a global 1◦×1◦ grid of Vrr

in 260km altitude, which is representative for the GOCE orbit, see (Alenia,
2001). The spherical harmonics are derived from the models (considering their
spatial resolution) up to a maximum degree of n = 100 and used completely.
The amplitude reached by these gravity changes from modeled hydrology and
ice is not critical for GOCE gradiometry at all, as it does not reach the mE-
level even in extreme constellations. Furthermore, the time scale represented
by these models is not fitting the gradiometer’s measurement bandwidth.

Although it does not seem to affect the gradiometric measurements itself,
studies were carried out to find a threshold for the maximum degree for ap-
plication of GRACE monthly solutions in the gradients to reduce possible
systematic influences. The complete results can be found in (Jarecki et al.,
2005). For the WGHM+ice model, they show a reasonable comparability up
to nmax = 13. So, the application of this low degree part of the GRACE
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Table 2. Gradient changes in Vrr from GRACE and WGHM+ice, nmax=13, (mE)

GRACE WGHM+ice difference correl.
months min max rms min max rms min max rms coeff.

08/02 - 11/02 -0.152 0.089 0.022 -0.057 0.045 0.012 -0.106 0.075 0.020 0.403
11/02 - 03/03 -0.097 0.221 0.029 -0.066 0.153 0.015 -0.074 0.091 0.021 0.722
03/03 - 04/03 -0.039 0.061 0.011 -0.018 0.015 0.004 -0.041 0.055 0.011 0.163
04/03 - 05/03 -0.052 0.058 0.012 -0.032 0.035 0.006 -0.042 0.040 0.012 0.288

models might improve the error estimates as well as the whole analysis of the
gradiometric data. Table 2 supports this assumption, showing very small influ-
ences on the gradients itself, but reasonable correlations between the GRACE
solutions and the models, especially on longer time spans.

Referring to Fig. 2 again, there is no difference in the significance of
the GRACE derived gradient signal, but the signal strength increases sev-
eral orders of magnitude at the higher degrees. Therefore, just cutting off
the GRACE models at low degrees, like suggested above, produces a large
formal omission error (about 10mE for nmax = 13, i.e. 500 times the used
signal). To include this signal, which is contaminated by a rising noise level,
the models were evaluated completely up to nmax = 120 (resp. nmax = 100
for WGHM+ice) and filtered in the spatial domain to remove the noise. A
moving average window and a cos2–based filter algorithm have been applied.
Furthermore, a subset of gradients from the latitudes between 80◦ S and 80◦ N
(denoted as ±80◦ dataset) has been selected to consider possible GRACE
shortcomings in the polar regions.

The results are shown in Table 3, which presents the approximated max-
imum degree of a spherical harmonic expansion compared with the averag-

Table 3. Global rms of the Vrr changes from filtered high degree models, (mE)

filter dataset WGHM difference correl. coeff.
nmax window coverage GRACE +ice GR-(W+i) mvg.avg. cos2

27 no filter global 0.062 0.019 0.061 0.125
±80◦ 0.048 0.014 0.046 0.025

27 37◦x 37◦ global 0.012 0.007 0.013 0.195 0.207
(n ≈ 10) ±80◦ 0.008 0.005 0.006 0.055 0.057

27 27◦x 27◦ global 0.018 0.009 0.018 0.199 0.203
(n ≈ 13) ±80◦ 0.011 0.006 0.010 0.060 0.060

120/100 37◦x 37◦ global 0.177 0.007 0.177 0.007 0.008
(n ≈ 10) ±80◦ 0.100 0.005 0.100 0.031 0.035

120/100 27◦x 27◦ global 0.276 0.009 0.276 0.004 0.005
(n ≈ 13) ±80◦ 0.174 0.007 0.174 0.028 0.031
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ing window filter applied and global rms for the derived gradient grids. The
last two columns contain the mean correlation coefficients of the datasets de-
rived from GRACE and WGHM+ice for all consecutive monthly differences,
when filtered with either the moving average or the cos2–based filter. Each
filtered high resolution GRACE/WGHM+ice model combination shows large
differences. Correlation is below the 1% level and rises to about 3% when
neglecting the polar regions. The global rms differences seem to be unaf-
fected by the hydrological model. Nevertheless, some differences show very
high correlation, remember Table 2, which even rises significantly focusing
on the ±80◦ dataset. Filtering does not enhance the (limited) usefulness of a
complete nmax = 120/100 model, although the cos2–based filter, which con-
siders more of the gradient’s typical local sensitivity, works slightly better.
Anyway, spatial filtering does not seem to be an adequate approach for the
highly location-sensitive gradient data. A combination of spectral (cut-off)
and spatial (averaging) filtering might be another way to go. For instance,
the medium resolution cut-off model with nmax = 27 looks slightly enhanced
(correlation grows from 12.5% to around 20%) by the filtering. Nevertheless,
most of the monthly GRACE signal beyond nmax = 13 does not seem to
be explained by hydrological models. Therefore, these residuals represent a
significant non-hydrological signal, a hydrological signal, which is for some
reason not contained in the models, or just measurement noise.

2.3 Time Variable Gravity Signals in the GOCE SGG Time Series

Section 2.2 shows, that hydrology seems to be the main systematic signal in
the monthly GRACE solutions. Hence, the GRACE dealiasing products for
oceanic and atmospheric mass changes can be assumed to be good. Therefore
they have been used to calculate gradients along simulated GOCE tracks,
modeling a realistic gradiometer attitude. The power spectra of this time series
led to signals in the mE/

√
Hz-range, which is below the actual gradiometer

performance.
Figure 3 shows combined atmosphere and ocean influence on the test orbit

as a PSD plot. The superposition of these signals with the easy to model influ-
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ences of ocean and solid Earth tides (producing mainly a 1 cpr peak) and third
body potential, which is at the same order of magnitude, results in the time
variable gravity components proposed for the dealiasing of GOCE gradients,
see (Abrikosov and Schwintzer, 2004). Same as in the case of hydrology, they
do not reach the actual GOCE performance, but the dealiasing with validated
models should improve the stochastic behavior of the gradiometric data.

3 Recovery of the Earth’s Gravity Field

In numerical simulations for the GOCE mission, two concepts to invert SGG
data into a model of the Earth’s gravity field are to be distinguished. These are
the time-wise approach and the space-wise approach (Rummel et al., 1993).
The direct approach, i.e. creating observation equations for gravity field re-
covery in a least squares sense directly at the point of the measurement, is a
third approach in treating SGG data. Being a classical concept, it considers
measurements as belonging to the space-time domain and estimates parame-
ters of the Earth potential in a rigorous manner but it demands considerable
computer resources.

This section deals with the functional and stochastic model to formulate
the observation equations and with the simulation of gravity field recovery
using the direct approach.

3.1 Computation of Gravity Gradients in the Gradiometer
Reference Frame

Because a frame transformation of the measured gravity gradients largely de-
grades the accuracy, we have developed a technique for a direct computation
of observation equations of GOCE SGG data in the gradiometer reference
frame. We suppose the direction vectors ej =

(
ej1 ej2 ej3

)T
of the gradiome-

ter axes ξj (j = 1, 2, 3) to be known in the Earth-fixed system Ox1x2x3 of
Cartesian coordinates, to which the used gravity field model is referred. Then
the second-order derivatives of the gravitational potential V = V (x1, x2, x3)
with respect to directions of the gradiometer axes are

∂2V

∂ξj∂ξk
=

3∑
i=1

3∑
l=1

ejiekl
∂2V

∂xi∂xl
. (1)

By inserting the well-known expressions (Cunningham, 1970) for ∂2V
∂xi∂xl

into
the right-hand side of (1) we get the explicit formula

∂2V

∂ξj∂ξk
= GM

nmax∑
n=0

Rn
n∑

m=0

h̄T
nm

∂2

∂ξj∂ξk
ūnm , (2)
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where GM is the product of the universal gravitational constant G by the
Earth mass M , R is the mean radius of the Earth, h̄nm =

(
C̄nm S̄nm

)T are
the real-valued vectors of fully normalized harmonic coefficients of the po-
tential. The second-order derivatives of fully normalized spherical harmonics
ūnm in (2) are real-valued vectors and

∂2

∂ξj∂ξk
ūnm = b(−2)

nm Djk ¯̄un+2,m−2 − b(−1)
nm Fjk ¯̄un+2,m−1

+b
(0)
nm

3ej3ek3 − δjk

2
¯̄un+2,m + b(1)

nmFT
jk

¯̄un+2,m+1 + b(2)
nmDT

jk
¯̄un+2,m+2 ,

(3)

δjk is Kronecker’s delta, the coefficients b
(l)
nm are

b
(l)
nm =

√
(2 − δ0m) (2n + 1) (n−m+2−l)!(n+m+2+l)!

(n−m)!(n+m)! , l = −2 . . . 2 (4)

and matrices Djk, Fjk are functions of components of direction vectors of the
gradiometer axes:

Djk = BjBk, Fjk = ek3Bj + ej3Bk, Bj = 1
2

(
ej1 −ej2

ej2 ej1

)
. (5)

Values of Schmidt-normalized spherical harmonics ¯̄unm in the right-hand
side of (3) can be computed as functions of the Earth-fixed coordinates
x1, x2, x3 of the gradiometer center of mass by standard recursive formulas
(Chapman and Bartels, 1940).

Now we have a basis for the computation of observation equations co-
efficients from SGG data. Obviously, one can perform all computations for
each component of the gradient tensor separately (e.g. for the three diagonal
components only) and directly in the gradiometer reference frame without a
transformation of measured gradients to any other frame. This possibility is
extremely important in view of the degradation of the tensor components’
accuracy when re-orienting them by attitude angles.

3.2 Decorrelating of Gravity Gradients Affected by Colored Noise

Colored noise n contaminating GOCE SGG data can be handled by taking
its inverted covariance matrix C−1

nn into account. The approach used in this
paper implicitly includes C−1

nn into the procedure of SGG data processing. One
can define a matrix F such that FT F = C−1

nn . Then, similar to (Klees et al.,
2003), we can apply it to the right-hand side L+n of the system of observation
equations as well as to the design matrix A: FAX = FL+Fn, and after that,
solve the equivalent system: ÃX = L̃ + ñ, containing uncorrelated noise ñ.
We follow the assumption that Cnn is a circulant Toeplitz matrix of order N
equal to the number of observation points. If we additionally require F to be
a matrix of the same type, we can define it completely, in analogy to C−1

nn in
(Ditmar and Klees, 2002; Ditmar et al., 2003), by its first row
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Fig. 4. PSD of noise in GOCE SGG data (left) and of noise after filtering (right)

fjk = F−1

(
1

N |F (njk)|
)

, (6)

where njk is the colored noise in the jk-th component of the gradient ten-
sor. In (6), F (•) and F−1 (•) denote direct and inverse Fourier transforms,
respectively. Now, application of the matrix F to the observation equations is
a cyclic convolution of columns of the design matrix Ajk and the right-hand
side Ljk +njk with the vector fjk from (6). Because the first row of the matrix
C−1

nn is a convolution of the vector fjk with itself, one can treat equation (6) as
a result of deconvolution. The latter problem, however, has usually no unique
solution. Thus, we should note that (6) is just one among possible filters for
colored noise in GOCE SGG data.

For practical reasons, the filter should be truncated to a relatively short
length comparable with the measurement bandwidth (MBW) of GOCE gra-
diometry. We have tested such a truncation for two practical cases: (a) am-
plitudes |F (njk)| in (6) come from a-priori given (instrument characteristics)
power spectral densities of the gradiometer noise and (b) these are estimated
as discrete Fourier transforms of the sum of the measured diagonal components
of the gradient tensor. Both cases lead to results of similar quality. Figure 4
(left) shows typical colored noise spectrum, and Fig. 4 (right) the results ob-
tained with a filter covering a time interval of 450 s. The filter significantly
decreases the power of filtered noise at low frequencies. Because the filter is
truncated, the resulting noise is not fully uncorrelated. However, for filters
longer than 400 s, remaining correlations are already practically negligible.

3.3 Simulation of GOCE SGG Data

A GOCE-like orbit has been simulated for a 28-day interval by using GFZ’s
EPOS-OC 5.4 software. All conservative and non-conservative orbit perturba-
tions were taken into account during the computation of the simulated orbit.
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Initial values of semimajor axis a = 6621km and inclination I = 96.5◦ were
chosen in accordance with the nominal parameters of the GOCE orbit (Ale-
nia, 2001). Because GOCE orbital eccentricity can reach e = 0.0045 (Alenia,
2001), we choose just this value for the initial eccentricity. Due to the upper
limit (0.1Hz) of the MBW proposed for the GOCE gradiometry, the state
vectors of the satellite were stored with a sampling rate τ = 5 s at 483840
points regularly spaced along the 28-day orbital arc. In such a manner, we got
a quasi-regular coverage of the Earth’s surface by sub-satellite points with
along-track distances of about 40 km between consecutive points (within 1
revolution of the satellite) and distances from 50km to 170 km between two
ground-tracks.

Unlike the orbit computations, we took into account only the set of co-
efficients of the GPM98CR model up to degree 720 for the simulation of
the gravity gradients along the modeled GOCE orbit. In this simulation, we
supposed the gradiometer axes to be directed along the axes of ”radial - quasi-
transversal - normal” (RTN) local orbital reference frame.

3.4 Results of Earth’s Gravity Field Recovery

To estimate the Earth gravity model, we used the diagonal components of the
gradient tensor. Colored noise with PSD shown in Fig. 4 (left) was genera-
ted for each component separately and then added to these data. The filter
with the length of 450 s was constructed on the basis of the sum of the sim-
ulated diagonal components of the gradient tensor and then applied to the
system of observation equations. The system of normal equations has been
computed for 40397 unknown coefficients up to degree 200. The normal ma-
trix has a diagonally dominant structure. Being arranged for harmonics in
sequence “order-by-order”, the matrix demonstrates that many off-diagonal
coefficients are very small in comparison with the diagonal ones. Figure 5
shows maximal magnitudes of coefficients of the normal matrix in percentage
of magnitudes of corresponding diagonal coefficients in the block for harmon-
ics up to order 70. Such distribution is valid for the whole normal matrix
and can be explained (Ditmar and Klees, 2002) by peculiarities of the GOCE
orbit. Thus, the system of normal equations is well-conditioned and can be
solved without any stabilization by means of the Cholesky decomposition.

Degree differences of the geoid heights (δNn)

δNn = R
√

∆n, ∆n =
n∑

m=0

((
C̄nm − C̄true

nm

)2 +
(
S̄nm − S̄true

nm

)2)
(7)

are shown in Fig. 6 to demonstrate the errors of the obtained results. Because
of the huge errors in low degree coefficients caused by the effect of colored
noise at low frequencies, we used reverse cumulative differences

δN cumulative
n =

√√√√nmax∑
k=n

δN2
k (8)
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instead of usual ones to get a picture of error accumulation in the solution.
Now one can conclude that the GOCE mission baseline accuracy for the geoid
(1 cm) is fulfilled for harmonic coefficients from degree 22 to at least 200.

4 Conclusion

In order to achieve a high-resolution model of the Earth’s static gravity field
based on the GOCE mission it is necessary to eliminate time variable effects
from satellite observations. These can be modeled using available physical
models for redistributions of masses in the atmosphere, ocean, cryosphere
and continental water storage. The last mentioned global hydrological models
are most critical and in their present form do not seem to be suitable for the
elimination of time variations from satellite observations.

The investigation based on available physical models indicates that a re-
duction of time variable effects for GOCE gradiometric measurements should
not be necessary. Neither of the effects delivers simulated gradient influences
in the amplitude of the GOCE gradiometer specifications. However, for the
detection of the spatial and temporal long wavelength part of the gravity field,
the satellite-to-satellite-tracking, i.e. the GOCE orbit determination, will be
used as well. In this part the large scale physical effects play an important
role and have to be considered. A possible solution would be to use, be-
sides physical models for atmospheric and oceanic effects, also the series of
GRACE monthly gravity field solutions for modeling both the seasonal and
interannual hydrological variations and the remaining effects. However, this is
possible only up to a degree of about 15 in the spherical harmonic expansion.

Furthermore, various aspects of the direct approach to process GOCE SGG
data were investigated. Observation equations were computed directly in the
gradiometer reference frame in order to avoid frame transformations degrading
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the exploitation of GOCE SGG data. The observations were to a large extent
de-correlated by filtering, taking into account a realistic colored noise model.
A solution for the Earth’s gravity field has been obtained complete to degree
and order 200 meeting the baseline accuracy requirements, without taking
into account the long wavelength part (λ > 1000 km), which will be recovered
by GPS-GOCE satellite-to-satellite tracking.
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Summary. To meet the accuracy requirements of the GOCE mission, the gra-
diometer has to be calibrated and validated internally as well as externally. An
internal quality assessment of the observed GOCE data is possible by comparisons
of observations at the same satellite position, i.e. at satellite track cross-overs. Due
to the orbit characteristics of the mission, satellite ground track cross-overs have to
be used instead of identical repeat positions. Therefore, an appropriate reduction
concept has to be applied to consider the differences caused by different satellite
altitudes and orientations. It is shown here, that present global gravity field models
meet the accuracy and resolution requirements for the reduction concept, and hence
for the relative validation of GOCE gradients.

For an external calibration or validation based on regional data sets, terrestrial
gravity anomalies are upward continued to gravitational gradients at GOCE altitude.
The computations are done with synthetic data in a closed-loop simulation. Two
upward continuation methods are considered, namely least-squares collocation and
integral formulas based on the spectral combination technique. Both methods are
described and the results are compared numerically with the ground-truth data.
Finally, the results of a regional calibration experiment with simulated noisy GOCE
gradients are described.

Key words: calibration, validation, cross-overs, upward continuation

1 Introduction

GOCE is a challenging project from the instrumental and conceptual point of
view. To achieve the planned accuracy of the gravitational gradients Vij = ∂2V

∂i∂j

(i, j = X, Y, Z) at the mEötvös (mE) level, several calibration steps (in or-
bit and in post-processing) are required. In addition, independent validation
procedures are needed to assure the accuracy standards of the resulting grav-
ity field quantities (e.g., gradients, spherical harmonic coefficients or geoid
heights). In this paper, the use of cross-overs for in-orbit validation is ad-
dressed as one possible validation strategy. In the second part of the paper,
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the upward continuation of terrestrial gravity anomalies for the computation
of reference gradients for a regional external calibration is discussed.

2 In-Orbit Validation of GOCE Gradiometric Data

Validation understood as monitoring the temporal behaviour of the gradiome-
ter should be performed in near real-time. Therefore, it can not be based upon
a GOCE-derived geopotential model (GPM) which would not be available be-
fore some time of data assimilation and processing. Here, in contradiction to
the validation of data products defined by Koop et al. (2001), an in-orbit
method is needed. Such a method is provided by the analysis of the gra-
diometer measurements in the same geographical position, which is known
as cross-over validation from satellite altimetry, see, e.g., Shum (1990), and
was recommended for GOCE, too, e.g., by Albertella et al. (2000) or Schrama
(2001).

2.1 Orbit Characteristics

Several studies, such as (Albertella et al., 2000) or (Schrama, 2001), show the
concept of cross-over or repeat orbit validation for satellite gravity gradiom-
etry (SGG) data in principle. In addition to those investigations, which used
simplified assumptions of the orbit geometry, in this study a “more realistic”
GOCE test data set is applied, which was derived from the IAG-SC7 simu-
lation, see IAG-SC7 (2003), within the GOCE-GRAND project of the GEO-
TECHNOLOGIEN research programme. For this GOCE-GRAND test data
set, the IAG-SC7 data was improved mainly in terms of a higher sampling rate,
1Hz instead of 0.2Hz, in agreement with the mission design. The 30 days orbit
of these test data sets, however, shows an increase of the orbit eccentricity and
a rotation of the orbital ellipse. This leads to different satellite altitudes at the
same geographical position reached after varying time intervals and inhibits
the formulation of constant conditions for the data processing. Therefore, on
one hand, a concept for the determination of ground-track cross-overs on a
well defined projection surface has to be developed. In contradicition to satel-
lite altimetry, where short-term repeat orbits are realised leading to repeated
cross-overs, in this scenario, every single cross-over is unique and, therefore,
has to be processed individually. On the other hand, reductions have to be
calculated to consider the measurement differences caused by the different al-
titudes and orientations of the satellite. The orientation of the measurement
has not to be considered in the satellite altimetry concepts, as the altimetric
range signal is rather invariant against the satellite attitude.

2.2 Cross-Over Determination and Reduction Concept

The first step of the cross-over determination is the conversion of the orbit
positions, given in a cartesian inertial system, to geographical coordinates by
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Table 1. Error budget in (mE) for the cross-over consistency check of the radial
gradient VZZ applying different interpolation techniques for satellite position, ori-
entation and measurements

interpolation 0.2 Hz test data 1Hz test data
method mean rms max mean rms max

nearest neighbour 0.458 92.562 639.825 0.077 18.572 131.582
linear 0.006 0.910 14.615 0.000 0.037 1.352
cubic/quadratic 0.000 0.006 1.011 0.000 0.005 1.475

well known formulas, according to the definitions in IAG-SC7 (2003). Here,
a spherical earth model is used for the determination of the projection direc-
tion and for the determination of the ground-track cross-over positions. The
cross-overs are found by the intersection of the difference vectors between
each two pairs of consecutive sample positions at the projected ascending and
descending track, respectively.

Because of the sparse sample points in the investigated data set (sample
point distance is 8 km for the realistic sampling rate of 1Hz, see ESA (1999),
growing to 40 km for the 0.2Hz data set, for which noise models are avail-
able from IAG-SC7, see Sect. 2.4), a linear interpolation for the cross-over
determination is not accurate enough. Especially at higher latitudes, where
the ground tracks look more curved, the cross-over position obtained from
the linear intersection differs up to 300m from the correct cross-over point
in case of the 0.2Hz test data. This would lead to gradient differences up to
2.5mE in the radial gradient component VZZ . The way of interpolation of the
satellite orientation angles has a large effect, too. Table 1 presents the statis-
tics of different interpolation approaches (for the cross-over position and the
corresponding satellite orientation and gradiometer measurements) applied to
the test data sets mentioned above in the latitude range between 80◦S and
80◦N in a consistency check. Whereas the pure statistics look quite promising
for linear interpolation of 1Hz data, it has to be mentioned, that the used
data covers over 100 000 cross-overs, causing a reasonable rms value, although
a significant number of cross-overs show inconsistencies in the range of 1 mE.
Therefore a more sophisticated interpolation algorithm is recommended for
the computation of the exact position of the ground-track cross-over (ϕ, λ) as
well as for the interpolation of the satellite altitude (radii r1, r2 on the ascend-
ing and descending track, respectively), the orientation of the gradiometer
(ϑXY Z1, ϑXY Z2) and the measured gradients (to be validated), even in the
case of 1Hz sampling. The use of polynomials in the projected sample point
positions, cubic ones for the positions and bivariate quadratic ones for the in-
terpolation of the observed gradients, delivers sufficient position and gradient
accuracy (better than 1m resp. 1mE except a small number of outliers from
numerical insufficencies).
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Fig. 1. Comparison of VXX , VY Y , VZZ in cross-over points of the 0.2 Hz (grey) and
1 Hz (black) test data set with height reduction applied.

The differences in the gradients in two satellite positions can be calculated
from an existing geopotential model using (1). Here, these differences are des-
ignated as height reduction, although orientation differences are considered,
too. The reductions are assumed to be much more accurate than the gradients
in the original satellite positions, as many errors drop out due to differenti-
ation. Corresponding calculations are presented, e.g., in Jarecki and Müller
(2003) and are summarised below. The height reduction is given by

∆Vij(ϕ, λ) = Vij(ϕ, λ, r1, ϑxyz1) − Vij(ϕ, λ, r2, ϑxyz2) , (1)

where the Vij are gradients in the local orbital frame (i, j = X, Y, Z), which
is used as reference system for the gradiometer here.

Figure 1 shows the differences of the three diagonal tensor elements in the
cross-overs of the data sets with the described height reduction applied. In
this case, the height reduction is computed from EGM96 up to degree and
order 300, just like the simulated measurements. Therefore, the differences
should disappear in this consistency check. The remaining differences, which
are strongly correlated with the latitude, are much larger for the 0.2Hz data.
They are mainly caused by interpolation errors for the orientation as described
above. Another - much smaller - class of non-zero differences is spread over
the whole latitude band in a somewhat periodic manner. On a global map
(see Color Fig. XXXIII on p. 305) these differences show up in areas with an
outstanding rough gravity field. In these areas, the interpolation is not able
to model the correct measurements in the cross-over points from the used
sparse sample points. Both kinds of inconsistencies are caused by interpolation
errors. The results from the 1 Hz test data set are shown in Fig. 1, too. Here,
interpolation errors vanish besides some numerical artifacts due to the crossing
angle of the tracks at a certain latitude around 75◦. But even the errors in the
0.2Hz results do not affect the validation procedure, as they are much smaller
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than the gradiometer error limits aimed for, which are in the range of a few
mE, see ESA (1999).

2.3 Accuracy of the Reduction Method

The accuracy of the reductions derived from (1) depends strongly on the
errors of the utilised geopotential model, which can be split into three error
parts, see, e.g., Wenzel (1985): 1) The omission error representing those high
frequency parts of the gravity field which are not covered by the maximum
degree of the spherical harmonic expansion, 2) the commission error reflecting
the uncertainties of the coefficients itself, and 3) the errors caused by the
inaccurate input values, in this case the cross-over positions and orientations.

All three error parts have been checked with respect to the height reduc-
tion calculation. The omission error for the height reductions will not exceed
0.02mE utilising EGM96 up to degree and order 300, which is a negligable
order of magnitude. The commission error from the EGM96 coefficient vari-
ances (again up to degree and order 300) reaches a critical amount of about
3mE, but it is strongly correlated with the satellite height difference in the
cross-overs and, as most of the cross-overs show relative small height differ-
ences, a huge number of validation points with adequate accuracy (> 80% of
the tested cross-overs are better than 1.5mE) can be selected. The contribu-
tion of the coordinate errors as third error part has to be split in the ϕ, λ and
the height component. As mentioned in Sect. 2.2 the geographical position
does not play an important role: even hundreds of meters only cause some
mE of error, so orbit accuracies in the range of one to some meters should be
accurate enough. The vertical component is much more sensitive: even height
reductions for small (< 1 km) height differences turn out to be as inaccurate
as 1.8mE for a height error of 1m. Hence one has to pay attention to the
height determination accuracy in both, the orbit determination itself and the
cross-over interpolation to achieve a value less than 1m. Keeping this mar-
gin, the height reduction derived from EGM96 is accurate engough for a huge
number of validation points, which can easily be selected with a condition
depending on the height differences.

2.4 Results of Cross-Over Validation with Simulated Noisy Data

As the method has been proven in the consistency check and accuracy studies
above, it has also been applied to simulated noisy GOCE data. This test data
set is based on the IAG-SC7 files again, but now together with an error model
from the SRON GOCE E2E simulator considering the Onera gradiometer
specifications, see Smit et al. (2000). Figure 2 shows the noise added on the
diagonal tensor elements of the 0.2Hz IAG test data set. Besides strong biases,
it shows a realistic rms of e.g. 12.0mE for the VXX component over the whole
30 day time series.
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Fig. 3. Gradient differences recovered
from noisy diagonal tensor elements in
cross-overs, height reduction applied.

As a relative validation procedure utilises gradient differences, the rms of
the differences, which should be

√
2 times the original noise rms (16.8mE in

the case of VXX), and their bias, which should vanish, are adequate statistical
quantities. In the cross-overs selected in Sect. 2.2, the rms of the recovered
noise was 16.6mE for VXX , which fits well with the theoretical value. The
mean bias determined was -3.4mE. These global characteristics of the noise
model were detected with sub-mE accuracy by the cross-over validation ap-
proach as introduced in Sect. 2.2, again applying the appropriate reductions
from EGM96 up to degree and order 300. The recovered gradient differences
themselves are shown in Fig. 3 with respect to the cross-over latitude. Here,
a strong latitude-dependence of the gradient differences can be seen, which
is caused by the 1-(and 2-)cpr-peaks in the GOCE gradient error curves, see
Müller (2001).

Summarising, all investigations show that the cross-over method is able to
monitor the gradiometer performance.

3 Upward Continuation for External Calibration

In this study, the external calibration procedure for GOCE gradients is subdi-
vided into two steps. At first, reference gradients are computed from terrestrial
gravity data in combination with a global geopotential model (GPM). Then
calibration parameters are derived in an adjustment approach by comparing
the reference gradients with the (simulated) GOCE gradient observations. The
calibration by regionally upward continued gravity data over well surveyed ar-
eas was already proposed in Arabelos and Tscherning (1998), Pail (2002) and
Bouman et al. (2004). Here, the accuracy of the upward continuation is inves-
tigated in a closed-loop computation using synthetic data. Two methods for
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the upward continuation are described and their results are compared. All six
components of the symmetric gradient tensor of the disturbing potential T ,

Tij =
∂2T

∂i∂j
=

⎡
⎢⎢⎣

∂2T
∂x2

∂2T
∂x∂y

∂2T
∂x∂z

∂2T
∂y∂x

∂2T
∂y2

∂2T
∂y∂z

∂2T
∂z∂x

∂2T
∂z∂y

∂2T
∂z2

⎤
⎥⎥⎦ , (2)

are computed, with x pointing North, y East and z Radial.
For the upward continuation of regional data, a remove-restore procedure

is applied based on a reference geopotential model (GPM0) up to spherical
harmonic degree lmax. Residual gravity anomalies ∆g′ are generated by sub-
tracting the long-wavelength GPM0 part, ∆g0, from the observations ∆g,
yielding

∆g′ = ∆g − ∆g0 . (3)

After the upward continuation of the residual anomalies, the predicted residual
gradients T ′

ij have to be complemented by Tij,0 to get finally the complete
signal Tij . As the computations in this study are based on synthetic data with
a limited resolution, no terrain reductions are considered for the modelling of
high frequency effects.

For the calibration, the upward continued gradients can be rotated from
the local geographic (x, y, z) to the gradiometer (X , Y , Z) reference system
to avoid a rotation of the GOCE gradients, thus preserving the high accuracy
of the gradiometer diagonal tensor elements.

3.1 Synthetic Data

Synthetic data sets are produced for a closed-loop computation. A blended
geopotential model according to Wolf and Denker (2005) is introduced as
ground-truth model GPMtrue. It is combined from an actual GRACE GPM
(l = 0...89, (JPL, 2003)), EGM96 (l = 90...360, (Lemoine et al., 1998)), and
GPM98C (l = 361...1300, (Wenzel, 1999)). From this model different data
sets are derived:

1. (clone) model, GPMM , up to degree lmax = 360, where noise is added to
the GPMtrue coefficients according to the standard deviations of the co-
efficients; from this model, both, gravity anomalies on the ellipsoid (∆g0)
and gradients at GOCE altitude (Tij,0) are derived and utilized in the
remove-restore procedure.

2. ∆gtrue up to degree l = 1300 in a geographical grid on the ellipsoid; from
this data set two simulated observation data sets are computed by adding
white noise (∆gWN ) and coloured noise (∆gCN ), respectively.

3. T true
ij up to degree l = 1300 in a geographical grid at GOCE altitude,

serving as ground-truth in the closed-loop computations.
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White noise is computed with a MATLAB routine based on independent
normal distributed numbers. Coloured noise is computed using the Cholesky
factor of the error covariance matrix of the terrestrial gravity data, cf. Wolf
(2005). As the simulated data are on a geographical grid, the error covariance
matrix has a block Toeplitz structure. This can be exploited for memory re-
duction and efficient factorisation routines (e.g., SLICOT package, cf. Brenner
et al. (1999)).

3.2 Computation Methods

Two methods are used for the upward continuation of terrestrial gravity data
to gravitational gradients at GOCE altitude, namely the spectral combination
method with integral formulas (IF) and least-squares collocation (LSC). In the
next two paragraphs both methods are described briefly. The computation of
all six components is already outlined in Kern and Haagmans (2005) and Wolf
and Denker (2005). A more detailed discussion and theoretical comparison of
the IF and LSC approach is given in Moritz (1976) and the effect of limited
regional data areas is investigated in de Min (1995) for both methods.

Spectral Combination Method with Integral Formulas

For the spectral combination technique (Wenzel, 1982), the basic integration
formula for the residual disturbing potential T ′ is

T ′(rP , θP , λP ) =
R

4π

∫∫
σ

K(ψPQ, rP , R)∆g′(R, θQ, λQ)dσ , (4)

with the kernel function

K(ψPQ, rP , R) =
∞∑

l=2

(
R

rP

)l+1 2l + 1
l − 1

wlPl(cos(ψPQ)) , (5)

where rP , θP , λP , R, θQ and λQ are the spherical coordinates of points P
and Q, wl are spectral weights and Pl(cos(ψPQ)) are Legendre’s polynomials
depending on the spherical distance ψPQ between points P and Q.

The spectral weights are derived by a least-squares adjustment approach:

wl =
σ2

l (ε∆g0)
σ2

l (ε∆g0) + σ2
l (ε∆g)

. (6)

The σ2
l (ε∆g0) and σ2

l (ε∆g) are the error degree variances of the geopotential
model GPM0 and of the terrestrial gravity data, respectively.

The error degree variances of the terrestrial gravity anomalies are derived
for an uncorrelated (white noise) and correlated (coloured noise) scenario from
a given error covariance function, as described in Wolf (2005). For the white
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noise case, the error degree variances are derived by equally distributing the
noise over a certain spectral range. The width of the spectral range is chosen
depending on the resolution of the gridded terrestrial data which is common
practice. However, the error covariance function based on these degree vari-
ances differs from a white noise covariance function (cf. Color Fig. XXXIV on
p. 305), i.e., significant correlations remain for short distances. This has to be
considered in the discussion of the results. For the coloured noise scenario, the
error degree variances are derived by a Legendre transform of the covariance
function, cf. Wenzel (1981). For the error covariance function, the following
model based on Weber and Wenzel (1983) is used:

E∆g,∆g = σ2
∆ge−4.0·ψ[◦] , (7)

with σ∆g as noise level. The resulting spectral weights for white noise (de-
pending on the assumed data resolution) and coloured noise scenarios are
shown in Color Fig. XXXV on p. 305.

For the derivation of the integral formulas for the gradients Tij from (4),
the partial derivatives according to (2) are needed (for details see, e.g., Moritz
(1971)). The derivations with respect to spherical coordinates θ, λ, r can be
found, e.g., in Wolf and Denker (2005). For this purpose, the kernel function
has to be differentiated with respect to the radius r and the spherical distance
ψ, yielding Kψ, Kr, Kψψ, Krr and Kψr. Combining (2) and (4) and considering
the above abbreviations gives:

T ′
xx =

R

4π

∫∫
σ

(
1
r
Kr +

1
2r2

(
(Kψψ + Kψ cot ψ)+

(Kψψ − Kψ cotψ) cos(2α)
))

∆g′(R, θQ, λQ)dσ ,

T ′
xy =

R

4π

∫∫
σ

1
2r2

(Kψψ − Kψ cotψ) sin(2α)∆g′(R, θQ, λQ)dσ ,

T ′
xz =

R

4π

∫∫
σ

1
r

(
1
r
Kψ − Kψr

)
cos(α)∆g′(R, θQ, λQ)dσ ,

T ′
yy =

R

4π

∫∫
σ

(
1
r
Kr +

1
2r2

(
(Kψψ + Kψ cot ψ)−

(Kψψ − Kψ cotψ) cos(2α)
))

∆g′(R, θQ, λQ)dσ ,



280 Jarecki et al.

T ′
yz =

R

4π

∫∫
σ

1
r

(
1
r
Kψ − Kψr

)
sin(α)∆g′(R, θQ, λQ)dσ ,

T ′
zz =

R

4π

∫∫
σ

Krr∆g′(R, θQ, λQ)dσ . (8)

The practical evaluation of the above equations is done by 1D FFT according
to Haagmans et al. (1993), as used already by Denker (2003) for the radial
component Tzz.

Least-squares Collocation

The theoretical background of LSC is described in detail in Moritz (1980).
The basic formula of LSC is

T̂ ′
ij = CT ′

ij∆g′ (C∆g′∆g′ + E∆g∆g)−1∆g′ , (9)

where CT ′
ij∆g′ and C∆g′∆g′ are the signal covariance matrices, E∆g∆g is the

error covariance matrix, and T̂ ′
ij and ∆g′ are the residual signals (gradients,

gravity anomalies).
The complete formalism for the derivation of the signal covariances is

described in Tscherning (1976). All covariances are based on the covariance
function CTT of the disturbing potential T

CTT =
∞∑

l=2

σ2
l (T )

(
R2

B

rP rQ

)l+1

Pl(cos(ψPQ)) , (10)

with the degree variances σ2
l (T ) of T and the radius RB of the Bjerhammer

sphere.
The degree variances σ2

l (T ) are taken from the error degree variances of
the GPM0 up to degree lmax, and above degree lmax from the Tscherning and
Rapp (1974) degree variance model. The error covariance matrix is assumed
as a diagonal matrix for the white noise scenario, and as a full matrix accord-
ing to the exponential noise model (7) for the coloured noise scenario. For
the computation of the signal covariance values, subroutines implemented by
C. C. Tscherning (Tscherning, 1974, 1976) are used in an updated version.
As the numerical experiments in this study are based on data in geograph-
ical grids, again the block Toeplitz structure of the covariance matrices can
be exploited for memory reduction and faster equation solver routines (e.g.,
SLICOT package, cf. Brenner et al. (1999)).

3.3 Numerical Experiments

The IF and LSC are applied in a closed-loop computation. The first set of
input gravity anomalies (∆gWN and ∆gCN , noise level σ∆g = 5mgal) has a
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Table 2. Statistics of the differences
between ground-truth and predicted
gradients from IF for the white noise
scenario with a noise level of 5mgal.
Unit mE.

WN mean std min max

T true
xx − T IF

xx 0.0 0.8 −3.5 2.8

T true
xy − T IF

xy 0.0 0.7 −2.5 2.4

T true
xz − T IF

xz 0.0 1.1 −4.0 3.6

T true
yy − T IF

yy 0.0 1.9 −6.9 6.9

T true
yz − T IF

yz 0.0 2.0 −7.1 7.7

T true
zz − T IF

zz 0.0 2.4 −8.6 7.9

Table 3. Statistics of the differences
between ground-truth and predicted
gradients from IF for the coloured
noise scenario with a noise level of
5mgal. Unit mE.

CN mean std min max

T true
xx − T IF

xx 0.0 2.3 −7.6 8.8

T true
xy − T IF

xy 0.0 1.5 −5.6 5.9

T true
xz − T IF

xz 0.0 2.8 −8.8 10.9

T true
yy − T IF

yy 0.0 3.4 −14.0 12.7

T true
yz − T IF

yz 0.0 3.7 −14.2 15.0

T true
zz − T IF

zz 0.0 4.6 −15.8 18.7

resolution of 0.05◦ and covers an area of 37◦. . . 50◦N and 0◦. . . 13◦E. The model
GPMM is used as the reference model GPM0. The predictions from both
methods are compared in the central 2◦ by 2◦ area. The maximum differences
between IF and LSC are less than 0.5mE for the coloured noise scenario. The
corresponding differences for the white noise scenario go up to 2.4mE due to
the modelling of the white noise in the IF approach (cf. Color Fig. XXXIV on
p. 305).

In view of the calibration procedure, a second larger data set is intro-
duced in the closed-loop procedure applying IF. An area of 42.5◦S. . . 3.5◦N
and 35◦W. . . 15◦E is covered with a resolution of 0.1◦. The statistics of the
differences between predicted and ground-truth gradients in the central 40◦ by
40◦ area are shown in Table 2 for the white noise scenario and in Table 3 for
the coloured noise scenario, both with a noise level of 5 mgal. Even with a
relatively high noise level of the input data, the standard deviations of the
differences are in the range of a few mE. The component Tzz has the largest
signal variance, and correspondingly, it shows the largest error variance. The
standard deviation of the differences in Tzz agrees with the estimation in Wolf
(2005), where 4.8mE and 3.6mE were derived by error propagation based on
error degree variances, and 5.0mE and 2.5mE by LSC for coloured and white
noise (input noise level 5 mgal and data resolution 0.1◦), respectively. Assum-
ing 1 mgal noise for the terrestrial gravity data, errors of 1 . . . 2mE can be
expected for the gradients.

4 External Calibration

Previous investigations for the external gradiometer calibration done in, e.g.,
Bouman and Koop (2003) and Bouman et al. (2004), are based on global
GPM data and regional data sets. In this study, calibration parameters are
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Fig. 4. Regional areas TD1, TD3 (used for the derivation of the calibration param-
eters) and TD2 (used for testing the derived calibration parameters)

computed for the radial component VZZ over two regional areas (TD1, TD3
in Fig. 4) and then applied to a third area (TD2), followed by an evaluation
of the results.

4.1 Calibration Model

The functional calibration model in a least-squares adjustment approach is
chosen according to Bouman and Koop (2003):

V G
ZZ(t) = λ

[
V R

ZZ(t) + ∆VZZ + V ′
ZZ t +

4∑
k=1

ak cos(kω(t)) + bk sin(kω(t))

]
.

The observations V G
ZZ are simulated GOCE gradients (see below) and V R

ZZ

are the reference gradients. The unknown calibration parameters are the scale
factor λ, the bias ∆VZZ , the trend V ′

ZZ , and the Fourier coefficients ak and
bk modelling revolution dependent errors (in cycles/rev.).

4.2 Numerical Experiments

In this study, simulated 0.2Hz VZZ time series are used as observations. This
data set from the IAG-SC7 (cf. IAG-SC7 (2003)) also includes gradiometer
noise. Gradients over the two regional areas (TD1, TD2) can be upward con-
tinued as shown in Sect. 3.3 for the area TD1. However, due to time restric-
tions, the actual upward continued gradients were not used so far. Instead, the
calibration procedure is tested here with the ground-truth reference gradients
with 1mE white noise added.

Gradients over the areas TD1 and TD3 (Fig. 4) were selected for the
external calibration. The derived calibration parameters were then applied
to the time series over area TD2. The standard deviation of the differences
between the calibrated gradients and ground-truth gradients decreases by a
factor of two. The statistics of the errors of the gradients over this area before
and after the calibration are shown in Table 4.
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Table 4. Statistics of the errors of simulated VZZ time series over regional area
TD2 before and after calibration. Unit E.

Status mean std min max

Before Calibration −2.3159 0.0115 −2.3497 2.2869

After Calibration 0.0010 0.0056 −0.0232 0.0181

5 Summary and Conclusions

Two procedures for the quality assessment of the GOCE gradients have been
investigated in this study. First, the use of cross-overs to relatively compare
gradients in orbit has been discussed, where all computation steps (cross-over
detection, measurement interpolation and height and orientation reduction)
were addressed and possible error sources (e.g., from orbit determination)
were considered. It has been shown, that this procedure is suited very well to
monitor the gradiometer behaviour.

Secondly, reference gradients for a regional gradiometer calibration or vali-
dation were upward continued from terrestrial gravity data using two methods,
spectral combination with integral formulas (IF) and least-squares collocation
(LSC). Differences of a few mE in a closed-loop procedure based on synthetic
data were obtained. The application of upward continued gradients over re-
gional areas in an external calibration procedure has been described. The
error standard deviation of a time series of the radial gradient component
over a neighbouring area decreases by a factor of two by applying the derived
calibration parameters.

Acknowledgement. Thanks go to K.-H. Ilk and IAG-SC7 for making the GOCE test
data available and to C.C. Tscherning for providing his covariance computation
routines. This is publication no. GEOTECH-158 of the programme GEOTECHNO-
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Color Fig. VII. Propagation and observation geometry of the Alaska earthquake on
November 3, 2002. The color coded pixels represent the amplitudes of the ionospheric
wave whereas the yellow square symbols mark the GPS sites used for observation

Color Fig. VIII. Time series of amplitude maps of band pass filtered vertical
TEC data reconstructed by TEC data assimilation into a background model (zero
amplitude values). The epicenter is marked by a red point
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Color Fig. IX. Subsequent band pass filtered vertical TEC data as a function of
their distance from the epicenter. The full black line indicates an assumed Rayleigh
wave propagating at the Earth surface with a velocity of 3.5 km/s
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Color Fig. X. Schematic overview CHAMP GPS radio occultation experiment
and the related infrastructure (modified from Wickert (2002))
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Color Fig. XI. Lapse-rate tropopause pressure (upper panel) and temperature
(lower panel). Contour interval: 10 hPa (a) and 2 K (b) respectively. The plots are
derived using CHAMP and SAC-C occultation data between May 2001 and April
2005 (update from (Schmidt et al., 2005a))
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Color Fig. XII. Mean geoid height differences [mm] between PPHA and MOG2D
(left) and corresponding gravity field products (right) for February 2004. Figures
have been smoothed by a Gaussian filter of 500 km radius, C20 variations have been
ignored
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Color Fig. XIV. Amplitudes of best fitting annual signal of surface mass variability
derived from GRACE (left) and WGHM (right) filtered by Gaussian averaging radii
of 1000, 750 and 500 km (from top to bottom) in terms of thickness of equivalent
mass of water
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Color Fig. XV. Phases of best fitting annual signal of surface mass variability
derived from GRACE (left) and absolute values of the GRACE minus WGHM dif-
ferences (right) filtered by Gaussian averaging radii of 1000, 750 and 500 km (from
top to bottom) in terms of days (Note: Greenland and Antarctica not modeled in
WGHM)
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Color Fig. XVI. Left column: Regional surface mass variability (dots) and esti-
mated annual signal (solid lines) derived from GRACE (in red) and WGHM (in
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ing kernels from Swenson and Wahr (2003) constrained to an uncertainty of 2 cm of
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Color Fig. XVII. Simulation case 1: geoid height differences in cm (spherical
harmonic expansion up to degree n=110: RMS 1.23cm, avg 0.97cm, min/max -
4.76/5.07cm)
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Color Fig. XVIII. Simulation case 2: geoid height differences in cm (spherical
harmonic expansion up to degree n=110: RMS 2.11cm, avg 1.69cm, min/max -
8.61/8.82cm)
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Color Fig. XIX. Geoid height differences: preliminary global solution ITG-
GRACE-2003-08 – GGM02C (spherical harmonic expansion up to degree n=90:
RMS: 2.6cm, avg: 2.0cm,min/max: -12.7/14.7cm)
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Color Fig. XX. Geoid height differences: global solution with regional refinements
ITG- GRACE-2003-08 – GGM02C (spherical harmonic expansion up to degree
n=110: RMS 7.27cm, avg 5.61cm,min/max -28.7/30.6cm)
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Color Fig. XXI. Geoid height differences: global solution with regional refinements
ITG- GRACE-2003-08 – EIGEN-CG03C (spherical harmonic expansion up to degree
n=110: RMS 8.91cm, avg 6.88cm, min/max -44.2/42.7cm)
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Color Fig. XXII. Geoid height differences GGM02C - EIGEN-CG03C (spherical
harmonic expansion up to degree n=110: RMS 6.20cm, avg 4.81cm, min/max -
35.9/36.1cm)

Color Fig. XXIII. Synthesized differences of the solution and the EIGEN-
GRACE02S model
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Color Fig. XXIV. Comparison of selected harmonics (unit: mm of geoid height)
between the daily GRACE solutions (blue) and the MOG2D model (red). Bias,
trend and “seasonal” changes have been removed. Harmonics with degree and order
larger than 10 are fixed to their mean values of the 150 × 150 EIGEN-GRACE02S
gravity field model, which also provides a-priori values for the estimated harmonics.
No a-priori constraints have been imposed on the estimated harmonics
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Color Fig. XXVI. Projection of the Time-Series along the Orbit on a Torus
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Color Fig. XXVIII. Differences in geoid undulations between a regional solution
and the global gravity field model EGM96 up to degree 240 (cm), RMS: 10.1cm

Color Fig. XXIX. Differences of adjacent regional solutions to the pseudo-real
gravity field EGM96 in terms of geoid undulations to demonstrate the excellent
matching of the residual patterns

Color Fig. XXX. Differences in geoid undulations between the merged regional
solutions and EGM96 compared up to degree n=240 (cm), RMS: 8.6cm
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Color Fig. XXXI. Geoid variations in mm deduced from WGHM (left) and H96
(second column), differences between the both (third column) and correlation coef-
ficients between the WGHM–deduced and H96–deduced geoid variations (right)

Color Fig. XXXII. Rms, absolute min and max of monthly Vrr changes from
WGHM+ice, (E)
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Color Fig. XXXIII. Comparison of tensor element VXX in cross-over points of the
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Color Fig. XXXVIII. The Administration Tool to manage the content of the
IERS Data and Information System
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Color Fig. XXXIX. Example for the presentation of the IERS products within
the IERS Data and Information System (IERS Bulletin B No. 183, IAU 2000)
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Color Fig. XL. The search interface to search for specific products
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Color Fig. L. System components of gravitymeter (UniBwM)

Color Fig. LI. Graphical user interface of processing software
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Color Fig. LII. Flight track and reference gravity field [mGal]
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Summary. In the framework of the Geotechnologien project “Integration of space
geodetic techniques and development of a user centre for the International Earth
rotation and Reference systems Service (IERS)” the IERS Data and Information
System1 has been developed at BKG. The system allows the proper maintenance of
all data and products of the IERS and provides user-friendly interfaces to browse the
data, to search for specific data and to download the data. The system is database-
driven to guarantee the timeliness and consistency of the contents of the information
system. Additionally, meta data of all products and publications are modelled in a
database to allow the users to search for specific data or topics with respect to
space, time and content. In order to be able to link related data the heterogeneous
formats of the products are transformed into a common format. The eXtensible
Markup Language (XML) will be used, to perform this ambitious task. The usage
of XML not only links related data but also supports the exchange of data and the
output in different formats like html, pdf, etc. The system is being completed by
an administration tool to manage and coordinate the tasks of the Central Bureau
and by a general information system with respect to IERS-related topics. The IERS
Data and Information System is the basis for the development and implementation
of a German contribution to a “Global Geodetic Observing System (GGOS)2” re-
alising a central interface to transfer information between the highly complicated
system of measurement and analysis procedures and the users. The standardised
database tools will promote an easy exchange of information with and links to other
databases within the GGOS project to realise a powerful instrument to serve the
Earth observing system.

Key words: IERS, Earth rotation, reference systems, GGOS, Information System,
Data Centre, XML

1 http://www.iers.org
2 http://www.ggos.org
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1 Introduction

The primary objectives of the International Earth rotation and Reference sys-
tems Service (IERS) are to serve the astronomical, geodetic and geophysical
communities by providing terrestrial and celestial reference systems (and their
realisations), Earth orientation parameters, global geophysical fluids data as
well as standards, constants and models. Starting January 1, 2001, BKG
has taken responsibility for the Central Bureau (CB) of the IERS (Dick and
Richter, 2004). According to the IERS Terms of Reference (Dick and Richter,
2002, pp. 103–107) the CB is in charge of the general management and the
coordination of the IERS. Furthermore one important task of the CB is the
development of a data and information system based on modern Internet tech-
nologies, providing all data and products as well as general information about
the IERS and the topic of Earth rotation to the users of the IERS (Richter
et al., 2005).

The main goals of the new IERS Data and Information System are to
archive all data and products, to provide them through the World Wide Web,
ftp or electronic mail to professional customers as well as to a broad scientific
and non-scientific community. Moreover, the users should be able to search
for specific data and tools should be offered for the integrated usage of the
data sets. Providing these facilities the system will represent a fundamental
basis for the development and implementation of a German contribution to
a GGOS (Drewes and Reigber, 2005) realising a central interface to trans-
fer information between the highly complicated system of measurement and
analysis procedures and the users. The system is being developed in the frame-
work of the Geotechnologien project “Integration of space geodetic techniques
and development of a user centre for the IERS” in which all kinds of compo-
nents (Technique Centres, Product Centres, Combination Centres, Analysis
Coordinator, Central Bureau) of the IERS are involved. The close connection
of all IERS components within the research project facilitates the formula-
tion and testing of the structure, requirements, efficiency and reliability of
the new system. The requirements for the new system, the concept and its
implementation will be described in more detail in the next sections.

2 Requirements for the IERS Data and Information
System

All products within the IERS are generated by an enormous investigation of
human and financial resources. They are used by professional customers and
should be available also to a broad scientific and non-scientific community.
However, the usage of these data is very much limited to professional users
because of the format of the data and the way information on as well as access
to the data are accommodated.
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Presently, the IERS information system provides a unified schematic de-
scription of all IERS products (ITRF, ICRF, EOP, Global Geophysical Fluids,
etc.) while the respective data are available for download only at the individual
product centres. To collect the data the user has to navigate through various
Web sites where he is able to download the data in the provided (fixed) format
that is not unique for all the data. To link related data to each other the user
has to take care about the various formats. Moreover, the integrated usage
of the data sets is limited to some specialists at a few research centres. The
main reason is the lack of standardised data structures, formats and specifi-
cations as well as the out-dated information technology used to provide the
data. However, the integrated usage of data from geodetic, geodynamic or
other Earth sciences is one of the key tasks of a GGOS.

In addition to the product information the system contains information
about IERS publications, IERS’s structure and components as well as news
and general information on Earth rotation and reference frames. Currently,
all this information is presented by static Web pages, so that rather often
the same information is stored at different html pages. Thus, it is tedious to
keep the information up-to-date and consistent without redundancy. To avoid
these disadvantages the contents of the information system will be managed
dynamically supported by a database.

Another deficiency in the way the products are presented to the users is
the lack of interfaces to search for specific data. Therefore, it is difficult to
discover specific data of interest, especially for new or less experienced users.
A powerful search interface has to provide all necessary information to retrieve
easily specific data with respect to space, time and content allowing extensive
and comfortable inquiries with respect to all IERS products and related data
as well as to download the data.

The new IERS Data and Information System will provide an easy, uni-
form and central access to the distributed IERS products, their associated
information and the related data via the Internet. In addition, it will allow to
extract information directly from the data and to download the data in ap-
propriate formats. Thereto, an easy-to-use and self-explaining Web interface
to browse through the products with respect to special user requests of the
broad scientific and non-scientific community will be developed. Only server-
side technologies will be used, so that the user needs no special programs or
browser plug-ins. The user will be able to navigate through the data using
simple or complex search functions and will be able to evaluate, visualise,
connect and download the data. Therefore, clearly defined standard formats
are necessary in order to be able to model the meta data about all products
stored in the database. The standardised description of the datasets will also
allow their comparison and the exchange of information with and links to
other databases within the GGOS project to realise a powerful instrument to
serve the Earth observing system. To complete the provided information other
related information systems like the Scripps Orbit and Permanent Array Cen-



324 Schwegmann and Richter

ter (SOPAC)3 or the new NASA geodetic database which will be developed
within the “INDIGO” project (Borgen et al., 2002) have to be included at
least by a link.

According to the requirements described above four main goals have been
derived for the new IERS Data and Information System:

1. Archive all IERS products and all the data necessary to re-compute these
products.

2. Support the research activities within the IERS components, e.g. the com-
bination of IERS products.

3. Provide user-friendly interfaces to search the data with respect to time,
space and content and to download the data.

4. Facilitate the maintenance of a consistent, non-redundant and up-to-date
information system.

3 Concept for the IERS Data and Information System

In order to consider all tasks of the data and information system the concept
consists of three major components:

1. The Data Management System used to
a) search all IERS product centres for new data and
b) automatically download new data,
c) extract meta data and
d) import the products into the IERS Data and Information System.

2. The Information System includes programs to
a) transform the imported products into XML,
b) create various output formats as requested by the user, and
c) present the meta data as well as information on the Web pages and

on address data, all of these stored in databases, to the users via a
Web browser.

3. The Administration Tool to easily manage all the contents for the
information system.

These components will be described in Sects. 3.2, 3.3 and 3.4.

3.1 Key Technologies

To realise the IERS Data and Information System the concept considers three
key technologies:

1. The usage of database technologies.
2. The extensive usage of standardised meta data.
3. The application of XML and related technologies.

3 http://sopac.ucsd.edu
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As recommended by a concept paper for the efficient geodata management
of the German federal government (Arbeitsgruppe “Konzeption Geodaten-
management”, 2000) all components of the new IERS Data and Information
System are based on open source software. The information system will be run
on an Apache Web Server, while the open source relational database manage-
ment system MySQL will be used to store the data. Access to the database
for searching, viewing and downloading is best provided via the Internet. To
be independent of computer platforms and locations the Web interfaces to
access and browse this information are realised using the scripting language
PHP.

Databases

To build a modern dynamic system with an efficient, consistent and non-
redundant content base that can be kept up-to-date more easily several
databases will be built. Meta data about the products are stored in a meta
database whereas information on the available products is kept in a product
database. In addition all information to manage the Web site, including the
Web site structure, the Web pages themselves and the information on the
structure of the IERS and its components will be maintained in a Web site
database and an address database. The databases will be the core of the new
data and information system and will be populated automatically or manually
with data (cf. Sect. 3.3).

Standardised Meta Data

Meta data are information about the available data sets that allow the as-
sociated data to be independently understandable by the user community.
Moreover, the meta data can be read by the search interface of the IERS
Data and Information System to provide an extensive and comfortable prod-
uct search. Therefore, meta data have to be extracted from the archived data
and to be stored in the meta database.

The meta data have to be created according to the ISO 19115 Meta-
data standard. The standard facilitates the exchange and integration of data
and information by giving a systematised description of the identification, ex-
tent, quality, spatial and temporal scheme, spatial reference and distribution
specifics of geospatial data. Thus, the meta data can be easily integrated into
Meta Information Systems (MIS), as for example GeoMIS.Bund4 developed
at BKG. Such MIS allow the directed search for integrated data sets. More-
over, datasets from neighbouring geo-sciences can easily be found and new
users of the IERS products may be gained.

4 http://puppis.geomis.bund.de/geoportal/index.jsp
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The eXtensible Markup Language (XML)

The most ambitious task is the development of format descriptions for the
various heterogeneous IERS products by using only one technique in order to
be able to exchange and combine the data, but representing the data as flexible
as possible. Therefore, the eXtensible Markup Language (XML) (Harold and
Means, 2002) and related technologies are used to represent all IERS products,
to provide them in various formats and to facilitate the transfer of the data.

XML is a recommendation of the World Wide Web Consortium (W3C) to
describe data and document structures as well as the behaviour of programs
used to process such documents (Bray et al., 2004). Originally designed to
meet the challenges of large-scale electronic publishing, XML is playing an in-
creasingly important role in the field of Web publishing and in the description,
representation and exchange of data on the Web and elsewhere.

The most important benefits of XML are:

• Simplicity: Information coded in XML is plain ASCII text and thus easy
to read and understand.

• Openness: XML is a platform independent and non proprietary W3C stan-
dard, endorsed by software industry market leaders.

• Extensibility: XML is, by definition, extensible and can be used as a type
of grammar to define a markup language for specific purposes and schemas
for all kinds of data models. XML documents can be validated against the
respective XML Schema (Fallside, 2001) definition.

• Separates content and structure from presentation: XML tags describe
meaning not presentation. Thus, it is possible to use associated techniques
like the eXtensible Stylesheet Language Transformations (XSLT) (Kay,
2005) to generate several output formats of the same input XML docu-
ment.

• Can embed existing data: Mapping existing data structures like file sys-
tems or relational databases to XML is simple. XML supports multiple
data formats and can cover all existing data structures.

• Can embed multiple data types: XML documents can contain any possible
data type – from multimedia data to active components.

During the last years XML has been applied in more and more Earth
sciences applications for format definitions (cf. Cox et al. (2004), Neumann
et al. (2004), GalileoTech News). By using XML as standardised language to
describe the format of all products of the IERS the validation and integrated
usage of the data will be possible and the data can be provided in individual
formats as requested by the user.

3.2 The Data Management System

Some screenshots from the Web interface of the Data Management System
which is used to collect automatically all IERS products from the various
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product centres are shown in Color Fig. XXXVI on p. 306. The system main-
tains all processes to download and archive the data, to extract meta data,
to browse the file archive, to search for specific data and to check the sys-
tem maintenance. The upper left picture displays the menu of the system to
perform all these tasks.

The download of the data from the product centres is controlled by so-
called mirrors specifying which files are expected from which source. The most
important specifications within such a mirror definition are the remote address
of the server storing the data, the remote directory, a whitelist listing rules for
filenames to be downloaded, a blacklist for filenames not to be downloaded, a
start time when to start the download and a repeat rate specifying whether
the check for new data files should be done hourly, daily, weekly or monthly.
Another entry in the mirror definition is called Meta Data giving the name
of a meta data table containing the meta data that will be associated to
the data files downloaded by this mirror. These product specific meta data
are completed by product version specific meta data which are parsed when
importing a new file into the system.

The files are archived in a file system that can be browsed via the Web
interface as shown in the middle of Color Fig. XXXVI. For each available
file the listing of each directory shows a box to mark the file for download,
a column to modify the associated meta data, the filename, size and date
of creation, as well as symbols to move, copy, rename or delete the file or to
inherit meta data from another file or product. When clicking on the file name
the meta data stored for this file will be shown in a new window (cf. lower
part of Color Fig. XXXVI).

3.3 Data Flow Within the IERS Data and Information System

The general concept of the IERS Data and Information System is shown
in Color Fig. XXXVII on p. 307. Each time the Data Management System
downloads a new data file, a processing chain is being started automatically to
import the file into the system and to update the database tables of the prod-
uct database and the meta database from which the Web sites are generated
automatically.

At first, the new file is being transformed into XML by JAVA programs
and the meta data for the file are being extracted and stored in the meta
database automatically. The meta data valid for the associated product (and
all its dedicated versions) have been entered manually into the database be-
fore. The structure of the meta data is based on a proposal compiled by the
group of the IERS Analysis Coordinator to describe all IERS products by the
same keywords. This structure can easily be transformed into an ISO 19115
consistent form which will allow the export of the meta data into Meta In-
formation Systems like GeoMIS.Bund. This has already been done for a few
selected IERS products.
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The XML files will be validated with respect to the respective XML
Schema definition. Format violations are automatically discovered and re-
ported to the administrator who can get into contact with the originator of
the file in order to clarify the format violations. In that case the import of the
file will be stopped. Otherwise the XML file will be processed together with
the associated XSLT stylesheets to create standard output files in various for-
mats like html, pdf or even plots of the data. Afterwards, the information on
the imported product version and the output files are stored in the product
database where also the associated XML Schema and XSLT stylesheet files
are stored.

The Web site database includes information on the structure and organi-
sation of the IERS Web site, i.e. which pages are available under which topic,
which content is generated dynamically, etc. The Web pages are based on XML
and each page has an associated XSLT stylesheet to render the XML page
into HTML for viewing in a Web browser. In connection with the administra-
tion tool (cf. Sect. 3.4) the Web site database realises a Content Management
System. The data for the Web site database have been entered manually.

The address database comprehends information on all registered IERS
users regularly receiving products from the IERS and will be used to distribute
the products. Currently the address database consists of nearly 3000 entries.

The Web pages of the information system are created dynamically access-
ing all database contents from the product, meta data, Web site and address
databases. The users can view the pages, download product files or search for
specific data via a standard Web browser (cf. Sect. 3.5). The administrator is
able to manage all databases using the administration tool via a Web browser,
too (cf. Sect. 3.4).

One of the first applications of the XML technology was the development
of an XML Schema definition for the SINEX V2.0 format. The SINEX format
primarily a GPS product related format was adopted for the TRF and EOP
products also by the other technique services. The SINEX V2.0 is an extended
version developed under the leadership of the IERS Analysis Coordinator in
cooperation with the space geodetic technique services. Using the new XML
Schema definition all SINEX related data can be transformed into XML. As
one of the advantages the XML documents are tested automatically against
the respective XML Schema definition to validate the input data.

For example SINEX files can be checked by simply using a freely available
XML parser instead of a user-specific “SINEX checker”. In that way general
inconsistencies of technique-specific SINEX files could be discovered as well
as individual format violations.

In contrast to the SINEX file format, the so-called geophysical fluids data,
another important product of the IERS, are not based on a common file
format. The development of an XML Schema definition is much more compli-
cated and will be based on a thorough investigation of the various geophysical
fluids data which has not been done yet.
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3.4 The Administration Tool

The administration tool is used to control the import of new data files into the
system, to manage the Web site structure and the contents of the Web sites,
to specify or modify the meta data associated to the products and product
versions as well as to maintain the address database. Using this tool the
Web pages can be kept consistent, without redundancy and up-to-date with
a minimum effort compared to the old information system.

Color Fig. XXXVIII on p. 308 shows an example where the administra-
tion tool is used to manage the contents of the address database. As soon as
information is changed all Web pages containing this information will auto-
matically display the changes without further work to be done.

In more detail the administration tool allows the following operations:

• Managing the address database:
– Specify or modify address information with respect to individuals and

institutions.
– Managing functions of individuals and institutions within the IERS

and associate it to specific individuals or institutions.
– Managing distribution lists for the disposition of the IERS products.

• Managing the product database:
– Organise a hierarchy of product categories, products and product

versions and assign XML Schema files for the validation and XSLT
stylesheets for the generation of output files.

– Specify and modify meta data and associate it to product categories,
products and product versions.

• Managing the Web site database:
– Organise a hierarchy of Web topics and associated Web pages.
– Assign XSLT stylesheets to the XML Web pages in order to render the

HTML pages.
• Monitor the import of new products into the database.

3.5 Example Web pages from the IERS Data and Information
System

Although the new Web pages cover almost the same information as the old
ones they are much easier to maintain and the consistency and actuality can
be guaranteed because of the dynamic content. For example the listing of the
IERS Directing Board Members can be created dynamically from the Web
site and address database. New functionalities have been added to the new
Web site compared to the old one. The most important are search capabilities
and the availability of all products of the IERS for download.

Color Fig. XXXIX on p. 309 presents an example of an IERS product
within the IERS Data and Information System (IERS Bulletin B No. 183,
IAU 2000). All meta data belonging to the product are displayed to describe
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this specific product version. Based on this description the user can decide
whether these data are useful for further investigations. The download can be
initiated from this page, too.

Apart from a fulltext Web page search a product search based on the meta
data stored in the database is available. Color Fig. XL on p. 310 exhibits the
search interface to go for specific product versions. The upper part shows the
start page for the product search. Here a fulltext search can be initiated, for
example to search within documents, as well as a metasearch, e.g. with respect
to a specific product. The middle part of Fig. XL shows the search interface for
a metasearch for the product IERS MESSAGE. The user can select specific
values for some Meta fields. The bottom part of the figure shows the results
for the selections made for the search.

4 Summary

In the framework of the Geotechnologien project “Integration of space geode-
tic techniques and development of a user centre for the International Earth
rotation and Reference systems Service (IERS)” of the BMBF a user and data
centre has been realised at BKG. It allows the proper administration of all
IERS products and related data.

Using the Data Management System the data and products of the IERS
are collected, administrated and archived in their original version. The gen-
eral concept with respect to the further processing of the data is based on
the usage of the eXtensible Markup Language (XML) as central data format
for the exchange and the work with the data. From the XML data different
output formats can easily be generated and processed by the user by apply-
ing the eXtensible Stylesheet Language for Transformations (XSLT). Due to
its openness, platform independence and free availability XML has become
a world-wide standard with respect to the exchange of data over the Web.
Without these advantages the integrated use and combination of heteroge-
neous data would hardly be possible.

Standardised meta data according to ISO 19115 are produced for all data
and products and stored in a database. These meta data provide all neces-
sary information to the users to easily retrieve specific data within the data
centre. The search interface of the new IERS Data and Information System
directly accesses the meta database and thus allows extensive and comfort-
able inquiries with respect to all IERS products and related data as well as
to download the data from the data centre. When integrating the meta data
in Meta Information Systems (MIS), as for example GeoMIS.Bund developed
at BKG, new users of the IERS products may be gained.

Within the IERS Combination Pilot Project5 the IERS data centre is used
as the central platform to exchange the necessary input and output data sets

5 http://www.iers.org/iers/about/wg/wg3/cpp.html
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of the participating institutions and to guarantee the information flow as well
as the integration, documentation and availability of the data.

The new system will support the Central Bureau in its routine work (e.g.
distributing information and data electronically). It will provide a modern
Web service to answer requests on information and data with respect to the
fields of Earth rotation and reference systems to support scientific work as
well as to bring these topics into a broad public. Within the Geotechnologien
project the IERS Data and Information System serves as central platform for
the exchange of data and information.

Acknowledgement. This is publication no. GEOTECH-167 of the programme GEO-
TECHNOLOGIEN of BMBF and DFG, Grant 03F0336D.
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Summary. Until today the products of the International Earth Rotation and Refer-
ence Systems Service (IERS), like International Terrestrial Reference Frame (ITRF),
International Celestial Reference Frame (ICRF) and Earth Orientation Parame-
ters (EOP), are combined independently, neither intra-technique nor inter-technique
combinations, including the full variance-covariance information are performed. To
overcome this deficiencies in the present IERS product generation the IERS imple-
mented a new structure in January 2001. This includes the new IERS Combination
Research Centres (CRC) and the IERS Analysis Coordinator (AC). He is responsi-
ble for the long-term and internal consistency of the IERS products. To achieve the
highest accuracy and consistency, it is crucial to proceed towards a fully rigorous
combination of all the parameters common to more than one space geodetic tech-
nique. Since 2001 the IERS AC initiated and coordinated many different projects
and campaigns towards this overall goal. Now the results of the last three years
build the theoretical and practical base for the latest project, the Combination Pi-
lot Project (CPP). This project will prepare the generation of a combined IERS
product on a routine basis.

Key words: International Earth Rotation and Reference Systems Service, IERS,
Analysis Coordination, EOP Alignment Campaign, SINEX Combination Campaign,
Combination Pilot Project

1 Introduction

The Analysis Coordinator (AC) of the International Earth Rotation and Ref-
erence Systems Service (IERS) is responsible for the long-term and internal
consistency of the IERS reference frames and other products. He is responsi-
ble for ensuring the appropriate combination of the IERS Technique Centres
(TC) products into the single set of official IERS products and the archiving
of the products at the Central Bureau (CB) or elsewhere. The AC serves for
a four-year term, renewable once by the IERS Directing Board (DB). The
responsibility of the AC is to monitor the TC’s (International VLBI Service
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VLBI, International GNSS Service IGS, International Laser Ranging Service
ILRS, International DORIS Service IDS) and Product Centre’s (PC) activi-
ties to ensure that the IERS objectives are carried out. This is accomplished
through direct contact with the independent TC Analysis Coordinators or
equivalent. Specific expectations include quality control, performance evalua-
tion, and continued development of appropriate analysis methods and stan-
dards. The AC interacts fully with the Central Bureau, the Product Centers
and the Combination Research Centers (CRC). Although this new structure
of the IERS was already implemented on January 1, 2001, the work of the
current IERS Analysis Coordinator officially started only at the IERS Direct-
ing Board Meeting in September 2001 in Brussels. This report will cover the
activities since September 2001.

2 Goals and Time Schedule

The major goals of the IERS Analysis Coordination, as presented in Brussels
in September 2001, may be grouped into five major tasks as follows (see also
Fig. 1):

1. Coordination of CRC activities: an ongoing process.
2. Status / list of present IERS products and their methods of generation.
3. Plan for the optimization of the consistency and accuracy of the products.

A plan has to be developed with the different IERS components on how
to achieve this goal.

4. Implementation of new combination strategies. A procedure in two steps
is proposed:
• “Weekly” solutions
• “Multiyear” solutions

5. Routine quality control of all IERS products.

Fig. 1. Time schedule of the IERS Analysis Coordination activities. T0 = Septem-
ber 2001
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Today the various products of the IERS, especially the International Ter-
restrial Reference Frame (ITRF), the International Celestial Reference Frame
(ICRF) and the Earth Orientation Parameter (EOP) series, are still combined
independently. With the exception of the ITRF and the IGS products neither
intra-technique nor inter-technique combinations are correctly performed in-
cluding the full variance-covariance information. In this way neither the con-
sistency of the products can be guaranteed nor can the different strengths of
the individual space geodetic techniques be exploited to improve the prod-
ucts. This means that there are clear deficiencies in the present IERS product
generation. To achieve the highest accuracy and consistency, it is crucial to
proceed towards a fully rigorous combination of all the parameters common
to more than one space geodetic technique, especially in respect to the chal-
lenges the IERS is facing with the new satellite missions (gravity, altimetry,
astrometry), with the Global Geodetic Observing System (GGOS) project of
the International Association of Geodesy (IAG), and with many other appli-
cations.

In order to make progress towards the goals mentioned above, the following
primary activities were initiated:

• Web page for coordination, communication and scientific transfer between
CRCs.

• Compilation of a complete list of IERS products. The present status of
the list has fully been implemented in the IERS web pages (see http:
//www.iers.org/iers/products/).

• IERS Analysis Campaign to align EOPs to ITRF2000/ICRF.
• IERS SINEX format unification
• IERS SINEX Combination Campaign
• IERS Combination Pilot Project
• IERS Long Time Series
• IERS Working Groups

3 Activities and Projects of the IERS Analysis
Coordination

This section will give only a short overview of the past and ongoing activities
of the IERS AC. More detailed information on the results of each project will
be presented in the following chapters.

3.1 Web Pages

According to the proposed procedure, presented at the IERS Directing Board
Meeting No. 34 in September 2001 in Brussels, a new web site was planned
and installed in November 2001. This site provides a communication and
data exchange platform to the combination research community. It should
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also stimulate and support their ongoing activities. The web site http:
//tau.fesg.tu-muenchen.de/~iers/ presents the current activities and re-
search intentions of the Combination Research Centres (CRC), provides a
communication platform with mail forum and e-mail exploder and builds the
main coordination of the IERS SINEX Campaign and the IERS Analysis
Campaign to align EOPs to ITRF2000/ICRF (EOP Alignment Campaign).

3.2 List of IERS Products

A complete list of the IERS products was compiled by Daniela Thaller at
the end of 2001 and finalized in the first few months of 2002. In mid 2002
the detailed information for all products was added in a uniform way to
the IERS Web pages at the IERS Central Bureau by Wolfgang Schwegmann
(see http://www.iers.org/iers/products/). This list serves as the “status
quo”, i.e., as the starting point for improving the IERS product consistency
and accuracy. In view of the fact that only a rigorous combination of station
coordinates, EOP and quasar coordinates can guarantee a consistent IERS
product palette, the emphasis of the IERS AC work was put on stimulating
the combination efforts and the development of appropriate software algo-
rithms. In the long run, this strategy will be more efficient than trying to
improve individual products (e.g., improving EOP series independent of the
reference frame).

3.3 EOP Alignment Campaign

In September 2001 the IERS Analysis Coordinator presented an IERS Ana-
lysis Coordination Campaign to align EOPs to ITRF2000/ICRF (EOP Align-
ment Campaign) as originally proposed by Jim Ray. The intention of the EOP
Alignment Campaign was to create EOP series with the highest possible con-
sistency with ICRF and ITRF2000. The aim of this project was to analyze and
understand the origin of systematic errors belonging to the reference frames.
The EOP Alignment Campaign was started at the end of September 2001 with
an initial call for participation. The campaign was subdivided into two parts.
In a first step, the Technique Centres were asked to produce EOP series with
a reference frame fixed to the ITRF2000 / ICRF at the level of uncertainty. In
addition, they were asked to produce solutions with different constraints on
ITRF2000 (ICRF). The second step consisted of the analysis of the submit-
ted EOP series and comparisons with the official solutions (C04, Bulletin A)
and by studying the consistency between the various series. Until May 2002,
21 proposals were received. Twelve of them contributed to the first step and
produced more than 40 different EOP series from all four techniques (VLBI,
SLR, GPS, DORIS) with various constraints (fixed site coordinates, signifi-
cant or minimum constraints on the site coordinates) to realize the ITRF2000
reference frame. A first overview of the EOP series was given by Robert Dill
at the EGS General Assembly 2002 in Nice. As a second step of the campaign,
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twelve groups analyzed the submitted EOP series. At the IERS Combination
Workshop in Munich in November 2002 it was decided to continue the EOP
Alignment Campaign until the time of the EGS General Assembly, April 2003,
where the final results were presented by a few different groups (see, e.g., IERS
Annual Report 2003 (Dick and Richter, 2004), section 3.6.2.4). It was clearly
demonstrated that considerable biases do exist between official IERS prod-
ucts (e.g., between ITRF2000 and the C04 polar motion series). There was a
relevant inconsistency of about 0.2 mas in the y-pole coordinate between the
official IERS C04 series and the newly computed series correctly aligned to
ITRF2000. It was concluded that follow-up studies of these biases should be
based on the SINEX files (Solution (Software/technique) INdependent EX-
change format) of the IERS SINEX Combination Campaign instead of the
EOP time series alone, to allow for more detailed analysis and for rigorous
combination approaches including EOP and station coordinates.

3.4 SINEX Format

The web pages and the communication platform was used to develop a new
SINEX format (Version 2.00). The objective was to create a single, share-
able and uniform SINEX format. This was a very basic requirement for the
combination of SINEX files from all different technique centres. The most
common SINEX format descriptions were analyzed and a new uniform con-
sistent version was proposed. The latest version of the SINEX format is avail-
able at http://tau.fesg.tu-muenchen.de/~iers/web/sinex/format.php
(see as well IERS Message No. 26).

3.5 IERS SINEX Combination Campaign and SINEX Data Pool

It was the intention of this campaign to combine “weekly” solutions from
SINEX files of different techniques with station coordinates and EOP (and
ICRF) and to assess systematic biases between the individual space geode-
tic techniques. The web pages were prepared and the campaign was initiated
at the beginning of the year 2002. The goals, the procedure and the par-
ticipants can be found at http://tau.fesg.tu-muenchen.de/~iers/web/
sinex/campaign.php. Eleven groups sent back a proposal. The campaign
was divided into two parts:

• as a first step, solution series of the space geodetic techniques were pro-
duced by several analysis centres for the whole year of 1999, including at
least station coordinates and EOP as parameter types in the SINEX files;

• as a second step, these solution series in SINEX format were then combined
by several groups with the goal to develop appropriate combination soft-
ware and to assess systematic biases between the individual space geodetic
techniques.
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The first step was finished by the end of the year 2002 and all solution series
were added to the SINEX data pool, which was prepared already in 2001.
First results of the combination step were presented at the IERS Workshop
in November 2002 in Munich looking very promising. Further results were
presented by several groups at the EGS General Assembly 2003 in Nice in
April 2003. At the IERS Retreat in Paris (see below) it was decided that
the IERS SINEX Combination Campaign should evolve into a pilot phase
of routine product generation, i.e., into the IERS Combination Pilot Project
(CPP).

Parallel to the SINEX Combination Campaign a SINEX data pool was
created. Various sets of SINEX files, especially the contributions to the
SINEX Combination Campaign, were collected and archived to provide the
CRC community a user friendly data base for their research. An up-to-
date list and links to a selected subset of SINEX files suitable for combi-
nation research and software testing is available in the SINEX file archive,
http://tau.fesg.tu-muenchen.de/~iers/web/sinex/datapool.php.

3.6 IERS Retreat 2003

Together with the IERS Central Bureau considerable effort was put into the
organization of the IERS Retreat 2003 in Paris. At this retreat, among others,
the following important decisions were taken:

• the IERS Combination Pilot Project (CPP) should be initiated,
• an IERS Working Group on “Site Survey and Co-location”,
• an IERS Working Group on “Combination” to coordinate the IERS CPP

and
• an IERS Working Group on “ITRF Datum” should be established.

For more information and details concerning the outcome of the IERS Retreat
2003 we refer to http://www.iers.org/iers/meetings/IERSRetreat-2003/

3.7 IERS Combination Pilot Project (CPP) and IERS Working
Group on Combination

At the IERS Retreat in Paris in April 2003 (see previous section above) it had
been decided, that

• an IERS Working Group (WG) on Combination was set up and that
• the IERS SINEX Combination Campaign was converted into a pilot

project, namely the IERS Combination Pilot Project(CPP), to be started
in spring 2004, and to prepare the IERS product generation on a routine
basis.

To establish the IERS WG on Combination (IERS WG3) according to the
IERS Terms of Reference a charter and a preliminary list of participants
were drafted and discussed during the December 2003 IERS Directing Board
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meeting. The working group was set up in the beginning of 2004 and, as a
first action, the Call for Participation (CfP) for the IERS Combination Pilot
Project was launched. The IERS CPP consists of three steps:

1. The computation of one single combined SINEX file per week by each of
the four Technique Centres (IGS, IVS, ILRS, IDS) starting from SINEX
files of the individual analysis centres of each technique service (intra-
technique combination).

2. The computation of combined weekly SINEX files by so-called IERS Com-
bination Centres based on the “weekly” intra-technique SINEX files and
local tie information.

3. The validation of the combined inter-technique solutions through compar-
isons, repeatability studies, and use of external information (geophysical
fluids, models, ...).

The sequence of the different steps for a “weekly” routine product generation
is visualized in Fig. 2.

Fig. 2. Combination and validation of “weekly” SINEX solutions in the framework
of the IERS Combination Pilot Project (CPP)

More information about the CPP and the present status may be found at
http://www.iers.org/iers/about/wg/wg3/cpp.html.
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3.8 IERS Long Time Series

During the IERS CPP it was recognized that the availability of long time series
is essential for a weekly rigorous combination of space geodetic solutions. The
weekly combined solutions cannot be generated consistently over longer time
spans as long as there are no time series available as a reference for datum
definition. Especially the derivation of weighting schemes and the application
of local ties is only possible in a reasonable way if a longer series of weekly
solutions or a long-term solution is available. Due to the call for IERS Long
Time Series in December 2004, combined intra-technique solutions from all
techniques are now available for long time spans. It must be emphasized that
this is the first time that the technique services IGS, IVS and ILRS place a
combined solution of the respective technique including station coordinates
and EOP at the disposal of all users. Additionally, all the solutions were
reprocessed, except for IGS, hence they form a homogeneous set of time series.
The available solutions are archived by the IERS Central Bureau and are
integral part of the IERS Central Bureau information and database system:
http://iers1.bkg.bund.de/info/listFileITRF2004.php

Furthermore, the long time series, together with the routine CPP solutions,
are the basis for the future generation of a consistent set of IERS products.
The next main step along this line is the generation of the ITRF2004 (station
coordinates, velocities and EOP) by the ITRF Combination Centres, Insti-
tut Géographique National (IGN), Deutsches Geodätisches Forschungsinstitut
(DGFI) and Natural Resources, Canada (NRCan).

3.9 IERS Working Groups

At the IERS Retreat 2003, as mentioned above, it was also decided that,
besides the IERS WG3 on Combination, two more IERS working groups
should be established, namely the IERS WG1 on Datum Definition of Global
Terrestrial Reference Frames, jointly with IAG Sub Commission 1.2 WG
1 (SC1.2-WG1) and IAG Inter-Commission Committee on Theory (ICCT),
and the IERS WG2 on Site Survey and Co-locations, jointly with IAG Sub-
Commission 1.2 WG 2 (SC1.2-WG2). In the meantime, two of the three
working groups (IERS WG2, IERS WG3) have been fully established (see
http://www.iers.org/iers/about/wg/).

3.10 IERS Workshop on “Site Co-location” in Matera

For the first time in IERS history a workshop was organized solely concen-
trating on the topic of site surveying, site co-location and all issues related to
the co-location of instruments at fundamental geodetic observatories. It was
one of the major goals of this workshop to demonstrate that the topic of site
surveying etc. should play a much more prominent role in space geodesy and
especially in the combination of the space geodetic results into a consistent set
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of IERS products (see IERS CPP). The two most important recommendations
resulting from the workshop are listed here:

• All local ties between co-located instruments should be determined with
an accuracy of 1 mm or better in the ITRF (global, cartesian) and the
full variance / covariance information should be made available in SINEX
format (Recommendation 1).

• Local survey measurements should have the same importance as and
should be treated like any of the space geodetic techniques (Recommen-
dation 2).

The establishment of highly accurate local ties for all fundamental geode-
tic observatories should be considered a “conditio sine qua non” for a suc-
cessful combination of the space geodetic techniques and a consistent set
of IERS products (i.e., consistency between techniques as well as consis-
tency between parameter groups like site coordinates, EOP and quasar co-
ordinates). A major effort should therefore be devoted to this task. For
additional information and the presentations given at the workshop see
http://www.iers.org/workshop_2003_matera/.

4 Outlook

In the future the IERS will most certainly generate at least the following four
principle types of products (besides such products as the IERS Conventions
etc.) that have different characteristics concerning latency, generation cycle,
accuracy and, possibly, computation strategy (see Table 1):

1. Multi-year solutions for consistent ITRF, EOP and ICRF realizations:
IERS200x=ITRF200x+EOP200x+ICRF200x, based on long-time series
from reprocessing efforts and recombination by all techniques, using the
most up-to-date standards for modelling and parameterization.

2. Weekly final solutions to generate combined EOP series on a routine basis:
generation from the weekly intra-technique combined solutions with a
strategy consistent with the most recent IERS200x realization, monitoring
of station coordinates (Earthquakes, station problems, etc.).

3. Daily rapid solutions for EOP:
based on a combination of VLBI Intensive sessions (e-VLBI) and GPS
rapid solutions (and SLR/DORIS rapid solutions).

4. Extrapolated EOP solutions for real-time users:
based on the rapid daily products.

Acknowledgement. This is publication no. GEOTECH-162 of the programme GEO-
TECHNOLOGIEN of BMBF and DFG, Grant 03F0336A.
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Table 1. Four different types of IERS products

Product
Type

Main
Parameters

Generation
Cycle

Maximum
Latency

Based on

Multi-Year ITRF
EOP
ICRF

Yearly Maximum
1 year

Reprocessed high-accuracy
combined long term intra-
technique series

Weekly
“Final”

EOP
Station
Coordinates

Weekly 2 weeks Based on the “final” rou-
tine intra-technique com-
bined products

Daily
“Rapid”

EOP
Station
Coordinates
Troposphere
Parameters

Daily 1 day VLBI Intensives and IGS
Rapid Products and ...

Daily
“Predicted”

EOP Daily 1 day Combined daily rapid
IERS products
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Summary. The International Terrestrial Reference Frame (ITRF) is realized by
epoch positions and linear velocities of a set of geodetic points on the Earth’s
surface. Up to the present, i.e. the ITRF2000, the computation is done by a 14
parameter similarity transformation (7 for the stationary and 7 for the kinematic
coordinates) of individual solutions from the different space geodetic observations
(VLBI, SLR, GPS, DORIS) and the simultaneous adjustment of the position and
velocity coordinates. The analysis of the ITRF2000 shows some problems resulting
from this transformation procedure. The refined TRF computations done by DGFI
use unconstrained normal equations from the solutions of the individual techniques.
After a thorough analysis and editing they are combined in a first step internally by
accumulation per technique. In the second step the normal equations of the unique
techniques are accumulated for an inter-technique combination. The datum of the
final TRF solution is attained by no net rotation w.r.t. ITRF2000. Detailed compar-
isons show a generally good agreement between the DGFI TRF and the ITRF2000.
Some outliers are discussed.

Key words: Precise positioning, Terrestrial Reference Frame computation, VLBI,
SLR, GPS, DORIS

1 Introduction

The computations of the International Terrestrial Reference Frame (ITRF)
go back to the first solution ITRF88 (Boucher and Altamimi, 1990) where
position coordinates of 120 stations are derived from the combination of five
solutions from Very Long Baseline Interferometry (VLBI) and six solutions
from Satellite Laser Ranging (SLR), all provided by individual analysis cen-
tres. A total of ten ITRF realizations have been computed since then until
the latest one, the ITRF2000 (Altamimi et al., 2002; Boucher et al., 2004)
with positions and velocities of 764 points at 477 sites obtained from the
combination of various VLBI, SLR/LLR, GPS and DORIS solutions (see be-
low). The methodology of the combination was a similarity transformation
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(Helmert-transformation) of all individual solutions to a common geocentric
datum along with the adjustment of the position and velocity coordinates.

A problem occurs in this procedure, if the individual solutions are not free
of geometric deformations, i.e., if there are more constraints in the individual
solutions than allowed by the degree of freedom of the datum definition. In a
stationary three-dimensional reference frame (or station network) we have to
define the datum by 7 parameters (3 for the translation of the origin, 3 for the
rotations around the three axes, 1 for the scale). In kinematic reference frames
we need the same set of parameters for the linear derivatives (velocities), i.e.,
14 in total. If in the data processing and parameter adjustment more datum
relevant parameters are constrained, e.g., by station positions or velocities,
Earth rotation or gravity field parameters fixing the origin (C10, C11, S11) or
the orientation (C21, S21) of the satellite orbits, the solution can numerically
be deformed (Drewes and Angermann, 2003). In this case the similarity con-
dition is no longer fulfilled and the Helmert transformation leads to wrong
results.

In the frame of the programme ”Geotechnologien” financed by the German
Bundesministerium für Bildung und Forschung (BMBF) and the Deutsche
Forschungsgemeinschaft (DFG), the German Geodetic Research Institute
(Deutsches Geodätisches Forschungsinstitut, DGFI) analysed the methodol-
ogy and results of the present ITRF realizations and computed a terrestrial
reference frame (TRF) with a different approach using nearly the same input
data. The main objective was to avoid as much as possible the deformations
of the station network by over-constrained individual technique solutions.

2 General characteristics of the ITRF2000

The ITRF2000 contains 764 occupations of individual techniques located at
477 sites. A total of 3 VLBI, 7 SLR, 1 LLR, 6 global and 9 regional GPS, 2
DORIS and 2 multi-technique solutions were used for the simultaneous com-
putation of transformation parametes, station positions and linear velocities
(Altamimi et al., 2002). The result are 3-D epoch position coordinates for each
occupation. The velocities are in general equated for all occupations at the
same site (exceptions are velocities before and after earthquakes). The result-
ing standard deviations for positions and velocities are shown as a statistics
in Table 1.

We see that more than half of the number of stations have got precise
positions (≤ ± 1 cm) and velocities (≤ ± 5 mm/a). Approximately 10 % of the
stations, however, have got position errors greater than ± 10 cm and velocity
errors greater ± 5 cm/a. Bearing in mind that real-time positioning, e.g. with
GPS, is possible today with a few centimetres precision, and that the fastest
motions of tectonic plates are 15 cm/a only, one may state that the above
numbers do not fulfil the criteria for an accurate reference frame. The reason
is in most cases that the observation period for a particular station was very
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Table 1. Statistics of 3-D position and velocity standard deviations in ITRF2000

Interval No. of positions Interval No. of velocities

≤ ± 5 mm 229 = 30% ≤ ± 1 mm/a 62 = 13%
± 5 mm ... ± 1 cm 216 = 28% ± 1 mm/a ... ± 5 mm/a 192 = 40%
± 1 cm ... ± 5 cm 195 = 26% ± 5 mm/a ... ± 1 cm/a 106 = 22%
± 5 cm ... ± 1 dm 42 = 5% ± 1 cm/a ... ± 5 cm/a 76 = 16%
± 1 dm ... ± 5 dm 52 = 7% ± 5 cm/a ... ± 1 dm/a 13 = 3%

≥ ± 5 dm 30 = 4% ≥ ± 1 dm/a 28 = 6%

short, sometimes less than one year, e.g., by occupations with mobile systems.
The velocities of these stations are determined with large uncertainties and
the connection to the long-term reference frame is very weak.

The consequence for the present TRF computation is that stations with
a continuous observation period less than one year and ”bad” observations,
e.g. old systems, were excluded. The principal criterion is that reliability and
quality of the results is more important than the quantity of stations.

3 Methodology of combination of position and velocity
solutions

The best way of computing a TRF is to start from the original observations
and to use identical constants, models and parameters according to the latest
conventions (McCarthy and Petit, 2004) for the estimation of the unknowns
in a common adjustment. This requires a sophisticated software package for
the generation of observation equations of all geodetic techniques and does
not allow a distributed computation at different analysis centres. It therefore
has not been attempted in operational solutions up to date. If the constants,
models and parameters in the individual processing approaches per technique
are the same, then the use of normal equations is identical to the use of
observation equations.

The advantage with respect to a similarity transformation of adjusted
solutions is, that all the parameters included in the normal equations may
individually be changed in the adjustment procedure, while in a similarity
transformation only the transformation parameters (e.g., 7) are estimated.
Another advantage of using normal equations is, that they can easily be
checked whether and how they are constrained, e.g., by rank defect analy-
ses. This could become problematic due to numerical problems if the large
variance-covariance matrices of the solutions get large.

Although complete identity in the individual processing is not guaranteed,
we see the use of normal equations as an essential benefit in combining geodetic
observations from different techniques.
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A problem in combining various individual solutions from different analysis
centres is that they all use nearly the same observation data. Combining n of
those solutions implies that identical data enter n times into the adjustment
procedure. The weighting of techniques’ data depends thus on the number of
individual solutions provided for the combination.

As a consequence we use in the present TRF computation only one solution
per technique by combining the individual techniques’ solutions before in an
”intra-technique” combination. The combination methodology includes thus
the following steps:

• Analysis of individual solutions and generation of normal equations,
• Realization of the common datum,
• Intra-technique combination of individual solutions,
• Inter-technique combination for the final solution.

The procedure is shown in principle in Fig. 1. Details may be found in
(Angermann et al., 2004).

4 Analysis of individual solutions as input data

The data used for the DGFI TRF computation were in a first step taken from
the original data sets provided for the ITRF2000 (see above). The datum
constraints of the solutions should be specified by the providers as removable
constraints, minimum constraints and loose constraints. If the solutions are
removable or minimum constrained, the reduction of the reported constraints
must result in unconstrained, i.e. singular, normal equations. Loosely con-
strained solutions must result in large r.m.s. errors of positions and velocities.

In a first step the input data sets were analysed with respect to these
criteria. It was found that for some solutions the a priori constraints were
not or not clearly reported in the SINEX files so that they could not be
removed. In other solutions the given constraints were removed but the normal
equations did not become singular. Remaining datum constraints may deform
the network of stations, therefore it should be avoided to use these solutions
for the TRF computation as far as possible. The final input data include the
following sets provided for ITRF2000:

• VLBI solution of Geodetic Institute University Bonn, Germany (GIUB)
• VLBI solution of NASA Goddard Space Flight Center, USA (GSFC)
• VLBI solution of Shanghai Astronomical Observatory, China (SHA)
• SLR solution of Communications Research Laboratory, Japan (CRL)
• SLR solution of Center of Space Research, Austin, USA (CSR)
• SLR solution of Joint Center for Earth System Technology, USA (JCET)
• DORIS solution of Groupe de Recherche de Géodésie Spatiale (GRGS)

Besides these we used for this TRF realization also some later multi-
year solutions available to us containing more recent observations, which were
added or exchanged with those used in ITRF2000, respectively:
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Fig. 1. Combination methodology of individual normal equations (DOGS = DGFI
Orbit and Geodetic parameter estimation Software)

• VLBI solution of German Geodetic Research Institute (DGFI02R02)
• SLR solution of German Geodetic Research Institute (DGFI01L01)
• GPS combined solution of the International GPS Service (IGS03P01)
• DORIS solution of Institut Géographique National, France (IGN02D04)

The data processing started with the generation of normal equations by
removing the datum constraints from the individual solutions when possible
(GIUB, CRL). The loosely constrained solutions (GSFC, SHA, JCET) were
taken as they are. The CSR solution is constrained by a rotation datum which
could not be removed. It was rotated onto the ITRF2000 datum. The datum
of DORIS solutions (GRGS, IGN) could not be removed. They were trans-
formed to the ITRF2000 datum. Both solutions of DGFI (VLBI and SLR)
were unconstrained, i.e., the singular normal equations were directly intro-
duced. The cumulatively combined GPS solution (IGS) is over-constrained
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with non-removable constraints. It was taken into the processing by adding
14 parameters of a kinematic similarity transformation (positions and veloci-
ties).

The position coordinates of some of the solutions (JCET, GRGS, IGS)
refer to different epochs. They were all transformed to the epoch of ITRF2000
(1997.0). The a priori parameters were different in most of the solutions. They
were all transformed to the ITRF2000 datum. Furthermore, stations with an
observation period of less than one year were excluded from the processing.

As mentioned above, the reduction of constraints was not possible for some
of the selected solutions, and consequently these solutions are not compatible
with the combination strategy on the level of unconstrained normal equations.
We decided to include them in order to get redundancy for VLBI and SLR,
and to have any GPS and DORIS data at all. The selected loosely constrained
solution may not bias the combination results. The problems of reducing con-
traints could have been avoided, if the analysis centers would have provided
SINEX files with unconstrained normal equations, which was not the case for
ITRF2000.

5 Realization of the common datum

The terrestrial reference frame shall be a geocentric system with orientation
in a mean Earth rotation axis and a long-term stable scale. Space geodetic
observations are not directly given in such a system but they may be referred
to it by the data processing procedure. The origin of the coordinate system is
related to the Earth’s centre of mass (geocentre) by means of the one degree
and order terms of the spherical harmonics of the gravity field (C10, C11,
S11) used by satellite techniques for the orbit computation. If gravity field
models with C10 = C11 = S11 = 0 are used, the satellite positions refer to the
geocentre. In principle, all satellite techniques can realize a geocentric origin.
SLR gives directly precise distances between satellite and terrestrial positions
and thereby relates the position coordinates of the reference frame to the
geocentre. The differential approach (range differences) used in GPS because
of the clock corrections necessary in one-way ranging systems eliminates most
of the reference to the geocentre. VLBI is not related to the gravity field at
all. The analysis of time series of translation parameters obtained from weekly
solutions has shown that GPS and DORIS results are obviously affected by
systematic effects, especially for the z-component of the origin (Angermann
et al., 2005b). As a consequence, the origin of the TRF is fixed by the SLR
solutions only.

The orientation of the reference frame is a conventional definition given
by a mean Earth rotation axis. It is realized in the ITRF computations by
aligning it always to the previous realizations (Altamimi et al., 2002). Satellite
orbits refer to the axis of maximum inertia by means of the gravity field models
(C21, S21). As the relation between the axis of maximum inertia and rotation
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cannot be described analytically with the necessary precision, satellite meth-
ods (SLR, GPS, DORIS) cannot contribute directly to the determination of
the orientation parameters. VLBI is the only technique providing the orienta-
tion of the Earth in space. To use this capacity one would have to derive the
precession/nutation parameters, orientation of the terrestrial reference frame
(pole position) and UT1 in a common adjustment relative to the Celestial
Reference Frame (CRF). This has not yet been done at present but will be a
future procedure. For the present computation the orientation of the TRF is
aligned to the ITRF2000.

The scale of the reference frame is in general given by the speed of light
transforming the measured travel times into metric distances. It is well-known
that microwave satellite techniques (here GPS and DORIS) suffer from un-
certainties of the antenna phase centre variations depending on the elevation
angle of the received satellite signals, instrumental environment and other
effects. These affect the scale of the observed station network (Zhu et al.,
2003). Therefore the scale of the TRF is only determined by the SLR and
VLBI solutions.

The kinematic reference system provides the orientation of the station
velocities on the Earth’s surface. It includes also the translation, rotation and
scale parameters. The translation parameters are constrained to the geocentre
(no net translation, NNT). As any instantaneous motion parallel to a sphere
can be described by a geocentric rotation vector it is directly related to Earth
rotation. The TRF is defined to have no net rotation (NNR) with respect
to the mean global Earth rotation. The NNR condition may be derived from
the geodetic observations (see Sect.9). To be consistent with previous ITRF
realizations we do not use this approach at present and align the kinematic
parameters (station velocities) to the ITRF2000 velocities which refer to the
geologic-geophysical model NNR NUVEL-1A (DeMets et al., 1994). The scale
parameter is implicitely constrained to be time invariant.

The geodetic datum constraints described above are introduced into the
data processing procedure by minimum constraints on a set of selected core
stations (sum conditions as pseudo observations). The selection was done with
regard to quality and spatial distribution of the stations.

6 Intra-technique combination

The individual solutions of each technique shall be combined to one unique
solution. Before doing this, outliers have to be identified and rejected. This
was done in an iterative procedure. For each station of each solution the posi-
tion and velocity differences with respect to the weighted average of the other
solutions were computed. Discrepancies of 3 cm (VLBI), 5 cm (SLR) or 7 cm
(DORIS), respectively, were considered as a priori outliers and rejected. The
normalized differences (absolute difference divided by the standard deviation)
served as a test value for subsequent rejections. 32 VLBI, 91 SLR and 18
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DORIS station occupations were eliminated from the individual solutions by
this procedure. There is only one GPS solution which was compared with an-
other IGS cumulative solution (IGS02P32) and with ITRF2000. Two stations
were rejected as outliers because the differences were greater than 3 cm.

In principle the individual solutions should have the same level of accuracy
because they use the same observation data. However, the standard deviations
of the estimated parameters may differ a little because of small differences
in used models, weighting, parameterisation, included observations (e.g. out-
liers), etc. Therefore the generated normal equations were scaled against each
other. The scaling factor was computed from the mean standard deviation of
positions of a selected set of core stations.

Various sites were occupied several times by the same or different instru-
ments or with changed equipment (e.g. antennae). The velocities of the site
may be identical or may be different due to local deformations. To decide
whether the estimated velocity values can be equated in the combination pro-
cedure all different occupations were first adjusted separately. The normalized
differences were then compared. The velocities were equated when the differ-
ences were not significant.

After the procedures described above and principally valid for all tech-
niques the normal equations of the individual data sets were accumulated,
provided with the necessary datum constraints and solved. The individual
solutions were then compared with the final combined solution. The r.m.s.
errors of positions and velocities are shown in Table 2.

Table 2. r.m.s. differences between the individual solutions and the combined tech-
nique solutions, [mm] and [mm/a], respectively

VLBI SLR DORIS
GIUB GSFC SHA DGFI CRC CSR JCET DGFI GRGS IGN

Pos. ±2.7 ±2.2 ±3.1 ±3.4 ±4.1 ±4.9 ±3.7 ±2.3 ±6.4 ±7.4
Vel. ±0.7 ±0.2 ±0.8 ±0.4 ±1.6 ±1.4 ±1.2 ±0.7 ±1.8 ±1.8

7 Inter-technique combination

The input data for the inter-technique combination are the normal equations
of the techniques’ combined solutions. These include 81 VLBI, 65 SLR, 202
GPS and 53 DORIS stations. As described above the corresponding normal
equations are unconstrained or loosely constrained or over-constrained accord-
ing to the input data. The scaling of the normal equations is quite different
due to the standards, models and parameterisations used. The first step is
thus the weighting of the combined technique solutions, i.e., the scaling of the
normal equations.
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For the weighting two approaches were applied, the comparison of aver-
age standard deviations obtained from the intra-technique combination (cf.
Sect. 6, Table 2) and the comparison with the ITRF2000 station positions and
velocities. The results are given in Table 3. They show in general the same
behaviour. Therefore the weighting was done with respect to these numbers.

Table 3. Average standard deviations of combined techniques’ solutions from intra-
technique combination and with respect to ITRF2000

V LBI SLR GPS DORIS

Intra-techniques
Positions [mm] ±2.9 ±3.8 −− ±6.9
Velocities [mm/a] ±0.6 ±0.9 −− ±1.8

w.r.t. ITRF2000
Positions [mm] ±3.9 ±4.7 ±1.6 ±14.6
Velocities [mm/a] ±0.5 ±1.2 ±0.9 ±2.7

The techniques’ reference frames are realized by the observation systems at
the stations. To combine the different techniques a connection has to be given
by local ties between co-located instruments at TRF sites. There are nearly
100 of those sites. The local tie vectors play therefore an important role. How-
ever, the quality of the local surveys, reported from about 80 sites, is quite
different. To validate the local tie vectors given by the ITRF Product Cen-
tre (ftp://lareg.ensg.ign.fr/pub/itrf/itrf2000) they were compared with the
station positions obtained from the intra-technique solutions. The differences
range from less than 5 mm (about 7 % of the sites) to more than 2 cm (more
than 50 %) in position and from less than 1 mm/a (about 10 %) to more than
5 mm/a (about 40 %). The best agreement is between GPS and VLBI or SLR,
respectively, largest discrepancies appear in the comparisons with DORIS.

The selection of the used local ties in the combination procedure was done
by an iterative process (Krügel and Angermann, 2005). In the first step only
the best local ties (six, each three between GPS and VLBI or SLR, respec-
tively) were used to perform a combined adjustment of the complete network.
The resulting coordinate differences between the techniques’ locations were
then again compared with the given local ties. For the second and follow-
ing steps all the co-locations with differences less than a given limit (± 34
mm in positions, ± 4.5 mm/a in velocities) were included. Finally 50 local
ties were selected, 37 between different techniques and 13 between different
occupations of the same technique. Differently to the ITRF2000 procedure
only a subset of reliable local ties were introduced and weighted by a-priori
standard deviations according to the discrepancies obtained in the selection
process. The standard deviations range for the positions from ± 1 mm (for
differences less than 5 mm) to ± 5 mm (greater than 20 mm) and for the
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velocities from ± 1 mm/a (for differences less than 2.5 mm/a) to ± 5 mm/a
(up to 4.5 mm/a). The complete set of selected co-location sites is shown in
Color Fig. XLI on p. 311.

Another problem in the combination procedure is the equating of station
velocities. If the velocities of the intra-technique combined solutions agree
within a given limit (4.5 mm/a) they were considered as identical. These
are all the selected co-location sites which also agreed with the local ties (see
above). In addition there were about half of the remaining stations which have
large discrepancies with respect to the local ties but in many cases velocities
agree among each other. They were also equated. In total about 75 % of
co-located stations were equated in their velocities.

The final inter-technique combination was done by accumulating the nor-
mal equations of the intra-technique combined solutions and by adding the
weighted local ties and equated velocities constraints by pseudo observations.
In the constrained normal equations from GPS and DORIS 14 parameters of
a similarity transformation were included. The final datum was given for the
origin (translation parameters and their velocities) from the SLR solution, for
the scale and its rate from VLBI and SLR, and for the orientation by a no-
net-rotation (NNR) condition with respect to ITRF2000. The final solution
includes 412 occupations of 401 stations at 259 sites. It will be referred to as
DGFI TRF03 in the sequel.

8 Validation of final results

The internal accuracy of the DGFI TRF03 is quite good. There are very few
stations with large standard deviations (3 with position s ≥ ± 5 dm, 1 with
velocity s ≥ ± 1 dm/a). Two third of the stations have got standard deviations
≤ ± 1 cm in position and ≤ ± 5 mm/a in velocity. This includes non-identical
velocities at co-location sites, which are equated in ITRF2000. The average
is below ± 5 mm and ± 1 mm/a for VLBI, SLR and GPS, and ± 7 mm
and ± 3.5 mm/a for DORIS. A detailed analysis was done comparing the
final solution with the individual intra-technique solutions. It shows features
similar to the analysis of the formal errors.

The external validation bases on comparisons with other TRF realizations,
in particular with the ITRF2000. The overall r.m.s. deviation of DGFI TRF03
with respect to ITRF2000 in 328 identical stations (without DORIS) is ±3 mm
in X and Y, and ± 4 mm in Z. For the DORIS stations the r.m.s. deviation
is ± 23 mm in X and Y, and ± 19 mm in Z. The r.m.s. deviation of velocities
in 218 identical sites is ± 2 mm/a in all three components. A graph of the
north, east and height comparison divided into different techniques is shown
in Fig. 2. The graphic presentation of the comparison of velocities is given
in Color Fig. XLII on p. 311. Color Fig. XLIII on p. 312 demonstrates some
major discrepancies in detail.
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Fig. 2. r.m.s. deviations of DGFI TRF03 station positions and velocities w.r.t.
ITRF2000 split into the individual techniques

The direct comparison with a recent cumulative IGS solution (IGS04P52)
shows in 204 identical stations (after the transformation from the IGS epoch
1998.0 to the DGFI TRF03 epoch 1997.0) a r.m.s. deviation in the X and Y
positions of ± 2.5 mm, and ± 2.7 mm in Z. The corresponding numbers for
the velocities are ± 1.4 mm/a in X, ± 1.3 mm/a in Y, and ± 1.1 mm/a in Z.

9 Refined kinematic reference frame

The kinematic reference frame, i.e. the reference for the station velocities, is
defined by a NNR condition with respect to the entire Earth crust (see Sect. 5).
It is realized in ITRF2000 by transforming a set of selected stations supposed
to represent a stable part of the crust to the geologic-geophysical model NNR
NUVEL-1A. Thereby it is anticipated that NNR NUVEL-1A fulfils the NNR
condition for the present-day motions of the Earth’s crust.

There are two principal reasonings contradicting this anticipation:

• NNR NUVEL-1A is a rigid plate model computed from data of sea floor
spreading rates, transform fault azimuths, and Earthquake slip vectors.
The observations of the first two mentioned data are generated over ge-
ologic time scales (about 3 million years). It has been proven (Drewes,
1998) that they are not identical with present day plate motions. The
third type of data represents motions in deformation zones. They may not
be representative for the entire plate.

• The entire surface of the Earth is represented by rigid plates only with no
deformation zones included. As there exist large deformation zones around
the Earth (e.g., the Mediterranean orogenic belt, the Southeast Asian area,
the Andes orogen) the NNR condition cannot be valid if they are excluded.

It is therefore necessary to compute a present-day model representing the
motions of the entire Earth surface. This was done with the original input
data of the DGFI TRF03 as the Actual Plate Kinematic and deformation
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Model, APKIM2002 (Drewes and Meisel, 2003). Each station was assigned to
a certain plate or deformation zone. As the deformation zones are not densely
covered by the stations given in the input data, they were approximated as
small rotating blocks. In total there were 12 rigid plates and 6 blocks. The
geocentric rotation vectors of plates and blocks were estimates in a common
adjustment of all velocities from the different techniques simultaneously with
the techniques’ kinematic datum parameters. The integral over all plates and
blocks provides the NNR condition. The adjusted motions are shown exem-
plarily in Color Fig. XLIV on p. 312.

It can clearly be seen that there are significant discrepancies between the
NNR NUVEL-1A and the APKIM2002 motion, not only in the deformation
zones, where they are extremely large, but also inside the plates. The rotation
of APKIM2002 with respect to NNR NUVEL-1A corresponds to a maximum
of 2 mm/a in the equator of the spherical rotation. This rotation enters as a
bias into the ITRF2000 realization affecting mainly the station velocities.

10 Conclusion and outlook

From the analysis of methodology and results of the TRF computation we
may draw some conclusions for the procedure of future ITRF realizations.
The principle shortcomings of present day methods may be summarized as
follows (Angermann et al., 2005a):

• The input data in terms of multi-year solutions for epoch station posi-
tions and linear velocities are not optimal. The linear velocities do not
always represent the motions of the Earth’s crust. There are undetected
episodic motions, e.g. caused by smaller seismic events, periodic motions,
e.g. annual oscillations caused by atmospheric and hydrologic loading, and
changes in velocities, e.g. after earthquakes (Angermann et al., 2005b).

• Most of the solutions are deformed by direct or indirect constraints
(Drewes and Angermann, 2003). From the variance-covariance matrices
or the SINEX files of the solutions one may not see these constraints, a
removal is problematic, i.e., deformations enter into the reference frame.

• The combination of various individual technique solutions multiplies iden-
tical data and suffers from unclear internal conventions.

• The orientation of the ITRF is presently given by the orientation of the
previous ITRF realization. It is not consistent with the Earth orientation
parameters (EOP) which are computed independently at the IERS Earth
Orientation Product Centre nor with the International Celestial Reference
Frame (ICRF) computed independently at the ICRF Product Centre.

From these deficiencies we derive our recommendations for the realizations
of the ITRF in the future, e.g., the ITRF2004:

• The input data should be provided in terms of time series of station co-
ordinates (e.g. weekly). This allows immediately the detection of irregular
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position changes or instrumental variations, e.g., antenna changes, (Meisel
et al., 2005).

• The observation data should be provided as unconstrained, i.e. singular,
normal equations. The removal of constraints causes always troubles. All
relevant parameters have to be included (e.g. loading parameters instead
of loading corrections with unclear physical models).

• The intra-technique combination should be done by the technique services
which should provide one unique technique data set.

• The computation of the ITRF should be done as a consistent adjustment
of all parameters involved: ITRF, EOP, and ICRF.

• The ITRF network should include reliable stations only, e.g., permanent
observations longer than three years with highest data quality.

Acknowledgement. This is publication no. GEOTECH-163 of the programme Geo-
technologien of BMBF and DFG, Grant IERS(03F0336C).
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Summary. The quality and reliability of products of geodetic Very Long Baseline
Interferometry (VLBI) observations, as those of any other space geodetic technique,
are greatly enhanced if results of different analysis software packages with their
individual models are brought together using a suitable combination process. In the
framework of the Geotechnologien-project ”Integration of space geodetic techniques
- IERS”, tools and procedures have been developed for the combination of VLBI
results taking into account the peculiarities of the VLBI observing technique. They
have found their use in the routine operation of the International VLBI Service
for Geodesy and Astrometry (IVS) which produces earth orientation parameters
(EOP) and terrestrial reference frame (TRF) realisations from session-wise geodetic
VLBI observations. The operational combination itself has several levels of latency
requirements. Therefore, different types of combined EOP series based on EOP
input series alone or on the full variance/covariance information of the EOP and
the underlying TRF are generated.

Key words: Combination, Earth rotation, VLBI

1 Introduction

Geodetic Very Long Baseline Interferometry (VLBI) belongs to the group of
modern space geodetic techniques which are necessary for the determination
of celestial and terrestrial reference frames as well as for monitoring the earth’s
variable rotation. All techniques have certain strengths and weaknesses which
can only be exploited in an optimal way if observations and results are inter-
twined (Rothacher et al., 2005).

The analyses of VLBI observations are carried out with several different
analysis software packages using special models and analysis strategies on a
best-effort basis. However, no solution can claim for itself that it is superior to
the other. Under pure accuracy and reliability considerations the combination
of individual solutions of similar quality has proven to be the ultimate solu-
tion to this dilemma (Kouba et al., 1997). The first step on the way to link all
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space geodetic techniques is the combination of all suitable VLBI solutions to
a single set of technique-specific results. The combination of pure VLBI re-
sults should guarantee that the peculiarities of the VLBI observing technique
are taken into account properly and that the output is suitable for an inte-
gration of all space geodetic techniques. This challenge has been taken up in
the framework of the Geotechnologien-project “Integration of space geodetic
techniques - IERS” under sub-project “Development of Methods for the Inte-
gration of VLBI Results into the Combination of Geodetic Space Techniques
as a Contribution to the IERS”.

2 VLBI and Earth Rotation Determinations

Geodetic VLBI is the only observing technique which realises a direct link
between the quasi-inertial reference frame of radio source positions and the
earth-fixed (terrestrial) reference frame. The analysis of geodetic VLBI ob-
serving sessions of 24 hours duration, thus, permits a direct, hypothesis-free
determination of all components of earth rotation.

Although a transformation of the earth-fixed system into the quasi-inertial
reference system would require only three angles, e.g. Eulerian or cardanic
angles (Richter, 1995), the concept of a rotation axis and five angular compo-
nents to describe the rotation of the earth is widely used for practical reasons
and easier interpretation.

The motion of the earth’s axis of rotation with respect to the crust is
represented through the two components of polar motion (xp and yp). Polar
motion is a free oscillation and has to be observed routinely. The motion of
the earth’s axis of rotation in the space-fixed frame is described using the con-
cept of precession and nutation. Since this behaviour is forced predominantly
through torques, recent models provide a fairly high level of accuracy. How-
ever, unmodeled contributions of the earth’s elasticity and especially the free
core nutation (FCN) still generate significant deviations of the observations
from the models. Therefore, regular VLBI observations of the motion of the
earth’s axis of rotation in space are always necessary for further progress in
the understanding of ”System Earth”.

The phase of the earth’s diurnal rotation is measured as the angle between
the dynamical equinox and Greenwich longitude, commonly called Greenwich
Apparent Sidereal Time (GAST) from which the time argument UT1 is de-
duced. In order to describe the variable rotation of the earth as the difference
with respect to atomic time, the quantity UT1–UTC is normally reported.
The time derivative is called length-of-day (LOD).

Quite recently a major revision has taken place in the paradigm of de-
scribing the motion of the earth’s rotation axis in inertial space (precession
and nutation). The concept in use during the last century has been based on
a dynamical equinox (Lieske et al., 1977). Furthermore, the two-dimensional
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motion has been split up in a radial and in a tangential component with re-
spect to the precession cone around the celestial ephemeris pole. The results
of VLBI observations are reported as offsets relative to the IAU1980 model
in longitude (dψ × sin ε0) and obliquity (dε). In the new paradigm accord-
ing to the IAU2000 resolutions (IERS, 2002), non-rotating origins have been
introduced for the celestial as well as for the terrestrial reference systems
(Capitaine et al., 1986). In addition, the two-dimensional motion of preces-
sion and nutation has been separated into two Cartesian components (X, Y)
in order to be consistent with polar motion.

The new paradigm has mainly been introduced for a clearer concept of the
description of the earth’s rotation around its spin axis, both in phase angle
and in velocity. At the current level of accuracy this change does not have
a significant effect yet but long term time series will have a slightly reduced
noise level. However, this change had a serious impact on the operational
reporting of nutation parameters by the analysis centers (see Sect. 3.4).

Current geodetic VLBI observations analysed with up-to-date analysis
software packages yield EOP accuracies at the 100 µas level for xp, yp,
dψ × sin ε0, dε and 6 µs for UT1–UTC. The accuracy of the TRF results
(coordinates at a reference epoch and velocity components) heavily depends
on the station’s stability of the electronics and its observing history which
should be several years long with participation in a sufficient number of ob-
serving sessions. Good stations can be located with ±1 - 2 mm and ±0.1
mm/y (std. dev.).

The combination itself has several levels of latency requirements. Gener-
ally, new EOP data points should be made available to the users as soon as
possible. However, geodetic VLBI requires transportation of recording media
(tapes or disk packs) and subsequent correlation which generate a natural
delay in the delivery cycle. Therefore, ’as soon as possible’ in geodetic VLBI
always means a delay of at least between seven and ten days after the obser-
vations. Due to logistics and priorities some of the sessions may even have a
much longer delay. In the latter case EOP results are published in batches of
sessions at preset delivery times. These can be once every quarter of a year in
the case of complete EOP time series (see Sect. 3.3) or eight weeks after the
observations for the IERS Combination Pilot Project (see Sect. 3.4). In all
cases the resulting combined EOP series may be based on EOP input series
applying only their standard deviations alone or on the full variance/covari-
ance information of the EOP and the underlying TRF.

3 Combinations

3.1 Combination Strategies

Since all analyses of VLBI observations have deficiencies in both accuracy
and precision, a rigorous combination of several sets of results will reduce
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the impact of these imperfections on the final result (Cannon, 2001). In the
combination process for a time series without time critical delivery require-
ments the individual solutions mostly just complement and control each other
leading to a higher accuracy and a higher reliability. Another aspect of these
combinations is that more objective error bounds can be established which is
of particular importance where formal errors of contributing time series are
not representative.

Generally, users require EOP products with a certain quality and long term
consistency at a fixed recurring date. Under operational considerations where
the latency has to be kept low, the combination of the results of different
solutions may serve further purposes as well. There is always a danger that,
for various reasons, the constellation of analysis centers may change or that
errors in data and product submissions occur. Therefore, one would not like to
rely on just one analysis center but rather establish some redundancy. In this
case, the more analysis centers contribute the smaller the effect of taking out
or adding a contributor. The combination of many EOP series, thus, yields
a product of optimal long term stability. In addition, the residuals w.r.t. the
combined series can be analysed to further improve the analysis process.

Although one of the fundamental rules of statistics is to never use an
observation more than once, it is still appropriate to produce combined results
from submissions of different VLBI analysis centers. One of the reasons is
simply that analysis centers use different weighting schemes and may reject
different data points as outliers. Even more important is the fact that by using
different software packages with different models and corrections as well as
different analysis strategies, the initial observations are to a very large extent
not identical to the original ones any more. It may, thus, be safely assumed
that the observations used are independent enough to permit a combination
process.

In the course of the project’s lifetime two different classes of VLBI ana-
lysis output have been generated by the VLBI analysis centers. The first one
consists of the EOP results of each VLBI observing session containing xp,
yp, UT1–UTC and their time derivatives as well as the two nutation offsets
dψ × sin ε0 and dε together with their standard deviations and a few selected
correlation coefficients. The combination of these results is described in sec-
tion 3.2. Another approach uses VLBI output containing also information on
the underlying TRF with the full covariance in order to carry this over to the
combination phase. So-called SINEX files are used for this purpose (see Sect.
3.4).

3.2 Combination of Time Series

Since the beginning of space geodetic combination activities in the framework
of the Bureau International de l’Heure (BIH) and later of the International
Earth Rotation and Reference Systems Service (IERS) EOP results have been
reported by analysis centers in the form of time series together with their
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formal errors (standard deviations). In the case of VLBI analyses these time
series consist of the EOP results of each VLBI observing session containing
xp, yp, UT1–UTC and their time derivatives as well as the two nutation offsets
dψ × sin ε0 and dε together with their standard deviations. In addition, the
correlation coefficients between xp, yp and UT1–UTC and between dψ × sin ε
and dε are being reported. For historical reasons the number of correlation
coefficients had been limited to only these four values since it was assumed that
the other elements of the full correlation matrix were of minor importance.
No information about the TRF used in the determination of the EOP series
is carried over for further use.

In preparing the input data sets for combination one item of concern is
the reference epoch of the EOP. From an operational point of view reporting
of EOP should either be referred to 0.00 h UT (preference of the IERS EOP
Product Center) or 12.00h UT (for combination with other space geodetic
techniques). However, VLBI analysts tend to use the middle epoch of the
sessions since this is the best choice in terms of error propagation. So, due to
the fact that geodetic VLBI observing sessions of 24 hours duration seldom run
from 0 to 24 hours UT but for organisational reasons mostly start at about
18.00h UT, VLBI analysts mainly use the middle epoch of the sessions at
around 6.00 h UT. In addition, small deviations between the reference epochs
of the individual series may occur. Therefore, a suitable interpolation method
has to be applied to produce EOP at 0.00 h UT or 12.00h UT reference epochs.

The next preparatory consideration has to deal with the fact that each
EOP determination from VLBI observations is linked to a terrestrial and a
celestial reference frame (CRF). The frames can either be fixed for estimating
the EOP alone or be estimated together with the EOP. The latter, however,
requires a certain degree of constraining. Owing to the fact that each EOP
series is based on a slightly different TRF and/or CRF, and sometimes caused
by differences in the models used, the EOP series may show offsets relative
to each other. In addition, linear drifts may also occur depending on the drift
rates of the telescopes assumed by the analysis centers. Offsets and drifts have
to be subtracted prior to the combination process.

The combination of the input series has to take into account the standard
deviations as they have been reported. However, it has to be considered that
the formal errors, though representative and correct within a single series,
may not display the correct relative level between individual series. Before
carrying out the combinations it is, thus, necessary to establish a correct
relative weighting of the input series. This can be done on the basis of the
whole series or, as deemed necessary for an operational procedure, on a data
point by data point basis.

In the first case the procedure of variance component estimation (Koch,
1988) can be used to establish proper relative weights. In an operational pro-
cess, however, where only a single epoch has to be combined at a time, a
different strategy has to be found which takes into account that the overall
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situation changes quite rapidly from session to session and may not produce
convergent estimates of variance components (see Sect. 3.3).

Another issue is the use of the correlations between the reported EOP to
construct the proper variance/covariance matrix. This can only be done to a
certain extent considering the restricted input information of the correlations
as described above. A further refinement of the covariance matrix originates
from correlations between EOP from different analysis centers. Owing to the
fact that the analysis centers use the same raw observations and sometimes
also identical software packages, although with different analysis philosophies,
it has to be expected that non-negligible correlations exist between the diffe-
rent EOP series. These have to be taken into account in a proper way based
on empirical investigations or on apriori estimates to properly construct the
covariance matrix for the EOP.

. . . .

on an epoch by epoch basis

EOP series
Combined

. . . .

series
EOP
Raw

series
EOP
Raw

series
EOP
Raw

InterpolationInterpolationInterpolation

full covariance matrix
bias and drift,

Determination of

Combination
using relative weights and full covariance matrix

relative weights
Determine

Fig. 1. Overview of combination flow

Summarising, the first step of the combination process is, thus, the in-
terpolation to a common reference epoch and the computation of biases and
drifts with respect to a chosen EOP reference series in order to maintain long
term consistency with a well established EOP series. Relative weights for each
of the input series have to be determined only from time to time since rapid
changes in the quality of the input series have not been encountered so far
(Fig. 1). In the second step, the EOP series are combined into one set of
EOP results by applying the biases, the weighting factors and the correla-
tions between the analysis centers using also the initial variance/covariance
information to the extent available. This is done on an epoch by epoch basis
computing a least squares average with full covariances (Koch, 1988).

3.3 Operational Time Series Combinations

The combination procedures developed within the Geotechnologien-project
”Integration of space geodetic techniques - IERS” are being applied rou-
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tinely in the operational EOP generation of the International VLBI Service
for Geodesy and Astrometry (IVS). Here, five analysis centers (see Table 1)
regularly submit EOP results as described above. Two types of observing
sessions have to be distinguished since they are treated in a different man-
ner in the combination and dissemination process. The first group covers all
IVS observing sessions which are designed for rapid turn-around of recording
media, correlation and data analysis. These run under the acronyms IVS-R1
and IVS-R4 every Monday and every Thursday with EOP results to be deliv-
ered as quickly as possible after the observations which, at present, is roughly
seven to ten days later (IVS, 2005). All other geodetic and astrometric VLBI
sessions without delivery time requirements and with processing delays of as
long as two months form the second group of sessions.

Table 1. List of solutions and software used

Abbrev. Institution/Software

AUS Geoscience Australia, Belconnen, Australia
OCCAM, Kalman Filter

BKG Bundesamt für Kartographie und Geodäsie, Leipzig, Germany
Calc/Solve, Gauß-Markov Least Squares Adjustment

GSFC NASA Goddard Space Flight Center, Greenbelt MD, USA
Calc/Solve, Gauß-Markov Least Squares Adjustment

IAA Institute of Applied Astronomy, St. Petersburg, Russia
OCCAM, Kalman filter

USNO U.S. Naval Observatory, Washington D.C., USA
Calc/Solve, Gauß-Markov Least Squares Adjustment

Considering these operational circumstances the EOP combination and
dissemination procedures have been devised to optimally project this situa-
tion into the respective products. The first series, called IVS Rapid Series, is
generated as soon as possible, i.e. when at least a certain number of analysis
centers has submitted its results for combination. Within this process only
results of new sessions are added to the series while existing EOP data points
are fixed at the values of their first publication.

The second series is produced once every quarter of a year with all input
data available at the time of combination, i.e. with all sessions processed and
analysed to this date. Here, each EOP value may end up with a slightly dif-
ferent result compared to the previous realisation since the general analysis
or combination process may have been improved or additional analysis cen-
ters may have submitted EOP for this session. These EOP series, called IVS
Quarterly Series, are always state-of-the-art realisations of VLBI EOP series.

For both series almost the same procedures apply. Thus, as the first steps
interpolation to a common epoch, computations of relative weights and de-
termination of biases and rates have to be carried out. In the beginning of
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the IVS combination activities, it had been decided to maintain long term
consistency with the IERS C04 series (IERS, 1996). For this purpose, polar
motion and UT1–UTC biases relative to IERS C04 had been computed for
each data set using only the data in the period from the beginning of 1999
to September 30, 2000 which is the date immediately prior to the first epoch
of official IVS EOP combinations. By subtracting these biases from the indi-
vidual series prior to the combination, the combined series had received just
some small initial guidance but afterwards was free to evolve along with the
VLBI observations.

Nowadays, consistency is sought with respect to a well established TRF.
Currently, VTRF2003 (Nothnagel, 2003) is chosen for its consistency with
the VLBI scale and its close relationship with the axis and origin definition
of ITRF2000. The link with this TRF is achieved through forming a weighted
mean of those EOP series which use VTRF2003 as their reference TRF, either
as fixed TRF or constrained to this realisation (currently AUS, IAA and
BKG). The apriori offsets and possible rates are then computed and applied
with respect to this mean series (see Table 2).

Table 2. Current average statistics

xp yp UT1 − UTC dψ sin ε0 dε

bias wrms bias wrms bias wrms bias wrms bias wrms

[µas] [µas] [µas] [µas] [µs] [µs] [µas] [µas] [µas] [µas]

AUS 56.2 130.5 114.7 136.8 -0.1 6.7 86.2 195.0 11.3 62.6

BKG 7.3 124.7 45.4 121.5 4.1 3.2 0.3 101.2 11.3 41.0

GSFC -99.4 77.1 18.9 42.5 -0.1 1.6 -8.3 54.4 -13.5 18.7

IAA 139.5 79.6 -28.8 74.4 -1.0 3.0 -1.3 25.4 6.2 33.9

USNO -22.3 76.7 -30.6 66.1 -1.1 1.6 36.5 110.2 17.3 32.6

The situation is slightly different for the nutation offsets and the underlying
CRF. Here, long term consistency of the combined nutation series with other
existing series is maintained through the fact that all analysis centers use the
source positions of the International Celestial Reference Frame (ICRF) (Ma
et al., 1998) as the defining frame in their VLBI analyses. Even with a few
sources observed today which do not belong to the ICRF, this guarantees that
the individual nutation series show only small relative biases (Table 2). The
input series of the nutation offsets, thus, do not need a special procedure to
ensure alignment with a well defined reference frame and can be used directly.

For the relative weight factors to be applied to all EOP components a
special scheme has been devised and thoroughly tested for routine operations.
A single weight factor for all EOP components of each input series is computed
from the relationship of the scatter of the nutation angle series, dψ×sin ε0 and
dε. The background is again that all analysis centers use the ICRF as their
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celestial reference frame of choice. The ICRF as such is very stable at the
sub-milliarcsecond level (IERS, 1999) and deficiencies of individual sources
average out in the large number of sources used in geodetic VLBI observing
sessions. Therefore, most of the scatter to be found in the individual nutation
offset series can be attributed to the way the analysis is carried out, e.g. which
software or which parametrisation is used etc. (analyst’s noise) (Nothnagel and
Steinforth, 2001). As a consequence, the scatter in the nutation results ideally
represents the overall quality of each solution.

Analysis Center A

Weight factors

Analysis Center B Analysis Center C

Xp, Yp, UT1,
dpsi, deps

Xp, Yp, UT1,
dpsi, deps

Xp, Yp, UT1,
dpsi, deps

dpsi deps

+ form. errors + form. errors + form. errors

Weighted means for dpsi, deps
per epoch

Computation of a bias for each EOP

  WRMS      , WRMS        per Analysis Center

Removal of bias and computation of WRMS

Combined WRMS
for nutation

Fig. 2. Combination procedure (1st step)

The determination of the weight factors is an iterative process (Fig. 2).
Initial mean values of the nutation offsets (dψ × sin ε0 and dε) are computed
for each epoch where the input data is only weighted according to the for-
mal errors assigned by the analysis centers. In the next step, biases for each
nutation offset component and analysis center are computed and subtracted.
These are relatively small but significant nevertheless. From the bias-free se-
ries a weighted root mean squared error (WRMS) is then computed for each
analysis center combining both nutation components in a root-sum-squared
(RSS) sense. The combined WRMS of the nutation offsets are used to de-
rive the weight factors fi for each of the analysis centers dividing the center’s
WRMS wrmsi by the mean WRMS of all analysis centers wrms:

fi = wrmsi/wrms. (1)

The apriori weights of each individual input series including those of polar
motion and UT1–UTC are then multiplied with the respective weight fac-
tors. For fine tuning, the process is repeated by applying the new weights to
the input data until a certain convergence threshold is met (Nothnagel and
Steinforth, 2001).

Table 3 gives an impression of the current level of agreement of the weight
factors which are used to increase (if > 1) or decrease (if < 1) the initial weights
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of the individual solutions. The weight factors do not vary dramatically but
moderately balance the deficiencies of the formal errors of the input series.
Variance component estimation has not proven to be robust enough for day-to-
day operations since convergence is often not achieved with the small sample
of only five analysis centers and eight EOP components.

Table 3. Weight factors

AC weight factor

AUS 0.83

BKG 0.91

GSFC 1.03

IAA 1.31

USNO 1.05

The final combination of polar motion and UT1-UTC is calculated using
the full variance and covariance information according to (Koch, 1988)

xj,combi =

n∑
i=1

fipxij (xij − (ratei,x × ∆MJDj − bi,x))

n∑
i=1

fipxij

(2)

with xij = EOP components; pxij = input weight; fi = weight factor;
ratei,x = rate relative to reference series (cf. Table 2); ∆MJDj = epoch
difference w.r.t. bias reference epoch; bi,x = y-axis intercept of straight line
fit; j = epoch; n = number of analysis centers. For the combination of the
nutation offsets no rates and biases are applied. The covariances between the
EOP components are applied in the setup of the normal equations which are
used for the final estimation step. The results of the operational combinations
are available both graphically and numerically on the IVS Analysis Coordina-
tor’s web page via the IVS Home page (http://ivscc.gsfc.nasa.gov) or directly
from http://giub.geod.uni-bonn.de/vlbi/IVS-AC.

3.4 Combination with Full TRF and Full Covariance Information

The combination of EOP time series as described above completely neglects
the direct interaction between EOP and the TRF used to estimate the EOP.
In order to overcome this deficit the information about the TRF may be
carried over to the combination process in two different ways. One option is
to report the estimated parameters, i.e. TRF and EOP, together with their
full covariance matrix and to use these for the combination. For this purpose
the SINEX file format (Solution INdependent EXchange format) has been
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invented (e.g. IERS Web page). One of the drawbacks of this scheme is that
the solutions of TRF and EOP together always need constraints to eliminate
the datum defect in some hard or loose way. For the combination, however,
the datum itself should be taken out again since it cannot be guaranteed
that all analysis centers or, in the case of inter-technique combinations, even
other techniques have used the same TRF realisation. This requires additional
information and further processing steps. For this reason the IVS, at an early
stage, decided to use the direct approach of extracting and reporting complete
datum-free normal equation systems including the right hand side which is the
second option to carry over the information of the TRF to the combination
process. SINEX format Version 2.0 has been established for this very purpose.

By using pre-reduced normal equation matrices, i.e. reducing all non-TRF
and non-EOP parameters, all relations between the TRF and EOP parameters
are carried over to the combination step which is also known as ”adjustment
of groups of observation” (Mikhail, 1976). This approach may be used for
the combination of several solutions of the same VLBI session generated by
different IVS Analysis Centers under the assumption that the observations
processed by different analysis centers are sufficiently independent of each
other (cf. Sect. 3.1). Compared to the combination on the basis of covariances
this method can be regarded as an enhancement since the normal equations
are clean of any hidden residual datum effect which may otherwise remain in
the data when the constraints are not removed properly.

The combination process itself mainly consists of stacking the input normal
equation systems by adding the respective elements. Through this method all
the relationships between the parameters (correlations) are carried over and
are taken into account correctly. In the next step, the datum is applied through
one of several options converting the normal equation system into a regular
one. The final inversion steps then produce the combined parameters.

In order to carry out the combination in a proper way preparatory steps
have to be carried out before the actual combination which are rather similar
to those of the time series combination (cf. Sect. 3.2). The normal equation
systems have to be transformed to be based on the same apriori values for the
parameters, the reference epochs have to be changed to identical epochs, and
the normal matrices have to be scaled for numerical consistency.

For the VLBI intra-technique combination the DOGS-CS combination
software developed at the German Geodetic Research Institute (DGFI), Mu-
nich, forms an ideal tool. In addition, further software elements have been
developed within the Geotechnologien-project for quality checks and for con-
trolling DOGS-CS. The following tasks are carried out:

• The rank deficiency of datum-free normal equation matrices from VLBI
observations has to be six. Quality checks have been developed to control
this fact applying different techniques for rank-determination based on
eigenvalue and QR-decompositions (Lay, 2000).
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• Outliers have to be rejected before combination. After imposing a com-
mon datum definition to all the solutions, EOP or site positions can be
estimated and a comparison can be carried out. Solutions exceeding a cer-
tain threshold are identified as outliers and the input data is rejected until
further checks have been carried out.

• In order to account for different levels of magnitudes of the elements of the
normal equation matrices, scaling of the input matrices has to be applied
(Kelm, 2003).

• Before performing the final combination step it is sometimes necessary to
reduce auxiliary parameters like clock or atmosphere parameters (Brock-
mann, 1997) if analysis centers also provide normal equation elements for
these parameters.

3.5 Operational Combination with Datum-free Normal Equation
Systems

Routines and procedures have been developed to carry out these combinations
within the activities of the IVS to generate the input for the next realisation of
the International Terrestrial Reference Frame, the ITRF2004, in the form of
combined datum-free normal equation systems. Seven IVS Analysis Centers
have contributed normal equations in SINEX format on a session-by-session
basis for the intra-technique combination (see Table 4).

Table 4. List of solutions and software used

Abbrev. Institution/Software

AUS Geoscience Australia, Belconnen, Australia
OCCAM, Kalman Filter

BKG Bundesamt für Kartographie und Geodäsie, Leipzig, Germany
Calc/Solve, Gauß-Markov Least Squares Adjustment

DGFI Deutsches Geodätisches Forschungsinstitut (DGFI), Germany
OCCAM, Gauß-Markov Least Squares Adjustment

GSFC NASA Goddard Space Flight Center, Greenbelt MD, USA
Calc/Solve, Gauß-Markov Least Squares Adjustment

MAO Main Astronomical Observatory, Kiev, Ukraine
SteelBreeze, Square-root information filter

SHA Shanghai Astronomical Observatory, Shanghai, P.R. China
Calc/Solve, Gauß-Markov Least Squares Adjustment

USNO U.S. Naval Observatory, Washington D.C., USA
Calc/Solve, Gauß-Markov Least Squares Adjustment

Each analysis center generates one file for each VLBI session containing
normal equation coefficients at least for site coordinates and EOP. Coefficients
for auxiliary parameters, e.g. atmosphere and clocks, may also be included.
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The combination itself along the lines as described in Sect. 3.4 is not yet
in an operational stage since a number of steps still have to be carried out
semi-automatically.

• A conversion program also accounting for different versions of the format
of the SINEX files (ASCII) into binary DOGS-CS input files had to be
developed and is being applied.

• All parameters not belonging to the list of EOP and station coordinates
have to be extracted by applying the respective reduction steps (Brock-
mann, 1997).

• In the period of transition between the old and the new IAU paradigm for
nutation, the IVS Analysis Centers tend to use different nutation models.
Since these cannot be combined reduction steps for the nutation coef-
ficients have to be applied as well. Nutation parameters are, thus, not
included in the combination process at the moment.

• Since most analysis centers use different apriori values in setting up the
normal equations, the input solutions have to be transformed to an equal
set of apriori values for the TRF and the EOP. At this step, a first check for
outliers can be carried out when an identical datum definition is applied to
all normal matrices and EOP are estimated. If the residuals do not exceed
a certain threshold (e.g. 0.3 mas for polar motion and 0.02 ms for UT1)
the solution can safely be included in the subsequent combination process.

The final step starts with the accumulation of datum-free normal equation
matrices for each observing session. Then, the resulting normal equation sys-
tem can be solved after imposing a datum definition as mentioned above. For
the generation of the IVS input to ITRF2004 the analysis centers re-processed
almost all available VLBI data from 1980 onwards (see statistics in Table 5).
The IVS column indicates the number of sessions which have been combined
successfully using input data of at least four analysis centers. An example of
combined EOP results for a 24h-session is depicted in Fig. 3.

Table 5. Sessions processed by IVS Analysis Centers for ITRF2004

IVS Analysis center: AUS BKG DGFI GSFC MAO SHA USNO IVS

Processed sessions: 2481 3107 2642 3940 3441 3508 1220 2038

4 Conclusions

The combination of VLBI data from different analysis centers is a pre-requisite
for an integration of the VLBI results into the combination of geodetic space
techniques. Methods and procedures have been developed and successfully
implemented for operational combinations of EOP time series.



370 Nothnagel et al.

SINEX  Combination 1 / 2

Session: Database: 99JUN29XE

(Fri Jul  1 2005  12:19:18)

settings for aprioris:
APRIORI   SINEX         BKG

settings for REF_EPOCH:
MEAN

settings for datum definition:
COND FIX ’S*’ SIG=0.0001

comment:

AC St. # obs # par.
VAR.
FAC. weight for datum scaling factor weight factor variance fac. (s0)

AUS 5 1069 46 /    45 1.000 1.000 1.064 1.000 0.996
BKG 5 1038 282 /    23 1.000 1.000 1.508 1.000 1.017
DGFI 5 1277 23 /    23 1.000 1.000 0.887 1.000 0.732
GSFC 5 1069 542 /    23 1.000 1.000 0.898 1.000 1.324
MAO 5 1060 168 /    20 1.000 1.000 1.568 1.000 1.176
SHA 5 1069 522 /    23 1.000 1.000 0.723 1.000 1.426
USNO 5 1060 545 /    23 1.000 1.000 0.881 1.000 1.354
COMBI 0.000 1.176

AUS BKG DGFI GSFC MAO SHA USNO COMBI
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Fig. 3. Example for combined EOP results

The combination of EOP and TRF together in the form of datum-free
normal equations has reached a certain level of maturity. The methods and
procedures developed here can be applied to input data which has been gene-
rated for this very purpose regarding special conditions and configurations.
Further developments have to be carried out in order to apply the procedures
to all types of input configurations. The theory for the transformation of nuta-
tion parameters based on different nutation models into one common set has
still to be developed. Furthermore, improved strategies for outlier detection,
scaling and weighting algorithms for the input matrices and procedures for a
fully automated combination procedure covering all possible input scenarios
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need to be devised. Only then can the combination and generation of EOP
be routinely carried out on the basis of joint EOP and TRF information.

Acknowledgement. This is publication no. GEOTECH-165 of the programme GEO-
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Summary. This paper focusses on some relevant aspects when proceeding towards
a rigourous combination of space geodetic observations that are addressed by the
IERS Combination Research Centers at DGFI and FESG in the frame of the IERS-
GEOTECHNOLOGIEN project. These are in particular investigations related to
the datum realization for the space geodetic solutions, the analysis and combination
of SLR and VLBI data, and research activities within the IERS SINEX Combination
Campaign and the IERS Combination Pilot Project.

Key words: IERS products, geodetic datum, combination methods, SLR, VLBI,
SINEX Combination Campaign, Combination Pilot Project

1 Introduction and motivation

The core products of the International Earth Rotation and Reference Sys-
tems Service (IERS) comprise the International Terrestrial Reference Frame
(ITRF), the International Celestial Reference Frame (ICRF), the Earth Ori-
entation Parameters (EOPs), the global geophysical fluids, and the stan-
dards and constants given in the IERS Conventions (see Terms of Reference,
http://www.iers.org/iers/about/tor). The contributing space geodetic obser-
vation techniques are Very Long Baseline Interferometry (VLBI), Satellite
and Lunar Laser Ranging (SLR/LLR), the Global Positioning System (GPS)
and the Doppler Orbitography and Radiopositioning Integrated by Satellite
(DORIS). Each of these space techniques has its strengths and weaknesses
and contributes in a different and unique way to the determination of geode-
tic parameters (e.g., site positions and velocities, EOPs, quasar positions).

The goal of the combination is to make optimal use of the complimentary
properties of the different techniques. Besides this, it has to be considered that
the accuracy achieved today is mainly limited by technique-related and/or



374 Angermann et al.

solution-related systematic effects, which are often poorly characterized or
quantified. This can lead to highly optimistic precision estimates that provide
too optimistic accuracy expectations. Both, the different characteristics of
the various space techniques for determining geodetic parameters and the
differences between space techniques observations (solutions) strongly require
the development of rigorous integration and combination methods. This is of
vital importance to exploit the full potential of the space techniques and to
provide highly accurate and consistent results.

The analysis and combination of data (solutions) of the same observation
technique is one of the major tasks of the geodetic services, the International
GNSS Service (IGS, see http://igscb.jpl.nasa.gov), the International Laser
Ranging Service (ILRS, see http: //ilrs.gsfc.nasa.gov), the International VLBI
Service for Geodesy and Astrometry (IVS, see http://ivscc.gsfc.nasa.gov),
and the International DORIS Service (IDS, see http://ids.cls.fr). During the
last few years these services gained significant experiences and made a lot of
progress regarding the intra-technique combination.

The IERS is in charge of the combination of different observation types,
so-called inter-technique combinations. However, at present the IERS prod-
ucts (ITRF, ICRF and EOPs) are computed (combined) separately by dif-
ferent product centers. Consequently, the results are not consistent, e.g.,
different ITRF realizations produce offsets and drifts in the EOP series
(Rothacher, 2000). The results of the IERS Analysis Campaign to align EOPs
to ITRF2000/ICRF reveal that significant biases between EOP series exist
(Dill and Rothacher, 2003; Gambis and Bizouard, 2003; Nothnagel et al.,
2003). The discrepancies are observed not only between different techniques,
but also between various analysis centers of the same technique. This means
that there are clear deficiencies in the space geodetic solutions and in the
present IERS product generation. The accuracy is limited by, e.g.: (a) sys-
tematic differences in the reference frames realized by different techniques
resulting in offsets and drifts in individual EOP series, (b) offsets in geocen-
ter positions between different techniques and solutions, (c) systematic effects
in the time series of station positions, (d) unmodeled nonlinear effects (e.g.
seasonal variations, seismic deformations) in site motions.

Up to now, combinations are primarily performed on the solution level.
This strategy may lead to deformed solutions if individual solutions with badly
or not clearly documented constraints are included in the combination, as it
was the case for some of the ITRF2000 contributions. Furthermore, the input
data provided by various analysis centers must be consistent concerning mod-
eling and parameterization. This requires the adoption of common standards
and models according to the most recent set of conventions (McCarthy and
Petit, 2004), which is currently not always fulfilled by the different processing
software packages. Other deficiencies regarding the combination methodology
include, e.g., the weighting, handling of biases and the datum realization.

This paper focusses on some relevant aspects when proceeding towards a
rigorous combination of space geodetic observations that were addressed by
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the IERS Combination Research Centers (CRC) of the Forschungseinrichtung
Satellitengeodäsie of the Technical University Munich (FESG) and DGFI in
the framework of the joint project “Integration der geodätischen Raumver-
fahren und Aufbau eines Nutzerzentrums im Rahmen des Internationalen Er-
drotationsdienstes (IERS)” within the “Sonderprogramm GEOTECHNOLO-
GIEN” of BMBF and DFG. The topics addressed in this paper are closely
related to the other CRC contribution of FESG and DGFI published in this
volume (Thaller et al., 2005).

2 Datum realization

The TRF datum is defined by the Earth’s center of mass (geocenter) as the
origin, a mean Earth rotation vector for the orientation, and a scale given by
the velocity of light, as well as the time evolution of these parameters.

The individual space geodetic observations do not contain the complete
information to realize the TRF datum. Satellite methods, such as SLR, GPS
and DORIS, are (more or less) sensitive to geocenter motions relative to the
TRF, because they use the geocenter as dynamical origin for computing the
satellite orbits. VLBI is quasi-independent of the gravity field and does not
contribute at all to the realization of the geocenter. Thus, it is necessary to
introduce no-net-translation (NNT) conditions for VLBI.

Since the orientation of the frame is attached to a mean rotation vector
which can only be defined with respect to an external frame, and since the
computation of the satellite orbits needs an external inertial frame, and since
both external frames are supposed to coincide in the ICRF, we have to solve for
the EOPs connecting the TRF with the adopted external quasi inertial frame.
The separation of station positions and velocities from the EOP is achieved
by appropriate condition equations, the no-net-rotation (NNR) conditions,
minimizing the common rotation of the TRF solution w.r.t. its approximate
values for the orientation at the reference epoch, and minimizing the horizontal
velocity field over the whole Earth for the time evolution of orientation.

Each individual space technique has its own characteristic influence on the
geodetic datum of the combined solution. Therefore it is an important issue to
study the strengths and influence of the geodetic datum contribution of each
technique. For that purpose we apply a method suggested by (Sillard and
Boucher, 2001), where the covariance information of the datum parameters is
calculated by

Cdatum = (GT C−1G)−1

C is the network covariance obtained by applying loose constraints on
station positions and G is the matrix of a differential similarity transformation.

The investigations are performed on the basis of weekly and daily solu-
tions for GPS, SLR, DORIS and VLBI. Examples for the formal errors and
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correlation matrix of the datum parameters of the different techniques are
displayed in Color Fig. XLVI on p. 314.

The origin of the SLR solution shows a small standard deviation as SLR is
sensitive to the geocenter. The z-component has a higher standard deviation
than the x- and y-component. This result is consistent with theoretical con-
siderations, as the origin in z is determined by the disturbed satellite motion
due to the influence of the Earth’s gravity field only, whereas the origin x and
y is additionally determined by Earth rotation.

The rotations in the DORIS solution are fixed to ITRF2000, which is
shown by standard deviations close to zero and small correlations with other
datum parameters. The standard deviations for the translation parameters
and the scale are larger compared to SLR, but the correlations are smaller
probably due to a better DORIS network geometry.

The GPS solution is free w.r.t. rotations. The standard deviations of the
translations and scale show a similar behaviour as the other satellite tech-
niques. The small correlation of the z-translation and the scale might be caused
by the weaker network density in the southern hemisphere.

As expected, the origin and the rotations are free in the VLBI solution
which is shown by the standard deviations that are in the same order of
magnitude as the loose constraints. According to theory, the scale is well
determined and not correlated to the other datum parameters.

To gain further insight into the characteristics and the contributions of the
different space techniques to the realization of the datum, we analysed time
series of scale and translation variations obtained from weekly SLR, GPS and
DORIS solutions as well as from daily VLBI session solutions (Angermann
et al., 2005; Meisel et al., 2005). The time series of scale and translation
(origin) variations w.r.t. ITRF2000 derived from various individual solutions
are shown in Fig. 1 and 2.

In principle, the VLBI and SLR scales are in good agreement with the
ITRF2000 scale. The VLBI scale variations of the daily session solutions have
a higher noise level than the weekly solutions of the other techniques, mainly
due to the fact that the solutions span only one day, and due to the relatively
poor network geometry of a 24 h VLBI session. The DORIS scale has an
offset of about 4 ppb w.r.t. ITRF2000. The three GPS series (CODE, JPL
and SIO) agree well (within 1 ppb) during the last two years, whereas before
2000 larger discrepancies and some irregularities exist. The significant jump
of about 2 ppb in the SIO scale in early 2000 was probably caused by a change
of the elevation cut-off angle.

The most stable results for the translation parameters were obtained from
SLR. The SLR solutions computed by two ILRS analysis centers, one at ASI
(Agenzia Spatiale Italiano) with the software GEODYN, and one at DGFI
with the DOGS software agree well. The time series for the translation pa-
rameters derived from the GPS and DORIS solutions show larger variations
than SLR, in particular for the z-component.



Towards a Rigorous Combination of Space Geodetic Observations 377

1993 1994 1995 1996 1997 1998 1999 2000 2001 2002

0

2

4

6

8

-5

0

5

-4

-2

0

2

4

6

-5

0

5

1993 1994 1995 1996 1997 1998 1999 2000 2001 2002

S
LR

 (D
G

FI
, A

S
I)

G
P

S
 (C

O
D

E
, J

P
L,

 S
IO

)
V

LB
I (

D
G

FI
)

D
O

R
IS

 (I
G

N
)

w
ee

kl
y 

so
lu

tio
ns

w
ee

kl
y 

so
lu

tio
ns

w
ee

kl
y 

so
lu

tio
ns

da
ily

 s
ol

ut
io

ns

Fig. 1. Time series of scale variations in parts per billion [ppb] of different solutions

Fig. 2. Time series of weekly translation variations [cm] of different solutions



378 Angermann et al.

The amplitudes of the annual signals in the translation variations obtained
from the different solutions are summarized in Table 1. Both SLR solutions
show amplitudes of a few millimeters for the translation components and the
observed differences are within their standard deviations. The amplitudes of
the GPS solutions differ in particular for the z-translation, which is obviously
by far too large in case of the JPL solution. The annual amplitude in the
z-component of the DORIS solution is not significant.

Table 2 shows the results of the SLR solution of DGFI in comparison with
geophysically derived model results (Chen et al., 1999; Dong et al., 1997) and
with GPS results derived from a degree-one approach (Blewitt et al., 2001;
Dong et al., 2003). The SLR results are in good agreement with the model
results, whereas the z-component of the GPS-derived results is obviously too
large by a factor two. Furthermore, the discrepancies between the two GPS
solutions are significantly larger than the estimated standard deviations, in
particular for the annual amplitudes of the z-component.

Table 1. Amplitudes of annual signals of translation variations derived from diffe-
rent space geodetic solutions

Technique AC Software Annual Signal (Amplitude)
X [mm] Y [mm] Z [mm]

SLR ASI GEODYN 4.1 ± 1.2 4.5 ± 1.1 3.7 ± 2.3
SLR DGFI DOGS 3.1 ± 0.6 3.0 ± 0.6 4.5 ± 1.3
GPS CODE Bernese 2.3 ± 1.1 3.6 ± 0.9 5.0 ± 2.6
GPS JPL GIPSY 3.5 ± 1.5 7.8 ± 1.7 19.1 ± 4.1
GPS SIO GAMIT 0.5 ± 0.9 5.2 ± 1.4 9.8 ± 9.2
DORIS IGN/JPL GIPSY/OASIS 5.9 ± 1.8 4.7 ± 1.4 1.1 ± 0.7

Table 2. External comparison of translation (origin) variations

Source Data X Y Z
A [mm] Φ [deg] A [mm] Φ [deg] A [mm] Φ [deg]

DGFI SLR 3.1 ± 0.6 222 ± 12 3.0 ± 0.6 316 ± 11 4.5 ± 1.3 245 ± 12
Dong 1997 model 4.2 224 3.2 339 3.5 235
Chen 1999 model 2.4 244 2.0 270 4.1 228
Blewitt 2001 GPS 3.3 ± 0.3 184 ± 3 4.8 ± 0.3 285 ± 3 11. ± 0.2 214 ± 1
Dong 2003 GPS 2.1 ± 0.3 224 ± 7 3.3 ± 0.3 297 ± 3 7.1 ± 0.3 232 ± 3
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3 Analysis and combination of SLR data

SLR data to LAGEOS-1 and LAGEOS-2 are a fundamental basis for the
realization of the origin (centre of mass) and scale of the terrestrial ref-
erence frame. Hence a continuous evolution and improvement of the SLR
station coordinates is necessary. The most recent standards and models
(McCarthy and Petit, 2004) allow a more precise modelling for the pro-
cessing of SLR observations. Therefore we have reprocessed all LAGEOS
tracking data back to 1981 using the latest version of the software pack-
age DOGS (DGFI Orbit and Geodetic parameter estimation Software) de-
veloped at DGFI. More information on the DOGS software is available from
http://ilrsac.dgfi.badw.de/dogs/index.html.

The basis for the computations were weekly single satellite arcs. Figure 3
shows the r.m.s. fit of the weekly arcs over the entire data time span. During
the first years (1981-1984) the tracking precision improved rapidly. Until 1993
the accuracy level was about 3 cm. Since the launch of LAGEOS-2 the 1 cm
level was nearly reached, but for some weeks the accuracy is worse, probably
due to tracking problems of some stations. Since about 2000 almost all stations
have reached a high tracking performance, so the weekly r.m.s. is below 1 cm.

Fig. 3. RMS fit of weekly SLR solutions

The weekly arcs were accumulated to a consistent multi-year SLR solution
(Müller et al., 2005). In addition to station positions, velocities and Earth
Orientation Parameters (EOP) we solved also for low-degree spherical har-
monic coefficients of the Earth’s gravity field. As an example Fig. 4 shows the
weekly J2 values, estimated independently for LAGEOS-1 and LAGEOS-2.
The higher scatter before 1985 is in accordance with the worse data quality.
In general there is a good agreement between the estimates of both satellites.
However, the higher noise after 2000 for LAGEOS-1 and the discontinuity in
the year 2000 is not yet clear and subject of further investigations.

The multi-year SLR solution serves as reference for various issues, such as
the bias estimation for the tracking stations, the operational weekly compu-
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Fig. 4. J2 values relative to 1.0826e-03

tations and combinations of SLR solutions within the ILRS, the weekly inter-
technique combination in the frame of the IERS Combination Pilot Project,
and for the computation of a refined terrestrial reference frame (Angermann
et al., 2004; Drewes et al., 2005; Meisel et al., 2005).

Within the ILRS, the Analysis Working Group (AWG) has initiated a
number of pilot projects on “positioning and Earth orientation”, which aimed
at the development of a unique and official ILRS product on station positions
and EOPs. Besides this, a pilot project aims at the benchmarking of soft-
ware and analysis procedures in use by the various analysis groups. During
the ILRS AWG Meeting on April 22-23, 2004, in Nice, France, five groups
(that have passed the benchmarking) have been nominated as official ILRS
Analysis Centres: ASI (Agencia Spatiale Italiano), GFZ (GeoForschungsZen-
trum Potsdam), JCET (Joint Center for Earth Systems Technology, USA),
NSGF (Natural Environment Research Council, NERC, Space Geodesy Fa-
cility, UK) and DGFI. The ILRS Analysis Centres are processing on an op-
erational weekly basis SLR data to Lageos-1/2 and Etalon-1/2 and provide
weekly loosely constrained solutions (SINEX files) with station positions and
Earth orientation parameters (x-pole, y-pole and length of day).

Since June 2004, DGFI serves as official ILRS Backup Combination Centre.
The function of the ILRS Primary Combination Centre has been taken over
by ASI, Italy. Both centres are obliged to weekly compute a combined SLR
solution as official product of the ILRS. The products are stored at the data
centres of CDDIS and EDC. ASI combines the individual SLR solutions on the
level of loosely constrained solutions (Bianco et al., 2003). DGFI performes
the SLR intra-technique combination on the level of unconstrained normal
equations. The processing flow and combination methodology applied at DGFI
is described for example in (Kelm, 2003). The official weekly products are: (1)
a combined solution for station coordinates and EOP, and (2) a combined
solution for EOP aligned to ITRF2000.

As an example for the combined ILRS products Color Fig. XLV on p. 313
displays the weekly translation parameters of the five individual SLR solutions



Towards a Rigorous Combination of Space Geodetic Observations 381

and the combined solutions of ASI and DGFI. In general there is a rather
good agreement between the two combined solutions, but there is an offset
of a few millimeter in the x-component and there are some weeks with too
large discrepancies which need further investigation. For all three translation
components the combined solutions are much smoother than the individual
contributions, which proves the quality of the combined ILRS products.

4 Simultaneous estimation of a TRF, the EOP and a
CRF with VLBI data

VLBI is the unique observation technique to provide the direct link between
the celestial and terrestrial frame, including fully consistent time series of pa-
rameters to transform between the frames (pole coordinates and their first
derivatives, dUT1 and LOD, as well as daily corrections to a precession-
nutation model). Furthermore, the several million VLBI observations of the
last 24 years can easily be reprocessed in one common solution, which ensures
consistent results over the whole time period.

A VLBI solution with simultaneous estimation of station positions and
velocities (TRF), celestial coordinates of the radio sources (CRF) and the
full set of Earth orientation parameters (EOP) was computed at DGFI. First
results of such a solution, still containing some deficiencies, are presented in
Tesmer et al. (2004). The datum is realized by NNR and NNT conditions for
the terrestrial (ITRF2000) and NNR for the celestial (ICRF-Ext1) frame (Ma
et al., 1998). With this method, biases can be avoided which are due to fixed
reference frames or other relevant parameters of the observation equations.

For 2614 seesions between 1984 and 2004, normal equations were set up
with the VLBI software OCCAM 6.0 (Titov et al., 2004), including a total
of 49 telescopes (of which 45 are well determined also in the ITRF2000) ob-
serving 1955 sources (of which 561 are part of the ICRF-Ext1). The auxiliary
parameters (for troposphere and clocks) are reduced for each session. All pre-
reduced session-wise normal equations are then accumulated to one normal
equation system with the DGFI software DOGS-CS and solved with an appro-
priate datum, namely NNR and NNT for 25 stable stations w.r.t. ITRF2000
and NNR for 199 “stable” sources w.r.t. ICRF-Ext1.

A major focus in this paper is the comparison of this completely undis-
torted VLBI solution with the official IERS products, namely the IERS C04
series for the EOP parameters, the ITRF2000, and the ICRF-Ext1. For a val-
idation of the consistency of the IERS reference frames, three solution types
were computed: (1) the standard solution with a simultaneous adjustment of
EOP, TRF and CRF; (2) a solution fixing station positions and velocities to
ITRF2000 (for 45 stations) and estimating EOP and quasar positions; and
(3) a solution fixing the CRF to the coordinates of ICRF-Ext1 (for 561 stable
sources) and estimating EOP, station positions and velocities.
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The numerical results of a comparison of the EOP from solution (1) and
IERS C04 are displayed in Tables 3 and 4, a graphical representation of the
data after 1998 is provided in Fig. 5. It has to be considered, that the VLBI
data used at DGFI also contain sessions with few observing telescopes and
rather short baselines (e.g. European sessions) which do not allow for precise
EOP estimation. The RMS and WRMS values in Table 4 indicate that the
different accuracy level of the VLBI EOP estimations is rather well reflected by
the formal errors of the adjustment. Assuming that this VLBI solution is free
of (systematic) errors, the results indicate inconsistencies between the IERS
C04, ICRF-Ext1 and (the VLBI part) of ITRF2000. These inconsistencies,
such as offsets (a rotation of station positions), drifts (a rotation of station
velocities) and periodic effects (especially for the early years up to 1990) are
obvious and vary over the entire period of 20 years. Inconsistencies between the
IERS C04 EOP series and ITRF2000 were also observed in the framework of
the IERS EOP Alignment Campaign (Dill and Rothacher, 2003; Gambis and
Bizouard, 2003; Nothnagel et al., 2003). The results clearly show, that there
is an urgent need for the development of rigorous combination methods for
the generation of consistent IERS products, as for example envisaged within
the IERS Combination Pilot Project (Rothacher et al., 2005).

Table 3. Offsets and rates of the EOP between the solution (type 1) and IERS C04
for different time spans. The offsets are related to the mean epochs of the intervals

Period Offsets Rates
Xpol Ypol dUT1 Xpol Ypol dUT1
[µas] [µas] [µs] [µas/y] [µas/y] [µs/y]

84-04 −159 ± 6 28 ± 5 0.4 ± 0.5 71 ± 1 27 ± 1 0.5 ± 0.1
94-04 −123 ± 4 135 ± 4 3.4 ± 0.4 −13 ± 1 32 ± 1 0.1 ± 0.1
98-04 −139 ± 4 216 ± 4 5.1 ± 0.3 −30 ± 2 18 ± 2 −1.4 ± 0.2

Table 4. RMS and WRMS values for the EOP differences between the solution
(1) and IERS C04 for different time periods (after applying the offsets and rates of
Table 3). This table also contains values for the session-wise estimated EOP rates

Period Xpol Ypol dUT1 Xpol dot Ypol dot dUT1 dot
[µas] [µas] [µs] [µas/d] [µas/d] [µs/d]

84-04 RMS 577 521 30.2 1752 1778 85.7
84-04 WRMS 185 151 13.6 454 436 26.5
94-04 RMS 344 253 20.9 801 826 49.5
94-04 WRMS 150 130 12.8 383 369 24.6
98-04 RMS 281 202 14.9 638 688 40.2
98-04 WRMS 121 107 9.2 344 345 23.9
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Fig. 5. Differences between the EOP of solution (1) and IERS C04 from 1998 until
2004 (solid curves show the median of 10 values and a best-fitting linear function)

The source positions obtained from the undistorted standard solution
(type 1) are compared with those of solution type 2 (ITRF2000 fixed) to as-
sess how the parameters of the terrestrial and celestial VLBI reference frames
interact. Figure 6 shows the differences for the estimated source positions in
declination (DE) and right ascension (RA × cos(DE)) between both solution
types as a function of the declination. A systematic behaviour can be observed
especially in the declination. These systematic effects show very clear resem-
blance with results of (MacMillan and Ma, 1997), except for the magnitude,
which was up to almost 0.5 mas in that study, compared to 0.15 mas here. In
the study of (MacMillan and Ma, 1997) two solutions were compared, where
horizontal gradients for the tropospheric parameters were estimated in one
case and in the other not. This suggests, that at least some of the ITRF2000
contributions handled the effect of the horizontal gradients differently than
our VLBI solution (in which we assume this affect is handled properly).

Finally, the station positions of the standard solution type (1) are com-
pared with those obtained from solution type 3 (ICRF-Ext1 fixed) to estimate
the effect of the celestial on the terrestrial reference frame. The RMS values of
the differences of the station positions and velocity estimates between the two
solutions are 0.7/0.5 mm and 0.15/0.07 mm/yr for the north/east, and 1.3
mm and 0.16 mm/yr for the height component of the 45 stations compared.
Although these values are quite small, some systematics become very clear:
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Fig. 6. Differences between source position estimates of the undistorted VLBI so-
lution type (1) compared to type (2) (ITRF2000 fixed)

The largest differences become apparent for all stations in the south (which
all have differences in the north component of the coordinates with the same
sign larger than 1.3 mm), and for many of the stations, which did not observe
regularly. This suggests, that parameters (coordinates and velocities) of VLBI
stations that are subject to an observing constitution that provides a merely
partial redundant information (e.g. because they observe mostly in the same
networks, the same sources with the same topocentric observing geometry,
etc.) are not completely uncoupled frame parameters of the VLBI-CRF. In
this context, a combination with observations of other techniques will help
fundamentally.

5 IERS SINEX Combination Campaign and
Combination Pilot Project

Among other activities, the IERS Analysis Coordination has initiated the
IERS SINEX Combination Campaign in 2002 to analyse and combine so-
lutions of the different space techniques, to assess systematic biases and to
develop suitable methods for a rigorous combination of the IERS products.
At the IERS Retreat 2003 in Paris it was decided that the IERS SINEX Com-
bination Campaign should be converted into a pilot project, namely the IERS
Combination Pilot Project, to be started in spring 2004, and to prepare the
IERS product generation on a weekly basis. The general scope and the objec-
tives of these IERS projects are presented in (Rothacher et al., 2005). In this
paper we focus on major activities concerning data analysis and combination
performed at DGFI and FESG as CRCs.

In the frame of the SINEX Combination Campaign DGFI has provided
SLR, VLBI and (regional) GPS solutions and/or unconstrained normal equa-
tions containing station positions and EOPs for the entire year of 1999. The
available SINEX solutions are visible at the SINEX file archive, http://tau.
fesg.tu-muenchen.de/~iers/web/sinex/datapool.php, see also (Anger-
mann et al., 2003). Among other combination groups, DGFI and FESG were
involved in the analysis and combination of the weekly SLR, GPS, DORIS
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and daily VLBI solution files. For this purpose the combination software pack-
ages DOGS-CS (at DGFI) and Bernese (at FESG) were updated and suit-
able combination methods were developed. Major tasks include the analysis
of the individual solutions concerning various aspects (e.g., SINEX format,
parameter definition, modelling, rank deficiencies, suitability for a rigorous
combination), the selection of suitable local ties to connect the different tech-
niques, the weighting of solutions and the datum definition of the individual
and the weekly combined solutions. Results of the weekly combination (Krügel
and Meisel, 2003; Thaller and Rothacher, 2005) prove the potential of such a
weekly combination, though some details need to be further studied.

The IERS Combination Pilot Project (CPP) aims at more consistent, rou-
tinely generated IERS products. “Weekly” SINEX solutions, which are avail-
able from the different technique services contain station positions, EOPs, and,
possibly, quasar coordinates. These solutions shall be rigorously and routinely
combined into consistent IERS products. The procedure for the combination
and validation of the “weekly” SINEX solutions is presented in (Rothacher
et al., 2005). In the frame of the CPP, DGFI provides individual SLR and
VLBI solutions and combined SLR solutions for the intra-technique combi-
nation (step 1) and has been accepted by the IERS as a combination center
for the inter-technique combination (step 2). The presently available SINEX
files were analysed regarding the suitability for a rigorous combination. The
methodology for the weekly inter-technique combination of station positions
and EOPs, including input data check and validation of the results, has been
developed and implemented in the DGFI software DOGS-CS.

During the CPP and within the IERS Working Group on Combination it
was recognized that the weekly SINEX solutions now routinely generated by
the Technique Centers are not sufficient to generate combined inter-technique
solutions over longer time periods. It was decided that the most recent IERS
realization of the terrestrial reference frame, the ITRF2000, does not fulfil all
the needs for the CPP, and thus a refined TRF realization is an essential pre-
requisite for the weekly rigorous combination of space geodetic observations.
In December 2004 a Call for long time series of “weekly” SINEX files for
ITRF2004 and a supplement of the IERS CPP was released. The ITRF2004
will be based on the combination of time series of station positions and EOPs.
Weekly or (daily VLBI) contributions will allow better monitoring of nonlinear
motions and other kinds of discontinuities in the time series. The ITRS Com-
bination Centers, namely DGFI, IGN, and NRCan, led by the ITRS Product
Center (IGN), are in charge for the generation of the ITRF2004 solution.

6 Conclusions and outlook

It is obvious, that there are clear deficiencies in the present IERS products,
which are computed (combined) almost independently from each other. This
paper addressed various issues that are essential for a rigorous combination of
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space geodetic observations. Now, for the first time, weekly (and daily VLBI)
SINEX files with station positions and EOPs became available for the diffe-
rent space techniques. These input data provide the basis for a new ITRF2004
with station positions, velocities and EOP, as well as for the development and
implementation of rigorous combination methods for the generation of con-
sistent set of IERS products for ITRF, EOPs and ICRF, as envisaged within
the IERS Combination Pilot Project (CPP). Highly accurate and consistent
results with highest long-term stability are of vital importance, especially
in respect to the challenges the IERS is facing with the new and upcoming
satellite missions (gravity, altimetry, astrometry), and for the IAG’s Global
Geodetic Observing System (GGOS).

Acknowledgement. This is publication no. GEOTECH-161 of the programme Geo-
technologien of BMBF and DFG, Grant IERS(03F0336C).
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Summary. This report is divided into two parts: the first part gives an overview of
the combination studies performed by the Forschungseinrichtung Satellitengeodäsie
TU München (FESG) and the Deutsches Geodätisches Forschungsinstitut (DGFI)
based on the data of the continuous IVS campaign CONT02. The close coopera-
tion of the two institutions established the basis for a detailed adaption of the GPS
and the VLBI software concerning models and parameterization to avoid system-
atic differences between the technique contributions. Special attention was payed to
parameters with a high temporal resolution; in this study tropospheric parameters
and Earth rotation parameters (ERP) are considered. Including the troposphere
parameters offered a good possibility to study the correlation between troposphere
parameters and station coordinates. It was found that this interaction can deliver
a very important contribution to validate the available local tie information. For
comparison of the troposphere results derived for the 14-days campaign CONT02,
long time series for VLBI and GPS were used as well, and it turned out that the
results are in good agreement. Regarding the sub-daily Earth rotation parameters it
can be shown that a combination of the space techniques improves the results com-
pared to single-technique solutions. Furthermore, it is illustrated that UT1-UTC
can be combined from VLBI together with the satellite techniques. All in all, the
presented results demonstrate the high potential of a combination of VLBI, GPS
and SLR data. The second part is devoted to the combination of long sub-daily
EOP time series from VLBI and GPS. Space geodetic techniques like the Global
Positioning System (GPS) and Very Long Baseline Interferometry (VLBI) can pro-
vide Earth Orientation Parameter (EOP) time series with very high sampling rates.
This offers the opportunity to study sub-daily tidal excitations and the influences
of high-frequency or episodic geophysical effects on Earth rotation. Therefore we
need sub-daily time series as consistent and homogeneous as possible. Based on the
Combined Smoothing method of Vondrak and Cepek (2000), we developed a new
combination scheme for sub-daily EOPs to obtain a new sub-daily time series which
benefits from the longterm stability of VLBI and the continuity of GPS. Further-
more we can remove the weakness of UT1 estimations of the satellite techniques.
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We analysed the combination using spectral imaging methods and the results from
sub-daily tidal harmonic estimation.

Key words: rigorous combination, co-location, tropospheric parameters, Earth ro-
tation, Combined smoothing, sub-daily variations, tides, earthquakes

Part I: Combination Studies Using the CONT02 Cam-
paign
(D. Thaller, M. Krügel, P. Steigenberger, M. Rothacher, V. Tesmer)

1 Introduction

This report summarizes the results of a common combination study of the
IERS Combination Research Centres at the Forschungseinrichtung Satelliten-
geodäsie TU München (FESG) and the Deutsches Geodätisches Forschungsin-
stitut (DGFI). This study is based on the data of a continuous VLBI campaign
and data of a global GPS and a SLR network covering the same time span.

The International VLBI Service for Geodesy and Astrometry (IVS) set up
a 15-day campaign of continuous VLBI observations, named CONT02, that
took place in October 16-31, 2002. Altogether eight VLBI stations partici-
pated in this campaign, all of them are co-located with GPS. Due to a broad
spectrum of common parameters for GPS and VLBI the studies are mainly
concentrated on the combination of these two techniques. As both techniques
make use of microwave signals, identical tropospheric parameters, i.e., zenith
delays and horizontal gradients, can be estimated from the VLBI and GPS
data for each observing station and can be combined together with the sta-
tion coordinates and Earth orientation parameters (EOP). With respect to
other combination studies, one big advantage is the continuous availability of
observations of eight VLBI stations for the whole time span.

2 Preparations Concerning Data and Software Packages

For each technique daily normal equations were generated for the time span
of CONT02. The VLBI data, usually managed in sessions starting and ending
at 17 h UTC had to be concatenated to files from 0 h to 24 h UTC according
to the GPS sessions, optimizing the compatibility. The analysis of the VLBI
data was done at DGFI using the software OCCAM (Titov et al., 2004). The
GPS network, consisting of 153 globally distributed stations, was evaluated
at FESG using the Bernese GPS Software 5.0 (Hugentobler et al., 2004). The
networks are displayed in Fig. 1. Additionally, a SLR solution was processed
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with the DOGS-OC and the Bernese GPS Software 5.0, including all Lageos-1
and Lageos-2 data.

Fig. 1. Station networks: dots: GPS only; triangles: co-location VLBI and GPS

To perform a combination as rigorous as possible the functional models
of the techniques, especially VLBI and GPS, were adapted carefully. There-
fore, identical a priori models were used (so for: solid Earth tides, pole tide,
ocean loading, tropospheric delays, a priori EOP values, as well as their in-
terpolation to the observation epoch, sub-daily EOP model, nutation model).
Furthermore, the unknown parameters were set up identically. Table 1 sum-
marizes the temporal resolution and the type of parameterization that were
chosen for the estimated parameters. This results in a large amount of param-
eters, especially due to the sub-daily estimation of Earth rotation parameters
(ERP: xpole, ypole, UT1-UTC) and tropospheric zenith delays (ZD). A de-
tailed statistical summary of parameters and observations is given in Thaller
et al. (2005b). At the beginning of the CONT02 analysis, a lower temporal
resolution, i.e., two hours, was chosen for the ERP and tropospheric zenith
delays. The corresponding analyses and results are documented in Thaller et
al. (2005a) and Krügel et al. (2004). Based on these results, the temporal
resolution was doubled in order to enable the detection of faster changing fea-
tures, especially in the tropospheric delays. Additionally, a GPS and a VLBI
time series computed the same way as the CONT02 solutions were compared
over a time span of 11 years (see Steigenberger et al. (2005)). These results
are used for validating the tropospheric parameters derived from the CONT02
campaign (see Sect. 3.4, paragraph Long-Time-Series)
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Table 1. Temporal resolution and parameterization

Station coordinates daily constant

ERP 1 hour piece-wise linear

Nutation angles daily piece-wise linear

Tropospheric ZD 1 hour piece-wise linear

Tropospheric gradients daily constant

3 Combination Results

3.1 Co-location Sites and Local Ties

Terrestrial measurements at co-location sites, so-called local ties, are needed
for the combination of the station networks. For all eight co-location sites
listed in Table 2 local ties are available.

Table 2. Co-locations between GPS and VLBI during the CONT02 campaign

Site VLBI GPS Source

Ny Alesund 10317S003 10317M003 (2)
Onsala 10402S002 10402M004 (1)
Wettzell 14201S004 14201M010 (1)
Hartebeesthoek 30302S001 30302M004 (1)
Algonquin Park 40104S001 40104M002 (1)
Fairbanks 40408S002 40408M001 (1)
Kokee Park 40424S007 40424M004 (3)
Westford 40440S003 40440S020 (1)

(1) Altamimi et al. (2002)
(2) Steinforth et al. (2003)
(3) Altamimi et al. (2002)

and IGSMAIL#4151

A first validation of the local ties was done by comparing them with the
coordinate differences derived from the space techniques. At first a GPS solu-
tion computed with relative antenna phase center corrections (PCV) was used.
Changing to absolute PCV corrections, the height component of the local ties
fits much better to the space techniques. Some further modifications, espe-
cially the use of new axis offsets for the VLBI antennas (see Homepage IVS
Analysis Coordinator1), lead to a still better agreement. The corresponding
values are given in Table 3.

Looking at the horizontal components, three stations are remarkable: Fair-
banks, Westford and Hartebeesthoek. They show differences of about 10 mm
or more in one of the two components. The influence of the differences in Har-
tebeesthoek on the combination results is very small, because this station is
very isolated and has large formal errors compared to the other VLBI stations.
However, the bias in the Fairbanks and in the Westford tie becomes visible

1 http://giub.geod.uni-bonn.de/vlbi/IVS-AC/data/axis-offsets.html
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Table 3. Differences between space techniques and terrestrial measurements with
relative and absolute PCV for GPS and old and new antenna axis offsets for VLBI

relative PCV absolute PCV ITRF2000
old axis offsets new axis offsets

Site north east up north east up north east up
[mm] [mm] [mm] [mm] [mm] [mm] [mm] [mm] [mm]

Ny Alesund -7.0 6.4 -32.8 -2.1 1.4 4.8 0.8 -0.8 -11.8
Onsala 0.6 6.4 -14.2 6.8 -1.2 -2.7 3.6 -1.8 -0.4
Wettzell -3.4 6.2 3.0 4.9 -1.2 8.9 -0.2 -0.4 1.2
Hartebeesthoek 1.4 21.4 45.2 -1.5 14.4 22.9 -9.2 14.4 11.8
Algonquin Park 2.0 2.6 18.4 -1.2 -3.9 1.7 -3.0 -3.0 15.4
Fairbanks -9.4 -0.8 38.8 13.1 2.1 -31.8 -16.8 5.4 20.0
Kokee Park 9.8 -6.0 13.0 5.3 2.6 0.5 -4.0 -3.4 14.6
Westford 2.6 14.8 35.2 1.9 9.8 8.9 -2.6 4.6 18.4

in the results as will be shown below. For comparisons the differences as they
occure in the ITRF2000 are given additionally: the size of the differences are
comparable for some stations (e.g., Fairbanks, Hartebeesthoek), whereas oth-
ers differ significantly more. However, these values let us assume that a part
of the differences identified in CONT02 may result from the chosen reference
frame.

3.2 Station Coordinates

The station coordinates are combined using the local ties listed above. Daily
repeatabilities (RMS) are chosen to analyze the effect of a combination on
the time series of station coordinates. As the formal errors are unrealistically
small, in particular in the case of a GPS solution, they are not considered in
the analysis. The repeatabilities of the single solutions (GPS- and VLBI-only)
and the combined daily solutions are compared in Fig. 2.

For 80% of the VLBI and the GPS coordinate components the repeata-
bilities improve as a consequence of the combination, although the benefit is
visible especially for the VLBI stations. This can be explained by the poorer
configuration of the VLBI network compared to GPS. Additionally, it can
be recognized that the repeatabilities of the north component of the VLBI
stations are improved more than those of the east component. This can be
traced back to the sparse distribution of VLBI stations in north-south direc-
tion. Stations which do not benefit from the combination in all components
are Fairbanks and Westford. For these stations the local tie does not fit well
to the space technique solutions (Fairbanks: especially the north component,
Westford: especially the east component) and was not introduced in the com-
bination.
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Fig. 2. Repeatabilities of station coordinates derived from single and combined
solutions (VLBI stations with a grey background)

3.3 Earth Orientation Parameters (EOP)

The hourly resolution of the ERP allows to analyze sub-daily variations in the
ERP time series. Fig. 3 shows the combined x-pole estimates in comparison
to an a priori model (C04 and sub-daily pole model IERS2003 derived from
altimetry (McCarthy, Petit, 2004)). The very good agreement demonstrates,
that the estimation of high-resolution ERP gives very reasonable results.
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Fig. 3. Comparison of estimated x-pole and the a priori model (C04/IERS2003)

In the sub-daily estimates of combined ERP some periodical differences to
the a priori model are visible. These variations exist also in the GPS and VLBI
single solutions and agree very well for the two techniques. Hence, we conclude
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that the combination of the ERP should be beneficial. The results summarized
in Table 4 point up that the ERP estimation of both single technique solutions
can be improved by a combination.

Table 4. RMS values of the remaining differences to C04/IERS2003 (offset removed)

GPS VLBI Combination

X-pole [mas] 0.143 0.259 0.120

Y-pole [mas] 0.144 0.253 0.130

UT1-UTC [ms] - 0.015 0.011

The essential contribution to the determination of UT1-UTC and the nu-
tation time series comes from VLBI, because VLBI is the only technique to
determine the offsets. From observations of satellite techniques only the cor-
responding rates can be derived. As an example, the hourly UT1-UTC values
estimated by VLBI and GPS w.r.t. the official C04-series and the IERS2003
sub-daily model are shown in Fig. 4. In spite of the big drift in the GPS esti-
mates the combined UT1-UTC is perfectly aligned to the VLBI estimates. The
RMS of the remaining differences to C04/IERS2003 can even be reduced from
0.015 ms for the VLBI-only solution to 0.011 ms for the combined solution,
clearly demonstrating the advantage of an inter-technique combination.

The capability of VLBI to determine UT1-UTC and the nutation offsets
is sustained in the combination and not disturbed by the satellite techniques
as it was often alleged. The reason can be seen in the a posteriori formal
errors of the estimated parameters displayed in Fig. 5a and 5b for UT1-UTC
and the nutation in obliquity, respectively. Whereas the VLBI estimates are
more or less of equal accuracy during the entire time span, the UT1-UTC and
nutation estimates from the satellite techniques heavily degrade with time.
This can be shown for GPS and SLR similarly. Daily values for UT1-UTC
were generated for these two figures in order to show reasonable SLR results
as well. Comparing only GPS and VLBI, the same behavior is visible for the
hourly estimates.

3.4 Tropospheric Parameters

CONT02

The estimation of tropospheric zenith delays was performed in the same
way for GPS and VLBI. The zenith delay was divided into two parts, a dry
part, modelled a priori using the Saastamoinen model as it is implemented
in the Bernese GPS Software (Hugentobler et al., 2004) and a wet part, esti-
mated in the adjustment. Both contributions are mapped from the direction of
observation to the zenith using the dry and wet Niell mapping function NMF
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(Niell, 1996). For both techniques we used the same a priori delay, referred to
the GPS reference point. Thus, the VLBI estimates contain the effect of the
height difference between the GPS and the VLBI reference point. In general it
must be stated that the zenith delays derived from the two techniques agree
very well as it is shown exemplarily for the station Onsala in Fig. 6. The
mean of the difference (lower figure) contains the effect of a height difference
of 13.7 m.
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Fig. 6. Tropospheric zenith delays estimates from GPS (grey) and VLBI (black) of
station Onsala (Sweden)

The height differences between the corresponding GPS and VLBI refer-
ence points have to be corrected for, if the ZD estimates of both techniques
are compared or combined. For the studies presented here, the Saastamoinen
model with mean surface meteorological data2 was used for this purpose. The
modeled ZD differences to be expected theoretically (”tropospheric ties”) are
compared to the differences between the space techniques averaged over 14
days (see Table 5). For Algonquin Park, Wettzell and Hartebeesthoek the
agreement between the estimation and the model is quite good. The biases
for Onsala, Fairbanks and Ny-Alesund might be caused by unmodeled phase
center variations of the radomes installed on the GPS antennas, whereas the
biases for Kokee Park and Westford cannot be explained at the moment. Al-
though the errors in the zenith delay estimates due to a radome seem to be
systematic, a conclusive statement about this topic cannot be given because
the number of eight stations is too small and not enough studies were done
up to now.

2 In the case of long time series no meteorological data are available for several
stations. Therefore, parameters of a standard atmosphere are used. The computed
values show only small differences to those derived from meteorological data.
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Additionally, it should be mentioned that the agreement of theoretical and
space technique derived differences improved significantly when changing from
relative to absolute antenna phase center corrections for GPS (see Schmid et
al. (2005)).

Table 5. Comparison of tropospheric zenith delay differences [mm] from the Saasta-
moinen model and the space geodetic techniques for CONT02 and Long-Time-Series
(see below)

Site CONT02 Long-Time-Series
Model ∆ZD ∆ZDcor Radome ∆ZDcor Radome(s)

GPS-VLBI GPS-VLBI GPS-VLBI

Ny-Alesund 0.96 −0.50 −1.46 SNOW −1.41 NONE/SNOW

Onsala 4.53 1.17 −3.36 OSOD −3.55 DUTD/OSOD

Wettzell 0.98 1.26 0.28 NONE −1.09 NONE

Hartebeesthoek 0.46 −0.40 −0.86 NONE −0.89 NONE

Algonquin Park 7.33 7.28 −0.05 NONE −0.55 NONE

Fairbanks 3.90 0.74 −3.16 JPLA −4.53 NONE/JPLA

Kokee Park 3.04 8.40 5.36 NONE 5.14 JPLA/NONE

Westford 0.57 4.38 3.81 NONE 4.21 NONE

It is well known that the tropospheric zenith delays are highly correlated
with the station heights. Combining the station networks, the discrepancies
between local ties and space technique measurements in the height component
(see Table 3) will be absorbed by the ZD estimates. To avoid this problem the
potential of the combination of ZD estimates was tested. The tropospheric
ties are introduced using an a priori standard deviation of 1 mm. The results
displayed in Fig. 7 demonstrate, that this alternative method works well.
However, as expected, the combination of zenith delays cannot fully replace
the combination of the height components themselves.

The correlation between tropospheric parameters and station coordinates
can also be shown for the tropospheric gradient estimates. In general, the gra-
dients estimated independently by VLBI and GPS agree quite well as shown
in Fig. 8a for the north-south gradient of the station Fairbanks. Combining
the station networks introducing all available local tie information the result-
ing gradients for VLBI and GPS (gradients not yet combined) show a clear
bias (Fig. 8b). As can be seen in Fig. 8c, the bias can be removed if the north
component of the Fairbanks local tie is not used in the combination. Together
with comparably large discrepancies between the coordinate differences and
the local tie values seen before, this investigation leads to the conclusion that
the north component of the local tie for Fairbanks should be disregarded in a
combination. Very similar results are obtained for the east component of the
station Westford. This sensitivity of the tropospheric gradients to discrep-
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ancies between terrestrial measurements and space techniques makes them
suitable to validate local tie information.
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Fig. 8. North gradient of Fairbanks estimated from VLBI (black) and GPS (grey):
(a) single technique solutions, (b) combination with all local ties, (c) combination
with all local ties except for north component of Fairbanks

For the validation of the tropospheric zenith delays independent measure-
ments from water vapor radiometers (WVR) are available for the stations
Wettzell and Onsala for the period of the CONT02 campaign. As an exam-
ple, the wet tropospheric zenith delay (ZWD) from the WVR and from a
combined GPS/VLBI-solution (after removing the dry delay using pressure
measurements) are displayed in Fig. 9 for the station Wettzell. In view of the
large offset (about 20.6 mm) and the high variability of the difference between
the two techniques (14.5 mm), the usefulness of WVR for validating the tro-
pospheric zenith delays of the space techniques is limited. For comparison, the
RMS of the differences between GPS and VLBI zenith delay estimates is only
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about 6.9 mm, which means that these results are more stable by a factor of
two. Comparisons for the station Onsala are more problematic because both
antennas (GPS and VLBI) are covered by a radome evoking changes in the
tropospheric parameters that cannot be modelled yet. Nevertheless, compar-
isons with WVR were performed (see Elgered and Haas (2003); Schmid et al.
(2005)) and in spite of radomes, the results are much more encouraging.
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Fig. 9. Comparison of wet zenith delays (ZWD) from space techniques and WVR
at Wettzell

Long-Time-Series

In order to study the suitability of GPS and VLBI time series for a rigorous
combination covering several years, troposphere parameters of homogeneously
reprocessed GPS and VLBI long-time series were compared. The VLBI solu-
tion is (except the longer time period) identical to the one mentioned in Sect.
2. The GPS solution has been computed by FESG in cooperation with the
Technical University in Dresden (Steigenberger et al., 2004) and covers the
time interval from 1 January 1994 till 31 December 2004. The tracking net-
work is slightly different from the one used for CONT02, but the processing
scheme is pretty much the same except the time resolution of the troposphere
zenith delays: due to the huge computation load of the completely reprocessed
GPS solution, the parameter interval has been reduced from one to two hours.
For comparisons with the hourly VLBI parameters, the GPS values have been
interpolated linearly. Altogether 36 co-located GPS antennas nearby 27 VLBI
telescopes have been used for comparisons.

The RMS differences of the two ZWD time series are on the level of 5 to
10 mm, the correlation is larger than 0.95 for most stations. Only stations
with very few observations (some sporadically observing VLBI stations) or
technical problems (degraded GPS receiver or antenna performance) show
larger discrepancies. Fig. 10 shows the estimated zenith wet delay for both
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Fig. 10. Estimated zenith wet delay from VLBI and GPS for station Wettzell. The
correlation of the two time series is 0.994, the RMS of the difference 4.65 mm

techniques and their difference for station Wettzell. The differences between
GPS and VLBI are larger in the summer where also the variability of the
troposphere is larger. The ZWD biases for the long-time series of the eight
stations also used in CONT02 are included in Table 5. The consistency of
the biases from the only 15 days of CONT02 and the long-time series of
up to eleven years is remarkably high and on the level of several tenth of a
millimeter. Only for Fairbanks (where the radome configuration has changed)
and Wettzell the differences are on the level of one millimeter. Although more
stations with radomes are involved in this comparison than in the CONT02
analysis, a conclusion about the effects of radomes on ZWD biases is still
difficult, as for many stations the radome configuration changes with time
(changes of radome types, time periods without radomes).

Fig. 11. Mean GPS and VLBI troposphere gradients in north-south direction. The
stations are sorted by their latitude, starting in the southern hemisphere. The ver-
tical line marks the equator

The mean GPS and VLBI troposphere gradients in north-south direction
are shown in Fig. 11 (stations with few observations have been excluded). The
stations are sorted by their latitude and the systematic differences between
the northern and southern hemisphere can clearly be seen. The agreement
of the two techniques is in general good, although the VLBI gradients are
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systematically smaller due to constraints of 2 mm on these parameters (GPS
gradients have been estimated without any constraints). As in the case of
the mean gradients, the gradient time series of both techniques show the
same signals, see Fig. 12 as an example for station Wettzell. Especially the
agreement in the years 2003 and 2004 is excellent. Concluding, one can say
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Fig. 12. GPS (gray) and VLBI (black) troposphere north gradient time series for
station Wettzell. Both series have been smoothed with a 30-day median filter.

that the troposphere parameters of the reprocessed GPS and VLBI long-time
series agree very well and are stable even for a time span of a decade: the
combination of such series, which remains a goal for the future, seems to be
promising.

4 Conclusions

The data set used in these studies is excellent and unique to perform a rigor-
ous combination. In contrast to the usual VLBI sessions schedule continuous
VLBI observations are available for a time span of 14 days. The generation of
homogeneous normal equations was possible due to a careful adaption of the
software packages based on the intensive cooperation of the two institutions
involved. The combination of GPS and VLBI data delivers promising results
for all parameters common to both techniques considered here. Looking at
the station coordinates and the ERP, it could be shown that both techniques
benefit from a combination. As one important result, it was demonstrated
that the systematic effects present in LOD and nutation rates derived from
satellite techniques do not necessarily result in a deterioration of UT1-UTC
estimates and nutation offsets contributed to an inter-technique combination
by VLBI.

The tropospheric parameters derived from the single technique solutions
show a surprisingly good agreement that can be traced back mainly to the
adaption of the functional models. Furthermore, it could be demonstrated
that tropospheric parameters are useful to detect problems in the local ties
due to their strong correlation with the station coordinates. The analyses also
showed that the combined solution can be improved by combining the tropo-
spheric parameters. However, there are remaining offsets in the tropospheric
parameters for some of the stations that cannot be explained until now and
have to be analyzed in more detail.
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Part II: Combination of Long Sub-daily EOP Time Series
from VLBI and GPS
(R. Dill and M. Rothacher)

1 Introduction

Today space geodetic observations of Earth rotation with high accuracy and
high time resolution open up the opportunity to study the influence of sub-
daily tidal excitation, short-periodic and episodic geophysical effects on polar
motion and the variation of length of day (∆LOD). Up to now there are more
than 8 years of almost continuous sub-daily EOPs available from GPS and
VLBI. Harmonic analyses of these time series provide sub-daily tidal excita-
tion amplitudes matching very well the estimations from geophysical models
Rothacher et al. (2001). 60 - 70% of the sub-daily variations can be explained
by sub-daily tide models. The remaining variations in the GPS and the VLBI
data are quite different and show outliers, offsets and short-periodic, non-tidal
signals. Combining sub-daily EOPs from GPS and VLBI could yield a new
sub-daily time series matching the requirement of a more consistent and ho-
mogeneous series to study high frequencies or episodic geophysical effects like
earthquakes. Vondrak and Cepek (2000) developed the so-called “combined
smoothing” using a Lagrange polynomial representation of the unknown com-
bined curve and introducing a smoothness constraint in the least squares esti-
mation. This method is also capable of using the first time derivative for one
input time series, like ∆LOD from GPS, instead of UT1-UTC. This method
works well as long as the smoothing is high enough to bridge the data gaps
between VLBI sessions and to suppress high-frequency noise. Applying the
combined smoothing method on sub-daily EOPs, we would have to use very
high smoothing coefficients eliminating most of the signal with frequencies
higher than two days. In order to keep as high frequencies as possible we ex-
tended the procedure to use it for the combination of high-frequency data.
Designed as a multi-step scheme, we divided the sub-daily time series in a
low-frequency and a high-frequency part and adapted two different sets of
smoothing and combination coefficients to both frequency parts.

2 Multi-step Combination Approach based on the
Combined Smoothing Method

Combined smoothing as described by Vondrak (2000) is based on the smooth-
ing of observational data developed originally by Whittaker and Robinson
(1946). The advantages of this method are the possibility to use unequally
spaced input data with different uncertainties of the measurements and the
suppression of high-frequency noise in the observations. Combined smoothing
tries to find a compromise between closeness of the derived smoothed curve
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to the original values and smoothness of the result. Furthermore the method
allows for not knowing the values of the function itself but only their first
time derivatives, like the Earth rotation rates from satellite techniques. We
start with two time series of observations - one with measured function values
of a certain quantity whose analytic expression is unknown, like UT1-UTC
of VLBI, and the other with measured time derivatives of the same quan-
tity, like ∆LOD from GPS. Both series are given at unequally spaced epochs
that do not necessarily need to be identical, and the individual observations
are given with different precision, defined by their formal uncertainties. We
assume that both series are independent of each other, and also that the in-
dividual observations of the same series are uncorrelated. The combination of
both individual series should fit well to each of the original series and should
be sufficiently smooth. Using the two series

yGPS(i = 1...nGPS) and yV LBI(i = 1...nV LBI)

we define three quantities constraining the combination:

Smoothness of the combined curve:

S =
1

xN − x1

xN∫
x1

ϕ̇2(x)dx (1)

In the equation, xi denotes all epochs from 1...N with N ≤ n(GPS) +
n(V LBI) and ϕ(x) is the unknown function of the combined curve y(i =
1...N) which is estimated numerically as third-order Lagrange polynomial at
the four subsequent epochs i, i + 1, i + 2, i + 3.

Fidelity of the combined curve y to the original values yV LBI :

FV LBI =
1
n

N∑
i=1

wV LBI
i (yV LBI

i − yi)2 (2)

Fidelity of the combined curve y to integrated first derivatives yGPS :

FGPS =
1
n

N∑
i=1

wGPS
i (yGPS

i − yi)2 (3)

The combination is done by a simultaneous adjustment of all three con-
straints using a linear equation system which minimizes the condition

Q = S + fV LBI · FV LBI + fGPS · FGPS = min (4)

where the combination coefficients fV LBI ≥ 0 and fGPS ≥ 0 control the
relative emphasis of smoothing and fidelity.
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The numerical solution and some properties of the choice of the smoothing
coefficients are given by Vondrak and Cepek 2000.

If we want to use the combined smoothing method for long time series
of sub-daily EOPs, we have to deal with more than 10,000 data points from
VLBI and over 50,000 data points from GPS. Even modern computers fail to
solve the linear equation system in one step. In order to save memory storage
space we split the input data into overlapping subsets of 1800 points, one
subset every 600 points. After applying the combined smoothing method on
one subset, we used only the middle 600 points as result because the margins
are contaminated from the beginning and the end of the subsets. Shifting this
procedure continuously over the whole input series and concatenating all 600
point-subsets we produced the entire combination result.

The nature of the combined smoothing method as adjustment between
smoothness and fidelity implicates that we have to decide whether we want to
emphasize the smoothness and accept the suppression of higher frequencies
or whether we want to emphasize the fidelity to keep as high frequencies as
possible and loose the capability to filter the noise. Unfortunately, when ana-
lyzing sub-daily EOPs one is interested in the highest frequencies in the series.
This leads to combination coefficients f > 107. J. Vondrak mentioned optimal
coefficients in the range of 1 to 100 for the combination of daily EOPs. Accord-
ingly, the suppression of noise will not be very effective, but the problem of a
worse signal-to-noise ration can be counterbalanced by using long time series
and the fact that any combination amplifies the common signals of both input
series and mute irregular features. The almost negligible smoothing results in
a best fit between both input series. This is the desired behavior for the combi-
nation if both input series are smooth enough on the long-periodic time scale.
If one input series is only available as first time derivative, it is imperative
that the second time series provides enough sampling points to stabilize the
integration of the Lagrange polynomials representing the first time derivative.
Most of the time series of polar motion fulfill this requirement after remov-
ing an a priori pole model and the most important tidal constituents. The
set of UT1-UTC data from VLBI and ∆LOD from GPS normally does not
satisfy this condition because the data gaps in the VLBI series are often too
large. If we use almost no smoothing to preserve the sub-daily variations we
obtain an additional signal due to the utilization of the Lagrange polynomial
representation. Even if we use coefficients lower than f < 105, suppressing
periods lower than 1 day, or weaker constraints on the VLBI series, we see
this undefined behavior of the Lagrange polynomial induced by the data gaps
of the VLBI series.

To separate the low-frequency part, containing the unintential polynomial
signal, we used a truncated version of the combined smoothing with high
smoothing and adapted it to each single input series individually. This means
to omit one input series by setting one coefficient equal to zero in Eqn. 4.
In this way we were able to determine and remove for each input series a
very smooth low-frequency curve before the combination step. This pseudo-



406 Thaller et al.

smoothed curve represents most of the unrequested oscillations coming from
the loose determination of the integrated Lagrange polynomial function. After
the combination step, we have the possibility to resubstitute the mean or
filtered low-frequency part.

3 Combination Result

The original time series contain EOPs with a 1h sampling interval. The GPS
data contain 52584 samples from 2 January 1995 to 31 December 2000 pro-
vided by the IGS Analysis Center CODE. Due to the session-wise observation
of VLBI, the VLBI series from the IVS Analysis Center GSFC only contain
12464 hourly samples from 3 January 1995 to 29 December 1999. From these
two input series we obtained 63008 different epochs, with 2040 epochs com-
mon in VLBI and GPS. Further information on the original GPS and VLBI
input series can be found in Rothacher et al. (2001). We limited the follow-
ing combinations and analysis to the three parameters of polar motion and
UT1-UTC. Previous to any combination, the input data were reduced by an a
priori ERP series, like IERS Bulletin A, and a reference sub-daily ERP model.
The mean levels of the formal errors of both input series were equalized and
converted into normal weights using relative variances. After these prepro-
cessing steps and before the combination we inserted the determination of a
pseudo-smoothed curve, see also the scheme of the combination approach in
Fig. 13.

Combined Smoothing
- Determination of very smoothed curve

- unrequested polynomial oscillations

low-frequency variations low-frequency variations
remove remove

Combine low-frequency parts

running mean

Combined Smoothing

in case of pole: fGPS = 1010,  fVLBI =1010

in case of UT1: fGPS = 107,   fVLBI =108

Resubstitute low-frequency parts

Combine high-frequency parts

reduced

GPS series

reduced

VLBI series

Combined Smoothing
- Determination of very smoothed curve  

Fig. 13. Combination approach to combine UT1-UTC from VLBI with ∆LOD
from GPS using the combined smoothing method in two steps

For the determination of the low-frequency part of UT1-UTC/∆LOD
we achieved the best results with combination coefficients between 1000 and
10,000 for both fGPS and fV LBI , using 5 times higher values for VLBI (e.g.
fGPS = 1000 and fV LBI = 5000 ). This configuration yields an integrated
smoothed curve of ∆LOD with almost the full Lagrange oscillation signal
but also some “low”-frequency parts of the sub-daily UT1-UTC variations.
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Implementing a low-pass filter as additional element, we can separate the La-
grange oscillations from the “low”-frequencies. The low-frequency smoothed
curves of each input series were removed from the original data before the
main combination step. For ∆LOD we removed the first time derivative.

The main combination was done similarly to the original combined smooth-
ing method but with very high combination coefficients to keep as much high-
frequency signals of both input series as possible. The a postiori RMS value
of the ERP estimates from the original VLBI and GPS solutions, converted
into relative weights, were used to combine the series in a weighted least
squares sense. The standard deviation of the combined smoothed values was
computed according to the general principle of propagation of variances and
covariances of linear functions. If desired we can resubstitute any combination
or mean of the smoothed curves after the combination. Additionally, we can
also resubstitute the reference sub-daily model and the a priori ERPs.

4 Analysis

The quality of the new combined sub-daily EOP time series was analyzed
by comparing the scatter, the standard deviation and the amplitude spectra
of the two input series from VLBI and GPS with the combination and, in
addition, by estimating tidal harmonic coefficients.

Table 6 summarizes the RMS and standard deviation statistics for the
original and combined time series. In the polar motion components X-pole and
Y-pole the combination shows a smaller RMS than the original time series.
This is a result of the combination itself by reducing outliers and from the
weak smoothing process within the combination. In order to obtain compatible
weights for the combination the error levels of both input series were adjusted
and transformed into relative weights. Therefore the mean sigma levels of the
two input series are equal. As expected, the combination shows a smaller error
level due to the increase observational data.

Table 6. Comparison of RMS and standard deviation of VLBI and GPS input
data series with the new combined series

VLBI GPS Combination
RMS 0.430 mas 0.303 mas 0.267 mas
mean (sigma) 0.084 mas 0.053 masXpol
RMS (sigma) 0.042 mas 0.029 mas 0.021 mas
RMS 0.512 mas 0.318 mas 0.273 mas
mean (sigma) 0.083 mas 0.052 masYpol
RMS (sigma) 0.053 mas 0.032 mas 0.021 mas
RMS 0.028 ms 0.016 ms
mean (sigma) 0.040 msUT1 - UTC
RMS (sigma) 0.027 ms
RMS 0.237 ms 0.198 ms
mean (sigma) 0.040 mslod
RMS (sigma) 0.014 ms
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The same behavior is valid for UT1-UTC. The sigma values for the com-
bined series are not given in Table 6 because, due to the integration of ∆LOD
from GPS to UT1-UTC, the uncertainties of the combined series became very
high and are no longer comparable to those of the input series.

Altogether the new combined series seems to be more homogeneous. But
this property would be useless, if we achieve this homogeneity at the expense
of the signal content by too much smoothing. Therefore we reviewed the am-
plitude spectrum of the combination comparing it with the amplitude spectra
of the two input series.

In the spectra of the reduced sub-daily VLBI X-pole series we cannot
detect any special periods. The GPS X-pole spectrum shows remaining signals
at 8h, 6h, 4.79h, 3.43h, 2.67h and their harmonics, not contained in the a priori
sub-daily tidal model. The combination process suppresses most of the GPS-
specific periods, but keeps almost the same amplitude power in the whole
series. Concerning the choice of the combination coefficients, the smoothing
is weak enough to preserve even the highest frequencies.

Over 60% of the sub-daily variations in Earth rotation parameters are due
to the influence of the tide generating gravitational potential of the sun, the
moon and the planets. The dominant effects on the solid Earth’s rotation come
from the tidal deformations and mass redistributions in the atmosphere and
ocean through the interchange of angular momentum. Modern tidal models
consist of over 100 partial tides. The periods and the gravitational force can
be predicted with very high accuracy. The sub-daily tidal excitation of Earth
rotation variations can be directly modelled via atmosphere and ocean models
or we can estimate the sub-daily tidal amplitudes from the observed sub-daily
variations. The chances of success for this second method increase the longer
and the more homogeneous the sub-daily Earth rotation time series are.

We started the estimation of tidal harmonic constituents with some GPS-
only sub-daily time series to check and review the performance of our software,
an extended version of T TIDE from Pawlowicz et al. (2002) (The set of 148
frequencies and the definition of the rotation angle (GMST) was updated
based on the IERS 2000 conventions, chapter 8.). The results provide the
basis for comparisons of tidal estimations from the new combined time series
with former results from other studies.

The results match generally the estimates from Rothacher et al. (2001),
Chao (1996) and Egbert (2002). The estimates from Rothacher et al. were
based on the same GPS series, whereas the other models were based on hy-
drodynamic ocean models assimilated with Topex/Poseidon seasurface height
differences. Comparing the geodetic estimates with oceanic tide models is
possible because the second major contribution coming from the atmospheric
tides is very small. Brzezinski et al. (2002) determined the influence of at-
mospheric tides on Earth rotation parameters from the latest atmospheric
angular momentum series. For the excitation of prograde polar motion, the
influence of the atmospheric tides are one order of magnitude lower for the
prograde diurnal tides and two orders of magnitude lower for the semidiurnal
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tides. For UT1-UTC the influence of the atmospheric tidal waves is more than
30 times smaller than the oceanic contributions.

Using the new combined time series leads to a noticeable improvement in
the estimation of amplitudes and phases, reducing in particular the formal
errors. The improvement is more pronounced for the UT1-UTC component
(Table 7). Looking at the tidal constituents, estimated with more than 95%
significance, the number increased from 21 (GPS-only) to 23 (combined se-
ries). The synthesized tidal prediction from the combined time series repro-
duced 77.4% of the sub-daily UT1-UTC variations and 64.3% of the sub-daily
prograde polar motion. The tidal prediction from the VLBI-only analysis re-
flected 51.9% of UT1-UTC and 37.7% of polar motion. The tidal prediction
from the GPS-only analysis reflected 66.9% of UT1-UTC and 58.4% of polar
motion. The correlation can be even enhanced to 78.8% for tidal prediction
of UT1-UTC, if we use a shortened combined series, where the last part with
almost no VLBI observations is omitted.

Table 7. Tidal amplitudes, phase lags and their errors of UT1-UTC for GPS, VLBI
and the combined sub-daily ERP series

Amplitude 
[µµµµs] 

Error 
[µµµµs] 

Greenwich Phase 
[°] 

Error 
[°] 

Tide Period 
[h] 

GPS VLBI Comb. GPS VLBI Comb. GPS VLBI Comb. GPS VLBI Comb.

2Q1 28.01 1.72 1.12 1.20 0.83 358.53 22.79 47.77 41.11
σ1 27.85 1.27 0.88 1.16 0.75 28.33 31.11 55.72 49.56
Q1 26.87 5.25 4.15 5.41 1.34 1.01 0.86 26.70 23.95 26.36 13.73 14.32 8.79
ρ1 26.72 0.97 0.90 36.09 50.86
O1 25.82 21.22 14.47 21.35 1.31 1.05 0.61 37.37 27.88 38.54 3.26 4.78 1.78
β1 24.98 2.63 1.01 39.48 22.10
NO1 24.83 1.26 1.05 0.86 0.60 9.90 14.04 40.48 34.92
π1 24.13 1.79 1.12 0.99 0.69 136.43 153.23 32.73 32.53
P1 24.07 6.62 4.25 5.96 0.95 1.16 0.53 19.91 39.41 26.68 7.70 16.48 5.28
S1 24.00 2.85 1.68 1.38 0.85 317.55 304.69 29.03 30.55
K1 23.93 20.00 11.29 20.29 1.11 1.16 0.67 22.62 36.75 25.40 3.15 6.07 1.71
ψ1 23.87 1.47 1.16 0.97 0.62 331.66 335.62 39.74 34.53
J1 23.10 1.16 1.37 1.12 0.83 49.65 42.11 63.51 32.21
S01 22.42 1.41 0.99 60.55 41.54
2N2 12.91 0.93 2.13 0.87 0.62 0.73 0.42 243.59 258.11 255.56 38.55 22.21 27.37
µ2 12.87 0.66 1.15 0.80 0.56 0.80 0.43 22.46 167.93 236.04 47.76 30.90 31.17
N2 12.66 3.95 3.50 4.02 0.52 0.72 0.45 239.91 247.62 243.37 8.52 13.03 6.76
ν2 12.63 0.82 0.72 0.61 0.43 250.34 259.39 41.24 33.72
M2 12.42 17.22 17.89 17.41 0.52 0.73 0.39 242.91 237.37 244.60 1.95 2.49 1.39
H2 12.40 1.08 0.73 5.12 41.16
L2 12.19 0.60 0.46 232.32 46.89
S2 12.00 6.98 7.22 7.13 0.60 0.65 0.45 260.63 263.09 259.62 5.29 5.18 3.76
R2 11.98 0.51 1.45 0.49 0.59 104.54 319.80 57.51 22.63
K2 11.97 1.70 1.99 1.98 0.79 0.65 0.61 217.39 293.91 223.42 31.23 17.93 16.79
SO3 8.19 0.59 0.36 53.70 36.43
SK3 7.99 0.45 0.55 0.31 0.42 0.41 0.29 70.31 24.62 89.15 44,55 50.52 54.20
S4 6.00 5.42 0.96 0.32 0.24 236.35 215.00 3.17 14.40
2SK5 4.80 2.00 0.17 312.37 52.50

The determination of the tidal components in sub-daily Earth rotation
data allows, to a certain extent, the separation of tidal from non-tidal signals
and leads to the non-tidal residuals of the sub-daily Earth rotation parameters
containing some noticeable episodic signals coming mainly from the original
GPS time series. An intensive comparison of earthquake events with the non-
tidal sub-daily Earth rotation parameters showed no meaningful correlation
between seismology and sub-daily Earth rotation. Further investigations of the
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impact of short-periodic and episodic geophysical effects on sub-daily Earth
rotation excitation will follow. Additionally the new combination procedure
should be applied to the latest sub-daily EOP time series.

Acknowledgement. This is publication no. GEOTECH-168 of the programme GEO-
TECHNOLOGIEN of BMBF and DFG, Grant 03F0336A. This research has made
use of sub-daily EOP data provided by the International VLBI Service for Geodesy
and Astrometry (IVS). The GPS data were produced from the International GPS
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Summary. The combination of different space geodetic or satellite techniques offers
the possibility to determine more complete, reliable, and accurate reference frame
parameters. Two new approaches are proposed: the onboard collocation and the in-
tegrated method. The onboard collocation utilizes the availability of different tech-
niques onboard a Low Earth Orbiting (LEO) satellite. For the CHAMP and GRACE
satellites, and for the GPS-35 and -36 satellites, the radial distances between the
Global Positioning System (GPS) phase centers and the Satellite Laser Ranging
(SLR) retroreflectors are examined. The integrated method treats a multi-satellite
configuration with measurements by various tracking techniques on the observation
level. From three months of observations from the GRACE/GPS constellation, a
series of low degree harmonics of the Earth’s gravity field, representing dynamical
geocenter location and axes orientation, is determined with high accuracy and daily
resolution.

Key words: Reference Frames, Space Geodetic Techniques, Onboard Collocation,
Integrated Method

1 Introduction

In the frame of the “Geotechnologien” program “Observation of the Earth
System from Space”, the Forschungsgruppe Satellitengeodäsie (FGS) and the
GeoForschungsZentrum Potsdam (GFZ) cooperated in 2001 to set up a user
center for the International Earth Rotation and Reference Systems Service
(IERS, see IERS (2003)). One of the objectives was the development of strate-
gies and algorithms for the rigorous integration and combination of space
geodetic or satellite techniques in order to improve consistency and accuracy
of IERS products.

The satellite techniques deliver observations of type Doppler Orbitogra-
phy by Radiopositioning Integrated on Satellite (DORIS), Global Positioning
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System (GPS), Satellite Laser Ranging (SLR), and Very Long Baseline In-
terferometry (VLBI). These techniques are represented in the International
Association of Geodesy (IAG, see IAG (2005)) technique services, i.e. the In-
ternational DORIS Service (IDS, see IDS (2005)), the International GPS Ser-
vice (IGS, see IGS (2005)), the International Laser Ranging Service (ILRS, see
ILRS (2005)), and the International VLBI Service for Geodesy & Astrometry
(IVS, see IVS (2005)).

IERS reference frame products consist of site coordinates, quasar coordi-
nates, Earth Orientation Parameters (EOPs), and nutation corrections being
made public at regular intervals. Site coordinates have been combined from
various space techniques into the International Terrestrial Reference Frame
(ITRF) already since the advent of the first ITRF, the ITRF88 (Altamimi et
al., 2002). The same was true for the generation of EOPs (e.g. Gambis and
Bizouard (2003)), where however the contributing techniques were based on
either the terrestrial (ITRF) or the celestial (the International Celestial Ref-
erence Frame ICRF) reference frame. All in all the ITRF, the ICRF, and the
EOPs were combined independently from each other. Within the FGS/GFZ
cooperation for “Geotechnologien”, GFZ took the tasks of analyzing the qual-
ity of available IERS products, of developing models and methods to assess
and mitigate the problems of the individual space techniques, and of conduct-
ing some pilot projects for the optimum combination of space techniques on
the observation and on the normal equation level.

Meanwhile in 2004 the IERS called for participation in a combination
pilot project (CPP, see IERS (2004)) for the routine generation of weekly
IERS products that consistently comprise site coordinates, EOPs, and possi-
bly quasar coordinates.

By combining various solutions from the same or from different space
techniques, and based on different approaches by various institutions, the
combined solution is expected to become more complete, more reliable, and
more accurate. This fact was noted by Kouba et al. (1994) already in the early
stage when the IGS went into its successful operations.

2 Single and Multi-Satellite Techniques and Problems

Reference frame products as generated within the IERS CPP reflect the
strengths and limitations of a single space technique. SLR e.g. does not gener-
ate rates of EOPs from 7 day solutions due to the sparseness of observations in
space and time. This is in contrast to DORIS and GPS where data coverage is
highly dense. On the other hand, SLR provides scale in ITRF solutions what
GPS can’t due to nuisance effects on the unknown ambiguities of the phase
observations.

A lot of factors could affect the definition of the reference frame or produce
systematic errors respectively. These are model errors in dynamic approaches
(gravity field model, thermospheric model, solar radiation pressure model etc.)
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or systematic errors in the tracking observations (GPS phase center correc-
tions for sender satellites or receivers derived or given as absolute or relative
values).

The low degree harmonics, particularly the degree 1 and 2 coefficients
of a spherical harmonic expansion of the gravity field, are actually part of
the reference frame definition. They describe the dynamical location of the
geocenter and the orientation of the main axes of inertia of the Earth’s body.
In the IERS CPP these parameters are not considered at all.

Before the IERS CPP, in many cases site positions and EOPs were genera-
ted separately. So the correlations between station positions and EOPs have
been ignored. At this time, the IERS CPP holds reference frame products
generated for each technique individually (with one exception: the Groupe
de Recherche de Geodesie Spatial (GRGS) provides a product based on all
techniques). In order to link the site positions of the individual techniques
together, collocations are to be used. Then the normal equations of different
techniques can be added and eventually be solved to obtain the final multi-
technique reference frame solutions.

When doing a combination, quite some problems have to be faced. The
number of collocation sites is generally small. And the quality of the colloca-
tion measurements is poor in many cases. The different space techniques suffer
from different systematic errors. E.g. the dynamic model uncertainty used by
SLR and DORIS may cause systematic errors in geocenter and Earth’s orien-
tation due to the effect of dynamic polar motion. The uncertainty in the phase
center of the GPS receivers and transmitters may produce scale errors in the
GPS reference frame (cf. e.g. Rothacher (2001), Zhu et al. (2003), Ge et al.
(2005)). The detection of systematic differences and the ways to reduce them
are important for the application of the reference frames. E.g. if the scale of a
reference frame is changing with time (as in the case of GPS), determinations
of sea level change based on such a reference will be contaminated.

3 New Approaches

Our aim is to strengthen the reference frame, to detect and reduce possible
systematic errors, and to increase the homogeneity and consistency of the
solutions. Two new methods are proposed: the so-called “onboard collocation”
and the “integrated method”.

3.1 Onboard Collocation

Most of modern Low Earth Orbiters (LEOs) are carrying instruments allow-
ing for more than a single tracking or space technique. E.g. GPS, DORIS and
SLR are found on the TOPEX/POSEIDON and JASON satellites, GPS and
SLR on the CHAMP and GRACE satellites, etc. This onboard collocation
is adopted here. The conventional ground station collocation is reversed, the
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local ties are replaced by the center of mass offsets of the instrument locations
in the satellite body. In this approach firstly the onboard collocation infor-
mation needs to be verified. So the phase center of the GPS receiver onboard
the LEO is determined (Shi et al., 2003), as well as the position of the SLR
reflector, both determinations checking the correctness of the information of
the satellite manufacturer, if available. Secondly the GPS and LEO orbits are
determined by using GPS tracking data. Finally all orbits are fixed, the SLR
tracking data to the GPS-35 and GPS-36 and to the LEOs are used to solve
for the SLR station coordinates (and velocities, if the number of data allows).
The positions of the SLR stations refer then to the frame spanned by the GPS
observations and ground station coordinates. By comparing them with ITRF
coordinates (in the ITRF the SLR positions are given in a frame spanned
solely by the SLR observations), the 7- or 14-parameter Helmert transfor-
mation parameters can be examined for systematic differences between the
GPS and the SLR frame. Eventually these SLR station coordinate solutions
can be used to strengthen the ITRF SLR reference frame and to improve
the homogeneity and consistency between GPS and SLR frames. A detailed
presentation of the onboard collocation is outlined in Neumayer et al. (2005).

3.2 Integrated Method

The EPOS-OC software of GFZ has been extended such that multi-satellites
with various kinds of tracking observations or space techniques respectively
can be combined at the observation level, instead of doing it at the normal
equation level. This approach increases homogeneity and consistency among
different satellite techniques.

Along with the coordinates and the EOPs, the gravity field should be part
of the definition of a reference frame derived from satellite techniques. A lot
of geophysical processes (mass movement etc.) cause deformations (hence a
variation in the site position) as well as changes of the rotation axes and
they produce gravity field variations. Conventionally station coordinates and
EOPs are solved by fixing the gravity field model, vice versa for gravity field
determinations station positions are fixed (e.g. to the ITRF values). Theoreti-
cally, the time variation of all the parameters should be solved simultaneously.
This solution is not contaminated by fixing part of the parameters to certain
constant values, therefore the results are more reasonable.

The integrated method is decribed in Zhu et al. (2004). The method links
the ground station layer (low), the LEO layer (middle), and the GPS layer
(high) together and strengthens the overall solution significantly. The layer
concept has been introduced by Rothacher (2002). Applications of the in-
tegrated method for the improved solution of low degree harmonics of the
Earth’s gravity field are given in König et al. (2005) and Hu et al. (2005).
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4 Results and Discussion

In the following some results when applying the newly proposed methods, the
onboard collocation and the integrated method, are given and discussed.

4.1 Onboard Collocation

In conventional scenarios of SLR parameter adjustment, the ground station
coordinates and the orbits are determined from SLR data only. For those space
vehicles that are endowed with both onboard GPS receivers and SLR reflectors
we have a reasonably good trajectory from GPS alone without making use of
the laser observations at all. It is therefore possible to fix the GPS derived
orbits and solve for the SLR ground station coordinates from SLR data only.
The preparatory step to verify the instrument locations in the satellite body
delivers the center of mass offsets.

Fig. 1 shows the adjusted georadial components for the eleven years of
GPS-35 and GPS-36, together with the shorter time intervals for the LEOs
CHAMP, and the two GRACE satellites. Yearly estimates are shown side-
by-side along with a global one. Due to the larger number of observations
(some 30000 SLR shots for either GPS satellite vs. some 140000 for CHAMP
and 67000 for GRACE-A and 63000 for GRACE-B), and due to the denser
coverage of the observations over time (the period for the GPS satellites is
more than 3 times as large), the time series for the LEOs are more stable.

The suspicion that, in the case of GPS, the radial SLR reflector offset
correction is due to a scale missmatch between ITRF2000 and the reference
frame of the GPS satellites was tested via the following experiment: The
above-mentioned global adjustment procedure, i.e. estimate SLR reflector co-
ordinates in the spacecraft body, and fix everything else, was repeated with
a series of copies of ITRF2000 coordinate sets that were scaled with common
factors like 1 + 1 ppb, 1 + 2 ppb, ... etc. Fig 2 shows a plot of the solved-for
radial offset vs. the corresponding scaling factors. For GPS-35 and GPS-36,
the offsets disappear at scale differences of 13 ppb and 11 ppb respectively.
Such an order of magnitude is unrealistic. The determined radial SLR bias,
however, is real, for we have analogous statements in Springer (1999), where
the same order of magnitude is established, and besides GPS for GLONASS
as well. Keeping in mind that GPS and GLONASS are two independent sys-
tems, the latter findings indicate that the observed effect seems to originate
from phenomena concerning the GPS reference frame and ITRF2000 rather
than individual satellites.

Fig. 3 is the result of an experiment showing that an erroneous phase
center of GPS sender satellites cannot account for any SLR reflector offset
in the radial direction. For a fixed, arbitrary day (April 4, 2005), the GPS
satellite / ground station network has been adjusted twice, the only difference
between the two adjustement runs being a georadial 7-cm-shift of the sender
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Fig. 1. Radial offsets of SLR reflectors for various satellites. In order to give some
idea of the stability, yearly estimates of the offsets are plotted against the global
value for the complete time horizon

phase centers on-board GPS-35 and GPS-36. The dense, spaghetti-like struc-
tures at the bottom of Fig. 3, close to zero, are the resulting coordinate-wise
orbit differences in centimetres. The stable, almost horizontal lines at 7 cm
offset are the sender clock differences respectively. It becomes obvious that
the artificially introduced GPS phase center offset slips almost entirely into
the sender clock estimates, not into the satellite position.
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Fig. 3. This plot shows that phase center errors on-board the GPS satellites mainly
correlate with clock offsets, not with the spacecraft position

After applying and fixing the above-mentioned offsets, station coordinates
are established using GPS-35, GPS-36, CHAMP and GRACE. Due to the
high number of observations and the observation density, coordinates from
GRACE data alone are already of an impressive quality. For the 8 stations with
the most SLR observations (Yarragadee, Graz, Herstmonceux, Zimmerwald,
Washington, Riga, Changchun and Monument Peak), Helmert transformation
parameters between the SLR coordinates in the GPS frame and ITRF2000
are computed as given in Tab. 1. No significant differences between the two
reference frames can be detected. The root mean square (RMS) value of the
differences of the positions of the stations is 1.7 cm before and 1.0 cm after
applying the Helmert transformation. The drop in the RMS values is mainly
caused by the relatively large, yet not significant Z-rotation. The RMS value



420 König et al.

after the Helmert transformation reveals more or less the accuracy that can
be expected from SLR.

Table 1. Helmert transformation parameters between the SLR coordinates in the
GPS frame and ITRF2000

significant
value sigma (3 sigma)

translations −0.4 4.0 no
(mm) −1.5 3.8 no

−3.4 3.6 no

scale diff. (10−8) 0.006 0.060 no

rotations −0.03 0.15 no
(mas) −0.25 0.16 no

−0.40 0.14 no

4.2 Integrated Method

The integrated method can advantageously be used to derive the low de-
gree harmonics of the Earth’s gravity field with high accuracy and resolution.
König et al. (2005) adjusted degree 0 to 2 coefficients from the GPS/CHAMP
constellation with 1.5-day resolution for nearly the full year 2002. Hu et al.
(2005) computed daily coefficients up to degree 10 from GRACE data cover-
ing 3 months in 2003 and showed analyzes for the results referring to degree 2
and upwards. In the following results are given from the same series concen-
trating on the geocenter (i.e. C10, C11, S11) and orientation coefficients (i.e.
C21, S21).

Results for the geocenter fall in two categories. The Z-component (C10)
is less accurate than the X- and Y-components (C11, S11). Daily C10 values
converted to meters are given in Fig. 4. For comparison Fig. 5 provides weekly,
geometrical IGS solutions provided via the IERS Special Bureau for Gravity
and Geocenter (SBGG, 2004). There seems to exist a bias of some 2 cm
in both series. Formal errors of daily GRACE results are at a level of 6 mm
where formal errors of the weekly IGS solution have a size of 9 mm. Maximum
day to day variations reach 25 mm, which is as stable as the week to week
variations of the IGS solution where at least 7 times more observations have
been evaluated.

Fig. 6 gives the S11 series, C11 behaves similar. Maximum day to day
variations are at the size of the C10 series, however formal errors are as good
as 0.8 mm. Formal errors of the IGS weekly solution are given with 7 mm. All
in all, the daily solutions seem to be of higher accuracy if compared to the
IGS solution.
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Results for the dynamic Earth orientation (i.e. the C21 and S21 coefficients)
are given in Fig. 7 and 8. The daily series is compared to the GFZ monthly
solution. The daily series follows nicely the general monthly behaviour. As
the monthly solutions are more or less established by comparison to external
solutions, the daily solution can be considered to be reliable in general. Formal
errors are at the size of 0.7 × 10−11, day to day variations maximally reach
15 × 10−11. So formally the variations are significant.

On the whole we therefore really might see geophysical effects here. The
quality achieved with this approach can hardly further be assessed as direct
comparisons to external results are not possible at this time: time series end
too early and resolution is too wide. E.g geocenter time series at the SBGG
end in the year 2000 already. For a time series of orientation estimates that
covers the period presented in the above one can refer to a recent publication
by Chen et al. (2004), yet monthly solutions only are analyzed there.
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Fig. 7. C21 resolved daily versus monthly solution

5 Summary

Within the “Geotechnologien” program, GFZ developed two new approaches
for the rigorous combination of space geodetic techniques: the onboard collo-
cation and the integrated method. The onboard collocation needs in a first
step the verification of the onboard locations of the various tracking instru-
ments. Therefore the radial distances of the GPS phase centers and the SLR
retroreflectors on GPS-35, -36, and on the CHAMP and GRACE satellites
are determined. The resulting corrections for GPS-35 and -36 are likely not a
problem of scale but rather some inherent problem of the GPS and ITRF2000
frames. Erroneous phase center settings for the GPS satellites do not affect
SLR offset estimates, they move almost fully into the clock parameters. A
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Fig. 8. S21 resolved daily versus monthly solution

Helmert transformation between eventually established SLR station coordi-
nates in the GPS frame and ITRF2000 does not reveal systematic differences.

The integrated method combines various satellite techniques at the ob-
servation level. It leads to unprecedented high accuracies of the gravity field
solutions, therefore the low degree harmonics of the Earth’s gravity field,
which should be part of the reference frame realizations, can be resolved with
high accuracy and resolution. The series of daily C10, C11, and S11 coeffi-
cients, the Z-, X-, and Y-components of the dynamical geocenter location,
from three months of GRACE/GPS observations, comes out with higher ac-
curacy in comparison to IGS weekly solutions. The C21 and S21 series, the
orientation of Earth’s main axis of inertia, can reliably be resolved at daily
intervals and seem to reveal geophysical effects.
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Summary. Over the last 40 years ring laser gyroscopes became one of the most
important instruments in the field of inertial navigation and precise rotation mea-
surements. They have a high resolution for angular velocities, a very good scale
factor stability and a wide dynamic range. These properties made them suitable for
aircraft and autonomous submarine navigation. Over the last decade we have devel-
oped several very large perimeter ring laser gyroscopes for the application in geodesy
and geophysics (Schreiber et al., 2001). Because of a substantial upscaling of these
ring lasers, their sensitivity to rotations has been increased by at least 5 orders of
magnitudes. At the same time the instrumental drift was reduced by about the same
amount. This progress in rotational sensor technology led to the successful detection
of rotational signals caused by earthquakes (Pancha et al., 2000) several thousands
kilometers away. These observations stimulated the development of a highly sensi-
tive ring laser gyro for specific seismological applications. The GEOsensor provides
rotational motions along with the usual translational motions at a high data acquisi-
tion rate of at least 20 Hz. Observations of seismic induced rotations show that they
are consistent in phase and amplitude with the collocated recordings of transverse
accelerations obtained from a standard seismometer over a wide range of distances
and frequencies.

Key words: ring laser, seismology, rotation measurements
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1 Introduction

Currently there are primarily two types of measurements that are routinely
used to monitor global and regional seismic wave fields. Standard inertial seis-
mometers measure three components of translational ground displacement and
provide the basis for monitoring seismic activity and ground motion. The sec-
ond type aims at measuring the deformation of the Earth (strains). It is well
known (Aki and Richards, 2002) that there is a third type of measurement
that should be observed in seismology and geodesy in order to fully describe
the motion at a given point, the measurement of ground rotation. In the past
years, ring laser gyroscopes were developed primarily to observe variations
in Earth’s absolute rotation rate with high precision (Stedman et al., 1995;
Stedman, 1997). The recording of the (complete) earthquake-induced rota-
tional motion is expected to be useful particularly for (1) further constraining
earthquake source processes when observed close to the active faults (Takeo
and Ito, 1997); (2) estimating permanent displacement from seismic record-
ings (Trifunac and Todorovska, 2001); (3) estimating local (horizontal) phase
velocities from collocated observations of translations and rotations (Igel et
al., 2005a).

In standard analysis approaches in seismology earthquake induced rota-
tions have been neglected in the past, because the corresponding magnitudes
were thought to be small and no suitable instruments with the required reso-
lution existed. The high sensitivity for rotations of large ring lasers along with
their insusceptibility to linear translations makes the application of these in-
struments very attractive for seismological studies. The required range of an-
gular velocities to be measured is expected to be 10−14 rad/s ≤ Ωs ≤ 1 rad/s
and the required frequency bandwidth for the seismic waves is in the range
of 3 mHz ≤ fs ≤ 10 Hz (Schreiber et al., 2004). Three such devices mounted
in orthogonal orientations will eventually provide the quantitative detection
of rotations from shear, Love and Rayleigh waves, thus providing the missing
quantities for a complete 6 degrees of freedom measurement system.

2 Instrumental Section

Ring lasers are active Sagnac interferometers, where two laser beams are cir-
culating around a triangular or square closed cavity in opposite directions
(Aronowitz, 1971). If the whole apparatus is rotating with respect to inertial
space one obtains a frequency splitting of the two counter propagating waves,
which is proportional to the rate of rotations. The Sagnac frequency δf is

δf =
4A

λP
n ·Ω , (1)

where A is the area, P the perimeter enclosed by the beam path and λ the
optical wave length of the laser oscillation. Ω is the angular velocity at which
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the instrument is turning and n is the normal vector to the laser beam plane.
The resolution of a ring laser gyroscope is proportional to the ratio of the
quotient of area and perimeter enclosed by the beam path. Therefore, an in-
creased size of the laser cavity leads to an improved sensor sensitivity. For
example, the 4 by 4 meters square ring laser G installed in Fundamentalsta-
tion Wettzell (Germany) has a sensor resolution of δϕ = 9 ·10−11rad/

√
s. This

outstanding sensitivity is good enough for the detection of both teleseismic
waves and near source seismic signals. Typical seismic signals require a high
sensor stability for up to one hour of continuous data acquisition. This require-
ment is much reduced from the long-term stability necessity of an instrument
for the measurement of Earth rotation variations. Of more importance is the
short-term precision and mechanical rigidness of the laser beam path for sta-
ble operation. The instrument must be capable of accurately recording seismic
rotations while keeping the scaling factor (the quotient in (1)) constant. At
the same time the whole system must be relocatable, cost effective and allow
for a relatively simple installation. Given the fact that a ring laser is a highly
sensitive optical interferometer, all these requirements are essentially contra-
dicting design goals. For the data logging, a precise time stamping of the
record is absolutely crucial for the desired application. A typical requirement
for timing accuracy in seismology is to within 1 ms of UTC. As a consequence
all data must be sampled using a stable reference and an accurate time such
as the timescale represented by GPS.

2.1 GEOsensor Concept

In Sect. 1 we have listed the requirements for a ring laser in seismology.
The frequency band of interest covers about 5 orders of magnitude, while
the corresponding sensitivity for the measurement of rotations should cover
14 orders of magnitude, the range between strong motions during a local
earthquake on one side and the signals of an earthquake more than 10000 km
away on the other side. However, if we exclude strong motion domain from the
immediate measurement interest, we obtain a viable measurement range for
a prototype sensor of approximately 10−12 rad/s ≤ Ωs ≤ 10−4 rad/s which
still extends over 8 orders of magnitude.

The basic design of the GEOsensor is outlined in the block diagram of
Fig. 1. A synchronously generated dataset contains the precise timestamping
from a GPS system, the instantaneous Sagnac frequency from the ring laser
component, tiltmeter recordings in two directions about the normal vector of
the ring laser plane and the measured velocities of a seismometer.

In order to operate the GEOsensor, more signals such as the ring laser
beam intensity are required. However, such signals are used in a feedback
system to set the operation range of the ring laser and therefore are not
logged for further use.
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Fig. 1. Block diagram of the GEOsensor design

2.2 The Ring Laser Component

In order to obtain a stable interferogram of the two laser beams the cavity
length has to be kept constant to within a fraction of a wavelength. There-
fore, usually ring laser bodies are made from Zerodur, a glass ceramic which
exhibits a very small relative thermal expansion of α = 5 · 10−8 1/K. Since
a ring laser for seismic applications requires an enclosed area of more than
1 m2, a monolithic ring construction would be both too expensive and not
transportable.

Fig. 2. Construction diagram of the GEOsensor ring laser

Figure 2 gives an impression of the actually realized ring laser hardware.
The laser cavity has the shape of a square. The 4 turning mirrors are each
located in a solid corner box. As shown in the right side of the plot, a folded
lever system allows the alignment of each mirror to be within ±10 seconds
of arc. This high level of alignment is required to ensure lasing from an op-
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tically stable cavity. The mirrors are located inside steel containers which in
turn are connected together with stainless steel tubes, forming an evacuated
enclosure for the laser beams. In the middle of one side the steel tubes are
reduced to a small glass capillary of 4 mm in diameter and a length of 10 cm,
which is required for gain medium excitation. When operated, the ring laser
cavity is first evacuated and then filled with a mixture of Helium and Neon
reaching a total gas pressure of approximately 6 hPa. The left part of Fig. 2
gives an impression of the instrumental layout. The following two important
considerations are unique for the GEOsensor design.

• Since the ring laser is constructed from several components, it requires a
stable concrete platform base at the location of deployment. Such a pad is
simple to specifiy and can be prepared totally independently of the actual
GEOsensor deployment.

• The actual area of the ring laser component is not predetermined by the
design. The instrument can be built according to the available space at the
host observatory. Different GEOsensor realizations may therefore have dif-
ferent size and consequently different instrumental resolution. The length
of the current instrument is 1.6 m on a side, which provides an area of
2.56 m2.

In order to operate the GEOsensor, the cavity must be evacuated, baked
and filled with a Helium/Neon gas mixture. This procedure requires a turbo
molecular pump system and a manifold with a supply of 4He, 20Ne and 22Ne.
The pump system is not required during the operation of the GEOsensor but
is necessary for the preparation of the instrument and once or twice during
a year in order to change the laser gas. Laser excitation itself is achieved via
a high frequency generator (Stedman, 1997), matched to a symmetrical high
impedance antenna at the gain tube. A feedback loop maintains the level of
intensity inside the ring laser and ensures monomode operation. When the
ring laser is operated it detects the beat note caused by Earth rotation. The
magnitude of this beat frequency is depending on sin(Φ) with Φ the latitude
of the ring laser location. Table 1 shows the value of the Earth’s rate bias for
a few locations of interest.

Table 1. Earth rotation bias for some GEOsensor locations

location frequency [Hz]

Wettzell, Germany (49.145 N) 138
Pinon Flat, CA (33.6 N) 102
Tokyo (35.4 N), Japan 106
Cashmere (43.57 S), NZ 127

To date we have operated the GEOsensor at the first two locations. Since
the Earth rotation acts like a rate bias on our ring laser measurements, any
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rotations caused by earthquakes will show up as an alternating frequency
around the measured Earth rate.

2.3 Auxiliary Sensors

Ring lasers are rotation sensors that give very localized information on rota-
tions. This is in contrast to an array of seismometers for example. To fully
exploit the sensor potential and to investigate the properties of the GEOsen-
sor instrumentation, other auxiliary data is measured along with the Sagnac
frequency. The temperature at the monument of the ring laser installation
provides informations on the scale factor variations due to the thermal ex-
pansion of the concrete foundation to which the ring laser hardware has been
matched by design. Atmospheric pressure variations may also cause scale fac-
tor changes and are therefore measured too. For the purpose of studies on
the general sensor behavior there is the option of logging the power of the
high frequency generator and the beam power ratio. However this is not done
routinely. The intensity of one laser beam is used to adjust the point of op-
eration of the ring laser. This process is part of an automatic feedback loop
arrangement but the data is currently not logged.

Apart from these direct ring laser related sensors we are recording varia-
tions in the orientation of the ring laser with respect to local g as well as all
three components of translational seismograms. The tiltmeter measurements
are used to reduce the measured rotation rate from orientation effects that
enter the Sagnac frequency via the inner product in (1). The importance of
this effect is discussed in Sect. 2.7 in more detail.

2.4 Logging System

The logging system has to satisfy demanding realtime conditions. This re-
quires that the epoch of an observation can be timestamped to better than
1 ms with respect to UTC. The concept chosen for that purpose is outlined
in Fig. 3. The GPS time-frequency receiver provides both the time stamping
and the data sampling frequency. The incoming PPS (pulse per second) signal
with an accuracy of 30 ns rms relative to UTC, triggers the acquisition. The
exact epoch of the trigger is also taken from the GPS receiver. The data sam-
pling is based on a receiver reference frequency output, which has a relative
accuracy of better than 10−12 (while locked to GPS). To satisfy the 1 ms ac-
curacy requirement for the application, the reference frequency (e.g. 10 MHz)
output is divided down to 1 kHz, which is the actual data acquisition rate.
This frequency is used as an external clock instead of the build-in computer
clock. This ensures that the data logging is always started at the full second
and the data samples are equidistant and phase locked to the GPS receiver
clock.
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Fig. 3. Dataflow chart for the realtime logging in the GEOsensor

2.5 Deployment

After the development of the GEOsensor and including a test installation at
the Fundamentalstation Wettzell, the instrument was shipped to the Scripps
Institution of Oceanography in San Diego, California. In January 2005 the
installation of the complete sensor took place at the seismological observatory
Pinon Flat as shown in Fig. 4. The observatory is located between the San
Jacinto and the San Andreas faults.

Fig. 4. The ring laser vault at the Pinon Flat (CA) observatory and the GEOsensor
installation in one of the chambers

The goal of this installation is the measurement of a number of earthquakes
at short distances from their epicenters. This will allow an extensive and sys-
tematic study of rotational motions with a particular emphasis on local and
regional scales with source distances of up to 1000 km. From basic theoreti-
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cal studies (Takeo and Ito, 1997) it became apparent that rotational motion
information may contribute the most for local and regional earthquakes.

2.6 Sensor Performance and Verification

The validation of ring laser measurements as true rotational signals was an
important item during the integration phase. For the assessment of the quality
of the GEOsensor data it is necessary to distinguish true measured rotations
from unknown sensor artefacts. Since there are two collocated ring lasers with
identical orientation in the Cashmere Cavern in Christchurch, we used the
simultaneous earthquake recording of both C-II and UG1 for the Fiji event on
August 19, 2002. Figure 5 shows the Sagnac frequency as a function of time
converted to rotation rate in nanoradians per second using (1) for the first 15
seconds of this earthquake.
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Fig. 5. Raw rotations obtained from an earthquake at Fiji (Aug. 19. 2002) with 2 col-
located ring lasers C-II and UG1 located in the Cashmere Cavern near Christchurch
(New Zealand)

Because ring lasers are purely optical sensors, they do not depend on mass
inertia like ordinary seismometers. Therefore, there is no need for a restitution
process of the measurement quantity. According to the ring laser equation the
relationship between the obtained Sagnac frequency and the input rotation
rate is linear over a wide dynamic range. This important property is reflected
in Fig. 5. The data from the small C-II ring laser is much more noisy than
the data from the very large UG1, because there is almost a factor of 20
difference in the respective scale factors. Nevertheless one can see that both
ring lasers measure the same effect, in phase as well as in amplitude. It has
to be noted that apart from the unit conversion we are comparing raw data
for this measurement.
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2.7 Sensor Orientation

Equation 1 shows another very unique property of ring lasers. They measure
absolute rotations and this includes also changes of the instrumental orienta-
tion as one can see from the inner product between the rotation axis and the
instrumental normal vector. Ring lasers may be subject to rocking motions
in the presence of S- and Rayleigh-waves one could argue. In order to iden-
tify such motions and to correct for this, the GEOsensor was equipped with
a sensitive tiltmeter. Figure 6 shows an earthquake in Northern Algeria on
May 21, 2003, which was measured at the G ring laser in Southern Germany
approximately 1600 km away. The top part of the diagram show the measured
rotation rates from the ring laser, while the lower part of the diagram shows
the corresponding contribution to the signal originating from variations of the
ring laser orientation.
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Fig. 6. Algerian earthquake real rotations and orientation induced variations of the
Sagnac frequency expressed in the same units

This tilt equivalent rotation rate was computed by

Ωtilt = Ω · sin(Φ − TNS), (2)

where Ω is the actual rotation rate, Φ the latitude of the sensor and TNS

the North - South component of the locally measured tilt. The contribution
of the East - West component is more than 2 orders of magnitude smaller,
since it appears under a cosine function which is always very close to 1.

2.8 Detection Properties

Ring lasers provide optical interferograms where the external rate of rotation
is proportional to the rate of change of the fringe pattern. This signal becomes
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available as an audio-frequency at the output of a photomultiplier tube. In
seismology it is important to detect the rate of change of this frequency at
50 ms intervals (20 Hz) very accurately. Since frequency counting techniques
do not provide a sufficient resolution at such short averaging intervals, a fre-
quency demodulation concept has been developed. A voltage controlled os-
cillator is phase locked to the Sagnac frequency of the ring laser, exploiting
the fact that Earth rotation provides a constant rate bias in the absence of
any seismically induced rotation signals. In the event of an earthquake one
obtains the rate of change of the Sagnac frequency at the feedback line of the
voltage controlled oscillator. This voltage can be digitized and averaged at the
required 20 Hz rate or higher.
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Fig. 7. Comparison of recorded rotation spectra from an teleseismic event
(Hokkaido: Sept. 9, 2003) and a regional earthquake (France: Feb. 22, 2003). The
much higher bandwidth of the rotational wave spectra requires data acquisition
techniques such as the demodulator

To outline the importance of the frequency demodulation technique we
compare two earthquakes with distinctly different properties. Figure 7 shows
an example for a teleseismic event and an example from a much closer regional
earthquake. While for the remote earthquake the spectral power density es-
sentially drops off to zero above frequencies of 0.1 Hz, one can still see some
signal signature up to about 4 Hz for the regional event. Frequencies with a
rate of change above 2 Hz; however, are already outside the regime of reliable
representation in phase and amplitude by conventional frequency counting
and second order autoregression frequency analysis (McLeod et al., 2001).
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2.9 Sensor Artefacts

Large ring lasers are currently the most sensitive operational devices for the
measurement of geophysically induced rotations. The GEOsensor combines
the high sensitivity of these gyroscopes with a technical design that allows a
relative simple deployment at an observatory with some basic infrastructure,
such as a concrete pad in a basement of a building, electricity and internet
connectivity. However, in the presence of even moderate temperature fluctua-
tions, one has to accept sudden mode jumps in the laser cavity, since thermal
expansion or compression changes the length of the ring laser cavity enough
that a neighbouring longitudinal mode starts to have more laser gain than
the currently supported one. Another side effect of these mode drifts is a slow
change of mode pulling (Aronowitz, 1971) as the laser mode passes through
the gain curve. For frequencies below 0.01 Hz this may result in some am-
biguities for the interpretation and some post processing may be required to
distinguish between seismically induced rotations and internal biases from the
ring laser.

Figure 8 shows a sample dataset from the GEOsensor measured at the tem-
porary installation on the Fundamentalstation Wettzell. The upper diagram
shows a section of the measured rotations from the magnitude 7.4 Hokkaido
earthquake from Sept. 5, 2004.
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Fig. 8. Rotation measurements taken with the GEOsensor on Sept. 5, 2004. The
top diagram shows obtained rotation rate, while the lower plot illustrates the effect
of a mode jump in the data

In the lower diagram one can see the effect of a mode jump in the dataset.
For about one second there is a gap in the data. This is the time it takes for
the new mode to settle in and for the fringe pattern to become stable again.
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For teleseismic events it is not difficult to interpolate the dataset and such a
sensor behavior will not result in data loss. However for local earthquakes this
may be different.

The effect of sensor drift is also apparent in Fig. 8. One would expect
the measured rotations to appear symmetrically about the rate bias of Earth
rotation. This is not the case for the displayed dataset because of variations
of the laser frequency pulling in the ring laser cavity. For earthquakes like the
one shown here this artefact can be fully removed.

3 Data Analysis

3.1 Observations of Rotations

In order to compare translations (measured by a standard seismometer) with
the vertical component of the vector of rotation - which is what the G-ring
is measuring - the horizontal components of seismic recordings were rotated
into radial and transverse directions. Note that Rayleigh waves should not
generate such a vertical rotation component, while Love waves are horizon-
tally polarized hence generate rotations around a vertical axis only. To obtain
transverse acceleration, the transverse velocity seismograms were differenti-
ated with respect to time. Let us now assume a transversely polarized plane
wave with displacement u = (0, uy(t − x

c ), 0), c being the horizontal phase
velocity. The vector of rotation is thus given as 1

2∇×u = (0, 0,− 1
2c u̇y(t− x

c ))
with the corresponding z-component of rotation rate Ωz(x, t) = − 1

2c üy(t− x
c )).

This implies that - under the given assumptions - at any time rotation rate
and transverse acceleration are in phase and the amplitudes are related by
üy(x, t)/Ωz(x, t) = −2c. In practice, the phase velocities can be estimated
by dividing best-fitting waveforms in sliding a time-window of appropriate
length along the seismic signal and rotation rate. Thus, under the plane-wave
assumption both signals should be equal in phase and amplitude (McLeod
et al., 1998; Pancha et al., 2000). This assumption is expected to hold for a
considerable part of the observed ground motion due to the large epicentral
distance compared to the considered wavelengths and source dimensions. This
property is exploited here to verify the consistency of the observations. Close
to the seismic source this assumption no longer holds and may form the basis
for further constraining rupture processes (Takeo, 1998; Takeo and Ito, 1997).

A data example (rotation rate and transverse acceleration) of the M8.1
Tokachi-oki event, September 25, 2003, and a time-dependent normalized
cross-correlation coefficient (maximum in a 30s sliding window) is given in
Fig. 9. The time window also contains an event (increase in cross-correlation
at 3500 s) that was bearly visible in the seismograms without correlating
the two signals. When the waveform fit between rotation rate and transverse
acceleration is sufficiently good (e.g., a normalized correlation coefficient >
0.95), we estimate phase velocities by dividing the peak amplitudes of both
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Fig. 9. Top: Observation of rotation rate (red) and transverse acceleration (black)
after the M8.1 Tokachi-oki event, 29-9-03. Middle: The cross-correlation-coefficient
in a 30 s sliding window. Note the increase in correlation during the main shock
(>7500 s) and aftershock (>13800 s) to almost 1 (perfect match). Bottom: Estimates
of horizontal phase velocities in time windows with good phase match (> 9500 s).
Note the decreasing phase velocities in the Love wave train (e.g., 8000-10000 s,
indicative of Love wave dispersion)

traces as explained above. These time dependent estimates of phase velocities
are shown in Fig. 9 (bottom). Despite the scattering the phase velocities in the
time window containing the Love waves (9000-10000 s and around 14000 s for
the aftershock) the estimates are in the right range of expected phase velocities
and the negative slope of the velocities with time suggest that the expected
dispersive behavior (earlier longer periods have higher phase velocities) can be
observed in the data using this processing approach. The lack of correlation
in the time windows excluding the Love waves may indicate that either the
(body-) wave fronts are not planar or that the energy comes from out-of-plane
directions through scattering. The consequence of non-planar waves on struc-
tural interpretation was studied by (Wielandt, 1993). To demonstrate that we
obtain such a fit consistently we further show in Color Fig. XLVII on p. 314
the standard seismograms (blue) and a comparison between translations and
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observations for another event out of a data base with now over 40 events
with epicentral distances from 300-12000km.

3.2 Simulation of Rotational Motions in Realistic Earth Models

As there are basically next to no studies of rotational ground motions in the
seismological literature several classic schemes to calculate synthetic seismo-
grams have been extended to also output rotations. These are (1) the full
space analytical solution of wave propagation due to a double couple point
source e.g. (Aki and Richards, 2002) (with a surprising result at first sight: as
expected, the rotation generated by the P wave-front is always zero - hence
in particular in the far-field - yet the rotation derived from the far-field dis-
placement alone is nonzero - as is obvious from the classical radiation pattern
plot; one has to take all field terms into account. In other words, the usual
separation between far-, intermediate-, near- displacement fields is not valid
for rotations (Cochard et al., 2005)); (2) the Cartesian finite-difference algo-
rithms with which we study near-source effects (Cochard and Igel, 2004); (3)
the spherical finite-difference methods (Igel et al., 2002); and (4) the spectral-
element code (Specfem) (Komatitsch and Tromp, 2002a; Komatitisch and
Tromp, 2002b). The latter algorithm was used to specifically model individ-
ual earthquakes using finite fault models (Igel et al., 2004, 2005b). The M8.1,
Sep. 25, 2003, Tokachi-oki event was modelled with the Specfem algorithm
(Igel et al., 2005a; Schuberth et al., 2004) using a 3D tomographic model,
crustal model and a finite source model provided by Ji Chen (CalTech). The
results of this modelling exercise is shown in Color Fig. XLVIII on p. 315.
The fit between observations and modelling for the shear-wave arrivals and
the fundamental mode Love waves is excellent for both translations and ro-
tations. The amplitude mismatch in the Love waves may be explained with
the inaccurate finite source model leading to directivity effects that are not
correctly modelled. However, it is important to note that the observed phase
velocities match well with the modeled horizontal phase velocities (Igel et al.,
2005a).

3.3 Long-period Rotations

How much long-period information is contained in the ring laser recordings? In
Color Fig. XLIX on p. 315 the transverse accelerations and rotations are again
superimposed and filtered in narrow frequency bands to highlight the fit to-
wards lower frequencies. This also allows us to directly estimate best-matching
phase velocities in the Love-wave train and to see whether the expected dis-
persion relation is visible. Color Fig. XLIX demonstrates that the ring laser
rotations are matching the transverse accelerations down to periods of 150
seconds (and possibly beyond). As expected the maximum amplitudes occur
within the Love waves. By dividing the peak amplitudes of acceleration and
rotation rate we estimate the phase velocities for narrow-bandwidth surface
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wave signals. As surface waves are dispersive as a consequence of the seismic
velocity structure with depth we expect increasing horizontal phase velocities
with increasing dominant period. This is indeed what we observe at least in
the band between periods of 20 seconds to 100 seconds. It is important to
note that with the collocated recordings of rotations and translations one can
estimate a quantity (phase velocity) that otherwise can only be determined
with an array of seismometers or with collocated strainmeters (Mikumo and
Aki, 1973). The results in Color Fig. XLIX on p. 315 are indeed promising.
Even though this is work in progress the frequency-dependent amplitude ratio
of rotations and translations suggests that a single-station measurement may
allow estimates of Love-wave dispersion. These in turn would allow estimates
of local 1D velocity models and - by combining several of them - eventually 3D
tomography. However, whether the accuracy required for structural inversion
is sufficient remains to be seen.

In summary, to the standard seismologist the current data base of rota-
tions, array data, and collocated translations provides a realm of new oppor-
tunities. Even though the potential benefits to seismology, earthquake physics,
and earthquake engineering still need to be further explored, the preliminary
results indicate the many interesting new routes that can be taken.
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Summary. Airborne gravimetry systems provide the most economical way to im-
prove the spatial resolution of gravity data measured by satellite missions. So the
paper deals with the presentation of a modern airborne gravitymeter designed, de-
veloped and tested at the University FAF Munich. The specific forces are measured
by a high precision strapdown INS and the kinematical accelerations are derived
using numerous differential GNSS observations.
The first part of the paper describes the system architecture and the aircraft instal-
lation. Then the data processing methods are mentioned including the filtering and
derivation procedures, the computation of aircraft accelerations and different algo-
rithms for providing the gravity profiles. Static tests in a laboratory environment
approve the error budget of two sensor types on acceleration level.
The main part of the article contains the description of practical test flights car-
ried out in the middle of Germany and the corresponding results. An evaluation
of the current system performance is possible. Final remarks refer to the planned
improvements until the end of the project.

Key words: Airborne gravimetry, acceleration determination, strapdown inertial
navigation system

1 Introduction

Information about the earth gravity field is used for many applications in
geophysics and geodesy dealing with figure and structure of our planet. In the
context of current or planned satellite missions methods for determination of
the gravity field are in discussion today. Caused by thresholds in possible spa-
tial resolution (50-100 km), however, applications using data of satellite based
systems are restricted to global or regional investigations. The observation of
gravity with wavelengths up to 1 km in an efficient way, especially important
for economical applications, is only possible with airborne methods.
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Today airborne gravitymeters based on the platform design provide the
amount of gravity in local to regional areas. Also strapdown systems are avail-
able today, but nevertheless the combination of modern INS technology basing
on the strapdown principle and sophisticated processing methods should be
able to improve these systems. Important advantages are the observation of
the full gravity vector and the simpler system design that enables more effi-
cient airborne gravimetry campaigns. Therefore it must be approved if it is
possible to reach the often postulated goal: an accuracy of 1 mGal with a
spatial resolution of 1 km.

2 System Design

The goal of airborne vector gravimetry is to provide the gravity disturbance
vector δg as the difference between the measured gravity g and the normal
gravity γ in the same observation point. Following Newton’s second law of
motion the gravity gi in an inertial coordinate system can be calculated by
the difference between the specific force f i and the kinematical acceleration
ai (= second derivative of the position).
Therefore an implementation of an airborne gravitymeter must be able to
provide both components as accurate as possible to fulfil the requirements of
a large user community. Beside of resolution and accuracy, however, also the
efficiency of a sensor system decides on its future applications. In case of an
airborne gravimetry system this means that it must be as cheap, small and
light as possible.
Following these arguments in the context of a new airborne gravimetry project
we try to investigate the performance of an integrated sensor system based on
GNSS receivers and a commercial high precision strapdown INS (SDINS). As
it is demonstrated in Color Fig. L on p. 316 the specific forces are measured by
a SAGEM Sigma 30 INS fitted with triads of ring-laser gyros and pendulous
accelerometers. Using special interfaces both the raw data (specific forces f b

in body-frame and gyro rates ωb
ib) and the navigation data (position, velocity

and attitude) are available for the gravity calculation. The specific forces can
be computed by

f i = Ci
b · f b (1)

with
Ci

b = Ci
b0 +

∫
Ci

b · Ωb
ibdt (2)

where Ωb
ib skew-symmetric matrix of gyro rates

Ci
b rotation matrix between body- and inertial frame

In order to calculate the kinematical acceleration of the aircraft ai GNSS ob-
servations in a DGPS configuration are used. These measurements are mainly
provided by an ASHTECH Z-Xtreme L1/L2 receiver with a data rate of 10 Hz.
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Additionally L1-observations are generated by two NovAtel BeeLine multi-
antenna systems. The corresponding four antennas are mounted on the fuse-
lage and the wings of the test aircraft with fixed baseline lengths between 3
and 14 meters. The additional sensors are used to investigate the possible gain
in performance in three fields: accuracy and reliability of derived kinematical
accelerations, carrier ambiguity determination using fixed baseline informa-
tions and support of sensor orientation by GNSS attitude information. The
results of practical flight tests (see Sect. 6.1) consider also these aspects.
A central PC provides the sensor controlling during the flight periods, the time
synchronisation of GNSS and INS data sets and the storage capabilities for all
observations. The used system design is adapted to the 19”-rack equipment
and the 28 V power supply of the test aircraft. The implemented configura-
tion has a total weight of 70 kg and a power consumption of 150 Watt. These
values can be reduced to 50 kg and 120 Watt if the latest PC- and battery
equipment is used. Therefore also small and relativly cheap aircrafts are able
to carry out airborne gravimetry campaigns using the presented system de-
sign.
Beside of the aircraft installation GNSS reference stations on the ground along
the flight trajectory guarantee differential GNSS observations.

3 Data Processing

Apart from sensor selection and system design the used data processing struc-
ture dominates the performance values of gravity information provided by air-
borne missions. Although the general principle of airborne gravimetry is very
simple, the challenges consist of the bad ratio of occuring specific force mea-
surements and the expected gravity signal (in general 105) and by adjoining
or overlapping spectral properties of gravity field values and sensor errors.
Therefore the central aspects of a software tool for airborne gravimetry using
GNSS and SDINS data should be highlighted in this chapter. Furthermore
the used algorithms will be described in a more detailed way in order to
understand the results presented in this article.

3.1 Filtering and Derivation

Neither the GPS measurements nor the inertial observations can ensure the
required accuracy of airborne gravimetry without a reduction of high fre-
quency noise effects by low-pass filtering methods. Thereby the corresponding
cut-off frequency defines the spatial resolution of the derived gravity profile.
In order to separate the gravity signal from error effects on the one hand a
small transition band and small discrepancies in pass- and stopband in com-
parison to the nominal values are required, on the other hand the order of
the filter should be possibly low, because edge effects caused by data gaps
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should be reduced. Furthermore a linear phase response is necessary to main-
tain the time synchronisation between GPS and INS data. Therefore only
finite impulse response (FIR) filters are applicable. The higher filter order in
comparison to IIR-Filters must be accepted. Based on the mentioned require-
ments of airborne gravimetry in (Hehl, 1992) it is pointed out that the design
algorithms in frequency domain are superior to the space or time domain
methods. Especially the so called ’REMEZ Exchange Algorithm’ following
the Tschebyscheff-criterion guarantees a small transition band using a rel-
atively low filter order. According to some tests with 10 Hz DGNSS phase
observations in a typical airborne gravimetry environment for a spatial res-
olution of 1 km (transition band between 0.01 and 0.03 Hz) a filter order of
3000 is required to guarantee a damping lower than -100 dB in the stopband.
Figure 1 shows the amplitude response for the described filter implementa-
tion.
In contrast to the inertial observations the GPS measurements or position
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solutions must be differentiated twice for the further processing on accelera-
tion level. Following the literature of digital filters an ideal differentiator can
be described using the following transfer function H:

H
(
ejωT

)
= jω for 0 ≤ |ω| <

ωs

2
(3)

ω : Angular frequency
ωs : Data rate
T : Sampling period

The better the approximation of the real differentiator to this function the
higher is its differentiation performance in regard to the investigated frequency
area. Additionally the differentiators in airborne gravimetry must meet the
same conditions for time synchronization (linear phase delay) and filter order
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as the used low pass filters. In (Bruton, 1999) several differentiation techniques
are compared and assigned to static, low dynamic or high dynamic GNSS ob-
servations. It is stated, that already a differentiation algorithm designed by
a first order Taylor model approximate the ideal differentiator at least in the
low frequency area. The advantage of this type of algorithm is thereby the
short filter length. Own investigations with real airborne gravimetry data sets
show, however, that more sophisticated approaches, like the REMEZ-design
provide a higher accuracy level. This is caused by the extended spectral range
of the investigated measurements. Figure 2 demonstrates the transfer func-
tion of the implemented REMEZ-differentiator with an order of 2000 for 10
Hz data sets in comparison to an ideal design. The discrepancies are smaller
than 10−8 in the spectral range of airborne gravimetry.

3.2 Calculation of Kinematical Accelerations

For applications of airborne gravimetry the kinematic accelerations of the
aircraft must be derived using GNSS double differenced phase observations.
This kind of processing can be done by various algorithms. The traditional
approach is presented in the upper part of Fig. 3.

Fig. 3. GNSS processing methods

1. First of all standard software packages for kinematic GNSS processing are
used to calculate the DGPS carrier phase solution including the ambiguity
fixing and the navigation processing itself. Then the position is filtered
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according to the required spatial resolution of the data set. The process
of double differentiating finally leads to the kinematic accelerations.

2. Another technique is the Kalman filtering of the position data. Using
a simple second order dynamic model containing position, velocity and
acceleration the GNSS positions can be used as observations z to derive
the current acceleration state. But also in this case the ambiguity terms
have to be fixed. Additionally using this method a system design with
a fixed frequency response and time delay is not possible. Considering
the small frequency window of airborne gravimetry this fact cannot be
accepted.

3. A more direct approach for derivation of acceleration using GNSS mea-
surements is presented in (Jekeli, 1994). Assuming that the line of sight
acceleration is a sum of the acceleration vector between satellite and re-
ceiver and a kind of centrifugal term caused by the dynamics of the base-
line itself phase observations to three or more satellites can be used to
calculate the kinematic acceleration without knowing the precise integer
fixed phase solution of the aircraft.
In this case the input data are satellite information derived from broadcast
or precise ephemerides beside of the low-pass filtered and differentiated
phase measurements of reference and rover, furthermore the position of
the reference receiver and a standard DPGS code solution in order to
derive the mentioned centrifugal term with a sufficient accuracy. Redun-
dant information from additional satellite measurements are processed in
a least-squares algorithm estimating the full acceleration vector akin. The
satellite geometry is taken into account in the stochastical model. This
method is very interesting for the discussed application because the inte-
ger phase ambiguities are not required. Therefore it should be possible to
substitute the generally used ionospheric free linear combination by the
L1-phase measurement with a lower noise level. Furthermore the estima-
tion process generating the position solution, which is not exactly defined
from the frequency point of view, can be avoided.

For investigation purposes both the positioning approach (1.) and the raw
data algorithm (3.) were implemented for the processing of the project data.
Figure 4 shows the differences between both methods on acceleration level. If
the low-pass filtering in (3.) is done after the least-squares estimation (modi-
fied) the differences are lower than 3 mGal during a full observation period.

3.3 Derivation of Gravity Information

The traditional way of determining the gravity disturbance components us-
ing GNSS/INS data is the integration on position level. Using precise GNSS
positions both the INS errors and the gravity disturbance components can be
estimated. The differentiation of GNSS data is replaced by the integration of
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inertial observations. Caused by the instability of free inertial navigation in the
down direction in this case only the horizontal components can be estimated.
Furthermore additional stochastical information is required to seperate grav-
ity information and accelerometer errors. Both restrictions can be avoided, if
the accelerometer errors are neglegted. This simpler positioning approach is
used for test purposes in the implemented data processing.
The central integration processing is carried out using the more direct al-
gorithm on acceleration level (Jekeli, 1992). In the first approach the cor-
responding state vector only contains orientation errors, INS errors and the
parameters of gravity disturbances. The Kalman filter updates are done by
the low-pass filtered difference between kinematical accelerations and specific
forces in an inertial coordinate system. Thereby the data preprocessing of
both data streams must be completely harmonized (data rate, observation
time, filter design) in order to reduce numerical errors. Also this approach
needs a stochastical model of the gravity field in order to separate INS errors
and gravity disturbances using their spectral properties. It must be noted that
the choice of stochastic model influences the final gravity results. If this mod-
els is not approximated to the real distribution of gravity in the investigated
area an additional error can be generated. In (Kwon, 2001) another data pro-
cessing method is presented without any information of the expected gravity
field. The gravity disturbances are not estimated in the state vector. Instead
of this they are derived from the residuals corresponding to the adjusted ob-
servations. The functional model contains only orientation and INS errors.
Therefore in a first approximation every difference between specific forces and
kinematic accelerations are caused by these states. The disadvantage is that
parts of the gravity signal are estimated as INS errors. But the same effect is
caused by errors in the stochastical modelling of the gravity field. So this last
processing method is preferred for the airborne gravimetry processing tool.
The corresponding software containing also different alignment procedures is
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implemented in C++. Using a graphical user interface, the mentioned pro-
cessing steps can be applied to the data sets. At the same time the results can
be controlled by graphical and numerical outputs. An example for the output
screen of this software is given in Color Fig. LI on p. 316.

4 Laboratory Tests

The theroretical error analysis of both sensor components is already done
in (Kreye, 2003). Laboratory tests should additionally approve the different
components for the application of airborne gravimetry. Inertial sensor errors
caused by random effects remaining after the filtering process and bias and
scale factor instabilities over time, especially if they are in the same spectral
range as the gravity disturbances, are critical for airborne gravimetry. Figure 5
shows the frequency analysis of specific force measurements during a static
period of 30 minutes. The amplitude of accelerometer errors in the relevant
spectral area is at 1 mGal level. If (2) is taken into account also the gyro er-
rors have an important influence on the measured specific forces based on the
required transformation between body and inertial frame. In order to evaluate
the total error budget of the inertial sensor, the variation of the specific forces
f over a time of one hour in the down-component derived by (1) is presented
in Fig. 6. Linear drift effects can be estimated by the KALMAN-Filter ap-
proaches described in Sect. 3.3. Using the residuals a RMS error of 1.5 mGal
can be calculated. This is in the accuracy range of airborne gravimetry. Thus
from this point of view the investigated INS should be able to provide gravity
disturbances in the required accuracy range. In order to derive the kinematical
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Fig. 6. Total error of specific forces in
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accelerations the carrier phase observations must be differentiated twice. This
process amplifies the error components depending on increasing frequency.
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Therefore in theory high dynamic influences like receiver phase noise, cycle
slips, sudden changes in satellite configuration and multipath dominate the
error budget in contrast to e.g. orbit errors and atmospherical conditions.
The evaluation of specific error influences can be carried out using two geode-
tic GNSS receivers first in a zero baseline configuration, than with a static
baseline of 50 m in a medium multipath configuration. The calculated accel-
eration error after the low-pass filtering for the zerobaseline configuration and
the solution based on L1 measurements as well as the ionospheric free linear
combination is shown in Fig. 7. Thus the effects of multipath can be seen
significantly, but especially the noise of L1/L2 data increases the acceleration
errors. So for airborne gravimetry the L1 solution must be preferred as often
as possible to reduce the noise level.
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Fig. 7. Acceleration error Fig. 8. Effect of changed satellite con-
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Figure 8 presents the differences of an acceleration profile in the vertical com-
ponent if the data of the satellite with the highest elevation is eliminated
from the processing. In general values of 2 mGal can be recognized. If the
total number of availiable satellites is low then also differences of 10 mGal
must be expected. Therefore the satellite configuration plays a significant role
in accelerometry.
The influence of oscillator errors can be evaluated if the filtered carrier phase
accelerations over time are computed in a static observation situation. Fig-
ure 9 demonstrates the acceleration profiles for satellites 3 and 15. The high
frequent receiver oscillator errors superimpose the long term effects caused
by the satellite dynamics. Single differencing eliminates this error influence as
well as the acceleration based on double differences is free of satellite oscillator
errors. In contrast to the effects described above the variation of ionosphere
and troposphere assuming general atmospherical conditions is not significant
for airborne gravimetry. In this context a GNSS signal simulator is used to
reproduce a real observation flight of airborne gravimetry with defined error
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sources. The derived acceleration error including only atmospherical effects
and receiver noise is smaller than 0.8 mGal (RMS)(Fig. 10). Therefore only
in conditions with high atmospherical variations the ionospheric free linear
combination should be used for airborne gravimetry purposes.
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Fig. 9. Effect of receiver oscillator Fig. 10. Influence of atmospherical er-
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5 Flight Test Enviroment

In order to approve the performance of the described airborne gravimetry
system pratical flight tests were carried out with a Do-128-6 aircraft in June
2003, March 2004 and November 2004 in the middle of Germany. The exper-
iments were organized together with the other partners in the GEOTECH-
NOLOGIEN airborne gravimetry project. The flight trajectory in an area of
120 to 80 km is presented in Color Fig. LII on p. 317. Twelve GNSS refer-
ence stations were placed in the test area with a medium distance of 30 km.
Some of them were provided by the German SAPOS DGPS service, others
were temporary stations installed by the project partners. The coordinates
of the temporary stations were estimated in the scope of a common network
adjustment based on fixed positions of the SAPOS stations. Therefore the
positions and also the accelerations derived by different reference stations are
comparable to each other. The average speed of the aircraft was 70 m/s with
a height over ground of 300 m. The measured kinematical accelerations reach
maximal values of 5 m/s2. Every flight was started and ended with character-
istic calibration manoeuvres providing better observation conditions for the
estimation of sensor errors. During the observation periods itself the aircraft
dynamics were reduced as much as possible. So in the spectral range of air-
borne gravimetry the kinematical accelerations do not exceed 0.2 m/s2. In the



GNSS/SDINS Airborne Vector Gravimetry 457

test area the gravity anomalies are known with an accuracy of 0.1 mGal and
a spatial resolution of 500 m based on relative gravimetry on the ground. The
structure of the gravity field is given in Color Fig. LII on p. 317. A large grav-
ity anomaly of 70 mGal is superimposed by smaller structures. Therefore the
test area is well suited to evaluate the performance of airborne gravitymeters.

6 Results

The results of the laboratory tests described in Sect. 4 give an impression of
the total error budget regarding both sensor types. It could be approved that
the sensors are able to fulfil the accuracy requirements of airborne gravime-
try in static conditions. Statements concerning the real performance of the
described airborne gravitymeter, however, can only be derived if real flight
tests are carried out in an area with known gravity anomalies. Regarding the
derived results in concrete observation situations and their repeatability the
accuracy potential of spatial resolution of 1 km can be calculated. These re-
sults are presented in the next chapter, first concerning the determination of
kinematical acceleration and then with regard to the derived gravity profiles.

6.1 Kinematical Acceleration

In the test area a GNSS reference station network was installed with a typical
baseline length between the stations of 30 km. This density is not required
for airborne gravimetry but allows investigations of baseline dependent error
influences on the derived kinematical accelerations. If observations of different
reference stations are used, the aircraft dynamics can be calculated on several
ways. These solutions are not completely independent of each other, but every
single result is influenced in a different manner by baseline variation and most
of the receiver noise error effects. So far a comparison between these solutions
can be used for the derivation of accuracy values for kinematical accelerations
of the aircraft. In Fig. 11 the difference in kinematical acceleration is given for
the reference stations Helmstedt and Haldensleben with a baseline length of
21 km. The standard deviation of the difference leads to a value of 1.9 mGal.
Thereby the accuracy goal of airborne gravimetry can nearly be reached. A
comparable investigation of two other reference stations (Kloetze and Stass-
furt with a distance of 90 km) can be carried out. As it can be approved by
Fig. 12 no significant loss in accuracy can be detected. This result emphasizes
the statement of Sect. 4, that baseline dependent errors like atmospherical
influences are not a dominant error source for acceleration determination be-
cause of their generally longperiodic properties. The occuring discrepancies
are rather correlated with the sudden changes in the satellite configuration.
Therefore it is possible to extend the baseline length between the reference
stations to 100 km without a significant loss of accuracy. This is an additional
advantage of airborne gravimetry in respect to the economical point of view.
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Fig. 11. Accuracy level of kinematical
accelerations (21 km baseline)

Fig. 12. Accuracy level of kinematical
accelerations (90 km baseline)

The multi antennae configuration on the aircraft allows simultaneous 1 Hz
observations of GNSS L1 measurements with fixed baseline length on the air-
craft up to 14 meters. Using the INS gyro rates the lever arm effects can be
corrected, so that four additional, comparable acceleration profiles are avail-
able. The difference of two kinematical acceleration results with respect to
two antennae on the fuselage of the aircraft (baseline length 3.2 m) is given
in Fig. 13. Medium values of 2 mGal indicate, that an averaging process be-
tween all theses single antenna solutions reduces the accuracy of the common
acceleration profile. Unfortunately this cannot be confirmed by the collected
test data, but the reliability of the final result is significantly increased caused
by the better possibilites of error detection. An improvement in the integer
ambiguity solution of the carrier phase can be detected only in some epochs.
Mostly the additional baseline information do not lead to a higher reliability
of the detected integer values, because the satellite configuration is identical
for all antennae. The reduction of processing time caused by the decreased
search space is equalised by the increased number of observations. Using the
four antennae on the fuselage and the wings of the aircraft also an attitude
solution can be derived following the interferometric principle. Based on com-
parisons with the inertial attitude angles an RMS error of these values at the
level of 0.2◦can be expected. This is not within the required accuracy level
to support the orientation of the inertial sensor. Only initial values for the
alignment process and observations to support the estimation of long periodic
drift effects of the gyros can be provided by the GNSS attitude solution. In
conclusion it must be pointed out, that a multi antennae configuration on
the aircraft makes an important contribution to the reliability of the derived
kinematical accelerations. Especially additional antennae on the fuselage of
the plane increase the performance of airborne gravimetry.
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Fig. 13. Difference of accelerations between GNSS aircraft antennae

6.2 Gravity Profiles

Gravity profiles are the final product of airborne gravimetry missions. So this
chapter should clarify the performance of the investigated system using mea-
sured gravity profiles and comparisons to the given reference field. This is
done based on observation data of one test flight. First of all the sensibility of
the sensor configuration in regard to the gravity field must be approved. For
this purpose an alignement of the inertial sensor is carried out until the start
epoch of the aircraft. Then the sensor is used as a free-running INS without
any integration filter. The measured specific forces are low-pass filtered and
subtracted from the derived kinematical accelerations to calculate the grav-
ity information. Reductions concerning the normal gravity field, the free-air
correction and the topography leads to the demanded Bouguer anomaly. A
comparison between this calculated profile and the given reference field in
down-component is presented in Fig. 14. A high correlation between both
curves can be detected approving the sensibility of the sensor configuration.
Small drift effects over time are caused by the neglected inertial errors. In
the next step both data streams are integrated using a simplified position-
ing approach, were the accelerometer errors are neglected in order to have
the capability to determine the whole gravity vector. A similar picture as in
Fig. 14 can be derived. Investigations of the estimated error parameters and
their accuracy values show the stability of the filter implementation. Graphs
like Fig. 15 emphasize, however, the problems of vector gravimetry. Whereas
the standard deviation of the vertical component is reduced very quickly to
an accuracy level of 1.3 mGal, the horizontal elements are only decreasing,
if turns in the flight path occur. Only during these epochs the observability
is sufficient to seperate horizontal gravity values and yaw-angle errors. In a
final approach the integration on acceleration level is used to realize a full
INS error estimation together with a determination of the gravity anomalies
based on provided residuals. The corresponding result in the vertical compo-
nent is presented in Fig. 16. In comparison to Fig. 14 the long term drift can
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be eliminated. Figure 17 presents the estimated horizontal components of
the gravity field. A reference field is missing in this case, but the small values
are according to the general expectations. Finally also the repeatability of
the derived gravity profiles can be shown using a detailed investigation of one
observation track flown in forward and backward direction. This is demon-
strated in Color Fig. LIII on p. 317 together with the reference profile. The
particular differences between these lines leads to an accuracy of 6.8 mGal to
the given reference field and 4.9 mGal between two measured data sets in re-
gard to a spatial resolution of 1 km. These values also characterize the current
performance of the investigated gravitymeter. For the horizontal components
a decrease in accuracy between 10 and 15 mGal can be demonstrated.
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7 Summary and Outlook

Based on the current system performance given in the last chapter, during
the last months of the project some further investigations are planned. In this
context the benefits of shaping filters will be investigated, the potential of
additional information (e.g. crossing points) will be evaluated and the methods
of gravity downward continuation will be improved. Therefore a performance
of 3 to 5 mGal in vertical and 10 mGal in horizontal gravity components with
a spatial resolution of 1 km seems to be possible with this economical airborne
gravitymeter based on a commercial strapdown INS.
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Summary. A strapdown airborne gravimeter of a peculiar configuration has been
developed and is nearly operational for observing total acceleration. Precision high
sampling rate GPS receivers provide the kinematic acceleration. The overall system
and its hardware is analysed with focus on signal flow.
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1 Introduction

Airborne gravimetry as an observation technique for the gravity field of the
Earth has emerged in the last decades and still undergoes vivid development
because high resolution gravity information is extremely useful to mineral ex-
ploration, precision navigation, geodesy, geophysics. Because the spatial res-
olution of satellite methods is limited to >70 km, airborne gravimetry with a
resolution of currently some 4 km and target 1 km at 1 mGal1 is indispensable.
Conventional gravity ground observations are by far not as efficient.

The basic idea is to recover gravity – vector or scalar – from the difference
of total observed acceleration and kinematic acceleration:

g = a − b, where (1)
g = gravity vector
a = vector of total acceleration
b = vector of kinematic acceleration

Among airborne gravimetric observation devices, platform scalar gravimeters
for the vertical component were the first to become operational as modifica-
tions of ship gravimeters. The most ambitious is a strapdown vector gravime-
ter with its inherent advantages such as full vector information a, robust-
ness, small size, ease of operation. In the past, approaches to utilise off the
1 1 mGal = 1 ·10−5 m

s2
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shelf strap down inertial navigation instruments which include the proper sen-
sors, showed some promising results but were not successful on the long run.
For this reason, our approach aims at the optimisation of configuration and
takes into account some good experiences from classical gravimetry by using
temperature control, duplicate sensors, high vibration isolation. Likewise, the
kinematic acceleration b has to be determined primarily by GNSS, currently:
GPS to an adequate quality; this is at least as difficult (Schwarz, 2001).

We may consider the data fusion expressed in the above equation g = a− b
as a system with subsystems for a and b. The performance for the determi-
nation for g may be studied by the study of the subsystems for a and b and
the sub-subsystems and/or by input/output analysis. The user of gravity in-
formation is interested in spatial resolution; this quantity can be transformed
to time resolution at a given aircraft speed. For this reason, it is important
to study the performance of the system not only in terms of e.g. accuracy
or geometric transformation among intermediate reference frames, but also in
terms of time resolution or (time) spectral properties.

2 Methodology of Description

A system like SAGS4 (StrapDown Airborne Gravimetry System prototype no.
4) may be described from various views. We selected to view it from

– the hardware side to some extent and
– from the system signal structure.

As to the latter, we shall use partly time domain representation, partly
signal spectral domain representation. The description will remain incomplete
because of space limited, e.g., we shall not study the full acceleration vector.
Rather, we shall try to present the overall structure and to focus on a few
components.

A system usually is understood as an entity that responds to some input
signal x(t) with some output y(t), t = time; in a discrete system, we are
dealing with series of input x[n] and output y[n] (Fig. 1). For more details

System
y[n] = S{x[n]}x[n]

x(t) y(t) = S{x(t)}

Fig. 1. System: input-output-relation

of system properties, see Kiencke and Jäkel (2002), Kronmüller (1991), Lathi
(2002), Lathi (2005), Oppenheim et. al (2004), Unbehauen (1996), Eykhoff
(1974). The following treatise will not be self-sufficient but requires the above
background literature.
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In the sequel, we shall limit ourselves to linear time invariant systems
and structures of systems, mainly of single input single output type; we shall
consider these primarily as continuous systems knowing that a good deal are
discrete. The conception of a system in this context is that of a physical device
with some useful properties such as mechanical systems – e.g. dampers –,
electronic systems – e.g. analog filters –, filters to be described mathematically,
and discrete digital systems, e.g. an ARMA process or a FIR filter. Often,
system behaviour is described by the transfer of the system input spectrum
to the system output spectrum. In the case of a continuous causal system, a
system function or transfer function may be formulated by:

Y (s) = G(s) · X(s), where

G(s) = L{g(t)} =

∞∫
0

g(t)e−stdt, s = σ + jω
(2)

where L{g(t)} is the one-sided Laplace transform of weight function g(t),
G(s) is the transfer function and X(s) and Y (s) are the Laplace transforms
from input and output respectively. Typically, systems form structures such
as a sequence or parallel or hierarchy (Fig. 2).

System 2System 1 System 1

System 2

System 1

System 2

System 1

Y(s) = G (s) G (s) X(s)
1 2 Y(s) = G (s) / [1 + G (s) G (s)] X(s)

11 2

Y(s) = (G (s) + G (s)) X(s)
1 2

Type 1:

yx

Type 3:

x yx y

Type 4:Type 2:

yx

System with unobservable subsystem

System 2

System 1

Fig. 2. Types of systems

The last example shows that systems may include subsystems that may or
may not be accessible to analysis. If not, they are sometimes called uncontrol-
lable or unobservable (Lathi, 2005). In any case, we are usually dealing with
different levels of system hierarchy. In our case, we shall select one useful level
of system analysis being aware that there are subsystems not analysed. As to
spectral representation, we shall make use of:
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Fourier Transform: X(f) = F{x(t)} =

∞∫
−∞

x(t)e−jωtdt, ω = 2πf

Laplace Transform: X(s) = L{x(t)} =

∞∫
0

x(t)e−stdt, s = σ + jω

(3)

One significant difference between the two transformations is the different
integration range, making the one-sided Laplace transform adequate for causal
signals where x(t) = 0 for t < 0; the Fourier transform enables more illus-
trative signal spectra. Transfer function estimate is possible from the input-
output relation (2) above:

G(s) =
Y (s)
X(s)

(4)

Another approach makes use of a statistical transfer function estimate (Hütte,
1996):

Ĝ(ω) =
Ŝxy(ω)
Ŝxx(ω)

(5)

where Ŝxy(ω) and Ŝxx(ω) are the estimated auto- and cross power spectral
functions.

The overall SAGS4 system is a system of type 2 above (Fig. 2) with the two
parallel main subsystems for total acceleration and for kinematic acceleration.
These subsystems and their sub-subsystems will be studied in the sequel.
The total acceleration subsystem will directly make use of the above system
structures. The kinematic acceleration subsystem will make use of the ARMA
type system description.

3 The System

The general idea is to solve the above fundamental equation of kinematic
gravimetry (1) by observation in the simplest possible way, i.e. observe a and
b and take the difference in a common reference frame to yield g. The basics
of the practical realisation of the strapdown airborne gravimetry system were
published e.g. in Boedecker et. al (1999-2001).

A system hardware overview is given in Fig. 3. The total acceleration
vector a is sensed by a triad of four accelerometers with one duplicate in the
vertical channel. The attitude is sensed by a triad of gyroscopes aided by a
multi antennae GPS receiver (MA-GPS).

For the determination of b, two GPS receivers of high sampling rates are
available in the GPS assembly. Some details of these major components will
be explained in the corresponding subsections.
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Fig. 3. SAGS4 system.

The subsystems are all strictly time tagged, the data of all sensors are
recorded in the PCs for post processing. The SAGS4 total weight is some 30
kg. It does not require an operator. The total equipment may be mounted
to a light aircraft within a few hours. The subsystems proved their expected
performance, the whole system was approved safe by the German air traffic
authority for use in aircraft. It has been flight tested frequently in various
aircraft types. Currently (spring 2005), fine tuning of thermal control is un-
derway, afterwards it will be calibrated and flown operationally.

The various components of SAGS4 are mounted to different parts of the
aircraft (Fig. 3, right bottom). It has been tested that the mechanical struc-
tures are sufficiently rigid, i.e. the geometric lateral deformations are below 3
mm, probably much less. As to the torsion between MA-GPS, these are small
and are properly handled by means of the gyro-MA-GPS data fusion. As to
engine driven vibrations with small geometric amplitude, these are currently
being studied.

3.1 Total Acceleration

The total acceleration in our approach to strapdown airborne gravimetry is
sensed at the seat rails of the co-pilot’s seat of a light aircraft, where the
SAGS4-system is mounted. As mentioned above, this is part of a consistent
frame of the various components.

One important question is now, to what extent is the true total acceleration
vector of the aircraft, represented by the seat rails, sensed by the SAGS4 total
acceleration sensor. What is the transfer function in an important frequency
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band? We shall not be dealing with calibration problems, nonorthogonalities
etc. Rather, our interest focusses on the acceleration signal spectral properties.

For a number of reasons, e.g. for anti-aliasing at reasonable sampling rates
and for mechanical stress reduction to improve accelerometer performance,
we are using mechanical dampers and electronic analog filters. We shall study
the characteristics of these elements both from a synthetic approach and from
a signal input-output-analysis. The elements significant for this analysis are
shown in Fig. 4. The standard signal track is shown left, an experimental track
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Fig. 4. Total acceleration system

right. We realise, that the total acceleration observation subsystem structure
(track S) is of sequential type, see type 1 in Fig. 2.

Components

Track S – Standard: components

Damper for vibration isolation by Barrymount type SLM 1-A: The shock-
mounts (Fig. 5) are a combination of elastomer and air damping with a nat-
ural frequency around 10 Hz depending on air pressure and load. The load
for each is about 5 kg. The height change at flight dynamic conditions is less
than 1 mm.
Accelerometers Q-Flex QA-3000-030: The Q-Flex accelerometer’s resonance
frequency is beyond 1000 Hz. The response remains within 5 dB up to 2000
Hz, within 0.5 dB up to 300 Hz and within 0.01 dB up to 10 Hz. (Fig. 6).
Analog filter Kemo 1608: Low pass 8 pole -48dB/Octave Bessel type, cut off
(-3 dB) at 10 Hz (Fig. 7).
Analog-Digital-Converter ADC Burr Brown ADS 1210. The ADC is used at
100 S/s (samples per second), i.e. at a resolution of 22 to 23 bits (see com-
pany information) or, at the conversion factors implemented by the hardware,
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Fig. 5. Damper Fig. 6. Q-Flex transfer function
(Sundstrand Data Control, 1986).

about 1 · 10−5 m
s2 or 1 mGal. For experiments, we also used sampling rates up

to 500 S/s (Fig. 8, upper curve).
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Track E – Experimental: components

Accelerometer FZK-MKB: The 3D accelerometer is characterised by a damped
resonance frequency of > 500 Hz. Up to this frequency, the linear coefficient
is fairly constant (Wüstling, 1997).
Analog-Digital-Converter ADC: DAQPad-MIO-16XE-50 of National Instru-
ments. The analog values are sampled at sampling rates of 500 S/s and 16
bit.
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Analysis of Total Acceleration Observations Vertical Channel

The transfer function of the total acceleration system, see track S above,
may be studied by different approaches, for which we make use of the above
general and specific tools and information. The analysis is based on vertical
acceleration data.

Approach 1: Impulse response function

The transfer function of a system is equal to the frequency response of a Dirac
impulse. We have exerted an impulse in the form of a stroke with a hammer to
the SAGS4 ground plate, which was put on loose sand. The signal took track S
and likewise track E, that was also installed for this experiment. Sampling rate
for both tracks was 500 S/s. Figure 9, up, shows the power spectral density
function for track E, i.e. the spectrum without damping, which is considered
as representing the true input. As it should be, the spectrum of an impulse is
a constant. The lower curve shows the effect of damping particularly in the
higher frequencies.
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Fig. 9. Vertical acceleration: impulse response (up: track E, down: track S)

The left part of the lower curve deserves our special interest: Let us remem-
ber that the system of track S primarily constitutes a sequence of subsystems
– see Sect. 2; hence, the transfer functions of the subsystems add up. The
roll off between some 17 and 40 Hz is due to the analog Bessel filter, see
above, which acts as designed. In the frequency range between 2 ... 17 Hz,
the transfer function of the mechanical damper adds up. Its transfer function
is somewhat unexpected, because it has a bit of high pass characteristics. It
turned out that under the conditions of the experiment, the natural frequency
of the damper was close to 20 Hz. Above 40 Hz, the filter roll off has achieved
the general noise floor.



SAGS4 – StrapDown Airborne Gravimetry System Analysis 471

Approach 2: Statistical frequency domain system identification

Figure 10 (left) shows the PSD spectra taken during a flight with the light
aircraft. The upper curve is the PSD of the vertical channel of track E, sampled
at 500 S/s, taken as true input. The lower curve depicts the PSD of the vertical
channel of track S of SAGS4. Again, we see very nicely the filter effect in the
SAGS4-data. The transfer function estimate using (5) above, we obtain the
graph in Fig. 10 (right).
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Fig. 10. Vertical acceleration: PSD’s (left) and transfer function (right)

We recognise the similarity with the impulse response function above;
please note the different frequency ranges of the two figures. In both figures
we see a relative maximum around 15 Hz and a rolloff to noise floor above 40
Hz.

Approach 3: Subsystem synthesis

If we integrated our information on the subsystems transfer functions of track
S, we should end up with the same transfer function as shown above. As a
matter of fact, our knowledge on the transfer functions of the subsystems of
track S is poor. For a part of these, we could try to establish the transfer func-
tion by a system analysis of the sub-subsystem as indicated in Fig. 4 above.
However, this is in vain because also in this case we do not have sufficient
knowledge. For this reason, the sparse information on the subsystems of track
S such as the analog Bessel filter transfer function support our interpretation
of the analyses under Approach 1 and Approach 2, but they are not sufficient
for a subsystem synthesis.

Total Acceleration Subsystem Analysis Summary

We learned that the two approaches 1 and 2 above show good agreement for
the total acceleration observations system analysis. The discrepancies can be
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explained by different conditions of the practical experiments. The standard
sampling rate of 100 S/s is above the Nyquist rate and appropriate in view
of the pre-filtering. The behaviour of the mechanical damping was somewhat
unexpected. The dampers will be tested further with different pressures and
optimised for a target transfer function that permits a full spectral transfer
up to about 10 Hz because the flight kinematics spectra of a light aircraft
may go that far. Because of lack of information on some components, we
could not carry out a full subsystem synthesis. For similar reasons, we did
not study discrete systems transfer functions, as would have been adequate.
Nevertheless, the information on the subsystems helped us to understand
and interpret the total acceleration spectral transfer function. With minor
modifications for the mechanical dampers, we should be able to transfer a
bandwidth of 10 Hz signal and limit the noise above 45 Hz to -95 dB.

3.2 Kinematic Acceleration

Measuring gravity in airborne mode requires the separation of gravitational
from non-gravitational acceleration (1). To obtain gravity with an accuracy of
1 mGal, the aircraft acceleration must be measured within the same accuracy.
Because of the amplification of measurement noise by time differentiation, the
acceleration determination still shows errors of several hundred mGal using the
individual measurements. Since gravity changes slowly in horizontal direction,
filtering over pre-determined time periods deliver a contribution to reduce the
noise (Schwarz, 2001). Another contribution will be described below.

Hardware

The GNSS observation system consists of two receiver boards and a signal
splitter that divides the incoming GPS signal to both:

– Javad JNS100 single frequency board (L1), claims to provide raw data 50
times per seconds (S/s) and a carrier phase precision of 0.1 mm,

– Novatel OEM4-G2 dual frequency board (L1/L2), enables observations at
20 S/s raw data output rate with a specified carrier phase precision of
0.75/2.0 mm for L1/L2. A special firmware enables the use of 50 S/s.

Signals

Theory and experiment

The precision of code and carrier phase measurements largely depends on
how much noise accompanies the signals in the receiver’s tracking loops. This
noise either comes from the receiver electronics itself or is picked up by the
antenna along with GPS signals in the form of naturally produced electromag-
netic radiation. The most basic kind of noise is that produced by the random
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movement of electrons in any conductor with a temperature above absolute
zero. This thermal noise occupies a broad frequency spectrum and its power
in a given passband is independent of the passband’s centre frequency. Such
noise is referred to as white noise whereas all errors, which vary with time,
definitely are not white noise (Spilker, 1996). For characterisation of the code
and phase lock loops the bandwidth of the respective loop filter is a com-
mon parameter. It describes the passband of a linear system for white noise
(Eissfeller, 1997) and is chosen to balance noise performance against authentic
signal dynamics. Additionally, the order of the loop filter affects the dynamic
capabilities of the receiver. Hence, it could play a key role for the separation
of gravitational from non-gravitational acceleration in airborne gravimetry.

For the Javad single frequency board JNS100 it is possible to select band-
width and order of the delay lock loop (DLL) and phase lock loop (PLL) filter
so that these theoretical relations can be investigated by experiment. One
way to study the receiver’s performance is the comparison of the computed
GPS trajectory with measurements of an independent positioning device of
superior quality. Therefore, a lift with photoelectric scanning of a glass scale
enables a resolution of 50 S/s in time and 0.02 mm in length, has been em-
ployed. Using this lift it was tried to simulate the dynamics of light aircraft.
So several tests using different receiver settings for the phase lock loop filter
have been carried out. Because the JNS100 code tracking loop is aided by the
use of an estimate of the dynamics from the carrier tracking loop, the DLL
noise bandwidth needs only be wide enough to track the ionospheric diver-
gence between carrier phase and pseudorange and can be set to 1 Hz only.
Thus the PLL noise bandwidth must be wide enough for the tracking loop to
follow the authentic changes in the satellite user geometry.

All investigations in this section are based on the vertical component h of
the receiver trajectories, because ground truth H exists for this component
only. The effect of different receiver settings became visible by graphical com-
parison of the GPS trajectory and ground truth, so that the theory is first
confirmed by experiment (Fig. 11).

Model building

Only the common studies of measurement noise and dynamic capabilities
result in a realistic assessment of the receiver’s performance. Therefore a rep-
resentation of the essential aspects of the existing system in a usable form
is searched. Such a model does not need to be a description of the actual
mechanism of the system. It is also possible to mimic the system behaviour
(Eykhoff, 1974).

The GPS time series, represented by the vertical component h, are anal-
ysed using a statistical method that leads at first to a separation of the de-
terministic and the stochastic part. After trend elimination, the stochastic
structure of the resulting time series can be approximated by a model. The
idea is, that a time series consisting of highly correlated observations may
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Fig. 11. Graphical comparison of the GPS height component and ground truth
using different settings for the JNS 100 receiver

be generated by applying a series of independent ’shocks’ to a linear system.
If white noise εt is an input to a linear filter in order to produce a corre-
lated stochastic process, such a model is named autoregressive-moving aver-
age model (ARMA). Based on the fact that measurements are not perfect, the
deterministic trend elimination results in the sum yt of the stochastic part xt

and measurement noise vt. Therefore, the stochastic model is complemented
by white measurement noise to an enhanced ARMA model (EARMA):

yt = xt + vt = εt + b1εt−1 + · · · + bqεt−q − a1xt−1 − · · · − apxt−p + vt (6)

where a1, . . . , ap and b1, . . . , bp are called ARMA parameters. The order of the
EARMA process is (p, q). Only for this special case it is possible to estimate
the variances of measurement and system noise σv and σε simultaneous (Chen,
1996). The noise analysis using such a model in consideration of the selected
loop bandwidth reveals the receiver’s noise performance (Fig. 12, left).

Because the order of the loop filter affects the dynamic capabilities of a
receiver, the comparison of ground truth with the GPS time series in con-
sideration of the selected loop order will be used for the assessment of the
receiver’s dynamic capabilities (Fig. 12, right).

At last, the PLL noise bandwidth must be chosen to balance noise perfor-
mance against authentic signal dynamics. In total, it is an analysis tool for a
realistic evaluation of the receiver’s overall performance. For more details of
this type of model building see Stürze and Boedecker (2004).

Because of the double difference GPS processing strategy, all results are
affected by the configuration of the reference receiver. Hence, no absolute
values are available. The raw data update rate of the JNS100 receiver and
the reference receiver configuration stayed unchanged during all experiments.
Also the dynamics of experiments no. 1 and 3 to 6 was nearly the same. So the
changes of the rms values for measurement noise σv mostly depend on the PLL
noise bandwidth of the JNS100 receiver and are immediately visible (Table
1). Consequently, the smallest PLL noise bandwidth of 10 Hz leads apparently
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Fig. 12. Strategy of model building for evaluation of the receiver’s performance

to the best noise performance. However, the additional contemplation of the
rms value of the difference between ground truth and GPS height component
rms(H − h) shows that the best quality of phase measurements is achieved
with a PLL order of 3 and a PLL noise bandwidth of 30 Hz. A comparison
of experiments no. 1 and 2 reveals that movements of the aviation antenna
are barely visible in the values of σv whereas the rms(H − h) reflect the
movements. This means that the variance of measurement noise, estimated
during the EARMA modeling procedure, contains white noise only as defined
and a PLL order of 2 is not sufficient to follow all movements of the lift.

Table 1. Configuration of the Javad GPS board JNS100 during different experi-
ments and results of model building in form of the rms values of measurement noise
and of the difference between ground truth H and GPS height component h

Experiment no. 1 2 3 4 5 6

static/kinematic mode kin stat kin kin kin kin
raw data update rate [S/s] 50 50 50 50 50 50
PLL order 2 2 2 3 3 3
PLL bandwidth [Hz] 25 25 50 10 30 50
σv [mm] 1.4 1.8 2.6 0.6 1.6 2.6
rms(H − h) [mm] 6.5 4.7 6.2 8.3 5.2 5.4

As shown, the strategy of model building mentioned above leads to a real-
istic evaluation of the receiver’s overall performance. With the same procedure
the influence of the signal splitter was investigated; no noise amplification was
detected. After all, the investigation of the Novatel OEM4-G2 dual frequency
board indicates the PLL noise bandwidth in case of the standard firmware is
a wider one than in case of the special firmware, which enables observations
at 50 S/s.
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Completing, it should be mentioned that the system analysed in this case
includes both, reference and rover receiver with their parallel channel sub-
systems (type 2 in Fig. 2). Therefore, the individual channel subsystem is an
unobservable system (type 4 in Fig. 2).

Signal Processing

The kinematic acceleration shall be determined now from discrete-time sig-
nals of a single receiver, which include only the noise contributions of this
one. Starting point of signal processing, which is pictured exemplary for the
velocities in Fig. 13, are the best quality observations regarding the dynamics
of lift experiment no. 5.

of errors
Correction 

Single differencing
of corrected
carrier phases

Adjustment for 
satellite velocities

Implementation of
LMS solution for
velocity estimation

corr corr&adj
vestcorr

Transferfunction
1.) Estimation
2.) Adaptation

Optimal differentiator design

H (ground truth)h (gps)

Fig. 13. Experimental signal processing strategy, exemplarily for the determination
of velocities using GPS carrier phase observations φ

Since pseudorange measurements for the position solutions and carrier
phases for deriving range rates and accelerations are used, some errors in the
raw observations φ can be eliminated. They are the errors in satellite clock
and propagation effects in the ionosphere and troposphere.

The optimal differentiator design is important for an accurate velocity and
acceleration determination. An intuitive approach to estimate a derivative of
a noisy discrete-time signal is by fitting a curve to it and differentiating this
curve fit. The amount of smoothing will be a function of the order of polyno-
mial and the length of the sliding window. The attempt to find a suitable filter
design consists of two steps. At first, a transfer function estimation (5) shall
represent the relation between observation and ground truth in the frequency
domain. Because the GPS height determination is mostly affected by atmo-
spheric effects and geometric deficiencies and ground truth exists only for the
vertical component, both are acting as input and output respectively. Sec-
ond, in order to find a compromise between the noise level reduction and the
spectral resolution of the differentiated signal, this real input-output relation
will be approximated using a Savitzky-Golay smoothing filter. The resulting



SAGS4 – StrapDown Airborne Gravimetry System Analysis 477

differentiator design shall preserve the pertinent high frequency components
of the carrier phase observations during differentiation (Fig. 13 top).

Both, the satellite velocities and accelerations can be obtained from the
derivatives of Chebyshev-approximated precise ephemerides.

The formulation of the stochastic model is based on the assumption that
the relationship between satellite zenith distance z and system noise can be
modelled by the weighting function w(z) = cos2 z.

This procedure is performed using GPS observations at both, 10 and 50
S/s. The resultant vertical accelerations compared with the derivatives of
ground truth heights H are displayed in the time and the frequency domain
(Fig. 14).
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Fig. 14. Graphical comparison of the vertical acceleration component, derived from
ground truth and from GPS carrier phase observations at different sampling rates
(left: 10 S/s; right: 50 S/s); time and frequency domain

The potential of this procedure is not utilised in this experimental way,
because the individual error behaviour isn’t considered. Nevertheless it is ap-
parent that increasing of the raw data update rate from 10 to 50 S/s alone
leads to an improvement of the kinematic acceleration resolution.

3.3 Signal Fusion

After passing the total acceleration and the kinematic acceleration through
the referring sensor subsystems (Sect. 3.1, 3.2) they will undergo data fusion
according to g = a − b. The further procedure is beyond the scope of this
paper.
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Hütte, Czichos H (Hrsg.) (1996) Die Grundlagen der Ingenieurwissenschaften.
Springer, Berlin Heidelberg New York
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Further Development of a High Precision
Two-Frame Inertial Navigation System

for Application in Airborne Gravimetry

Tim H. Stelkens-Kobsch

Institute of Flight Guidance, Technical University of Braunschweig,
Hermann-Blenk-Strasse 27, D-38108 Braunschweig, Germany
t.stelkens@tu-bs.de

Summary. The Institute of Flight Guidance (IFF) of the Technical University of
Braunschweig (TU BS) is involved in the development of airborne gravimetry since
1985. Fundamental examinations of airborne gravimeters were carried out between
1991 and 1993. In 1998 a high-precision two-frame inertial platform and a gravimeter
sensor were purchased and modified for airborne application in cooperation with the
Russian manufacturer Elektropribor.

Successful flight tests have been executed in the recent years. So far the resolution
achieved is 2 km with a standard deviation of 3mGal1 (resp. 5 km, 1mGal).

The two-frame inertial platform was extended to a three-frame INS by mounting
a ring laser gyro on top of the platform. The gyro provides an additional degree of
freedom (yaw) around the vertical axis.

Since 2001 the IFF was involved in the programme GEOTECHNOLOGIEN
funded by the German Federal Ministry of Education and Research. The goal of the
project, which ended in 2005 was to develop an airborne gravimetry system with a
resolution of 1mGal for wavelengths of 1 km.

Key words: Airborne gravimetry, gravimeter, inertial platform

1 Introduction

The variation of local gravitational acceleration is an indication for changes in
density of the Earth’s crust. These changes in density are both scientifically
and economically very interesting for geophysics, geodesy and for exploration
purposes (Fig. 1). Methods of gravimetry are usually applied in order to spec-
ify reference heights for land surveying, to investigate the geological structure
of the subsurface or to explore occurrences of drinking water, oil, natural gas
and other resources. In the high resolution range from wavelengths between
1 to 70 km the knowledge of gravitational anomalies is generally very small.

1 1mGal =10−5 ms−2
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Today, large areas of the Earth are still hardly explored regarding this wave-
length band, as for example parts of Africa, Asia, South America (especially
the Amazon area) or the Antarctic region. Especially for this accuracy range
airborne gravimetry is an effective and economical tool.

Fig. 1a. Required accuracy of geo-
physics (Hein, 1995)

Fig. 1b. Required accuracy of geodesy
(Bruton, 2000)

Airborne measurements are especially of interest for regions which cannot
at all (or only with substantial difficulties) be attained by land vehicles or
ships. A further crucial advantage of airborne gravimetry is the possibility of
being able to measure large surfaces fast and at low cost.

Potential customers for airborne gravimetry can be essentially divided into
two groups. These are national and international

• institutions/research establishments as well as
• exploration companies.

The task of land surveying authorities is, among other things, to determine
the surface of a country by a sufficient large number of coordinates of fixed
points. In order to achieve the demanded accuracy and resolution the spacious
curvature conditions of the Earth and their exterior gravity field must be con-
sidered. The research institutions cover problems of basic research about the
structure of the Earth and important questions for the precaution of existence
(e.g. investigation of geological structures in cultivated areas, volcanic dynam-
ics, geoid for measurement and cartography, ...). Thus extensive international
programmes for the gravimetric determination of the geoid are (and will be)
carried out in order to permit meaningful transfer of altitude information with
GNSS systems. For these purposes different satellite-based Earth observation
programmes (CHAMP, GRACE, GOCE) were started, which, however, can
resolve only anomaly wavelengths over 70km for physical reasons. In order
to evaluate the data from satellite missions, reference surfaces are necessary,
which can be provided by airborne gravimetry.
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Terrestrial gravimetry is very expensive and time consuming, thus not
practicable for this application. In contrast airborne gravimetry supplies an
extremely economic and competitive alternative.

The situation in regard to the exploration of raw materials is similar. Con-
sidering the increasing scarceness of resources, a large, world-wide need exists
for economical investigation of new deposits (e.g. oil, copper, other resources).
Here, a profitable operational area opens up for airborne gravimetry.

The IFF is involved in the development of a gravity measurement system
using an inertial platform, a gravity sensor, a barometric sensor and kinematic
differential carrier phase based GPS positioning.

The two basic approaches for specific force measurement use strapdown
inertial systems (Wei and Schwarz, 1998) or platform inertial systems (Ole-
sen, Forsberg and Gidskehaug, 1997). Damped inertial platforms are typical
for commercial airborne gravimetry systems. The vertical stabilisation of the
gravity sensor is one of the fundamental problems, which has to be solved in
airborne gravimetry based on inertial platforms. The accuracy of vertical spe-
cific force measurement depends on the performance of the vertical accelerom-
eter and the levelling accuracy of the inertial platform. Aircraft dynamics and
flight manoeuvres affect the accuracy of vertical specific force measurement
via platform levelling errors.

To carry out airborne gravimetry research at the IFF, a Russian gravime-
ter (Chekan-A) was acquired, modified and successfully put into operation
onboard the experimental twin-engine turbo-prop aircraft Dornier Do 128-6.
The platform was originally designed to be installed in submarines and was
developed at the Central Scientific & Research Institute Elektropribor.

In this study the evolution of the gravimetry system will be described.

2 Platform Description

Beside the sensors for altitude measurement the inertial platform is the deci-
sive item of the sensor package necessary for airborne gravimetry. The plat-
form supplies both the acceleration signal necessary for determination of grav-
ity anomalies and data necessary for different corrections. The measuring sys-
tem supplied from the Russian manufacturer Elektropribor consists of two
main parts: a control unit and a gyro-stabilised platform. In Fig. 2a the two
components are shown mounted in the experimental aircraft of the IFF.

The inertial platform ensures stabilisation of the gravity sensor’s sensitiv-
ity axis in vertical direction. It is designed as a two-axes gyro stabiliser with
a two-degree-of-freedom gyro and a gearless servo drive. Outer and inner ro-
tating gimbals are supported by precise bearings and their axes are aligned
parallel to longitudinal and lateral vehicle axis correspondingly. A set of sen-
sors is installed on the platform. A highly sensitive accelerometer (gravity
sensor, Fig. 2b) is located in the centre and measures vertical acceleration.
Two further accelerometers are mounted in the horizontal plane and provide
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data for platform levelling. Each gimbal axis is provided with an angular po-
sition transducer and a brushless torque motor.

Fig. 2a. Gravimeter in test aircraft Fig. 2b. Inertial gravimeter platform

To compensate the influence of Earth rotation ΩE and the relatively large
drift (D =3◦ h−1) of the stabilising gyro, the platform was originally controlled
with an analogue internally damped stabilisation loop. However, this kind of
levelling loop does not meet the requirements for airborne gravity measure-
ment systems. After high dynamic course manoeuvres like turning flights, the
analogue controller needs unacceptable long to realign the platform. Therefore
this control was upgraded with a digital controller, which creates an additional
degree of freedom (yaw) for the platform around the vertical axis. The azimuth
information is acquired from a ring laser gyro, which is installed on top of the
platform. In other words, by use of GPS-measurements and a heading gyro a
three-axis-platform is established with a strapdown calculation.

3 Modelling of the Gravimeter

The central element within the system is the gravity sensor (Fig. 3a). The sens-
ing element consists of two identical torsion frames with pre-stressed quartz
filaments. Each filament holds a pendulum with a mass and a reflector. The
pendulums are inversely arranged to minimize cross coupling effects.

The torsion frames are mounted on a carrier which also holds a reference
prism. A change of gravity causes a change of the pendulum angle according
to ξ = C×dg. C describes the sensitivity of the quartz filament.

To enhance attenuation of the vibratory pendulum system the entire con-
struction is installed in a case which is filled with a viscous fluid.

Due to the viscosity the occurrence of friction between pendulums and fluid
has to be considered. The basic approach is the Newtonian law of friction
(Kaufmann, 1963). Besides the friction also buoyancy of pendulums in the
fluid occurs. Steady state equilibrium results from the torsional moment of
quartz filaments, the weight of masses and buoyancy inside the fluid. The
angle ξ0 is the steady state deflection of the pendulum.
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Fig. 3a. Construction of gravity sensor Fig. 3b. Modelling of gravity sensor

The mathematical description for a pendulum in viscous fluid (Fig. 3b) is:

mlmξ̈ = −cξ −
l∫
0

q (x) xdx

+m (δg − az) lm cos (ξ + ξ0)+maxlm sin (ξ + ξ0).
(1)

Here δg describes a change in gravity and az is the vertical kinematic
acceleration. According to the specification of viscous fluids follows:

l∫
0

q (x) xdx =
(
d1µ + d2

∣∣∣ξ̇∣∣∣) ξ̇. (2)

In (2) parameter d1 describes friction and parameter d2 describes drag.
With (2), (1) can be written as:

ξ̈ + 1
ml2m

(
d1µ + d2

∣∣∣ξ̇∣∣∣) ξ̇ + c
ml2m

ξ= cos(ξ+ξ0)
lm

(δg − az) + sin(ξ+ξ0)
lm

ax. (3)

Experiments demonstrated that pressure drag can be neglected in com-
parison to friction drag. This means d2

∣∣∣ξ̇∣∣∣ � d1µ and therefore d2

∣∣∣ξ̇∣∣∣ will be
neglected in the following.

Equation (3) can now be written as:

ξ̈ + d1µ
ml2m

ξ̇ + c
ml2m

ξ= cos(ξ+ξ0)
lm

(δg − az) + sin(ξ+ξ0)
lm

ax. (4)

The system has two cut-off frequencies. As the system cannot sample very
high frequencies the influence of ξ̈ can be neglected. This leads to a simplified
equation which describes the sensor as a low pass:

d1µ
c ξ̇ + ξ= mlm cos(ξ+ξ0)

c (δg − az) + sin(ξ+ξ0)
c ax. (5)

In Fig. 4 the observed output signal of the gravity sensor is shown in
comparison to the developed model.
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Fig. 4. Gravity sensor output signal

4 Platform Stabilisation

To achieve a gravity measurement accuracy of 1mGal onboard a light fixed-
wing aircraft under the influence of horizontal accelerations (turbulence of air)
a sophisticated platform levelling is required. This requirement can hardly be
met by commercially available inertial platforms. Even the magnitude of hor-
izontal acceleration is about 1m s−2, dependent on air turbulence conditions.
For a Schuler-tuned inertial platform accelerometer biases must be less than
5×105 ms−2 in order to achieve the demanded levelling accuracy. Gyro drifts
must be less than 0.001◦ h−1 (Zhang, 1995). This grade of inertial sensors is
either not commercially available or too expensive to be used in civilian ap-
plications. To solve this problem, new techniques of using GPS measurements
for damping the platform oscillation have been developed at the IFF in the
recent years.

4.1 Velocity-Aided Platform

Inertial platform levelling errors can be physically damped by feeding reference
measurements into the platform levelling loop. The advantage of this approach
over internally damped platforms is to provide the vertical accelerometer with
a more stable environment and to physically reduce influences of horizontal
accelerations on the measurement of vertical specific force.

In Fig. 5 the diagram of a levelling loop is shown, which is physically
stabilised by GPS-velocity since there is no better reference system to date.
Dashed lines in the diagram represent a physical feedback path of the gravity
signal due to platform mislevelling and a forward path of local level frame
rotation due to system movement and Earth rotation. The other part of the
diagram is feeding velocity back into the platform levelling loop. The level-
ling error εx is defined as the platform mislevelling with respect to reference
ellipsoid. The Laplace transformation of the levelling error is (Fig. 5):

ε̂x =
D̂s − B̂

R (1 + F (s)) + s
RF (s) δV̂ref

s2 + g
R (1 + F (s))

, F (s) = k
TDs + 1
TIs + 1

, (6)
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where s is the complex frequency of the Laplace transformation, g is the
magnitude of gravity and R is the average Earth radius.

Fig. 5. Levelling loop of the platform stabilised by GPS-velocity (East-channel)

Equation (6) shows that the levelling error is not affected by system ac-
celeration and the levelling loop can be stabilised by choosing values of TD,
TI and k. The characteristic polynomial n(s) can be written in dependency
of controller gains and Schuler frequency ωS :

n (s) = TIs
3 + s2 + ω2

S (TI + kTD) s + (k + 1)ω2
S . (7)

This equation has three Eigenvalues. The optimal behaviour of the plat-
form is achieved, if the three poles of the characteristic polynomial are located
on the left part of a circle with the radius ω0.

The levelling loop is a low pass filter for accelerometer biases and a band-
pass filter for gyro drift and GPS velocity. Errors within the frequency range
close to natural frequency have major effects on platform levelling errors.

4.2 Position-Aided Platform

In normal operation GPS velocity shows a time delay in relation to INS ve-
locity due to complex signal processing in the GPS receiver. An inaccurate
determination of this delay causes an excitation of the platform, which in turn
causes an enlargement of platform misalignment.

The time delay problem is basically treated, as the position information of
GPS is used as reference for the platform. The position information received
from GPS has a time delay of an order of magnitude smaller than the velocity
information. Furthermore it is exactly assignable.

In order to carry out a control based on position information, the control
loop must be changed as indicated in Fig. 6 (north channel). The problem of
platform control on position basis is the stabilisation of the control loop. Now
three integrations have to be performed and therefore it tends to be instable.
The influence of the additional integrator must be compensated by a suitable
selection of the filter G(s). For the represented block diagram the following
transfer function results for levelling errors of the platform:
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Fig. 6. Levelling loop of the platform stabilised by GPS-position (North-channel)

ε̂y =
D̂s2 − B̂

R

(
s + G(s)

R

)
+ s2 G(s)

R δϕ̂ref

s3 + g
R

(
s + G(s)

R

) . (8)

The characteristic polynomial n(s) becomes:

n (s) = (s + ω0)
(
s2 + 2ζ1ω0s + ω2

0

)(
s2 + 2ζ2ω0s + ω2

0

)
. (9)

The conditions regarding the critical band close to the natural frequency
are almost the same as for velocity based control, but the delay of the system
is now much smaller. Therefore the control on basis of position information
outperforms the velocity based control.

4.3 Initial Alignment

The task of initial alignment is to level the platform and to find the azimuth
angle. In addition, gyro drifts can be calibrated during alignment. After initial
alignment, the platform is switched to navigation mode and is ready for gravity
survey.

To obtain accurate alignment results, fine alignment and gyro calibration
have to be performed. Velocity can be determined using (10):

u = g (ΩE cosϕ (sin ψ − sinψs) + Dy)
s2 + g

R (1 + F (s))

v = g (ΩE cosϕ (cosψ − cosψs) − Dx)
s2 + g

R (1 + F (s))
,

(10)

where ϕ is the geodetic latitude, ΩE is the Earth rotation, u and v are the
horizontal velocity components, Dx and Dy are the components of gyro drift.

In steady state and under assumption of constant gyro drift during fine
alignment velocity signals are recorded as:

u∞ = R
1+k (ΩE cosϕ (sin ψ − sin ψs) + Dy)

v∞ = R
1+k (ΩE cosϕ (cosψ − cosψs) − Dx),

(11)
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where ψ and ψs are true azimuth and estimated azimuth in coarse align-
ment, respectively.

After a measurement the platform is turned by a certain angle ∆ψ in
azimuth and the levelling step is repeated. Using velocity data obtained from
the two orientations (u1∞, v1∞ and u2∞, v2∞), both the azimuth at the two
orientations and the constant components of gyro drift can be estimated. The
azimuth of the second orientation can be computed using (12):[

sin ψ
cosψ

]
=

[
1 − sin ∆ψ

1−cos ∆ψ
sin ∆ψ

1−cos ∆ψ 1

][
b1

b2

]
, (12)

where [
b1

b2

]
=

1 + k

2RΩE cosϕ

[
u2∞ − u1∞
v2∞ − v1∞

]
. (13)

If constant components of gyro drift were determined beforehand and then
compensated, the azimuth can be obtained after setting the first orientation:

sinψ = (1+k)u∞
RΩE cos ϕ + sin ψs

cosψ = (1+k)v∞
RΩE cos ϕ + cosψs

. (14)

Using the azimuth obtained from (14) in (11) the constant gyro compo-
nents can be calculated with:

Dx = ΩE cosϕ (cosψ − cosψs) − (1+k)v2∞
R

Dy = ΩE cosϕ (sin ψ − sin ψs) − (1+k)u2∞
R

(15)

The levelling accuracy is mainly limited by accelerometer biases. If gyros
and accelerometers are well calibrated, the platform can be levelled within
2 ” in steady state. The constant components of gyro drift can be calibrated
with an accuracy of 0.03◦ h−1 and the azimuth angle can be calculated with
an accuracy of 30 ”.

5 Further Development of the System

During the expired project in the programme GEOTECHNOLOGIEN the
demand for an even better platform levelling came up in order to achieve the
high goal of 1mGal accuracy. On this account a Kalman filter for platform
levelling was developed. Furthermore a possibility for increasing the accuracy
in determination of flight altitude was investigated.
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5.1 Platform Levelling with a Kalman Filter

As the platform has been extended by an additional degree of freedom around
the vertical axis a levelling loop similar to those used in integrated navigation
systems can be set up. For this reason a simulation of the entire system was
developed at the IFF. This system includes a Kalman filter with 13 state
variables. The levelling loop principle is shown in Fig. 7.
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Fig. 7. Scheme of the Kalman filter Fig. 8. Comparison of levelling methods

Simulation results exhibit much better performance for a levelling algo-
rithm on base of a Kalman filter. A comparison between the control described
in Sect. 4.1 and the Kalman filter control is shown in Fig. 8. Levelling errors
of the Kalman filter are magnitudes smaller.

5.2 Aiding the Determination of Altitude with a Statoskop

All gravimetry systems have in common that influence of air turbulence makes
a determination of gravitational anomalies almost impossible, even in calm air.
The wavelengths of anomalies to be determined lie in the same wavelength
scope as the disturbing turbulences. A simple example shall clarify this.

Atmospheric turbulence with an intensity of σw = 0.5 ms−1 is called ’calm’
by the pilot. The characteristic wavelength Lw particularly depends on the
stability of atmosphere (Richardson number) (Hinze, 1975) and flight altitude.

Vertical acceleration of an airplane as a reaction on vertical turbulence
corresponds to a band-pass filter, where the typical wavelength of the aircraft
L = TV (T , L: airplane-typical time constant and wavelength, respectively)
and the characteristic wavelength Lw of the turbulence constitute the cutoff
frequencies. The variance of airplane vertical acceleration may be calculated
by Parseval’s theorem (Schänzer, 1985):

σ2
ḧ

=

(
V
L

)2
1 + Lw

L

σ2
w. (16)
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For small turbulence σw = 0.5 ms−1and the example airplane Do 128 with
an airspeed V = 50 ms−1, vertical accelerations like shown in Table 1 result
in dependence of turbulence wavelength r.

Table 1. Vertical accelerations in dependence of turbulence wavelength r

r [m] ḧ [m s−2] ḧ [mGal]

2 5×10−3 500
20 5×10−2 5000
200 5×10−1 50000
2000 5×10−2 5000
20000 5×10−3 500
200000 5×10−4 50

The largest vertical accelerations arise at turbulence wavelengths between
L and Lw (Fig. 9). Depending on type and configuration of the aircraft, flight
altitude and stability of the atmosphere this results in the range between
150m and 400m (Schänzer, 2000).

Fig. 9. Power density spectrum of aircraft vertical acceleration in turbulent air

Even at a turbulence wavelength of 20 km, the disturbing accelerations
arise to 500mGal. For a measuring accuracy of the gravitational anomalies
of 1mGal this amounts to a signal to noise ratio of 500:1. With conventional
low-pass filters, even if digitally realized, gravitational anomalies cannot be
determined reliably. In order to improve this, further actions have to be taken.

The undesirable influence of turbulence can be reduced (but not elimi-
nated) by flying at calm air (daily edge times, zero wind), in low altitude
(H < 200 m), with low airspeed and with a high surface load of the airplane.

The necessary altitude resolution in order to dissolve gravity anomalies
of 1 km wavelength can be estimated, if sinusoidal turbulence is varied with
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different wavelength. The vertical acceleration of the aircraft along the flight
path x is then likewise sinusoidal:

ḧ = ḧ0 sin
(

2π
V t

λ

)
. (17)

This results in a change in altitude:

∆h =
(

λ

2πV

)2

ḧ. (18)

If the permissible error of the accelerometer is in the range of ∆ḧ = 1 mGal
the accuracy of altitude determination has to be as shown in Fig. 10. Following
this, extreme demands are made on measurements of altitude (1 mGal for 1 km
⇒ ∆h = 0.1 mm). This cannot be achieved at present with DGPS phase mea-
surements or barometric determination of altitude. Thus, possibilities must
be found to substantially increase the resolution of altitude determination.

Fig. 10. Necessary resolution of an altitude sensor for 1 mGal accuracy

All systems used in airborne gravimetry consist of two sensors. One sensor
determines the position the other kinematic acceleration. For the combination
of signals correct phasing is extremely important, since a phase shift of sensor
signals makes a determination of anomalies impossible. Furthermore sensor
characteristics change during measurements which typically last 2 to 3 hours.
This must be considered and appropriate countermeasures applied.

The main research topic for the high precision barometric altitude de-
termination was the improvement of the pressure measurement itself which
included the modelling of the sensors. For the differential pressure transducer
both a static error model as well as a model for the dynamic behaviour was
set up. Steady temperature changes of the reference volume cause the largest
error in the sensor system. To compensate the drift following these changes
an active volume control was installed in the Statoskop. The modelling of the
thermodynamic behaviour of the reference volume was a major topic in the
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work. It included the heat transfer as well as the dynamic model of the tem-
perature sensors. A real time use of the temperature signal was impossible
due to the high time constant. Therefore a model for the temperature inside
the reference volume was build which is based on the measurement of ambient
temperature and other parameters.

Using these models a significant improvement of the pressure measure-
ment was reached. A reduction of the signal noise and an improvement of the
resolution by two orders of magnitudes was reached. Due to the measurement
principle the absolute accuracy of the Statoskop corresponds to the accuracy
of absolute pressure transducers. The influence of variation of meteorological
parameters such as humidity and temperature was not investigated yet, but
has significant impact on the accuracy of altitude measurements.

In Fig. 11 altitude measurements of the Statoskop, a common absolute
pressure transducer and GPS are shown.

Fig. 11. Comparison of Statoskop, absolute pressure sensor and GPS

5.3 Aiding the Platform Control with Phase Based Kinematic
DGPS

For applications of airborne gravimetry systems based on gimballed inertial
systems an exact horizontal alignment of gimbals is of essential importance.
Even attitude control errors of a few arc seconds invoke erroneous gravity
measurements. At the IFF, a control with a Kalman Filter is investigated,
augmented by GNSS data based on phase measurements in real-time. There-
fore correction data has to be received in-flight and processed by the naviga-
tion algorithm. In the FRG, the satellite positioning service of the German
Survey Department (SAPOS) is suitable in this context. The correction data
is transmitted via the GSM network and can be received with modified com-
mercial off-the-shelf (COTS) mobile phones. For applications outside of GSM
networks a transportable reference station may be used.
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6 Results

At the IFF, investigations of airborne gravimetry have been carried out for
approx. 25 years. In the course of these investigations the concept of a refed
complementary airborne gravimeter was developed (patent no. 40 13 570,
announced to 27th April 1990) and examined systematically in extensive sim-
ulations (Schänzer, 2000), (Abdelmoula, 1998a), (Abdelmoula, 1998b). In the
DFG project Scha 334/6-1 this new concept of a gravimeter was simulated
in combination with a real airplane model (5-point model), air-turbulence
and simple analytic gravitation models. During the SFB 420, subproject B4
’Fluggravimeter’, a highly exact, platform-based gravimeter was procured, in-
stalled and tested in the experimental aircraft Do 128-6 of the IFF under use
of the patented concept. The attainable resolution of anomalies was increased
to 5-6 km with a standard deviation of expectation errors of 1mGal.

With funds of the SFB 420 an azimuth gyro was acquired, which was incor-
porated into the system in the context of the GEOTECHNOLOGIEN-project
’Entwicklung der Fluggravimetrie unter Nutzung von GNSS-Satellitenbeo-
bachtungen’ (Development of Airborne Gravimetry Using GNSS Satellite Ob-
servations). Thus a three-frame-platform could be created from the two-frame-
platform with a strapdown calculation. The additional rate information per-
mits a substantial shortening of the time needed for levelling of the platform
after dynamic flight manoeuvres. Furthermore, a self-sufficient operation of
the gravimeter is possible, which improves its operational serviceability.

In comparison with static references, the obtained results of airborne grav-
ity measurements correspond well (Fig. 12).

51.8 52 52.2 52.4 52.6 52.8 53 53.2
0

10

20

30

40

50

60

70
flight: 25.11.2004; north south leg

latitude [°]

an
om

al
y 

[m
G

al
]

measured data
reference

51.6 51.8 52 52.2 52.4 52.6 52.8 53
10

0

10

20

30

40

50

60

70
flight: 25.11.2004; south north leg

latitude [°]

an
om

al
y 

[m
G

al
]

measured data
reference 

Fig. 12. Comparison of measurement data with reference data

The pressure measurement with the Statoskop could be improved dur-
ing the preceding GEOTECHNOLOGIEN-programme. These improvements
were reached by detailed modelling of the thermodynamic procedures in the
reference volume and refer mainly to the pressure measurement itself.



Enhancement of a Navigation System for Airborne Gravimetry 493

The investigations showed that variation of meteorological parameters such
as air temperature and humidity have substantial influence on attainable ac-
curacy of barometric altitude determination. For this reason further investi-
gations of meteorological parameters are essential.

Only after correction of these meteorological influences on measurements
the barometric altitude may be filtered appropriately with GPS altitude.

The principal purpose of the preceding joint project (1mGal for 1 km)
was not fulfilled and is still an extremely fastidious task. The demand of the
geodetic community was, however, not fulfilled internationally by any research
group or institution so far. During the project it became clear that the target
may be achieved by an increased quality of platform levelling, by optimisation
of evaluation algorithms and, particularly, by an extraordinary increase in the
accuracy of altitude determination (Fig. 10).

Acknowledgement. This is publication no. GEOTECH-172 of the programme GEO-
TECHNOLOGIEN of BMBF and DFG, Grant MGS/F0340B
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