
Chapter VIII 

Level-2 Large Deviations for I.I.D. 
Random Vectors 

VIII. 1. Introduction 

Theorem II.4.3 stated the level-2 large deviation property for i.i.d. random 
vectors taking values in W^. This theorem follows from the results contained 
in Donsker and Varadhan (1975a, 1976a), which prove level-2 large devia
tion properties for Markov processes taking values in a complete separable 
metric space. ̂  In Chapter VIII, we will give an elementary, self-contained 
proof of Theorem II.4.3 in the special case of i.i.d. random variables with 
a finite state space. This version of the theorem was appUed in Chapter III 
to study the exponential convergence of velocity observables for the discrete 
ideal gas with respect to the microcanonical ensemble [Theorem III.4.4]. 

Theorems II.5.1 and II.5.2 stated contraction principles relating levels-1 
and 2 for i.i.d. random vectors taking values in U^. In the chapters on 
statistical mechanics, the contraction principles were applied only in the 
case d= I. Proofs for this case are given in Section VIII.3. We save for 
Section VIII.4 the more difficult proofs of the contraction principles for 
d>2. Section VIII.4 can be skipped with no loss in continuity. 

VIII.2. The Level-2 Large Deviation Theorem 

We consider a sequence of i.i.d. random variables X^, X2, . . . with a finite 
state space F. F is topologized by the discrete topology. The Borel cr-field 
^ (F ) of F coincides with the set of all subsets of F. The empirical measure 
L„{cD, •) = n~^ Y^j^i <̂ A:(CO)(*)? n= \,2, . . . , takes values in the space Jf{T), 
which is the set of probability measures on ^ (F) . The topology on JUT) 
is the topology of weak convergence. The following theorem is Theorem 
II.4.3 for the case of a finite state space. 

Theorem VIII.2.1. Let X^, X2, . . . be a sequence 0/i.i.d. random variables 
which take values in a setT = {x^,^2, . . . , x j with x^ < X2 < • * • < x^. Let 
peJiiX) be the distribution of X{, we assume that each p^ = p{xj > 0. If 
V = YJ=I ^A- ^^ ^ probability measure on J^(F), then define the relative 
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entropy ofv with respect to p by the formula 

/<^'(v)=Xv,.log^. 

The following conclusions hold. 
(a) [Q^n^^], the distributions on Ji{r) of the empirical measures {L„}, have 

a large deviation property with a„ = n and entropy function I^^\ 
(b) Ip^\v) is a convex function of v. Ip^\v) measures the discrepancy 

between v and p in the sense that Ip^\v) > 0 with equality if and only ifv = p. 

Part (b) of the theorem was proved in Proposition 1.4.1. If ^ is a nonempty 
subset of ^ ( F ) , then Ip^\A) denotes the infimum of/̂ ^^ over A. I{(j)) equals 
00. In order to prove part (a) of the theorem, we must verify the following 
hypotheses. 

(i) Ip^\y) is lower semicontinuous on Ji{r). 
(ii) /p^ (̂v) has compact level sets in JiiX). 
(iii) lim sup„_^ w"̂  log Q^^^K) < - I^^\K) for each closed set K in Ji{Y). 
(iv) liminf„^^ n'^ log Q^^\G} > -I^p^\G) for each open set G in Ji{T). 

The set JiiX) with the topology of weak convergence is homeomorphic 
to the compact convex subset of W consisting of all vectors v = (v^, . . . , v̂ ) 
with v̂  > 0 and ^-=1 v̂  = 1; that is, v„ => v in Ji{T) if and only if the corre
sponding vectors converge in W. Let Ji denote this compact convex subset 
of W. Since /p^ (̂v) is continuous relative to Ji, hypotheses (i) and (ii) follow. 
The vector in Ji corresponding to the empirical measure L„(a;, •) is the vector 
L^{oji) whose /th component is L^ioj, {-̂ i})- The next theorem establishes a 
large deviation property for the distributions {2i^^} of {L„(co)} on IR''. The 
entropy function /(v) equals I^^\v) for veJt and equals oo for veW\Ji. 
Hence 

limsup-logSi^^l^} < -I{K) = -Iji'KKnJ^) for each closed set A: in r , 
ẑ->oo H 

lim inf-log Qi^^iG} > - 1(G) = - n^\G n J^) for each open set G in W. 
n^ao n 

Since the support of Q\^^ is contained in J^, Q^^^A] equals Q^n'^{A n , 
for any Borel subset A of W. As the topology on Ji is its relative topology 
as a subset of 1R̂  the last display impHes that 

lim sup - log Q^^\K] < - Il^\K) for each closed set K in ^ , 
n^oo n 

lim inf-log Qi^\G} > -I^^KG) for each open set G in Ji. 
n->oo n 

These inequalities yield hypotheses (iii) and (iv) above. 
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Theorem VIII.2.2. Let Qj,̂ ^ be the distribution of the random vector L„(co) on 
W. Then the sequence {gj,^^;« = 1,2, . . . } has a large deviation property with 
a^ = n. The free energy function c(t) and the entropy function I(v) are given by 

^P/\v) forveJ^, 

too forv^Ji. 
U 

c(t) = log X e'ipi and I(v) = sup {</, v> - c(t)} = < ' 

Proof We apply the large deviation theorem for random vectors, Theorem 
II.6.1. I f / i s a vector in U\ then define the function yj(Xj) = ti for X J E F . We 
have 

which is a sum of i.i.d. random variables. In the notation of Theorem II.6.1, 
W„ equals nL„ and a„ equals n. The free energy function of the sequence 
{nL„;« = 1,2, . . . } is given by 

1 *" 
c(t) = lim-log£'{exp(«</,L„»} = log£'{exp/(Zi)} = log ^ '̂̂ Pr 

The function c(t) is differentiable for all te W. Hence the theorem is proved 
once we identify the Legendre-Fenchel transform /(v) of c{t). The lower 
large deviation bound states that 

Um inf-log Qi^^{G} > -1(G) for each open set G in W, 
n-*oo n 

Since the support of Q[,̂ ^ is contained in J^, 1(G) equals oo whenever G is 
open and G r\Ji is empty. Thus I(v) equals oo for v^Ji. The form of /(v) 
for V G ^ is given by part (c) of the next lemma. 

Lemma VIII.2.3. Let Jf denote the set of vectors teW of the form t^ = 
log(Zi/pi)for some vector z e r i ^ . * Then the following conclusions hold, 

(a) c(t) = log YJ=I ^^'Pi equals 0 if and only ift is in J^. 
(h) For any vector t in U\ h(t) = t — c(t)l is in Jf, where 1 is the constant 

vector (1, . . . , 1). 
(c) /(v) equals lf\v) = Y}=i v,- log(Vi/p^) for any v^Ji. 

Proof (a) If n s in Jf, then log ^?=i e'^p^ = log X'=i ^i = 0. If log Yj=i e'^pt 
= 0, then e^i = zjpi, where ẑ  = PiC^^ > 0. Hence / is in J^. 

(h) logZ?=i e'^'^ipt = logX;i=i e^'p, - c(t) = 0. By part (a), h(t) is in ^ . 
(c) For any v e J^, 

I(v) = sup{</, v> - c(t)} > sup{</,v> - c(t)} = sup<r, v>. 
teW ' e ^ tejr 

*x\M denotes the relative interior of M, which is the set of z = ( z i , . . . , ẑ ) satisfying ẑ  > 0 
and 5;j=i Zf = 1 [Rockafellar (1970, page 48)]. 
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For any veJ^, </, v> - c{t) = {t — c(01,v> = </z(0,v>, and since h{t) 
belongs to J^, 

/(v) = sup</z(0,v> < sup <^°,v>. 

It follows that for any vsJ^ 
r 

I(v) = supO,v}= sup ^ v^log(Zi/p^). 

Since /(v) is defined as a Legendre-Fenchel transform, /(v) is a closed convex 
function on W. Suppose we show that /(v) equals /p^^v) for all v in r i ^ . 
Since I^^\y) is continuous relative to Ji, the continuity property in Theorem 
VI.3.2 will imply that /(v) equals I^^\y) for all v in Ji. For any v and z in 
r i ^ 

I v . log^ = t v . log^ + t v . log^ = / f )(v) - / f )(z). 
i= i A t=i Pi i=i ^i 

Since /v^^(z) > 0 with equality if and only if z = v, it follows that /(v) equals 
/^^^(v)forallvGri^. D 

Lemma VIIL2.3 completes the proof of Theorem VIII.2.2. By our remarks 
earlier in the section, Theorem VIII.2.1 follows. 

VIII.3. The Contraction Principle Relating Levels-1 and 2 
(d=l) 

In Theorem II.5.2, we stated a contraction principle relating levels-1 and 2 
for Borel probabiHty measures p onU whose support is a finite set. In the 
present section, a generalization is proved for any Borel probabiUty measure 
p on [R which is nondegenerate (not a unit point measure) and for which 
Cp(t) = logj^exp(tx)p(dx) is finite for all teU. We also obtain additional 
properties of the level-1 entropy function /^^\ including a relationship 
between the effective domain of this function and the support of p. These 
results will be proved in the next section for Borel probabiUty measures p 
on [R^ d>2. 

Let p be a Borel probability measure on IR. A point x e R is said to be a 
support point for p if every neighborhood of x has positive p-measure. The 
support of p is defined as the set of all support points for p and is denoted 
by Sp. The support may be characterized as the smallest closed set having 
p-measure 1. The convex hull of Sp is defined as the intersection of all the 
convex sets containing S^ and is denoted by conv5p. Clearly, conv5p is the 
smallest closed interval containing S^; conv Sp has nonempty interior when
ever p is nondegenerate. If Cp(t) is finite for all teU, then we define p̂  to be 
the Borel probabiUty measure on U which is absolutely continuous with 
respect to p and whose Radon-Nikodym derivative is given by 
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(8.1) dpt 
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1 
-^-{x) = exp(/x)• J——, . ,j . 
dp ]^exp{tx)p{ax) 

According to Theorem VII.5.1(b), c^(0 is differentiable for all t and 

<̂ p(0 = xQxp(tx)p(dx)' tx)p(dx) Ĵ  
= xpt(dx). 

jRexp(/. 

If V is a Borel probability measure on IR, then we define the relative entropy 
of V with respect to p by the formula 

eKv) = log — (x)v(dx) 

I 00 

if V « p and 

otherwise. 

log 
dv^ 
dp 

dv < 00, 

(8.2) 

The next theorem states the contraction principle relating levels-1 and 2. 
The theorem shows that for each zeU 

I^'\z) = inf j / f )(v): VG^(IR), | xv(dx) = z 1, 

and it determines for zeconViS^ where the infimum is attained. A related 
contraction principle was used in Chapter III to show the existence of the 
Maxwell-Boltzmann distribution for the discrete ideal gas [Lemma 111.4.5].^ 

Theorem VIII.3.1. Let p be a nondegenerate Borel probability measure on U 
such that Cp{t) is finite for all teR. Then the following conclusions hold. 

(a) For each point zGint(conv5^), there exists a unique point teU such 
that j[}5 xpf(dx) — z. Ip^\y) attains its infimum over the set {v e Ji{U): ^^ xp(dx) 
= z] at the unique measure pf and 

(8.3) I^^\z) = I^^\p,) = mfU^^\v):vG^{U), \ xv(dx) = z | < oo. 

(b) For z^convSp, 

(8.4) I^'\z) = inf i / f )(v):VG^(R), | xv(dx) = z} = oo 

(c) Suppose that conv Sp has a finite endpoint on. If p has an atom at a 
(p{oc} > 0), then for z = a (8.3) is valid with p^ replaced by d^. If p does not 
have an atom at a, then (8.4) is valid for z = a. 

Part (a) of the theorem states that for each point ZG int(conv5'p), there 
exists a unique real number t such that \^ xpf^dx) = z. Since Cp(t) = ^^ xpj(dx), 
we can prove the statement in part (a) by showing that the function Cp 
defines a one-to-one mapping of U onto int(conv5'p). Lemma VIII.3.2 and 
Theorem VIII.3.3 estabUsh this fact together with other useful information. 
Theorem VIII.3.1 will be proved afterwards. 
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The following lemma is due to Lanford (1973, page 42). 

Lemma VIII.3.2. If the point 0 belongs to int(conv 5^), then Cp(t) = Ofor some 
teU. 

Proof. A continuous function on IR with compact level sets attains its infimum 
over U at some point t. If the function is differentiable, then the derivative 
vanishes at t. Hence it suffices to prove that the level sets Kfj = {tsU: 
Cp{t) <b], b real, are compact. K^ is closed since Cp is a closed convex 
function. Since 0 belongs to int(conv»S'^), there exist numbers 8 > 0 and 
0 < ^ < 1 such that 

p{xeU\x >&]>d>0 and p{xeU\x< -E] > 5 > 0. 

If t is non-negative, then 

Cp{t) > log Qx^{tx)p{dx) > re -h log 5. 
J{^>£} 

Similarly, if t is negative, then Cp{t) >\t\s-\- log^. Thus K^ is a subset of the 
interval {re [R: |r| <{b — log^)/£}, and so K^ is bounded. n 

Lemma VIII.3.2 will be used in the proof of part (a) of the next theorem. 

Theorem VIII.3.3. Let p be a nondegenerate Borel probability measure on R 
such that Cp(t) is finite for all teU. Denote the range of the function Cp(t), 
teU, by ranc^. Then the following conclusions hold. 

(a) Cp defines a one-to-one mapping ofU onto int(conv Sp) and 

int(dom/^^^) = ranc^ = int(convAS'̂ ). 

(b) domfp^^ c conwSpi i.e., I^^\z) = oo ifz^conwSp. 
(c) Suppose that conv Sp has a finite endpoint oc. Then a belongs to dom /̂ ^̂  

if and only ifp has an atom at a; in this case Ip^cf) = — log p {a}. In particular, 
if the support of p is a finite set, then dom /̂ ^̂  equals conv Sp and I^^^ is contin
uous relative to conwSp. 

Proof (a), (b). A short calculation shows that 

(8.5) c;(t) (x - {xyfpXdx), 

where <x>^ = ^u^Pti^^) ^^d the measure p^ is defined in (8.1). Since p is 
nondegenerate, (8.5) implies that Cp{t) is positive. Thus Cp(t) is strictly 
convex [Problem VI.7.2(b)] and the derivative Cp(t) is an increasing function 
on R. In particular, if z is given, then the equation Cp(t) = z has a unique 
solution t whenever a solution exists. We now show that ran c^ = int(conv Sp). 

Step 1: ran c^ c int(conv Sp). Since the support Sp^ of p̂  equals the support 
of p, c'p{t) = \s xpt(dx) must lie in conv 5"̂  for each real t. If c'p{t) were 
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to lie in bd(conv 5 )̂, then p^ and p would have to be point measures. This 
would contradict the nondegeneracy of p. 

Step 2: int(conv S^) £ ran c .̂ Let z be a point in int(conv S^) and consider 
the translated measure p(- + z). The point 0 belongs to the interior of the 
set conViS'̂ (.+2) and 

^pi-+z)iO — xpt(dx) — z = Cp(t) — z. 

Thus finding a point t which satisfies c'p(t) = z is equivalent to finding a 
point t which satisfies Cp(.+̂ )(/) = 0. In other words, without loss of general
ity, it suffices to prove that if 0 belongs to int(conv5'p), then there exists a 
point t which satisfies c'p{t) = 0. This implication was proved in Lemma 
VIIL3.2. 

We have shown that ran ĉ  = int(conv S^) and thus that ĉ  defines a 
one-to-one mapping of IR onto int(conv S^, We now describe the effective 
domain of the function 

/^i)(z) = sup{/z-c,(0}, zeU. 
teU 

Since Cp{t) is convex, the supremum is attained at some point t if and only 
if c'pit) = z. In this case, 

Il'\z) = t(z) • z - Cp(t)) where c;(r(z)) = z. 

Hence all points z in the range of c^ are in the effective domain of /^^\ 
Combining this with the previous result, we have 

ranc^ = int(conv5p) ^ dom/^^ 

We now show that dom /̂  ̂ ^ ^ conv Sp. This will yield part (b) of the theorem, 
and together with the last display it will show that 

int(dom/^^^) = ranc^ = int(conv5p). 

Let z be a point outside conv^S .̂ If z lies to the right of conv5p, then there 
exist real numbers <5 > 0 and b such that 

sup{xG[R:x6conv5p} <b — d<b + 3<z, 

Since Sp is a subset of conv5p, 

Ip^\z) > sup ̂ ẑ — log I Qxp(tx)p(dx) 
t>0 

> sup {t(b + 5)- t(b - 3)} = 00. 
r > 0 

A similar analysis shows that Ip^\z) = oo if z hes to the left of convSp. This 
proves that dom/̂ ^^ ^ conv5p. 

(c) Suppose that a is a right-hand endpoint of conv5p. For fixed xeSp, 
Qxp\_t{x — a)] is a nonincreasing function of t which converges to XM(^) 
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as /-> 00. Hence 

^y^(a) = ~ j ^P^g Qxp[t(x - a)]p(dx) = - l o g X{a}(x)p(dx). 
JSp JU 

I^^\a) equals — logp{a} or oo according to whether or not p has an atom 
at a. A similar proof works for a left-hand endpoint of conv5p. If the 
support of p is a finite set F = {xi,X2, . . . , x j with Xi < X2 < - - - < x^, 
then conViSp = [ x i , x j . Since p has atoms at x^ and at x^, dom/^^^ equals 
conv5^. /̂ ^̂  is continuous relative to conv5p by Theorems VI.3.1 and 
VI.3.2. D 

Proof of the contraction principle, Theorem VIII.3.1. (a) Let z be a point in 
int(conv5'p). Part (a) of Theorem VIII.3.3 implies that there exists a unique 
point teU such that \^xpt{dx) = z. We have 

n'\Pt)= exp(a)p(Jx) p,( 
JU J 

tx — log exp(rx)p((ix) pt{dx) 

= tz-c,{t) = Il'\z). 

Now let V ^ p̂  be any other Borel probabiUty measure on IR which has mean 
z and for which I^^\v) is finite. Then v is absolutely continuous with respect 
to p and to p̂  and 

/<2>(v) = f log^dv = [ l o g ^ ^ v + f Xog^dv 
JR dp J„ dp, JR dp 

= /<f (V) + tx — log Qx^{tx)p{d: Ix) v(dx) 

= I^^Kv) ^tz- Cp{i) = Il^\v) + I^'Kz), 

Since v 4" Pt^ ^p^K^) is positive and so Ip^\v) > Ip^\z). We conclude that for 
vG^([R), / f (̂v) > I^^\z) = I^p^Kpt) and that equality holds if and only if 
v = p,. 

(b) If z does not belong to conv 5^, then any Borel probability measure v 
on U which has mean z is not absolutely continuous with respect to p. 
Therefore 

mtU^p^\v):veJ^{Ul \ xv(dx) = z\ = oo. 

I^^\z) equals 00 by Theorem VIII.3.3(b). 
(c) If a is a finite endpoint of conv S^ and if p has an atom at a, then the 

measure d^ is absolutely continuous with respect to p, 5^ has mean a, and S^ 
is the only Borel probabiUty measure on U with these properties. By Theorem 
VIII.3.3(c) 

/^^)(a) = - logp{a} = Ij^'XS,) = inffc>(v):VG^(R), f xv(dx) = , a > < cx). 
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If p does not have an atom at a, then 

Il^\a) = mf\n^\v):v€^(U),  I xv(dx) = a[ = oo. 

Our final result describes smoothness and mapping properties of the 
entropy function I^^K^). We recall from Theorem VIII,3.3(a) that 

int(dom/^^0 = int(conv5^). 

Theorem VIII.3.4. Let p be a nondegenerate Borel probability measure on U 
such that Cp{t) is finite for all teR. Then the following conclusions hold. 

(a) I\y^\z) is essentially smooth; that is, I^^Kz) is differentiable for ze 
int(dom/yO = intCconv^Sp) and |(/^^y(z)| -^ oo as zGint(conv5'^) converges 
to a boundary point o/int(convS^). 

(b) The function (Ip^^ defines a one-to-one mapping of mt(convSp) onto 
U with inverse Cp. 

(c) Ip^\z) is a real analytic function ofz G int(conv 5^). 

Proof (a) Since p is nondegenerate, Cp(t) is strictly convex [see (8.5)] and 
so Il^\z) is essentially smooth [Theorem VI.5.6]. 

(b) This follows from Theorem VIII.3.3(a) and the fact that for ze 
int(conv5^), t = (fp^^iz) if and only if z = c'p(t) [Theorem VII.5.5(d)]. 

(c) If z is a point in int(conv5p), then there exists a unique solution 
/ = t(z) of Cp(t) = z and 

/<i>(z) = / (z) -z-c , ( r (z) ) . 

It suffices to prove that the function z -^ t(z) is real analytic in some neighbor
hood of each fixed z. The function Cp(t) can be continued into the complex 
plane C to be an analytic function. Since c'p(t(z)) is positive, this continuation 
defines a one-to-one analytic mapping of a complex open neighborhood of 
t(z) onto a complex open neighborhood U of z. The inverse function is also 
analytic [Rudin (1974, page 231)]. Hence the restriction of the inverse 
function to points zeUnU is real analytic. The restriction is the function 
Z -^ t(z). D 

VIII.4. The Contraction Principle Relating Levels-1 and 2 
(d>2) 

Let p be a nondegenerate Borel probabiUty measure on IR with support S^ 
and assume that Cp(t) is finite for all / G [R. In the previous section, we proved 
that the infimum in the contraction principle relating levels-1 and 2 is attained 
for all z in the interior of conv S^ (convex hull of S^) and that the effective 
domain of/̂ ^^ is a subset of conv S^. These results will now be extended to 
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nondegenerate Borel probability measures p on W^, d>2. The sets S^ and 
conv Sp are defined as on page 253. 

The role played by the set conv S^ for <i = 1 is played, for d>2,by the 
closed convex hull of S^. The latter is defined as the intersection of all the 
closed convex sets containing S^ and is denoted by cc»S .̂* We suppose that 
Cp{t) =^ logj(]5dexp</,x>p((ix) is finite for all teU^, and we define p^ to be 
the Borel probabihty measure on U^ which is absolutely continuous with 
respect to p and whose Radon-Nikodym derivative is given by 

(8.6) - ^ ( x ) = exp</,x> •-. 
dp ]^dQX^\t,x)p{dx) 

According to Theorem VII.5.1(b), Cp{i) is differentiable for all t and 

(8.7) 
dc,{t) 

XiQxp{t,xyp(dx) • 
1 

ji]5dexp<r,x>p((ix) 

Thus VCp(t) = ^^dxpXdx). 

Let p be a Borel probabihty measure on R^ such that Cp(t) is finite for all 
teU^. The relative entropy Il^\v) of veJ^iW^) with respect to p is defined 
as in (8.2). Donsker and Varadhan (1976a, page 425) prove that 

(8.8) mz) = M\mv):vE % XV (dx) = z 

for each ZGR^.^ We will prove (8.8) only for z in the relative interior of cc S^ 
and for z^ccS^. For z in the relative interior of cc S^, we will also determine 
where the infimum in (8.8) is attained. 

Theorem VIII.4.1. Let p be a nondegenerate Borel probability measure on U^, 
d>2, such that Cp{t) is finite for all t e W^. Then the following conclusions hold. 

(a) For z e ri(cc 5^), let A^ denote the set of points tfor which \^d xpt(dx) = 
z. Then A^ is nonempty,^ the measures {p^^teA^} are all equal, and Ip^\v) 
attains its infimum over the set {vEJ^{U'^):^^dXv(dx) = z} at the unique 
measure p^, teA^. Furthermore 

'), (8.9) /<i'(z) = /<^>(A) = inf <! /<^>(v): v e 

(b) For z^ccSp, 

(8.10) I^/\z) = inf {l^p'Kvy.ve 

xv(dx) = z> < 00. 

xv{dx) = z> = 00 

* Although Sp is closed, conv5p need not be closed for d>2; e.g., if Sp = {xeR^: jc^elR, 
^2 = 0 or %! = 0, ^2 = 1}, then conv5'p = {;ce[R^:xi GR, 0 < ;c2 < 1 or x^ = 0,^2 = 1}. In 
general, h(ccSp) = ri(conv5'p). 

^A^ consists of a unique point if and only if p is maximal [see Theorems VIIL4.3(a) and 
VIII.4.4(a)]. 
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This theorem generaUzes parts (a) and (b) of Theorem VIII.3.1 to W^, 
d>2. The proof of the latter depended on the relation between the range 
of the function c^(/) and the support of p expressed in Theorem VIII.3.3(a). 
A similar proof will yield Theorem VIII.4.1 once we estabhsh an analogous 
relation between the range of the mapping Vc^(0, teU^, and the support 
of p. 

It is convenient first to consider those measures p for which the convex 
function Cp(t) is a strictly convex function on IR̂ . The next proposition gives 
a simple criterion for this strict convexity. Let aff 5"̂  be the affine hull of the 
support of p. A Borel probabiUty measure p on W^ is said to be maximal if 
aff 5p equals all of W^. This condition is equivalent to S^ not being a subset 
of any hyperplane in IR*̂. For example, if d= 1, then any nondegenerate 
measure is maximal. For d> 1, cc*S^ has nonempty interior whenever p is 
maximal, and intCcc^^) and int(conv5'^) coincide. 

Proposition VIII.4.2. Let p be a Borel probability measure on W^ such that 
Cp{t) is finite for all teU^. Then Cp{t) is a strictly convex function on W^ if 
and only if p is maximal. 

Proof Holder's inequahty impUes that for every t^ and 2̂ in U^ and 0 < A < 1 

exp<>l/i + (1 — X)t2,xyp(dx) < < exp</i,x>p(Jx)i 

. (1-A) 

/g 2j) - I I exp<^2,^>P(^^) 

and that equality holds if and only if 

(8.12) ^ exp</„x> ^ exp<^2,x> ^.^^^ 
Jn5dexp</i,x>/9(rfx) \^dexp(t2,x}p(dx) 

If Cp(t) is not strictly convex on IR"̂ , then there exist distinct points t^ and 2̂ 
and some 0 < 2 < 1 for which equality holds in (8.11). Hence by (8.12) 

(8.13) (t,,xy = Oi.^y + Cp(t,) - Cp(t2) p-a.s. 

This equahty impHes that the support of p is a subset of the hyperplane 

{xeW: <x , t , - t^) = Cp(t,) - Cp(t2)}. 

Hence p is not maximal. Conversely, suppose that p is not maximal, but 
that its support is a subset of the hyperplane H= {xeU^:{x,yy = b}, 
where 7 is a unit vector. Let t^ be a fixed element of H and let A be the set 
of vectors of the form 

t = tQ + (xy, areal (a = <̂  — ^O'^))-
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Since <[x,y} = b for all x in the support of p, we have for ^ G ^ 

Cp(t) = ba + log exp<^o,-^>P(^-^) = b{t - to,y} -f c/^o). 

This shows that c^ is affine on A and thus is not strictly convex on U^. n 

The next theorem generalizes Theorem VIII.3.3 to maximal probabiUty 
measures on [R^ ^ > 2. It is due to Barndorff-Nielsen (1970, 1978).^ Mea
sures which are not maximal will be considered later. 

Theorem VIII.4.3. Let p be a maximal Borelprobability measure on R^, d>2, 
such that Cp{t) is finite for all teU^. Denote the range of the mapping VCp{t), 
teU^, by ran VCp. Then the following conclusions hold. 

(a) VCp defines a one-to-one mapping ofU^ onto int(cc Sp) and 

int(dom/^^^) = ranVc^ = int(cc5^). 

(b) dom/^^^ ^ cc5^; i.e., Il^\z) = oo ifz ^cc Sp. 
(c) Let zbe a boundary point of cc Sp and let Jf̂  be the set of all supporting 

hyperplanes to cc Sp at z. Ifp(H) = Ofor some He J^^, then z does not belong to 
dom/^^>. 

Proof of parts (a) and (b). It is convenient to divide the proof of parts (a) 
and (b) into four steps. The proof of part (c) is omitted [see Barndorff-
Nielsen (1978, pages 140-143) and Problem VIIL6.8.] 

Step 1: WCp defines a one-to-one mapping. Let t^ and 2̂ be any two 
distinct points in W^ and define the function 

f(X) = Cp(t,+X{t2-t,)l XeR. 

Since p is maximal, Cp(t) is strictly convex on R^, and sof(X) is strictly convex 
on R. Thus 

f(0) = <wcpit,\ t, -1{) <r{\) = <ycp{t,\ t, - t,y. 
It follows that VCp(t^) ^ VCp(t2). 

Step 2: ran VCp £ int(cc Sp). We first prove that ran VCp ^ ccSp. Suppose 
that z = VCp(t) lies in the complement of cc5^. By Lemma VI.5.4(b) there 
exists a hyperplane H = {xeR^: <x, y} = b} which separates cc5^ and {z} 
strongly and 

sup{<^x,yy:xeccSp} < b < {z.y}. 

Since the support 5̂ ^ of the measure Pt equals Sp and Sp is a subset of cc5p, 

b < <z, 7> = <grad c^(0,7> = <^, y^pAdx) < b. 
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This contradiction proves that ran Vc^ ^ cc5^. Now suppose that z = 
Vcp(0 lies in bd(cc5'p). By Lemma VI.5.4(a) there exists a hyperplane 
H = {xe^^\ <x,y> = b] which separates ccS^ and {z}, and 

sup{<x,7>:xGcc5'^} <b < <z,7>. 

As above, h < <z,7> = J5 {x,y'^p^{dx) < b. This implies that {x,^) equals 

b for all xeSp^ = Sp, or that S^ is a subset of the hyperplane H. As this 

contradicts the maximahty of p, the proof of Step 2 is done. 
Step 3: int(cc5p) ^ ranVc^. As in the proof of the analogous fact 

for d — 1 [page 256], it suffices to prove that if the point 0 belongs to 
mi{ccSp), then there exists a point t which satisfies Vc^(0 = 0. For d= \, 
this was proved in Lemma VIIL3.2. The same proof appHes to J > 2 once 
we show that the level sets Kij = {teU^\ Cp{t) < b}, b real, are compact.* Kj, 
is closed since Cp is a closed convex function on IR"̂ . If cc Sp = W^, then let 
£ = R, where R is any fixed positive number. Otherwise, let e > 0 be half the 
distance from 0 to the complement of cc Sp. For any unit vector y, define the 
half-space A(y) = {xeW^: <x,7> > e}. We prove below that there exists a 
number 0 < ^ < 1 such that 

(8.14) inf p{A(y)}>5. 

From this it will follow that if t is nonzero, then 

Cp{t) > log Qxpi\\t\\'t/\\tlxyp(dx) > e\\t\\ + log^. 
JAitlWtW) 

The same inequality holds for / = 0 {Cp(0) = 0 > log S). We conclude that 
Kf^ is a subset of the ball {rG[R :̂ ||^|| < e~\b - log(5)} and thus that K^ is 
bounded. 

If (8.14) were not true for some ^ > 0, then there would exist a sequence 
of unit vectors ^i, 72? • • • such that p{A{y^] ^ 0 as w ^ oc. By the compact
ness of the unit sphere in [R"̂ , there would exist a subsequence {y^] and a 
unit vector y such that y^^ -^y. Fatou's lemma would imply p{A{y)] = 0. 
On the other hand, by the definiton of e, the open half-space A(y) contains a 
point in conv^S^, and therefore A{y) contains a point in Sp. It follows that 
p{A(y)} must be positive. This contradiction proves that (8.14) must hold for 
some S > 0 (S < I since p is a probabiHty measure). 

Step 4: int(dom /̂ ^O = int(cc Sp) ^ dom /̂ ^̂  ^ cc 5^. According to The
orem VI.5.3(c) ranVCp ^ domI^^\ and Steps 2 and 3 imply that ranVc^ 
= int(cc5'p). Hence Step 4 is proved once we show that dom/^^^ ^ cc^S^; 
i.e., I^^\z) = 00 for z^ccSp. If z^ccSp, then there exists a hyperplane 
H = {XGW^: <X, y> = b} which separates cc Sp and {z} strongly, and 

sup{<x,y>:xGCC*Sp} <b — d<b-\-5< {z.y} 

for some ^ > 0. Since Sp is a subset of cc5p, 

*The following proof is due to Lanford (1973, page 42). 
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/^^)(z) = s u p { < / , z > - c / 0 } > sup i < r , z > - l o g exp<^,x>p(Jx)l 
teU"^ t=ry,r>0 

> sup {r(b + (5) — r(b — d)} = oo. 
r>0 

This completes the proof of Step 4 and the proof of parts (a) and (b) of 
Theorem VIII.4.3. n 

The previous theorem described the range of the mapping Vc^(0, teU^, 
and the effective domain of/̂ ^^ for maximal measures p. We now consider 
nondegenerate measures p which are not maximal. As a special case, assume 
that the affine hull of S^ equals the subspace A = {xeU^:x^+^ = - - - =z 
x^ = 0} of dimension m < d. Then Cp(t) = log j[j5dexp(^^=i t^x^pidx) is a 
function of ^ e ^ . Since as a measure on ^ p is maximal, the previous theorem 
implies that gradc^ defines a one-to-one mapping of ^ onto riCcĉ S )̂ (the 
interior of cc5^ relative to A) and that ri(dom/^^^) equals ri(cc5'^). In order 
to analyze an arbitrary nonmaximal measure, one reduces to this special 
case. 

Theorem VIII.4.4. Let p be a nondegenerate Borel probability measure on IR"̂ , 
d>2, which is not maximal. Assume that Cp{t) is finite for all teU^. Then 
the following conclusions hold. 

(a) VCp defines a many-to-one mapping ofR^ onto ri(cc Sp) and 

ri(dom/i^^) = ranVc^ = ri(cc5^). 

IfWCp{t^ = ^Cp(t2), then the measures p^ and p^ are equal. 
(b) VCp defines a one-to-one mapping ofdiffSp onto ri(cc5'^). 
(c) dom/^^^ccc5^. 

We prove the assertion in part (a) that if Vc^(/i) = ^Cp{t2), then Pi^ = p^^. 
Suppose that t^^ tj and define the convex function 

f{X) = Cp{h, + {\-X)t,\ keU. 

Since gradc^(/i) = gradc^(^2). it follows that/ '(O) = / ' ( ! ) and thus that 
f{X) is affine on the interval 0 < A < 1. This impUes that 

Cp{Xt^ + (1 - X)t2) = 2.Cp(t,) + (1 - ^)Cp(t2) for all 0 < A < 1. 

The latter is equivalent to condition (8.12), which imphes that p^ = Pt . The 
proof of the rest of the theorem is Problem VIII.6.9. 

Proof of the contraction principle. Theorem VIII.4.1. (a) Since ^^dxp^{dx) = 
VCp(t), the set A^ is the set of t for which Vcp(t) = z. For z6ri(cc*S'^), A^ is 
nonempty by Theorems VIII.4.3(a) and VIII.4.4(a). A^ consists of a unique 
point t if and only if p is maximal. We have just proved that if p is not maximal, 
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then the measures {Pt'je A^] are all equal. The rest of part (a) is proved exactly 
like Theorem VIII.3.1(a). 

(b) If z does not belong to cc Sp, then any Borel probability measure v on 
U^ which has mean z is not absolutely continuous with respect to p. Therefore 

mf\h^\v)\veJi{U^\ xv(dx) = z> = cc. 

fp^\z) equals oo by Theorem VIII.4.3(b). n 

For nondegenerate probabiHty measures p on [R, Theorem VIII.3.4 
described smoothness and mapping properties of the entropy function 
Ip^\z). This has a direct generalization to maximal probabihty measures p 
on [R^ J > 2 [Problem VIII.6.10]. 

We have completed our discussion of level-2 large deviations. The level-3 
problem is the topic of the next chapter. 

VI I I . 5 . N o t e s 

1 (page 250). We describe the results in Donsker and Varadhan (1975a). 
Let ZQ, Zi , ^2, . . . be a stationary Markov process with transition probabil
ities y(x, dy) taking values in a compact metric space ^. Assume that XQ = x 
and that 

(a) y(x, dy) is a Feller transition probability; 
(b) y{x,dy) has a density y{x,y) relative to some reference probabihty 

measure P{dy); 
(c) y{x,y) is uniformly bounded away from 0 and oo. 

Let ^ be the set of positive functions u e ̂ (^). Define for any Borel probabil
ity measure v on ^ 

/ » = - i n f I logf^)(x)v(Jx) , 

where yu(x) = j^u{y)y(x,dy). It is then proved that the distributions on 
J^(^) of the empirical measures L^^^ico, •) = n~^ Yj=o ^x(co)( ')>« = 1,2, . . . , 
have a large deviation property with a„ = n and entropy function /^(v). 

The paper also treats continuous parameter, stationary Markov processes 
{Xfit > 0} taking values in a compact metric space ^ . Let p(t, x, dy) be the 
transition probabiUties. Assume that XQ = x and that for each r > 0 7(x, dy) 
= p(t,x,dy) satisfies hypotheses (a)-(c) above \_^(dy) fixed for all ^ > 0]. 
Let L be the infinitesimal generator of the semigroup associated with 
p(t, X, dy) and ^ the domain of L. Define for any Borel probabihty measure 
V on ^ 

/(v) = - inf 
M>0,ue^ 

^ V x ) v ( J x ) . 
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It is then proved that the distributions on Ji{SC) of the empirical measures 
L^ipj,') = t~^ \^Qdx{co)i')d^^ / > 0, have a large deviation property with 
entropy function /(v); that is, / i s lower semicontinuous, /has compact level 
sets, 

Hm sup - log PjL^co, ')eK} < — inf /(v) for each closed set K in ^ , 
f-*oo t veX 

hm inf- log P{Lj(co, •) e G} > — inf /(v) for each open set G in ^ . 

In Donsker and Varadhan (1976a), a large deviation property is proved 
for Markov processes taking values in a complete separable metric space 
3C. The transition probabihties must satisfy strong transitivity and recurrence 
properties. As a corollary, one obtains the level-2 large deviation property 
for i.i.d. random vectors taking values in ^. Theorem II.4.3 is a special case. 

Donsker and Varadhan have applied these large deviation theorems to a 
number of interesting problems. See references at the end of the book. Large 
deviation results for empirical measures have been obtained by many people, 
including Sanov (1957), Sethuraman (1964), Gartner (1977), Bahadur and 
Zabell (1979), Bretagnolle (1979), Groeneboom, Oosterhoff, and Ruymgaart 
(1979), Kac (1980), Chiang (1982), Jain (1982), Csiszar (1984), Stroock 
(1984), and Pinsky (1985). Luttinger (1982) presents a formal approach. 

2 (page 254) Csiszar (1975) studies a large class of minimization problems 
involving relative entropy. Formula (8.3) is an example as is Problem 
VIII.6.2 below. 

3 (page 259) Donsker and Varadhan (1976a, page 425) prove the contrac
tion principle (8.8) for p a Borel probabihty measure on a Banach space ^ 
which satisfies j ^ ^^"''"pC^^) < ^ for all a > 0. If ^ = IR"̂ , then this condi
tion is equivalent to Cp{t) < oo for all teU^. 

4 (page 261) Theorem VIII.4.3 is proved in Barndorff-Nielsen (1978, 
Section 9.1) for maximal measures p under less restrictive hypotheses on Cp. 

VIIL6. Problems 

VIII.6.1. Let p be a maximal Borel probabihty measure on IR"̂  such that 
c^(0 is finite for a l l /6 R'̂ . 

(a) Show that the Hessian matrix of Cp{t) is positive definite for all 
/ GIR"̂  and thus that Cp is strictly convex on R^. 

(b) Prove that /̂ ^̂  is essentially strictly convex. 

VIII.6.2 [Kagan, Linnik and Rao (1973, Section 13.2.2)]. We are given a 
Borel measure p on IR (not necessarily a probabihty measure); bounded, 
measurable, real-valued functions h^, ... ,h^ on (R; and real numbers 
ai , . . . , a^ . For v a Borel probabihty measure on [R, define 
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\dv < 00, \og-—(x)v(dx) if V <<< p and 
dp 

, dv 
log — 

dp 

otherwise. 

Let 3P denote the set of all Borel probability measures v on [R which are 
absolutely continuous with respect to p, for which dv/dp has the form 

^(x) = exp(iSo + Pih,(x) + . . . + I^Mx)). iSo, . . . , i?. real, 
dp 

and which satisfy ^^hi(x)v(dx) = â , / = 1, . . . ,r. Prove that if ^ is not 
empty, then ^ equals the set of measures at which 

(8.15) m{\l^^\v):ve 

is attained. 

hi(x)Vi(dx) = ai, / = 1, . . . , r 

VIII.6.3. Let p be Lebesgue measure on J*([R). For each of the following 
probabiUty densities, find functions h^, . ., ,h^ such that the probabiUty 
measure on IR with the given density solves the minimization problem (8.15) 
for some constants a^, . . . , a^ . 

(i) f(x) = x"-i(l - x)^-'/P(a, b) on (0,1), ^ > 0, ft > 0 (beta density). 
(ii) f{x) = ae~'''' on (0, oo), a > 0 (exponential density). 
(iii) f{x) = fl^x^"^e"^Vr(ft) on (0, oo), ^ > 0, ft > 0 (gamma density). 
(iv) f(x) = (2na^y^'^Qxp[-(x - m)^/2a^] on ( -oo , oo), m real, ^^ > 0 

(Gaussian density). 
(v) f(x) = ^ae'"'^''^ on (— 00, oo), a> 0 (Laplace density). 

Vin.6.4. Let p be the probability measure i(^(o,o) + <5(i,o) + ^(o,i)) on R^. 
Prove that for each z G cc 5^ 

(8.16) I^'\z) = mru^^\v):veJ^(U^), \ xv(dx) = z l < oo 

and determine the measure v at which the infimum is attained. Theorem 
VIIL4.1(a) states where the infimum in (8.16) is attained only for points 
zGint(cc5^). 

VIII.6.5. Let p be a Borel probabiUty measure on W^. Prove that /̂ ^̂  is a 
strictly convex function on ^(R^); i.e., if ju and v are distinct Borel probabil
ity measures on W^, then for all 0 < /I < 1 

I^/\2^fi + (1 - X)v) < U^'\ix) + (1 - X)ll'\v). 

VIII.6.6. (a) Let p be a Borel probabihty measure on U^ and A a nonempty 
compact convex subset of Ji{U^). Prove that if infyg^/^^^(v) is finite, then 
Ip^\v) attains its infimum over ^ at a unique measure. 
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(b) Let p be a nondegenerate Borel probability measure on IR'̂  such that 
Cp(t) is finite for all t s W^. Let z be a point in rbd(cc S^) such that 

(8.17) mf\l^^\v):veJ^(U'l xv(dx) = z> < CO. 

Prove that the infimum is attained at a unique measure p and that p is the 
weak Hmit of measures {p^^;« = 1,2, . . . } for some sequence {t„;n = 1,2, 
. . . } in [R̂  such that || /J | ^ oo [p,^ is defined in (8.6)]. Theorem VIIL4.1(a) 
states where the infimum in (8.17) is attained only for points z6ri(cc*Sp). 
[Hint: Use (8.8) and the following properties. Il,^\v) is strictly convex; 
I^^\v) is lower semicontinuous; If'\v) has compact level sets; if sup„/^^^(v„) 
is finite for some sequence {v„}, then lim^_ooSup„j'||̂ ,|>^ ||x||v„(Jx) = 0. The 
last three properties are proved in Donsker and Varadhan (1975a, 1976a).] 

VIII.6.7 [Barndorff-Nielsen (1978, page 105)]. Let p be a Borel probabihty 
measure on U^ such that Cp{t) is finite for all tsU^. Sp denotes the support of 
p. Prove that for any nonzero teR^ 

lim \_-XG{t\Sp) + CpiXt)-] = logp{x: <r,x> = (7(r|5,)}, 

where (T(t\Sp) = sup^^s < ,̂ •^) is the support function of S^ [see Problem 
VL7.11]. ' 

Vin.6.8 [Barndorff-Nielsen (1978, pages 140-143)]. Let p be a maximal 
Borel probability measure on W^ such that Cp(t) is finite for all t e U^. Let z be 
a boundary point of cc Sp and J^^ the set of all supporting hyperplanes to cc Sp 
at z. This problem shows that z does not belong to dom/^^^ if p(H) = 0 for 
some He^,. [Theorem Vin.4.3(c)]. 

(a) Any He J f ^ can be written as {x e IR*̂: <x — z, y) = 0}, where y is a unit 
vector and <x — z, y) < 0 for all xeccSp. Prove this statement. 

(b) Suppose that HsJ^^ has unit normal vector y. Prove that 

I^'Kz) > sup {A<7,z> - c^ily)} = lim {A<v,z> - c.^y)}. 
AeO A^cx) 

Conclude that if p(H) = 0, then z does not belong to dom/^^\ IHint: 
Problem Vm.6.7.] 

(c) Prove that if p is absolutely continuous with respect to Lebesgue 
measure, then dom/^^^ = mt(cc Sp). 

VIIL6.9. The purpose of this problem is to prove Theorem Vin.4.4. Assume 
the hypotheses of that theorem. 

(a) Suppose that the dimension m of aff 5^ is less than d. Prove that 
there exist an orthogonal matrix t/and a vector y such that aff S^ = UA + y, 
where A = {xeR^: x^+^ = • • • = x^ = 0}. For Borel subsets B of A, define 
p{B} = p{UB + y}. Prove that for suitable choice of y 
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c,(t) = iUyy + c-^{U\t - 7)), reaffS,, 

where U^ is the transpose of U. Relate the range of Vĉ CO, tedSiSp, to the 
range ofVcp{s), seA, and prove parts (a) and (b) of Theorem VIII.4.4. 

(b) Prove part (c) of Theorem VIII.4.4. 

VIII.6.10. The purpose of this problem is to generalize Theorem VIII.3.4 
to higher dimensions. Let /? be a maximal Borel probabihty measure on U^, 
d>2, such that Cp(t) is finite for all teW^. 

(a) Prove that Ip^\z) is essentially smooth. 
(b) Prove that V/̂ ^^ defines a one-to-one mapping of int(cc*S'̂ ) onto W^ 

with inverse Vc^. 
(c) Using the implicit function theorem for analytic functions [Bochner 

and Martin (1948, page 39)], prove that Ip^\z) is a real analytic function 
of zemt(ccSp). [Hint: For any point zeint(ccSp), there exists a unique 
point t(z)eU^ such that Vc^(/(z)) = z [Theorem VIII.4.3(a)]. The Hessian 
matrix of Cp at t(z) is positive-definite [Problem VIII.6.1(a)]. The mapping 
VCp(t) can be continued into the complex space C^ to be an analytic mapping 
[Bochner and Martin (1948, page 34)].] 




