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Summary . In this paper we formulate and use the duality concept of Klotzler 
(1977) for infinite horizon optimal control problems. The main idea is choosing 
weighted Sobolev and weighted Lp spaces as the state and control spaces, respec­
tively. Different criteria of optimality are known for specific problems, e.g. the over­
taking criterion of von Weizsacker (1965), the catching up criterion of Gale (1967) 
and the sporadically catching up criterion of Halkin (1974). Corresponding to these 
criteria we develop the duality theory and prove sufficient conditions for local opti­
mality. Here we use some remarkable properties of weighted spaces. An example is 
presented where the solution is obtained in the framework of these weighted spaces, 
but which does not belong to standard Sobolev spaces. 

1 Introduction 

It is well known that in problems of economic growth we have to deal with 
infinite horizon optimal control problems. The range of applications of such 
type of problems is large, starting with famous Ramsey accumulation model 
up to diverse problems in continuum mechanics. Numerous advertising mod­
els and renewable resources models go back to control problems with infinite 
horizon as well [8, 16]. Applications of infinite horizon problems in continuum 
mechanics were studied by Leizarowitz and Mizel [12], and Zaslavski [19]. 
The usual maximum principle cannot easily be adjusted to the case of infinite 
horizon problems as it was first demonstrated in an example of Halkin [9]. 
Since the usual transversality condition does not hold anymore, some authors 
have investigated particular situations where ad-hoc transversality conditions 
are necessary for optimality. Such transversality conditions were obtained by 
Aseev and Kryazhimskiy [1], Michel [14] and Smirnov [17]. The simplest way 
to solve optimal control problems with infinite horizon is to find a solution on 
a finite interval and t ry to extend the solution onto the whole half-axis. But 
there is no guarantee for the extended solution to be optimal on an infinite in­
terval. For tha t reason the proof of optimality is very important and is usually 
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based on sufficient conditions. A lot of work has been done in the last decades 
to prove necessary conditions for problems in the calculus of variations, see 
e.g. [4, 5], and optimal control, see e.g. [6]. Results concerning sufficiency con­
ditions were derived via Fenchel-Rockafellar duality by Rockafellar [15], Aubin 
and Clarke [2], Magill [13], and Benveniste and Scheinkman [3]. In our paper 
we use the duality concept of Klotzler [10] and a special choice of state and 
control spaces to obtain sufficiency conditions. Considering the exponential 
factor e~^* as a density function we propose to choose weighted Sobolev and 
weighted Lp-spaces as state and control spaces, respectively, defined in the 
second section. Here we include a brief review of important aspects concern­
ing differences between Lebesgue and improper Riemann integrals, which can 
influence optimality on an infinite interval. According to [8] and [6], there 
are several optimality criteria for considered class of problems and they are 
introduced in section 3. The fourth section is devoted to the development of 
the duality theory taking some properties of weighted spaces into account. 
A localized problem and the corresponding dual problem are formulated in 
section 5. The last section includes sufficiency conditions, which are proved 
via linear approach in the dual problem. An example illustrating existence of 
optimal solution with respect to weighted spaces-while no solution in usual 
Sobolev spaces exists- is presented as well. 

2 Problem Formulation 

We deal with problems of the following type: Minimize the functional 
POO 

J{x,u)= / f{t,x{t),u{t))u{t)dt (1) 
Jo 

with respect to all 

{x,u) e W^;:^(0,oc) X L ; , , ( 0 , O O ) (2) 

fulfilling the 

State equation x{t) = g{t,x{t),u{t)) a.e. on (0,oo), (3) 
Control restriction u{t) G U a.e. on (0,oo), (4) 
Initial condition x{0) = XQ. (5) 

Here U is a, nonempty compact set in W. The spaces Wp'll'(0,oo) and 
Lpj,(0,oo) will be defined below. 

2.1 Weighted Sobolev Spaces 

We consider weighted Sobolev spaces Wpi^(n) as subspaces of weighted 
Z/p j^(i7) spaces of those absolutely continuous functions x for which both x 
and its derivative x lie in Lp^(i7), see [11]. 
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Let Q = [0,00) and let M'^ = M{f2;R'^) denote the space of Lebesgue 
measurable functions defined on .f? with values in R'̂ . The function z/ : J? —> 
R+\{0} is a density function ii 1/ £ M and 

/ i'(t)dt < 00. 

Let 1/ G C(i7), 0 < u{t) < 00 be given, then we define the space L'^^^{Q) by 

Ll,{n) = {x € M^\ \\x\\l := I \x{tWiy(t) dt< 00}, (when p>2) 

Q 

^Zoui^) = {x e M'^\ ||x||oo :=esssup|ic(t)|i/(t) < 00 } (whenp= 00) 
teo 

and the weighted Sobolev space by 

wl'j^^n) = {x e Â »|X e Ll,{n),x e Ll,{n)} (p = oo). 

Here x is the distributional derivative of x in the sense of [18, p.49]. This 
space, equipped with the norm 

l - I I ' v . , .,„ = f{\x{t)\ + \x{t)\Y<t)dt., 

is a Banach space. For later use we also define the space 

^ r . " - i ( ^ ) = {Q^ ^ " ' " I IIQIloo := max fesssup \^iM\ < 00 1 . 
' I I *'̂  V ten Hi) ) ) 

For X e I/p,^(i^) and y e I/^^^i_,(i7) the scalar product < x,y > in L^{f2) 
defines a continuous bilinear form, since 

00 

0 

<ML^,^in)\\y\\Li^,_^in) 

holds true. For the special case p = 2 one has [LJ^^(j?)]* = L'2 y{0) due to 
the Riesz representation theorem. Therefore, we obtain the following relation 
between the scalar products in L2 jy{0) and 1/2(^7): For x G ^^^^(i?) and 
y € L^ ^-i{Q) there exists y G L2 w(i7) such that 

(^' y)Li^Q) = < ^, y >L^(r?) (6) 

y = y/jy-
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Equation (6) is essentially used to formulate the duality theory in the sense 
of Klotzler in the following sections. 

Remark It is well known, see [7], that the inclusion L^ j,(i?) C L'^^^{Q) holds 
true for all p > ^, i.e. there is a C G M+ such that 

IWlLJ_„<^lkllLj,,- (7) 

Note that here and in the proofs of other sections we abbreviate Lpj^(O) by 
Lpj^ in the indices. 

Now some aspects concerning the integral in (1) should be mentioned. We 
assume that the function / in (1) is continuously differentiable and allow 
both Lebesgue and improper Riemann integrals to appear in (1). The main 
difference between the Lebesgue and improper Riemann integrals is that one 
of them may not exist while the other one is convergent. In the case 

I \f{t,x{t),u{t))\iy{t)dt <oo, (8) 

both Lebesgue and Riemann improper integrals exist and coincide [7] and we 
have 

oo T 

f{t,x{t),u{t))iy{t)dt= lim j f{t,x{t),u{t))du{t)dt (9) 

0 0 

= lim JT{x{t),u{t)). 
T^-oo 

But it can happen, that the integral in (8), i.e. Lebesgue integral, does not 
exist and at the same time the Riemann integral is conditionally convergent. 

3 Global Optimality Criteria 

In the case of infinite horizon optimal control problems the standard optimal­
ity notion should be newly defined. Namely, there are several new optimality 
criteria [8], which are also suitable in the case of a divergent integral in (1). 
We introduce global optimality criteria for the case when the integral in (1) 
is understood in the Lebesgue sense. 

Definition 1. Suppose that the integral in (1) exists. Furthermore, denote the 
problem (l)-(5) by (Poo)- Let (x*,tx*) be an admissible pair of {Poo)- For any 
other arbitrary admissible pair (x, u) and for T >0, let 

A{T)= f f{t,x(t),u{t))iy{t)dt- f f{t,x*{t),u*{t))iy{t)dt. 
Jo Jo 

Then the pair {x*^u*) is called optimal for (Poo) ^^ the sense of 
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1. criterion LI, if for any admissible pair (x,u) we have lim A{T) > 0; 
T—>oo 

2. criterion L2, if for any admissible pair (XyU) there exists a moment r 
such that for all T > r we have A(T) > 0 (overtaking criterion of von 
Weizsacker (1965)). 

Optimality in the sense of LI coincides with usual optimality, while L2-
optimality is stronger than the first one. The definition of local optimality 
will be introduced later. 

Remark. In the case of Riemann improper integral in (1) there are some other 
optimality criteria which are defined in [8]. 

4 Duality Theory 

Before formulating the duality theory for infinite horizon optimal control prob­
lems, we prove: 

Lemma 1. Let (x*,ii*) be an admissible pair of (Poo) ^^^ S '. Q x W^ —> R 
be a function of the form 

S{t, 0 = a{t) + y{tf{^ - x*{t)) + l/2(e - x*{t)fQ{t){^ - x%t)), (10) 

with a e Wl(n), y € W^'J^^.^(f2), and Q € VK^^^^7(^) symmetric. Assume 
also that p > q. Then, for any x G Wp'^{f2) with x{0) = XQ, one has: 

^\\m^SiT,x{T)) = 0, (11) 

oo 

Jj^S{t,x(t))dt=-S{0,xo), (12) 
0 

Proof Observe that 

CXD OO OO 

S:= f\S{t,x{t))\dt< j \a{t)\dt+ f\y{tf{x{t)-x*{t))\dt 

0 0 0 
OO 

i j \ix{t) - x*{t)fQ{t)ix{t) - x^t))\dt. 
+ 2 

0 

Applying Holder's inequality we obtain 

1/9 / cx) \ 1/P 

S < Hallux + J \y(t)\' u'-^{t)dt U \x{t) - x*{t)f v{t)dt 
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oo \ l / P / oo \ 1/9 

+\ IMt)-x*(t))ri^rnt .(I\Q{t){x{t)-x%t))\'v'-^(t)dt 

This yields 

S<Mwl^\\y\\L- , \\x-x*\\j^„ +\\\x-x*\\^^ | |Q(x-a;*)| |^„ 

< IHIiv '+ IMIi" l k - x * | | i „ +C | | a ; - x* | | ^ „ ||Q||^„x„ < oo. 

The last estimate is true because of 

oo 

WQix - x*)iii„ = [ \Q{t){x - x'mi" i^'-^mt 
0 

OO 
Q 

< 2^ / L a x e s s s u p J % ^ ^ \(x - x*)(t)\'u{t)dt 

0 

<2«IIQIIl.x„ •||(a;-x*)||i„ 

<f2C||g||^nx„ -iKx-x*)!!,™ y . 

oo 

To estimate ||(â  — a:*)||^n we applied (7). The convergence of J |S'(t, x(t))| ĉ t 

yields (11), since 

T / T - l T ^ 

lim S{t,x{t))dt= lim I / S'(t,x(t))d^ + / S{t,x(t))dt 

0 \ 0 T - l 
T 

= lim [ S(t,x(t))dt-\- lim S'(r,x(r)), 
T—J'oo J r— •̂oo 

0 

where r is an element in [T — 1, T]. Condition (12) can now easily be derived 
applying (11). D 

We introduce the Hamiltonian as 

n{t,^,rj) = snpH{t,^,v,ri), (13) 
veu 

where 

H{t, e, V, 7]) = -f{t, ^, ^) + — < ry, g{t, ^, v) > 

represents the Pontrjagin function. Furthermore, we define the set 
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Y = { S -.Six Q — symmetric 

v(t,o ^^x 

> . 

Using the dual problem formalism described in [10] we construct a problem 
(Doo) and prove: 

Theorem 1. Let a problem (Poo) ^̂  given. Then for the problem 

(Doo) maximize goo{S) := —S{0,xo) withrespectto S eY, 

the weak duality relation 

inf(Poo) > sup(Doo) (14) 

holds. 

Proof. Let (x,ti) be admissible for (Poo) and S be admissible for (Do©), i-e. 
S £Y. Then we have 

/»oo 

J{x,u)= / f(t,x(t),u{t))v(t)dt 
Jo 

/•CO 

= / (-H{t,x(t),u{t),d^S(t,x(t))))u(t)dt 
Jo 

= j ^ (^-H{tMt)Mt),diS{t,xm - ^̂ ^̂ '̂̂ ^̂ ^̂ ^ 
Ht) 

u{t)dt 

dtS{t,x{t)) , d(S{t,x{t)). 
x{t) v(t)dt 

+ / {dtSit,x{t)) + diS{t,x{t))x{t))dt 
Jo 

+ / {dtS{t,x(t)) + d^S(t,x{t))x{t))dt. 
Jo 

This shows that 
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J(x,u)> / —S{t,x{t))dt= lim / —S{t,x{t))dt 
Jo at T-^OOJQ at 

= lim S(T,x{T)) - S{0,x{0)) = -S{0,xo), 
T—>oo 

completing the proof in this way. D 

Remark. As we can see, the proper decision variable in the dual problem (i^oo) 
is (a,y, Q), but we use 5 G y for simplicity. 

The next two corollaries provide sufficiency conditions for global optimality 
in the sense of criterion LI and criterion L2, respectively. 

Corollary 1. An admissible pair (x*,it*) is a global minimizer of (Poo) in the 
sense of criterion LI, if there exists an admissible S* for (Doo), such that the 
following conditions are fulfilled for almost all t > 0: 

(M) n(t,x''{t),d^S*{t,x*{t))) = H{t,x*{t),u*{t),d^S*{t,x*{t))), 

(HJ) ^dtS^ {t, X* {t)) + n{t, X* (t), d^s{t, X* (t))) = 0. 

Proof This follows immediately from Theorem 1. D 

Remark. The boundary condition 

{B) lim S*{T,x*{T)) = 0 (15) 
T—^oo 

is automatically satisfied due to Lemma 1. 

Corollary 2. An admissible pair (x*,u*) is a global minimizer of {PQO) in the 
sense of criterion L2, if there exists a family {{S^)}T>T C Y, for a sufficiently 
large r, such that the following conditions are fulfilled for almost all t € (0, T): 

(MT) n{t,x*{t),diiS*j.)(t,^*it))) = Hit,x*(t),u*{t),d^{S^){t,x*{t))), 

(HJT) j;^dt{s^){t,x*{t)) + nit,x*it),d^{s^){t,x*{t))) = o, 

{BT) M^ 5 J ( T , 0 = Sl^iT, x*{T)). (16) 

Proof: According to criterion L2, we obtain the following inequalities for all 
T>T and S^ e Y: 
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T 

'-H{t,x{t),u{t),d^S^{t,x{t))) - ^^^rMt)) ) ^(^)^^ 

JT{X,U)= f f{t,x{t),u{t))u{t)dt 
Jo 

^ Jo \ - - - ' - — " - — - ' - — (̂t) 

>-£ (nit,x{t)AST{t,x{t))) + ^i^T^m^j ^it)dt (17) 

+ / {dtS^{t,x{t)) + d^S*T{t,x{t))x{t))dt 
Jo 

+ 5^(r,x(r))-5^(o,x(o)) 
> inf SUT,a-SUO,xo). 

All inequalities in (17) become equalities if the conditions ( M T ) , (HJT) and 
(BT) are satisfied for the pair (x*,it*). This means that for all T > r the 
strong duality relation for problems with finite horizon, see [10], 

JTix',u*) = inf {S^{T,0 - S^{0,xo)} (18) 

holds. Having in mind the definition of criterion L2, we can easily see that the 
pair is the optimal solution of the problem (Poo) in the sense of criterion L2. 
D 
Remark. It follows from (16) that the transversality condition yriT) = 0 has 
to be satisfied for all T > r. 

5 Formulation of the Local Problem and Local 
Optimality Criteria 

In this section we discuss local optimality. Evidently every function from 
Wp'^ is absolutely continuous. For that reason the imbedding of the weighted 
Sobolev space into the space of continuous functions allows us to formulate 
the notion of strong local optimality as follows. 

Definition 2. An admissible pair (x*,tA*) o/(Poo) is strong local optimal in 
the sense of criterion LI, if there is a function 6 : E+ —̂  M+ such that 
J{x*^u*) < J{x,u) for any admissible pair (x,u) o/(Poo) satisfying \(x(t) — 
x*{t))u{t)\ <6(t) for allt>Q. 

In this paper we concentrate only on LI strong local optimality while definition 
of L2 strong local optimality will be omitted. The problem (Poo) can now be 
localized by writing (2) in the form 



226 S. Pickenhain and V. Lykina 

[x,u]€ w^':}{n) X L;jn), x{t) e JCsA^Ht)), 
where 

ICsA^*{t)) := {I € R"| |($ - x*{t)Ht)\ < 6{t) }. 

The locahzed version of problem (Poo) will be denoted by (Poo.ioc)- Now we 
define the set 

Hoc = < 5 € y 
on{it,0\teQ,^elCsAx*{t))} 

Using this notation we now formulate an equivalent version of Theorem 1 for 
the localized case. 

Theorem 2. Let us consider the problem (Poo.ioc)* Then, for problem 

(i^oo,ioc) maximize goo{S) := —S{0,xo) withrespectto S G Yioc, 

the weak duality relation m/(Poo,loc) ^ sup{Doo,\oc) holds. 

Remark. The corresponding versions of Corollaries 1 and 2 hold true for 
(Poo,ioc) if'S' is local admissible in the dual problem, i.e. admissible in (-Doo,ioc)-

6 Sufficiency Conditions for Local Optimality 

6.1 Auxiliary Result 

It is important to ascertain that the adjoint variable belongs to the desirable 
space W '^i_,(i?). For this aim we prove 

Lemma 2. Consider an admissible pair (x*,u*) of (Poo)' Assume that, for 
some constant C G IR4-, we have: 

\d^git,x*{t),u*m < C{\\ X* U.jo) +lk1U;, . («)) , 

d^f{t,x*{t),u*{t)) € Ll,{Q); oj{t,Q) 6 L^,,i-,(r2), 
t 

t-^^(t)= f u;{t,s)d^f{s,x*{s),u*{s))i^{s)ds isinLl^^-,{n). 

0 

Here a;(t, 5) denotes the Green matrix defined for t > s as a solution of the 
system 

^ 5 5 ^ ^ = - % ( i , x * ( i ) , u * ( t ) M f , s ) , ^is,s) = I. (19) 

Then the solution y of the adjoint equation 

m = -v{tfd^g{t,x*{t),u*{t)) + dif{t,x*it),u*{t))u{t) (20) 

is an element of the weighted Sobolev space W 'j^i-q(i^). 
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Proof. The solution of (20) can be written as 

y(t) = u;(t,0)y(0) + <?(t), 

where a;(t, 5) is a solution of the system (19). Noticing 

we estimate first the function y itself 

00 

llj/llin ^ = /"M*,0)2/(0)+ <?(<)!Vi-*(i)di 

0 
00 00 

<2« /"|w(<,0)2/(0)|«i/'-«(t)di + 2« j \${t)\'' v^-'>{t)dt 

0 0 

+ 2'Pill , 2« IK*, 0)2/(0)||«„ +2'||c?||l„ 

and then its distributional derivative 
00 

IÎ IIL" , = j\-y{tfdig{t,x*{t)X{t)) + d^f{t,x'{t),u'{t)y{t)\\'-'>dt 
0 

00 

< {2CY (11 X* lU.̂  +||u'|U. J Yl2'(*)l''^''"'(*)^* 
0 

00 

20 j \d^f{Ux*{t),u*{t))v{t)\''u^-'>{t)dt 

00 

0 

2C7||2/||̂ „ ^ ) +2'||0^/r 

(4C') |Kf,0)j/(0)||i„ +||<?^||^^ )+2'11^4/11 

Under the assumptions of this lemma, both ||2/||L^ and ||2/||L^ are 

finite and we conclude y G l^^'^i-q('^)- D 

6.2 The Main Result on Sufficiency Conditions 

We now present the main result of this paper and prove sufficiency condi­
tions for local optimality. We have developed the duality theory via quadratic 
approach in the dual problem, but we now formulate the following theorem 
applying the linear approach. To derive analogous sufficiency conditions by 
means of the quadratic approach we need some a priori assumptions which 
guarantee that Q € ^^^^-1 {^) holds. This will be a task of further studies. 
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Theorem 3. Let the assumptions of Lemma 2 be satisfied for an admissible 
pair {x*,u*) o/(Poo,ioc)- Suppose thaty solves (20) and fulfills the conditions 

dtH{t,x*{t),u'{t),y{t))<(i, (21) 

H{t,x*{t),y{t)) = H{t,x%t),u*{t),y{t)), (22) 
d^^H{t, x*(t), y(t)) is negative — definite, (23) 

almost everywhere on Q. Then the pair (x*,ifc*) is a strong local minimizer of 
{PooyXoc) ^^ the sense of criterion LI. 

Proof. In order to verify whether an S defined in (10) is admissible for the prob­
lem (i^oo,ioc) we define the defect of the Hamilton-Jacobi differential equation 
as 

A{t,o = -l^dtS{t,i) + H{t,i,d^s{t,i)) 

= ^ im + y{tf{^ - ^^m - yitfxHt)) + Hit, e, d^Sit,0). 

Choosing a{t) from the Hamilton-Jacobi differential equation 

A{t,x%t)) = 0 (24) 

we obtain 

d(t) = {y{tfx' it) - H{t, X* (i), y{t)))v{t). (25) 

Substitution of (25) into the expression for A{t,£) yields 

A{t,0 = ^f(tf(i - ^*W) + n{t,^,diS{t,0) - H{t,x*{t),y{t)). 

It can easily be seen that S belongs to l̂ oc if a:*(̂ ) maximizes A{t, £) in a J(t)-
neighborhood of x*(t) for all t > 0. For that reason we consider a parametric 
optimization problem 

(Pt) maximize A{t,^) with respect to { € /C<5,i/(a:*(t)). 

The first order necessary condition 

d^A{t,x*{t)) = ±^^y{t) + d^H{t,x'{tly{t)) = 0 (26) 

together with the second order sufficiency condition represented by (23) guar­
antee that x*(t) solves the problem {Pt) for all t > 0. Due to condition (21), 
d^'H{t,x*{t),y{t)) consists of only one point and the canonical equation (26) 
can be rewritten in form (20). Since the conditions of Lemma 2 are satisfied 
we obtain y € ^J;^i-g(^) . It means that S has the form (10) with Q{t) = 0 
and Lemma 1 can be applied to get the condition (15) of the generalized max­
imum principle for the criterion LI satisfied. The maximum condition stated 
in (22) and two other conditions of Corollary 1 are satisfied, what allows us 
to deduce that the pair {x*,u*) is a strong local minimizer of (Pc»,ioc) in the 
sense of criterion LI. D 
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6.3 An Example 

We consider the Production-Inventory Model [16] 

mm I J{x,u) = je-^' ( ^ ( ^ - ^ ) ' + | ( ^ - ^ ) ' ) ^^ [ (2^) 

x(t) =^ u{t) - VQ, a;(0)=xo, (28) 

where / i > 0 , c > 0 , p > 0 , x , ' U denote the inventory holding cost coefficient, 
the production cost coefficient, the constant discount rate, the inventory goal 
level and the production goal level, respectively. The state equation expresses 
that the inventory x at time t is increased by the production rate u{t) and 
decreased by the constant sales rate i;o-

We find the Pontrj agin function 

H{t,i,v,r^) = -^{i-xf-l{v-uf + ^^{v-vo) (29) 

and verify the condition (21) of Theorem 3 

dlH{t,^,v,r,) = - c < 0 = ^ dl^H{t,x*it),u*{t),y{t)) < 0, 

which is evidently satisfied. Furthermore, obtaining the control from maximum 
condition (22) 

n * ( t ) = m a x | ^ + ^ e ^ * , o | , 

we assume u to be large enough that the production rate always gives a 
nonnegative value: 

^ * ( t ) = t i + ^ e ^ * . (30) 

Substitution of u* into (29) yields the Hamilton function 

n{t,^,v) = -!^{i - xf + ^^e'Pt+rje»\u - vo). 

Relation (20) together with the state equation define the canonical system 

^ V ' 

= 0 

a:-(t) = u+ ^eP' - vo, x*(0) = Xo, 

which can be rewritten as follows 
y(t) = h(x*(t)-x)e-f'^ 

(31) 
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By differentiating the first equation and replacing the expression for y{t) by 
h{x*{t) — x)e~^*y one gets 

y{t) = h (x*(t)e-^* - p(x*{t) - x)e-^*) 

= hU^ ^ e ^ * - vo) e-^' - py{t). 

The equation for the adjoint variable becomes 

y{t) + py(t) --y = h{u - vo)e-f'K 
c 

By using the notation 

-p + x/p2 + 4h/c , -p-y/p^ + ih/c 
h = , k2 = , 

one can write y{t) = Cie^^^ + C2ê *̂ + (VQ — u)ce~^^. Then we obtain the state 
function from the first equation of (31): 

x\t) = \ {cihe-^^' + C2/C2e-̂ ^*} - K - u)^ + x. 
n a 

The initial condition from (28) yields 

(xo — x)h — ciki — c(u — v)p 
C2 = ] . 

In order to satisfy y € W '̂̂ î-g it is necessary to set lim y{t) = 0. This can 

occur only if ci = 0 holds true, otherwise y{t) tends to infinity. The complete 
solution of (31) is stated below: 

y{t) = C2e''^'-V{vo-u)ce-P\ 

x^it) = i {C2k2e-^^'] -{vo-u)^+ X. 

Using (30) we derive the control function 

c 

We now investigate the question concerning the spaces the solution belongs 
to. The function x*{t) does not belong to any usual Sobolev space Wp, since 
the constant \{vo —u)cp\'P is not integrable over the infinite interval. The same 
holds true for the control function u* as it includes a constant as well. We try 
to figure out whether these functions belong to some weighted Sobolev space 
Wp^J) and weighted Lpj^ space, respectively. Moreover, we will show that for 
all u) and p satisfying 
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(32) 
(Jj 

P 

we have x* e W^^^, y G VI^J;^i-., and u* € L^^^, where u{t) = e"'^*, cc; > 0. 
For tha t purpose we estimate as follows 

oo 

• ' I IL" = f\Uc2k2e-'''' + {u-vo)c) + -""'dt 

< 2 ^ 

oo 

J h 
g(-pfci-a;)t^^_^2P 

00 

I {u - VQ)C 

+ x e-^'^dt < 00. 

The first integral on the right-hand-side converges due to the positivity of 
k\^ and it allows us to say x* G L'^w Almost the same estimate for ||ir*||^n 

* IIP implies x* G W3'^ . We repeat the whole procedure for ||t^*||£,r and obtain 

CX) 

C 

C 
fe^-P^'-'^^'dt+{2voY fe-'^'dt < 00. 

0 0 

By (32), one derives u* G Lpj^. Setting q = - ^ and 1 — q = — ^ j , one gets 

00 

II2/III" , = / he"'' + (« - vo)ce-^'\^'e^*dt 

0 

0 0 0 0 

- P P t ^ t 1. 
e p-i at < 00. 

Repeating the same procedure for HyĤ n̂ we prove y G W '^i_q. The in-

elusion y G ^^ '^ i -g is necessary in order to justify the application of The­
orem 3. Now it remains to verify (23), but this can be easily done because 
dhH{t,x*{t),y(t)) = —h < 0. As a consequence, all the conditions of Theo­
rem 3 are satisfied and we can conclude that the pair (x*,-u*) is a strong local 
minimizer of the problem (27)-(28) in the sense of the criterion LI . 
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