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Summary . In this paper, the problem to control a finite string to the zero state in 
finite time from a given initial state by controlling the state at the two boundary 
points is considered. The corresponding optimal control problem where the objective 
function is the L^-norm of the controls is solved in the sense that the controls that 
are successful and minimize at the same time the objective function are determined 
as functions of the initial state. 

1 Introduction 

We consider a string of finite length that is governed by the wave equation. 
The string is controlled through the boundary values at both ends of the string 
(two-point Dirichlet control). The boundary control of the wave equation has 
been studied by many authors and results about exact controllability are well-
known. The method of moments is an important tool to analyze this system 
(see e.g. [1, 7, 8, 10, 12] and the references therein). Also the controllability of 
the discretized problems and the relation between the optimal controls for the 
continuous and the discrete case have been the subject of recent investigations, 
see [14]. A related problem of one-point time optimal control has been solved 
in [11], where the control functions are assumed to have a second derivative 
whose norm is constrained. In [13], exact controllability is studied for a string 
with elastic fixing at one end. 

In this paper, our main interest is to study the structure of the optimal 
controls and to give an explicit representation of the optimal controls in terms 
of the given initial data. This yields valuable test examples for numerical 
algorithms. 

Prom a given initial s tate where the position and the integral of the velocity 
are given by a Lebesgue-integrable function the system is controlled to the 
zero state in a given finite time. 

To guarantee tha t this control problem is solvable for all initial states, the 
control time has to be greater than or equal to the time that a wave needs 
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to travel from one end of the string to the other (the characteristic time). In 
Theorem 1 we give an exact controUabihty result where the initial states tha t 
can be steered to zero with boundary controls from the spaces L^ (p G [1, oo]) 
are characterized: These are the initial states where the initial position and 
the integral of the initial velocity are functions in the spaces L^ on the space 
interval. 

The requirements tha t the target state is reached in the given terminal 
time do not determine a unique solution. So we can choose from the set of 
successful controls a point tha t minimizes our objective function which is the 
L^-norm of the controls. In general, this optimization problem does not have 
a unique solution. In Theorem 2 the solutions are given explicitly in terms of 
the initial data . 

In [2], [4] and [6], we have studied the related problem to steer the system 
from the zero state to a given terminal state in such a way that the U^-
norm (p € [2, oo]) of the control functions is minimized. In these papers, the 
method of moments and Fourier-series have been used in the proofs. In the 
present paper we use the method of characteristics for our proofs. Note that 
in contrast to the L^-case, for p € (1, oo) the corresponding optimal controls 
are uniquely determined. 

This paper has the following structure: We define the optimal control prob­
lem and some important auxiliary variables, for example the characteristic 
time and the defect. Then the problem is transformed and reformulated in 
terms of the Riemann invariants. For this purpose, we use the d'Alembert 
solution of the wave equation. After the introduction of auxiliary functions as 
variables in the optimization problem, the exact controllability result Theo­
rem 1 can be proved. Then the objective function is also writ ten in terms of 
the auxiliary functions, which allows to reformulate the optimization problem 
such that it decouples to t ime-parametric finite dimensional problems tha t 
can be solved explicitly. (These auxiliary problems also do not have a unique 
solution.) This allows to solve the optimal control problem. In Theorem 2, the 
solutions of the L^-optimal control problem are given in terms of the initial 
state. Finally we present some examples. 

2 The Problem 

Let L^(0, T) denote the space of Lebesgue-integrable functions on the interval 
( 0 , r ) , and let 

11(^1,^2)||l,(0,T)= / \ui{t)\^\u2(t)\dL 
Jo 

Let the length L > 0, the time T > 0 and the wave velocity c > 0 be given 

'o Let 2/0 ^ -'̂ ^(O, L) and yi be given such that the function x i-^ JQ yi{s) ds is 
i n L i ( 0 , L ) . 
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We consider the problem 

V : minimize ||(tti, 'ti2)||i,(o,T) subject to Ui^U2 € L^(0,T) and (1) 

y{x,Q) = yo{x), yt{x,0) = yi{x), x e (0,L) (2) 

y(0,t) = ui{t), y{L,t) = U2{t), t G (0 , r ) (3) 

ytt{x,t) = c'^ya:x{x,t), {x,t) e (0,L) X (0 , r ) (4) 

y{x,T) = 0, yt{x,T) = 0, x G (0,L). (5) 

3 Definition of the Characteristic Time 

Define the characteristic time to = L/c that a characteristic curve needs to 
travel from one end of the string to the other. In the sequel we assume that 

T>to. 

For the solution of the problem, we need to know how often the characteristic 
time to fits into the time interval [0,T]. Define the natural number 

k = max{j € W : i to < T} (6) 

and the defect 
A = T-kto>0. (7) 

The definition of A implies the equation T = k to -j- A. 

4 Transformation of the Problem 

In order to come closer to a solution of Problem P , we transform it to a form 
that we can solve. For this purpose, we write the solution of the wave equation 
in the form 

y(x, t) = [a{x + ct) + p{x - ct)]/2 (8) 

which means that we describe our solution in terms of the Riemann invariants 
or in other words, as the sum of travelling waves. For an introduction to linear 
hyperbolic systems see [9]. 

The end conditions (5) yield the equations 

a{x + cT) + P(x - cT) = 0, a'{x + cT) - (3'{x - cT) = 0, x G (0, L) (9) 

where the derivatives are in the sense of distributions. This is equivalent to 

a{x) = -p{x - 2cT), a'{x) = p\x - 2cT), x G {cT, cT + L). (10) 

Differentiation of the first equation in (10) yields 
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a\x) = -P'{x - 2cT), X e {cT, cT 4- L) 

hence we have a'(x) = —a'{x) and thus 

a\x) = 0, X € {cT, cT + L); (3\x) = 0, x G {-cT, -cT + L). (11) 

So the first equation in (10) impHes that there exists a real constant r such 
that 

a{x) = r, xe {cT, cT-¥ L); 0{x) =-r, x £ (-cT, -cT + L). (12) 

We have shown that if (8) satisfies the end conditions (5), then (12) holds. 
The reverse statement is obviously true. 

The initial conditions (2) yield the equations 

yo{x) = (1/2) [a{x) + P{x)], yi{x) = (c/2) [a\x) - P\x)i x G (0,L). (13) 

Hence we have 

yo{x)-h{l/c) I yi{s) ds = a{x) - ku x£{0,L) (14) 
Jo 

yo{x) - (1/c) / yi{s)ds = /3{x) + ki, xe (0,L) (15) 

for a real constant ki that we can choose as zero, which implies 

a{x) = yo{x) + (1/c) / ^1(5)^5, x e (0,L), (16) 

Jo 
p(x) = yo(x) - (1/c) / yi{s)ds, x e (0,L). (17) 

Jo 
We have shown that if (8) satisfies the initial conditions (2), then (16), (17) 
hold. The converse also holds: If a, p satisfy (16), (17), the initial conditions 
(2) are valid for y given by (8). 

5 Exact Controllability 

The considerations in the last section imply the following exact controllability 
result: 

Theorem 1. LetT > L/c andp € [l,oo] be given. The initial boundary-value 
problem (2)-(4) has a travelling waves solution in the sense (8) that satisfies 
the end conditions (5) with Ui, U2 G L^{Q^T), if and only if the initial states 
yO) yi satisfy the following conditions: yo G i / (0 ,L) and Yi G L^(0,L), where 
Yi{x) = J^yi{s)ds, that is yi G W-^^^{^,L). 

This implies that Problem V is solvable if and only if yo and Yi are in 
L\0,L). 
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Proof of one direction. Assume that yo and Yi € L^(0, L). Define 

ui{t) = y{0,t) = [a{ct) + P{-ct)]/2 

U2{t) = y{L, t) = [a{L + ct) + l3{L - ct)]/2 

where the functions a € L P ( 0 , L + ct), P G L'P{—CT^L) are chosen such that 
(12) and (16), (17) hold, for example with r = 0 and a{x) = 0 for x € (L, cT) 
and f5{x) = 0 for x G {L — cT, 0). Then the solution y given by (8) satisfies 
the initial conditions (2) and the end conditions (5). Moreover, ui and U2 are 
in L^(0,T). The proof of the converse is given in the next section. D 

Remark 1: For the case p € [2,oo], Theorem 1 is already proved in [6] us­
ing Fourier series. Note however, that in [6] the initial state is the zero state 
which is controlled in the time T to the target state (yoj2/i)-

6 Definition of Auxiliary Functions and Completion 
of the Proof of Theorem 1 

For j G {0,1,..., k) and t G (0, to) define the functions 

a,(t) = a{ct 4- jL), Pj{t) = p{-ct - {j - 1)L) (18) 

and for t G (0, Z\) define 

ak+i(t) = aid + (A; + 1)L), pk+i{t) = P{-ct - kL). (19) 

The functions a^, pj are useful as decision variables in the transformed 
optimization problem. We will state the constraints in terms of the functions 
a^, Pji Since 

[cT, cT + L] = [kL H- cA, (k + 1)L + cA] 

= [kL + cA, (k + 1)L] U [{k + 1)L, {k + 1)L + cA] 

and 

[-cT, -cT 4- L] = [-fcL - cA, -{k - l)L - cA] 

= [-kL - cA, -kL] U [-kL, -{k - 1)L - cA] 

the constraints (12) are equivalent to the conditions 

Mt) = r,te {A,to), ak+i{t) = r,te (0,Z\), (20) 

Pk{t) = -r,te {A,to), Pk+i{t) = -r,te (0,Zl). (21) 

This means that the functions afc+i, Pk+i -̂re constant on {0,A) and the 
functions ak, Pk are constant on (A, to) with the same absolute values but 
with opposite signs. 

Conditions (16) and (17) are respectively equivalent to 
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pet 

Mt) = yo{ct) 4- (1/c) / yi{s)ds, t e (0,to), (22) 
^0 

>L-ct 
po{t) = yo{L - ct) - (1/c) / vi{s)ds, t e (0,to), (23) 

Jo 

so the values of the functions QQ, 0O â re prescribed by the initial conditions. 
We can represent the control fimctions ui, W2 in terms of aj, (5j in the 

following way. Define the intervals 

I] = \jto,jto + A\, j e {0,l,2,...,k}, (24) 

n = [jto + A,{j + l)to], j & {0,1,2,...,k - I}. (25) 

Then for t e Ij OT t e If we have 

ui{t) = [aj{t - jto) + /3j+i{t - jto) ] /2, (26) 

U2{t) = [aj+i{t - jto) + I3j{t - jto) ] 12. (27) 

Now we complete the proof of Theorem 1. Assume that controls u\^U2 ^ 
LP{OjT) are given such that the travelling waves solution (8) satisfies the 
initial conditions (2) and the end conditions (5). The end conditions (20), 
(21) imply that the functions ô fc+i, pk+i are in 1/^(0, Z\). Then (26) and the 
fact that ui is in L^(0,T) imply that a^ is also in i / ( 0 , Z\). Equation (27) 
and the fact that U2 € L^{0,T) imply that pk is also in i / (0 , Zl). Analogous 
arguments show that a^- i , pk-i are in 1/^(0, A) and repeating the argument 
shows that ao, Po is in L^(0,z3i). 

The end conditions (20), (21) imply that the functions ak, Pk are in 
LP{A,to). Then (26) and ui e 1^(0,T) imply that ak-i is also in LP(A,to). 
Equation (27) and the fact that U2 G L^(0,T) imply that Pk-i is also in 
I/P(Z^,to). Repeating the argument implies that ao, PQ are in L^(Zl,to). 

Thus we have shown that ao, Po are in L^(0,to). Equations (22), (23) 
imply that yo is in 1/^(0, L) and that Yi is in 1/^(0, L). 

7 Reformulation of the Optimization Problem in terms 
of a , , f3j 

We start by transforming our objective function 

J(UUU2)= f \ui(t)\-h\U2{t)\dt. (28) 

Jo 

We have 
k pjto + A k-1 /.(j + l)to 

J{UUU2) = Y, / \ul{t)\-^\U2{t)\dt+Y. / \ui{t)\-^\U2{t)\dt 
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k «^ fc-1 

pA fc /•to ^-1 
= / y^\ui{t + jto)\-{-\u2{t-\-jto)\dt+ yZ\Mt + Jto)\ + \U2{t-\-jto)\dt 

•to '^-i r 
^ | a , ( ^ ) + /?,+i(t) | + ^\aj+i(t) + /?,(t) | 

dt 

dt 

=' F{o^j\io,A), Pj\{o,A)J ^ { 1 , . . . , ^ } ; o^j\{A,to)^ Pj\{A,to)J ^ {1,...,A; - 1}). 
(29) 

Now we write down our optimization problem in terms of the unknown 
functions a^, pj. If we have determined a solution pair a^, Pj, we obtain 
the corresponding controls n i , U2 from (26), (27). In this sense Problem V is 
equivalent to the problem: 

minimize the objective function F given in (29) (30) 

over the functions 

o^j\io,A)^ Pj\io,A) eL^{0,A), j € {l,. . . ,A;}, 

(^j\{A,to)^ Pj\iA,to) ^L\A,to), j € { ! , . . . , A ; - 1 } 

where ao, Po are given in (22), (23) and ak\(A,to)i Pk\{A,to)^ <^fe+i|(o,zl), 
Pk+i\(o,A) are given by (20), (21). 

7.1 Def ini t ion of a Time—Parametric Opt imiza t ion P r o b l e m 

For t G (0,^o) and a natural number m consider the optimization problem 

m - l 

H{t,m) : m i n ^ - | a , ( t ) + /?,+i(t) | + - | a , . , i ( t ) + /?,(t) | (31) 
j=o 

where the numbers ao( t ) , Po{t) and ar^(t) , Prn{t) are given and the decision 
variables are a i (^ ) , . . . , am- i (0 ) Pi{^)v"iPm-i{t)' If m = 1 there are no decision 
variables. The objective function of H(t^ m) is the integrand of the function F 
given in (29) at a single point t € (0, to), so the idea of i f (t, m) is to minimize 
the integrand of Problem (30) at a single point in time. 

We obtain solutions of Problem (30) by solving the optimization problems 
H{t^k-\-l) for t G (0, A) and i f ( t ,k) for t G (/A,to) almost everywhere, tha t is 
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we minimize the integrand in the objective function J pointwise a.e.. Consider 
solutions aj (t), jSj (t) of these optimization problems as functions of t. If these 
functions are Lebesgue integrable, they are condidates for a solution of the 
optimization problem (30) and thus yield solutions of the optimal control 
problem V. In fact, the solutions aj{t)^ Pj(t) ^^^ coupled by the real parameter 
r from (20), (21). So we reduce the original infinite-dimensional problem to 
the problem to find the value of the real number r for which the objective 
function evaluated at the corresponding solutions aj{t), Pj(t) has minimal 
value. 

7.2 Solution of a Time-Parametric Optimization Problem 

Consider problem H{t^m) for a fixed time t € (0,to). Since t is fixed, we call 
the decision variables ai,...,Q;^_i, /3i,...,/?rn-i înd omit the parameter t. We 
introduce new variables: 

Ij = <^j + Pj+i 1 ^j = < î+i + Pj foi" J even, 
7i = Oij^i + Pj , Sj = aj + pj+i for j odd. 

We have 
m — l f .^ 

IS even, E /_-,y joiQ-am if mis 

. / '^ ^^ [ao^Pm ifmij 
If am = r = —pm as in (20), (21), this yields for all m the equation 

m—1 

^(- l ) -^7^- = a o - r = ci. 
3=0 

^ } ^^^'-{Po^ocm if 

If am = r = —pm as in (20), (21), this yields for all m the equation 

m—1 

j=0 
Similarly, 

m — l 
m is even 
m is odd. 

We also have 
m—l m—l 

Y^ \aj{t) + Pj+i{t)\ + |a,-+i(t) + /?,-(t)| = Yl l̂ il + l̂ -̂l-
3=0 j=0 

This means that we can decouple problem H{t,m) into two problems 

m — l m — l 

Pi : min ^ hj\ s.t. ^ ( - l ) ^ 7 i = ci, (32) 
3=0 j=0 

m — l m — l 

P2: m i n ^ l J ^ I s.t. ^ ( - l ) ^ ( 5 j = C 2 . (33) 
j=0 j=0 
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L e m m a 1. The optimal value of Pi is |c i | . If Ci = 0, the solution of Pi is 
uniquely determined. If Ci ^ 0, the solution of Pi is not uniquely determined. 
In fact, (70, . . . ,7m-1) is a solution of Pi if and only if 

jj = {-lyXjCi, j G { 0 , . . . , m - l } , 

m —1 
where for j € {0, ...,771 — 1} we have Xj > 0 and ^ Â  = 1. The corresponding 

i=o 
assertions for P2 also hold. 

Proof. The point with the components 7-, as defined in the Lemma satisfies the 
equahty constraint of P i and has the objective value |ci | . Thus the objective 
value is less than or equal to |ci | . Now take an arbitrary point tha t satisfies 
the equality constraint of P i . Then the triangle inequality implies 

m — l m —1 m — 1 

j=0 j=0 j=0 

Hence the optimal value of P i is greater than or equal to \ci\ and we have 
proved the assertion. Assume that Ci 7̂  0. Let an arbitrary solution of Pi with 
the components rjo, r)i^...^r}m-i be given. Then we have 

m —1 

3=0 

Define Xj = \r]j\/\ci\. Then Xj > 0, X]^o^ Â  = 1, and r^j = |ci|AjSign(r7j). 
The equation 

m—1 m—l m—l 

E ( - l ) ' ^ ^ - = E >^j\c^\{-lysign{vJ) = |ci | E A,(-l)^sign(r?,) = ci 

holds. Thus 
7 7 1 - 1 

Yl '^i(-l)^sign(?7^) = sign(ci). 
3=0 

This equation can only hold if for all j € {0,.. . , m — 1} we have 
(-l)^sign(r7j) = sign(ci), 

which implies sign(r7j) = (—l)'^sign(ci). Thus we have rjj = {—lyXjCi, and 
the assertion follows. D 

7.3 So lut ion of t h e Opt imal Contro l P r o b l e m 

Consider the functions aj{t), Pj{t) defined as the solutions of H{t, k -\- 1) for 
t G (0, zA) and of H{t,k) for t G {A, to) almost everywhere. Lemma 1 gives 
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values aj{t) + /?j+i(t) and aj+i(t) + Pj{t) for the solution of problem H{t, m) 
explicitly. The general solution given in Lemma 1 yields solutions of the form 

7,(i) = {-iyXj{t)[ao{t) - r] for t e {0,A), j € {0, ...,k} 

-ij{t) = (- l)V,(i)[ao(t) - r] for t € {A,to), j e {0, ...,k- 1} 

6j{t) = (-l)V,(f)[/3o(t) + r] for t 6 (0, A), j € {0,..., k} 

5j{t) = i-iyujj{t)[poit) + r] for t € (Zi, to), 3 € {0,..., k - 1}. 

Here Xj and i/j are functions defined almost everywhere on (0, A) such that 

k k 

Xj{t) > 0, uj{t) > 0, J2Xj{t) = 1 = J2^j{t), 
j=0 j=0 

and such that the functions \j{ao — r) and '̂j(/?o + ^) are in 1/̂ (0, Z\) for all 
j € {0,...,A:}. Moreover JULJ and u;̂  are functions defined almost everywhere on 
{A, to) such that 

k-l fc-l 

/i,W > 0, cvjit) > 0, ^fXjit) = 1 = X^u;,(t), 

and such that the functions fijido — r) and (JJJ{PO + r) are in L^{A^ to) for all 
J 6 { 0 , . . . , f t - 1 } . 

Equations (26), (27) and the definition of 7^, Sj imply that the control 
values corresponding to these functions are given as 

ui (t + jto) = jj (t)/2 if j is even, (34) 

ui{t-\-jto) = Sj{t)/2 if j is odd, (35) 

U2{t + jto) = ^j{t)/'^ if j is even, (36) 
U2(t + jh) = jj{t)/2 if j is odd. (37) 

Now both for Ui and U2 we have to consider four different cases, depending 
on whether t is in the interval (O^A) or the interval (A^to) and on whether 
j is even of j is odd. The general solutions given in Lemma 1 correspond to 
optimal controls of the form 

ui{t + jto) = Xj{t)[ao{t) - r]/2 if j is even and t e (0, A), (38) 

ui(t + jto) = lJ'j(t)[ao{t) - r]/2 if j is even and t G (A, to), (39) 

Mt-^jto) = -i^j{t)[Po{t) 4- r]/2 if i is odd and t G (0,zA), (40) 

Mt-^jto) = -oJj{t)[f3o(t) + r]/2 if i is odd and t G (/A, to), (41) 

^2(^ + jto) = i'j{t)[Po{t) + r]/2 if j is even and t G (0, Zi), (42) 

Mt + i^o) = u;j{t)[po{t) + r]/2 if j is even and t G {A, to), (43) 

^̂ 2(t + jto) = Xj{t)[-ao{t) + r]/2 if j is odd and t G (0, Z\), (44) 

^^2(t+ ito) = /j,j{t)[-ao{t) + r]/2 if j is odd and t G (A,to). (45) 
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If T = kto, that is if ^ = 0 the intervals (0, A) vanish. 
It only remains to determine the value of the real number r. For this 

purpose, the control given above is inserted in the objective function J(ni,^2) 
and r is chosen such that J{ui,U2) is minimized. 

8 Main Result 

In this section we state the main result of this paper, which provides an 
explicit solution to the optimization problem "P, that is to say, to the L^-
norm optimal two-point Dirichlet boundary control of the wave equation to 
the zero position. 

Theorem 2. Assume that T is greater than or equal to to = L/c. Consider 
the Problem V defined in (l)-(5). Choose a real number r that minimizes 

1 /*° 
2 70 

\ao{t)-r\^\Po{t)^r\dt (46) 

where ao is given by (22) and J3Q is given by (23). 
Then a solution of Problem V is given by controls Ui, U2 defined in (38)-

(45) and, conversely, every solution has this form. 
The minimal value of Problem V is given by the integral (46) with an 

optimal choice of r. Problem V admits a unique solution if and only if the 
minimal value of Problem V is zero. 

Proof. We have presented controls iti, 1̂2 € L^(0,T) such that the generated 
state satisfies the end conditions and the corresponding value of the objective 
function is 

1 r̂ ^ 
J(ui,U2) = mm- I | a o ( t ) - r | + |/?o(t) + r|(it. 

^ ^ Jo 
Let i;i, -̂ 2 ^ -^^(0,T) be control functions for which the generated state satis­
fies the end conditions. Then there exists a real number r = r^ such that (12) 
holds. Suppose that the corresponding functions 7^, 6j (as in (34), (37)) do not 
solve the problem H(t,k + 1) almost everywhere on (0,A) (with afc+i = ro, 
Pk+i = ~^o) ^^ do not solve the problem H{t, k) almost everywhere on (Z\, ^o) 
(with ak = ro, pk = —^o)- For t G (0,zA), let hi{t) denote the optimal value 
of H(t,k-\- 1). Lemma 1 implies that hi{t) = [\ao(t) - ro\ + |/?o(0 + ^o|]/2. 
For t € (A, to) let h2(t) denote the optimal value of if (t, k). Lemma 1 implies 
that h2(t) = [\ao{t) - ro\ + \Po{t) + ro|]/2. Then we have 

J{vuV2)> / hi{t)dt-\- / h2{t)dt 
Jo J A 

= \J'\Mi)-ro\ + mt)-^ro\dt 

> J(ui,U2). 
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Hence viy V2 cannot be a solution of V. This yields the assertion that the 
optimal controls are of the form as stated in the theorem, that is they solve the 
problem if (t, k-\-l) almost everywhere on (0, A) (with ak+i = r, /Sk+i = —r) 
and solve the problem H{t,k) almost everywhere on {A,to) (with ak = r, 
Pk = —'̂ )) where r is chosen as to minimize (46). D 

1.5 2 
Time interval (O.T) 

Fig. 1. The optimal control ui = U2 in Example 2 

9 Examples 

In general the value of r for which the integral (46) attains its minimal value 
is not uniquely determined. 

Example 1. Assume that yo = CQ is constant and yi = 0, that is the string 
is initially at rest. Then (22) implies that ao('^) = CQ and (23) implies that 
Po (i) = Co, hence we have ao (t) = f3o {t) = CQ , and the number r from Theorem 
2 minimizes 

I 
to 

|co - r| + |co + r\dt = to{\co - r| + |co + r\). 

The value r = 0, minimizes the integral, since with r = 0 the integrand equals 
21 Co I and the triangle inequality implies that for all real numbers 5 we have 

2|co| = |co - 5 4- Co + s|4- < |co - s| 4- |co 4- s\. 

So the optimal value of Problem V is |co|to. In this case, (38)-(45) imply that 
for all j G {0,..., /?}, t G (0, A) optimal controls are given by 
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Space intewal (0,L) Time intewd (0,T) 

Fig. 2. The optimal state y in Example 2 

and for all j E (0, .. . , k - I) ,  t E ( A ,  to) optimal controls are given by 

If co > 0, the optimal value is taco. With r E [-co, co], the integral (46) has 
the value 

i l e a - r + ~ + r d t = t o c o ,  

thus also for all r E [-co, co] the controls given by (38)-(45) are optimal. Only 
in the trivial case co = 0 where the initial state is already zero, the choice 
r = 0 represents the unique solution. 

Example 2. Assume that yo($) = 0 and yl(x) = s in(x~/L) .  Then (22) and 
(23) imply respectively 

Since a. (t) = [(2L)/(c~)]  + Po (t), for all real numbers s # 0 we have 
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\Mt) - - I + mt) + - I = 2\-+0o{t)\ = I - + -+Mt) + Po{t)\ 
CTT CTT CTT CTT CTT 

o r 2/v 
= I s+/3o{t)+s+po{t)\ < I 5+/?o(i)|+|s+/?o(*)| = \ao{t)-s\+\poit)+s\ 

CTT CTT 

Hence with the value r = L/{CK) the integral from Theorem 2 attains its 
minimal value, namely 

— + /?o(t)|c?t 
CTT 

1 r*° 

and optimal controls are given by (38)-(45) with r = L/(c7r). Note that since 

ao(t) - r = /?o(^) + r we have ui = 1̂ 2-
Now let L = 1, c = 1 and T = 3.25, hence A: = 3. Figure 1 shows the 

corresponding optimal control u\ = U2 with r = I/TT and Figure 2 shows the 
state y generated by ui and U2. 
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