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Abstract

When feedforward neural networks of multi-layer perceptron
(MLP) type are used as black-box models of complex processes,
a common problem is how to select relevant inputs from a large
set of potential variables that affect the outputs to be modeled.
If, furthermore, the observations of the input-output tuples are
scarce, the degrees of freedom may not allow for the use of a
fully connected layer between the inputs and the hidden nodes.
This paper presents a systematic method for selection of both
input variables and a constrained connectivity of the lower-layer
weights in MLPs. The method, which can also be used as a
means to provide initial guesses for the weights prior to the final
training phase of the MLPs, is illustrated on a class of test
problems.

1 Introduction

When neural networks of muiti-layer perceptron (MLP)
type are used in black box modeling, e.g., for prediction
of variables in a complex industrial process, a frequently
occurring problem is that there are numerous factors that
may potentially influence the variables to be modeled
(predicted). Furthermore, it is also common that the
number of observations is limited. The second problem
has the consequence that the number of inputs and/or the
number of hidden nodes has to be restricted to yield a
meaningfu} parameter estimation problem (with, say, the
number of network weights not exceeding a tenth of the
number of output residuals [1]). This also means that all
potential inputs cannot be included in the model. A
remedy would be to limit the dimension of the input space
by considering only meaningful variables. If knowledge
of the system studied exists, it is possible to use such for
the elimination of superfluous inputs or for preprocessing
of the inputs, thus reducing the input variable dimension.
In cases where there is no such knowledge, one has to
resort to automatic methods for selection of relevant input
variables. In nonlinear modeling, there are no general
criteria for making such choices, even though papers have
been published on how to tackle the problem [2,3]; an
excellent review on pitfalls in measuring the importance
of inputs is provided in [4]. A way to tackle the problem
is to use constructive methods based on a growing neural
network [5,6], but these techniques are often not well

suited for problems where the input variables are
correlated. Furthermore, their ability to solve problems
with a low signal-to-noise ratio is also limited. On the
other hand, pruning of large trained networks have also
been proposed as a remedy [7,8], and in more recent
papers the possibility to use genetic algorithms for a
simultaneous optimization of network weights and
structure has been explored [9-11]. However, most
pruning methods are hampered by a laborious retraining
process. Furthermore, the risk of getting stuck in local
minima, which is always present in MLP training, may
result in “wrong decisions” concerning the usefulness of
certain network connectivities.

The present paper proposes a simple pruning approach,
where a large single-layer sigmoid network with random
initial weights in the lower layer of connections is used as
a starting point. The complexity of this network part is
gradually decreased by removing, on each iteration, the
least significant connection. In comparing the networks
with each other, the upper layer weights are determined
by linear least squares. This makes the method simple,
efficient, rapid and robust. The method is described in the
next subsection, followed by an illustration of it in
Section 3. The final section presents some concluding
remarks.

2 The Method

The method proposed in this paper is based on the
following assumptions: We confine our study to
feedforward neural networks of MLP type with a single
layer of hidden nonlinear (typically sigmoidal) units and a
single linear output node. The former limitation is
motivated by the fact that such networks have been
shown to be able to approximate any continuous
differentiable function to arbitrary accuracy, if the
number of hidden nodes is large enough, while an
extension to networks with multiple outputs is obvious.

The approach is based on the practical observation that
for an arbitrary, but known, choice of weights in the
lower layer of connections, W, (cf. Fig. 1) there are
generally a corresponding set of weights, w, to the output
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node that will lead to a relatively good solution of the
approximation problem at hand. After propagating the K
input vectors through the first layer of connections and
through the hidden nodes, the corresponding outputs of
each of the » hidden nodes, can be determined. Collecting
these together in a matrix, Z, where a first column of ones
(for the bias) is included, the upper-layer weights can be
easily determined by solving the linear problem
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by, e.g., Householder reflections using an orthogonal-
triangular factorization [12].
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Figure 1. Schematic of the networks used in the study.

The fact that an arbitrary (but well scaled) weight matrix
W is sufficient is also in agreement with the seemingly
odd observation, reported by numerous investigators, that
a large network trains more rapidly than a small network,
despite its larger weight space. The reason is that in a
large network the likelihood increases of initially finding
hidden nodes that operate in a proper region for solving
the problem at hand. Obviously, such a large network is
over-sized in a parametric sense, so it should be possible
to remove superfluous connections in its lower part
without major loss of accuracy of the fit. This brings us
into the basic pruning step of the method that in a nutshell
can be condensed into the following algorithm:

1. Select a (sufficient) maximum number of hidden
nodes, n, and generate a random weight matrix,
W,, for the lower layer of connections. Introduce
a set of indices to its weights, /, (excluding the
biases), and set the iteration index to i = 1.

2. Reset, in turn, a weight j in the set [I.;, and
determine the corresponding optimal upper-layer

weights W, by Eqgs. (1) and (2) and determine

the value of the objective function, F;;.
3. Set W; =W, and I, = I,,. Remove the weight,

j,.* that corresponds to the minimum value of the

objective function, i.e., jl_* =arg min{E ,—} from
both Wi and I,’.

4. Seti=it+l.If i<n-N, goto 2. Else, end.

3 Illustration of the Method

In order to illustrate the method outlined above, the
following function with N = 3 inputs, (x; , x; and x3) and
one output (y) is used.

y=alx? +0.5xx, )+ (1-a)0.5x,x, + X} )+ be  (3)

Obviously, the function is designed to yield a varying and
nonlinear dependence between inputs and the output for
different values of the parameter a € (0,1): The output, y,
is independent of x; for a = 1, for @ = 0 it is independent
of x;, while for 0 <a < 1 it depends on all input variables.

A few runs of the algorithm next illustrate its possible
use. In the analysis the inputs as well as the noise term, g,
are taken to be normally distributed random variables
with zero mean and unit variance, i.e., g, x; = N (0,1),
while the non-negative parameter b is used to control the
signal-to-noise ratio. The analysis is started from a
network with six hidden nodes, which was considered
sufficient for the task at hand.

3.1 Reference case

The model was first run with K, = 100 observations in the
training set, using an additional K,. = 100 observations in
a test set for verification of the resulting models, using the
parameter values ¢ = 0.5 and » = 0.2. Figure 2 shows an
example of the inputs and the output of a training set.

Figure 3 illustrates a typical evolution of the method on
the training (solid lines) and test (dashed lines) sets,
where the root-mean square errors F;« (cf. Eq. (1)) have
been depicted as a function of the remaining weights
(excluding biases) in the lower part of the networks. Note



that the “iterations” progress from right to left in the
figure. In summary, five to seven non-zero weights (to
five active hidden nodes) are sufficient to produce an
acceptable fit, and the corresponding networks generalize
well on the test set. This is also seen in Fig. 4, which
shows the resulting fit on the test set for the network with
five remaining lower-layer weights.
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Figure 2. Inputs and output in a training set of the
reference case.
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Figure 3. Evolution of the errors with the number of
remaining weights (excluding biases) in the lower part of
the network (: training set, - - - test set ).

Figure 5 shows the errors on the training set for networks
evolved from four random weight matrices. Even though
the levels of the errors are seen to differ between the
networks, the general features are very similar, especially
as far as the minimum connectivity for achieving a good
fit is concerned. A noteworthy fact is also that the fits for
the largest networks are worse than those of the
somewhat pruned networks, even on the training set.
Thus, superfluous lower-layer connections can be directly
detrimental for the model. This is the result of the fact
that the lower-layer weights are not retrained, but it still
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serves to illustrate the impact of the initial weights on the
conditioning of the training problem. Therefore, the
proposed technique can also be seen as a method for
initializing a (sparse) network.

Figure 4 Example on the model fit on the test data using
five non-zero weights in the lower part of the network
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Figure 5. Evolution of the training errors with the

number of remaining weights (excluding biases) in the
lower part of the networks from four random weight
matrices.

3.2 Detection of relevant inputs

The capability of the model to detect and remove
irrelevant inputs is next evaluated by creating a data set
with identical parameters to those of the previous
subsection, except a = 0.1. This gives rise to a function y
that only slightly depends on x;. The algorithm was used
to detect the one of the inputs that would be first
eliminated, i.e., would lose all its connections to the
hidden layer.



12

Starting from 20 random initial weight matrices, W, the
first input variable to be eliminated was always x,. Table
1 shows the “frequency” of the number of remaining
weight connections at the point where the final
connection to x; was excluded. Even though there is some
scattering, it is interesting to note that the required lower-
layer complexity at this point corresponds quite well to
the one required for solving the task with a = 0.5.
Another interesting observation is that the generalization
ability of the networks at these very points turns out to be
close to optimal for many of the runs. Figure 6 illustrates
this behavior for four of the runs, where the test set errors
have been depicted. The arrows in the figure indicate the
network complexity where the first input variable (x,)
was excluded from the model. Moving from left to right,
these are the points where a further added complexity
does not improve the function approximation provided by
the network.

Table 1. Frequency of remaining lower-layer weights at
the point where the first input (x,) was eliminated by the
pruning method for the function (3) with a =0.1.

Remaining | Frequency
weights
3 2
4 5
S 4
6 6
7 1
8 1
9 1
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Figure 6. Test set errors of four networks trained on y
generated by Eq. (3) with @ = 0.1. Arrows denote the
points where x; was excluded from the model.

4 Conclusions

The paper has described a systematic method for selection
of both input variables and a constrained connectivity of
the lower-layer weights in MLPs. It also provides initial
guesses for a gradient based training. The method has
been illustrated on a class of test problems, where it has
shown promising performance.
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