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Abstract.

In this paper, we present a novel algorithm of speaker-
independent continuous Mandarin digits speech-recognition,
which is based on the dynamic searching method of high-
dimension space vertex cover. It doesn’t need endpoint
detecting and segmenting. We construct a coverage area for
every class of digits firstly, and then we put every numeric
string into these coverage-areas, and the numeric string is
recognized directly by the dynamic search method. Finally,
there are 32 people in experiment, 16 female and 16 male, and
256 digits all together. All these digits are not leamed. The
correct recognition result is 218, and error recognition result is
26. Correct recognition rate is 85%

1 Introduction

With the development of the technology of speaker-
independent  small  vocabulary isolating speech
recognition, its application has been prospected in many
fields. But the applied continuous speech recognition
system is still rare. Therefore, the research of speech
recognition was mainly concentrated on improving the
performance of speaker-independent large vocabulary
continuous speech recognition since 1990s.

The traditional algorithm of the speaker-independent
continuous speech-recognition is mainly depended on the
endpoint detection. First, the speech was segmented into
small units, syllables or phonemes, and then these units
were recognized by the method of Hidden Markov
Models (HMMs)[2] or Dynamic Time Warping (DTW).
The advantages of these methods are that they can
convert the continuous speech into isolated speech and
reduce the difficulties of the recognition process. But
their method is fragile in the noise, limited in their ability
to handle pronunciation variation, and costly for large
vocabulary spontaneous speech transcription. That is to
say, their ability to represent dynamic behavior is limited
10].

%n (]>rder to resolve these problems of continuous speech
recognition, in this paper, we present a novel algorithm
which is based on the Theory of High-Dimension Space

Vertex Cover[5],[8]. We classify the corpora firstly and
then analyze the point property of the feature space by
this means. Because of CASSAN-II neural computer have
been widely applied the Theory of High-Dimension
Space Geometry to Artificial Neural Networks
[31.[71,[6],[4], and soon it succeeds in many fields, such
as pattern recognition[9], face recognition[12] and
adaptive controller[1],Finally we implement it on the
CASSAN-II neural computer[11] invented by Wang
Shoujue.

2 The
speech

(1) Co-articulation exists in the speech units (e.g.
phoneme, syllable).

(2) Because there are not clear endpoints between two
units, the phone can not be segmented completely or
separated from each other.

(3) Both the rate-of-speech[5] and the duration-of-speech
are variable, so it is difficult to find an uniform module;
Because of the three characteristics mentioned above, the
endpoint detecting and the speech segmentation become
difficult. In addition, the environment noise makes the
acoustic model establishment even more difficult.
Therefore, the decision tree and many phonemic models
were used in the traditional Hidden Markov Models
method, such as Word-Dependent (WD), Left-Context-
Dependent (LCD), Right-Context-Dependent (RCD),
context-Dependent (CD, also called TRIPHONE model,
triple phone), and so on. This makes the models which
appear seldom can’t be trained sufficiently, so the
recognition rate is lower than those which appeared more.
(4) There are some characters of the nature speech, which
is more optional and has a few stochastic phenomena,
such as hesitation, pause, filled pauses etc.

characteristic of continuous

3 Feature extraction of the continuous
digits speech  recognition and the
constructing of High-Dimension Space
coverage areas



3.1 The collection and establishment of the speech
corpora

There are two speech patterns. One is spontaneous speech
that is the utterance we speak in our daily life. It is
unbending. At least, it has no special prepare in terms of
speech pattern. It is always slack, and goes with random
events (filled pauses etc.). The other is the reading speech.
It is always changeless. Its speech pattern and speech
context should be prepared beforehand and accord with
the grammar as well.

The continuous speech we adopted in this paper is
between the reading and the spontaneous speech. The
context of our corpora is the phone numbers. The read
pattern is similar to the spontaneous speech. According to
the experiment requires, we remove some.complex noise
but some background noise (e.g. stir of cars in road) is
left.

There are two corpora. As for the first corpora, we
segment the continuous speech into syllables by hand and
then select the better result as “the learning corpora”. We
must point out that these syllable samples are different
from the isolated samples. They have many
characteristics of continuous speech. As for the second
corpora, we regard all these articulate continuous phone
number as “the recognition corpora”. Both these corpora
are collected in 8000Hz (the Sample Frequency) and
16bits (the Bit Depth).

3.2 Feature extraction method of the learning corpora

There are three steps in this process.
Step 1. Change the wave samples into Mel Frequency
Cepstrum Coefficient (MFCC).
First, pre-emphasis processing:
x’(n)=x(n)-0.9375x(n-1).

Second, hamming windows:

x’(n)=[0.54-0.46c0s(2nn/255)]x(n)
the width of this window is 256, and its offset is 64.
Third, Mel Frequency Cepstrum conversion: the number
of Mel filters is 24. We remove the first and the last 7
values, and remain 16 values as feature parameters.
Step 2. Remove the redundant data.
First, suppose that every 16 feature parameters consist of
one 16 dimension-vector Ci, i=1,2,3...n, shown as fig.1.
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Fig.1. As for a digit sample, here are n 16-dimension-vectors.
Every vector has 16 dimensions which are 16 MFCC after step
1.
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Second, compute the angle of the two adjacent vectors:

C .Cj+| )
A
When the angle @, is below the experiment statistic

number 0.13rad, remove Cj or Cj+1 until all
9,- > 0.13rad - In this way, we can not only remain more

6, = arcos(

than 8 vectors but also compress data in a certain extent.
Step 3. Normalize a digit sample into a certain length.
First, select one shortest sample from each class of MFCC
vectors. These vectors have already been compressed.
Choose the optimal 8 vectors in hearing by hand. And
regard these 128 values, a new feature vector of High-
Dimension Space, as a standard of this class of MFCC
Vvectors.

Second, compare all MFCC vectors of each class with the
standard, and choose sequential 8 16-dimension-vectors
whose angle with the standard is smallest. And regard this
128-dimension-vector as the feature of this sample. The
coverage areas of feature space are constructed by these
128-dimension feature vectors. This process is shown as
figure 2.
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Fig. 2. Choose the most similar 8 vectors (consist of a vector of
128-dimension) from the MFCC vectors.

Suppose,

=ar cos(

|||k|

Opnin =0, =min{6, .k =1,2,---n}

Then regard this 128-dimension vector B » as the most

If,

similar one in these vectors B, (k = 1,2,---n).

Therefore, select Bp as this sample’s feature vector

(128-dimension). This feature vector is one of the
samples, which construct the coverage areas of this class
of feature space.
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3.3 Put the feature vectors into neural networks and
construct the coverage areas of every syllable (we see
every syllable as one class) in the hlgh -dimension
feature space

From 0 to 9 except 1, there are 9 classes of samples. The
digit “1” is divided into two classes: “yi” and “yao”. Then
there are 11 classes of samples totally. Regard each
sample class as one set Si (i=1,2,...11) ,
Si={xij | xij€Si , jEN}
Si is from the learning corpora. And select n samples
(every sample xij is one of the point of High Dimension
Space) from every sample class as a new sample set S’i.
Put the new sample set S’i into neural networks, and
adopt the Theory of High-Dimension Space Vertex
Cover[4],[8],[11],{12] to construct the coverage areas of
the ith class in feature space.

4 The novel algorithm and its
implementation of Speaker-Independent
Continuous Digit Speech Recognition Based
on the Dynamic Search Theory of High-
Dimension Space Vertex Cover

4.1 Feature extraction method of recognition corpora

According to the same procedure of the step 1 and step 2
in section 3.2, change wave samples into 16 dimension
MFCC vectors and remove the redundant data. And then
extract 8 16-dimension vectors as a 128-dimension vector
from the beginning of the speech. Extract next 8 16-
dimension as the next 128-dimension from the second 16-
dimension vector. The rest may be deduced by analogy.
Form a series of 128-dimension vectors whose length (the
number of 128-dimension vectors) varies with the length
of the speech. In this experiment, it varies from 207 to
465.In this procedure, the frame width of Hamming
window is 256 sample points, the offset length of every
frame is 64 sample points, the number of Mel filter is 24,
and the threshold 6=0.13 radian.

4.2 Dynamic search and recognition method of High-
Dimension Space Vertex Cover

Regard n 128-dimension feature vectors of continuous
speech to be recognized as n points of high dimension
space. Here, take the sentence “san wu ba er qi ling ling
san” as an example. The length of this sentence is 433,
that is n=433. Compute the distance between these n
points and every class of the coverage area. The result
curve is shown as 11 Figures, we select 2 figures fig.3a-
3c. (The x-coordinate is the points’ serial number and it is
a time-axis. And y-coordinate is the distance between the
present point and the present coverage area. The distance

will be changed by time). In fig.3a, two distinct minimum
points are shown in 79th and 357th points respectively.
Since it is in the coverage area of “san”, this result
indicates that the two positions in time-axis are the
pronunciation of “san”. Fig.3b indicates the distance
between this sentence and the coverage area of “wu”.
There is only one minimum point, the 109th point. This
point stands for “wu” in this sentence. The curves in fig.
3¢, 3d and 3e indicate the distance between this sentence
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and the coverage areas of “ ba”, “er” and “qi
respectively. The minimum points correspond to the

2 “

pronunciation of “ba”, of this sentence

respectively.

and “qi”

Fig.3a. the distance from “san wu ba er qi ling ling san” to the
coverage area of “san”
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Fig.3b. the distance from “san wu ba er qi ling ling san” to the
coverage area of “wu”
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Fig.3c. the distance from “san wu ba er gi ling ling san” to the
coverage area of “ba”
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Fig.3d. the distance from “san wu ba er qi ling ling san” to the
coverage area of “er”
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Fig.3e. the distance from “san wu ba er gi ling ling san” to the
coverage area of “qi”
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All these 11 curves form a mesh surface shown as fig.6.

Fig.4. the 3D display of the recognition result

5 Result and discussion

5.1 Statistic result:

There are 32 people in this experiment, 16 female and 16
male, and 256 digits all together. All these digits are not
learned. The correct recognition result is 218. and Error
result is 26.

5.2 Discussion

We discussed a new method of the Speaker-Independent
Continuous Speech-Recognition in this paper. As it dose
not need to detect the endpoint and segment speech, it can

be used in the recognition of the continuous nature speech.

Although the result is not perfect, but we can see the
performance of robustness is good. It will be a promising
new research direction in the continuous nature speech
recognition.
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