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Abstract
In this paper, we present a neural network based sys-

tem to generate an adaptive model for financial time se-
ries tracking. This kind of data is quite relevant for data
quality monitoring in large databases. The proposed sys-
tem uses the past samples of the series to indicate its
future trend and to generate a corridor inside which the
future samples should lie. This corridor is derived from
an adaptive forecasting model, which makes use of the
walk-forward method to take into account the most re-
cent observations of the series and bring up to date the
values of the neural model parameters. The model can
serve also to manage other time series characteristics,
such as the detection of irregularities.

1 Introduction
Specialists say that this century is surely the century of

data [1], In fact, the poor quality of customer data costs
to U.S. business more than US$600 billion a year [2]. It
is then easy to see that data are critical assets in the in-
formation economy, and that the quality of a company's
data is a good predictor of its future success.

In this context, we propose a neural network based
tool to treat one of the most important types of data in-
volved in information systems: the financial time series.
The development of time series forecasting methods is
gaining importance as companies and research centers
give more emphasis to a data based knowledge and make
their investments in a data driven way. The idea in this
paper is to generate an adaptive model from the series
observations, and to use it to derive a monitoring "corri-
dor" for the future samples of the series.

Note that our aim is not simply to develop a prediction
algorithm; actually, what we propose is a system that
monitors the quality of time series data by drawing reli-
ability regions (the corridors) from the predicted values.
These corridors may be estimated either for short-term or
long-term prediction, and must be updated periodically.

In the next section, we give a brief description of some
time series data quality issues. In Section 3, we summa-
rize the neural system developed for time series model-
ing. The experimental data used in this work is presented

in Section 4. Implementation and obtained results are
detailed in Section 5, and conclusions are addressed in
Section 6.

2 Time Series Data Quality Issues
Defining Data Quality (DQ) is a very context depen-

dent task. Common sense says that it refers to confor-
mity to the specifications. Concretely, what one is sup-
posed to do is to set some attributes based on indicators
and parameters, in order to get quantifiable metrics ca-
pable to inform the quality of a specific database [3],

For this work, since we are dealing with specific time
series data, the considered DQ dimensions are timeli-
ness (how up-to-date is your database?), completeness
(does your database have missing values?) and correct-
ness (how free-of-error are your data?).

2.1 Modeling Financial Time Series

Financial time series data have been traditionally de-
composed in the following terms [4]:

• Irregularities. Sometimes a time series is affected
by brusque changes that may not be predicted by
any model. The September, 11 case is an example
in civil aviation time series. So, in order to make
data as "clean" as possible before they start to be
processed, one must compensate for irregularities.
The procedure proposed in this paper works to-
wards furnishing to the system (or to the supervi-
sor) the probabilities of the presence of irregulari-
ties in the time series;

• Trend. The first regular component to be removed
of a time series before it can be efficiently modeled
is its trend. Generally, the trend is a linear compo-
nent that indicates the increase or the decrease of
the series. It is important that the trend be calcu-
lated periodically, in order to permit the model to
incorporate the most recent features introduced by
new observations. Rarely, the trend may be mod-
eled by nonlinear functions, such as exponential
or polynomial ones [4];
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• Seasonal and cyclical components. Besides the
trend, time series generally contains cycles of reg-
ular nature. These cycles are due to the series
seasonalities and ciclicities, and may be extracted
by the removal of sinusoidal components (those
which have greater spectral energy when com-
pared to the others) [4].

Therefore, a time series Yt (after the removal of the
irregularities) may be expressed as:

Yt = Tt + Ct et (1)

where the right-hand terms are, respectively, the global
trend, the cycles (longer period cyclical variations),
the seasonal variations (weekly, monthly, annual) and
a highly uncorrelated non-linear component eu which
we call the residual series, that is, the part of the se-
ries that remains after preprocessing is concluded. This
residue may be generally viewed as a stationary sto-
chastic process and is what should be processed (in our
case, by neural models). The predicted values are then
summed to the "deterministic" parts of the series in order
to generate the desired forecasts.

3 The Adaptive Neural System
Since the 1990's, neural networks have been more and

more applied in finance [5]. The number of financial ap-
plications such as pattern recognition, classification and
time series forecasting have dramatically increased as a
consequence of the fact that financial services organiza-
tions turned to be the second largest sponsors of neural
network research [6].

Neural networks have an advantage over
ARMA/ARIMA methods [7] because they can construct
nonlinear models when mapping the input space to the
output space, since they are universal function approx-
imators. In this work, we use feedforward networks
trained with the error backpropagation algorithm [8].

The proposed neural system makes use of two mech-
anisms that work together for performing the time series
tracking task: classification and estimation. The first one
is responsible to discover whether the next samples of
the series should be increasing or decreasing (or even re-
maining within a stability region) the overall series val-
ues, and the second one gives an estimate of the value
itself of the future samples. The aggregation of these
two mechanisms gives us the requirements for tracking
the series.

Figure 1 shows the architecture of the used network,
for both classification and estimation tasks. The N most
recent observations of the series form the network input
vector. The hidden layer contains H biased neurons with
the hyperbolic tangent as the activation function. For the

output layer, we use either a hyperbolic tangent single
neuron (for the classification problem) or a non-biased
linear neuron (estimation). For both classification and
estimation problems, the output stands for #t+F> where
F, the future lag, may be greater than one.

or tendency
of growth

Fig. 1. Neural network architecture for time series tracking.

3.1 The Walk-forward Procedure

Time series data, due to their nature, demand efficient
signal processing techniques for feature extraction and
model adaption, in order to incorporate the changes of
the series behaviour. For achieving this goal, the moni-
toring procedure will be continuously tuned to generate
satisfactory predictions for the future values of the series.

The walk-forward procedure [6] is, in general, applied
to an out-of-sample (offline) data set in order to simulate
real-life trading and to test the robustness of the model
through its frequent retraining. In our case, as it is as-
sumed that we are continuously receiving new data, we
may apply the procedure by substituting the older sam-
ples for the most recent ones, retraining the network and
then predicting the future values in a up to date way. Fig-
ure 2 illustrates this process.

Fig. 2. Generic scheme for the walk-forward procedure.

Note that the size of the testing set is kept constant, in
order to assure an independent check of the neural net-
work; the training and the validation sets may be scaled
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together since the purpose of the validation set is to de-
termine the ability of the network to generalize1.

4 The Experimental Data
Financial market data may be bought from specialized

companies (mainly if they are intraday, high-frequency
data) or freely downloaded from websites that offer some
amount of daily stock data for the past years. The latter
alternative does not guarantee "total quality" data; this
means that data may be noisy, corrupted, incomplete and
so on. This reinforces the interest in DQ tool develop-
ments and introduces a new challenge to the prediction
problem: if we are able to properly filter the noisy data
out and then correctly predict the future values of the se-
ries, we can avoid the extra cost of certified stock data.

The procedure proposed in this work is suitable to op-
erate in this noisy data environment: as the developed
model generates "corridors" inside which future data are
expected to lie, we may use these "certified" regions to
check for the presence of noisy samples in non-certified
data (this may be used to filter irregularities out, for ex-
ample).

In this work, we used five years (1998-2002) of daily
stock data for companies that appear in the SP500 in-
dex. Data are under the "open-high-low-close" (OHLC)
format. In order to test the methodology, three compa-
nies were selected from the computer business segment:
IBM, Sun and Microsoft.

5 Implementation and Results
The first step for implementing the procedure pro-

posed here concerns the development of an automatic
preprocessing block. In our system, the neural model
is updated (and so the preprocessing of the series) for
every new month of data2. The data lag used for the net-
work training phase is initially set to 6 months, and the
tune window (the number of observations N that com-
prises an input vector) is set to 10. The preprocessing
phase aims at achieving a series decomposition accord-
ing to Equation 1, which allows to obtain the residual
term. Such residual term will be used to train the net-
work.

We considered that trends are always linear, which
may be a good approximation for financial time series
in non-short periods of time. After the definition of the
time lag, we fit a straight line to the series (by the least
squares method) and define it as the series trend.

The resulting zero-trend series is now ready to have its
cycles and seasons removed. This is done by computing

Usually, the training set correponds to 60-70% of the non-testing
data.

2 It may be shown that, for daily financial time series, one needs
approximately one month to characterise a stable trend change. The
user may, however, set another value for the retraining periodicity.

the series spectrum and removing frequency components
that exhibit higher energies. The number NC of compo-
nents to be removed is defined by an energy threshold
for surviving components3.

Figure 3 shows an example of the series trend estima-
tion, its compensation and the spectrum of the zero-trend
series before removing cycles and seasonal components.
Note that the component for / = 0 was zero even before
the removal, because the detrended series has zero mean.

Fig. 3. The series trend compensation (top) and the spectrum
of the zero-trend series (bottom).

Once the training, validation and testing sets are de-
fined, a last normalization must be performed in order
to flatten the distribution of the inputs according to the
training set distribution. We calculate the mean ji and
the standard deviation a of the training set, and each
input pattern Xi (for the training, validation and testing
sets), becomes x\ = ^f^r, where the parameter 5 is de-
termined according to how wide the distribution of the
training set is.

5.1 Generating the corridor

Once the networks (for classification and estimation)
have converged, the validation corridor for the future val-
ues of the series may be computed. As shown in Fig-
ure 1, the network has a single output node, that is, it
is optimized to predict the sample xt+p having xt to
xt-N+i as inputs.

For the prediction task, since there is an error in the
estimation of xt+p (xt+F), that is, the output of the net-
work may be seen as xt+p ± e, we will have access to
upper and lower estimations that tend to be less accurate

3 We chose to remove cycles and seasons together, by looking at the
spectrum of the detrended series; another option is to first eliminate
seasons (when one knows their periods) and then remove cycles by
spectrum analisys.
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as we go further in time for the estimation process. These
bounds form the estimation corridor, which is limited by
the classification network output, that is, if the sample is
expected to increase (decrease) the series value, the cor-
ridor may not go beyond a minimum (maximum) value,
which is done by the series previous value4. The most
accurate estimation we may produce is given by the one-
day predictor (F = 1), in which the corridor is generated
for the next series observation only. The bounds of the
corridor are calculated from the last N estimations: for
example, the corridor xt+i ± SN has

N
(2)

that is, the average error from the last N predictions. The
corridor interval also furnishes the value for the correct-
ness metric (it is 1 if xt+i = xt+i). In general, this
one-day predictor is sufficient to provide Data Quality
Management, given that we are treating daily series and
we can always apply a DQ test for a new sample. Time-
liness and completeness have, in our case, the maximum
value (1) if data are complete and up to date, and loses
0.1 for each missing or delayed sample. Thus, the sys-
tem can always returns these DQ metrics to the user.

For the available experimental series, the topology of
the best trained network was 10-4-1, with constant learn-
ing rate (0.2) and momentum term (0.1). For the treated
series, the neural method achieved an average of less
than 2% of estimation error for the reconstructed series
(residue plus "deterministic" parts of the series), while
an ARMA(10,l) process obtained an error of 2.24%. For
the classification problem, we achieved more than 99%
of efficiency for the classification problem when deter-
mining a one-day trend detection assuming 6% of stabil-
ity region, that is, we were able to establish if the next fu-
ture sample of the series would increase or decrease the
series values (or remain within a 6% variation region).

6 Conclusions

A neural method for Data Quality assessment of time
series data was developed. The neural system provides
to the supervisor a tool for monitoring the quality of the
next observed samples of the series: whenever a new
sample falls outside the corridor, the system warns the
supervisor and either apply a correction tool (when avail-
able) or label the unreliable sample. In both cases, an in-
crease in the overall DQ is aimed. This monitoring sys-
tem can be used for detecting irregularities (with poste-
rior filtering) and in forecasting assessment, as discussed
in the text.

The generation of long-term corridors through the
feedback of short-term predictions may also be ex-
ploited. The main problem here is to maintain the sta-
bility of the network, which is not guaranteed due to
the feedback error. We found that two kinds of diffi-
culties may arise: the fading of the network output due
to the feedback of negative errors, or the divergence of
the output due to the feedback of positive errors. A new
approach is being developed in which a mechanism to
assure network stability is inserted in the recurrent pre-
diction model. Preliminary results indicate that this new
model will be able to furnish corridors longer than 10
days, enabling the supervisor to work with longer term
forecasting.

Wavelet methods are also being tested in the pre-
processing phase, in order to filter out irregularities from
the training set and turn the network more sensitive to
their presence in the testing set.
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