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Kinetic Modeling of Precipitation

and Dispersion Polymerizations

L. Ivano Costa and G. Storti

Abstract Dispersion and precipitation polymerizations represent a simple and

attractive synthetic platform for the production of a large variety of polymers and

micron-sized particles. Although the main qualitative features of these processes

have been known for a long time, obtaining quantitative descriptions of the poly-

merization kinetics and, especially, the full molecular weight distributions, is still a

major challenge because of the heterogeneous nature of the reactions. This review

summarizes the most relevant aspects of the processes involved, focusing on the

free-radical polymerization mechanism, with special emphasis on the key role of

radical interphase transport. We describe a unified mathematical modeling frame-

work that has enabled accurate description of reaction rates and evolution of

molecular weight distributions in a number of cases. Examples of copolymerization

reactions carried out in organic and supercritical fluids are discussed to demonstrate

the reliability and capabilities of the modeling approach.
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1 Introduction

Dispersion polymerization is a heterogeneous polymerization process enabling the

production of micron-sized polymer particles with narrow size distributions [1–

3]. Even though different polymerization mechanisms can be applied [4], free-

radical polymerization is by far the most popular and it is the only one considered

here. Dispersion polymerization can be considered an evolution of precipitation

polymerization. In precipitation polymerization, the initial system is a homoge-

neous solution of monomer and initiator in a solvent in which the polymer is

insoluble. As the polymerization proceeds, the system undergoes phase separation.

The polymer chains nucleate first in the form of unstable nuclei, which then

aggregate and/or coalesce to eventually form large polymer aggregates, as sketched

in Fig. 1. In dispersion polymerization, a suitable stabilizer (or simply “surfactant”)

is initially added to the system. The stabilizer adsorbs or anchors to the surface of

the polymer particles and hinders their aggregation/coalescence, thus leading to a

stable colloidal dispersion. Ionic, nonionic, steric, and polymeric stabilizers can be

used, the choice depending on the nature of the system [1–5].

In precipitation polymerization, the irregular aggregates produced in the absence

of surfactant have sizes in the range 1–100 μm. In dispersion polymerization,

roughly spherical particles of 0.1–10 μm are formed in the presence of sufficient

effective surfactant. In both cases, the polymerization occurs under heterogeneous

conditions in the presence of a continuous solvent-rich phase and a dispersed

monomer-swollen and polymer-rich phase. For this reason, we refer to such sys-

tems in general as “dispersed systems”, even when dealing with precipitations.

Dispersion polymerization was initially developed with the aim of producing

coating formulations with high polymer content and low viscosity, and many of the

early reports on dispersion polymerizations are in fact patents from the chemical

industry for such applications [6–9]. For the same reason, most early studies

focused on reactions carried out in nonpolar organic solvents such as low molecular

weight hydrocarbons, which, being highly volatile, are ideal candidates for coating

formulations [10, 11]. Nevertheless, this technique is not limited to the use of

nonpolar solvents, and reactions carried out in polar solvents have been reported

since the 1980s [2, 3, 5]. The range of suitable solvents was further extended to the

use of nonconventional solvents such as supercritical carbon dioxide (scCO2) with
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the aim of replacing the more typical, but often hazardous and/or toxic, organic

solvents [12]. Because many common low molecular weight monomers are easily

soluble in scCO2, but most high molecular weight polymers are not [13, 14],

heterogeneous polymerizations in scCO2 under precipitation or dispersion condi-

tions are relatively straightforward to accomplish, at least on a laboratory scale [15–

24].

More recently, it has been realized that precipitation and dispersion polymeri-

zations are relatively simple and effective techniques for production of micron-

sized particles with advanced structures and functionalities. Extensive and updated

reviews cover this topic; for example, Li et al. [25] and Pich and Richtering [26]

report the use of precipitation polymerization for the preparation of hollow struc-

tures and aqueous microgels, while Zhang [27] and Sun et al. [28] review the

emerging field of controlled heterogeneous polymerization techniques for the

synthesis of “living” functionalizable nano-objects and supramolecular objects

ranging from micelles to vesicles and worms. Thus, although precipitations and

dispersions are mature techniques for the production of a large variety of polymers

and colloidal microspheres for conventional applications, at the same time they

represent a simple and versatile platform for the synthesis of advanced

nanomaterials.

Fig. 1 Time evolution of precipitation/dispersion free-radical polymerization processes. Top:
Starting from a single homogenous phase, insoluble polymer chains are formed, which nucleate

in unstable particle nuclei that aggregate/coalesce into polymer particles. Bottom: Without sur-

factant (precipitation), large irregularly shaped particles are formed; with surfactant (dispersion),

smaller more regular particles are produced
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Compared with the large amount of experimental activity in the field [4], the

number of works that focus on quantitative modeling of polymerization kinetics in

dispersed systems is relatively low. The reason for this can be attributed to the

complexity of such systems when reliable quantification of the physical and

chemical phenomena involved is required. As mentioned above, a fully detailed

kinetic description requires the modeling of particle nucleation and of surfactant

partitioning between the phases, which in turn dictates the final number of particles

and their stability behavior (i.e., the rate at which they aggregate). In parallel, the

monomer often swells the polymer particles and, hence, the polymerization reaction

may occur in both the continuous and dispersed phases, making the identification of

the predominant locus of polymerization a nontrivial task [24, 29–31]. This is due

to the fact that the relative contribution of the polymerization rate in the two phases

is affected by many system parameters, as Jiang et al. [32] and Saenz and Asua [33]

have shown through their experimental investigation of the kinetics of dispersion

homopolymerization of methyl methacrylate in methanol/water mixtures, and of

dispersion copolymerization of styrene and butyl acrylate in ethanol/water.

In view of this complexity, the first proposed kinetic models for dispersed

systems were quite empirical and aimed to describe reaction rate and average

molecular weight, rather than the full polymer molecular weight distribution

(MWD) or aspects related to particle nucleation and particle size distribution. In

this respect, the works of Barrett and Thomas on the dispersion polymerization of

methyl methacrylate [10], of Crosato-Arnaldi et al. and Olay on the heterogeneous

polymerization of vinyl chloride [34, 35], and of Avela et al. on the precipitation

polymerization of acrylic acid [36] deserve special mention. One of the first

attempts to model the full MWD was made by Abdel-Alim and Hamielec [37]

and was followed by more comprehensive, two-phase models [38–45]. It was

realized that the radical interphase transport between the continuous and dispersed

phases is one of the most crucial aspects for reliable modeling of precipitations and

dispersions [43–45]. By properly accounting for such transport process, a common

modeling framework was developed for these complex processes and found to be

successful in modeling both homopolymerizations [43–46] and copolymerizations

[47, 48].

It is the aim of this contribution to review such modeling framework that enables

the prediction of reaction rates and MWDs for this type of heterogeneous polymer-

izations. The model accounts for all the most relevant reactions taking place in both

phases (continuous and dispersed) as well as for the partitioning of the different

species between the phases. Namely, while all low molecular weight species are

assumed to be partitioned according to thermodynamic equilibrium, the transport

rate of active chains (or radicals) is accounted for explicitely as the key factor

determining the relative contribution of each phase to the polymer buildup (i.e., as

reaction locus). Notably, the model does not include population balances for the

particle size distribution of the dispersed phase, thus relying on simpler, ordinary

differential equations. The only particle-related property needed as model input is

the total interphase surface area. Different approaches have been suggested for its

reliable evaluation, depending upon particle morphology or experimentally
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observable parameters, without relying on complex particle population balances

that require inclusion of additional mechanisms (e.g., particle nucleation and

aggregation/breakage terms) into the model [38–40, 49, 50]. Once a model for

the specific system under examination has been validated and all parameters

evaluated, the (particle) population balances can be integrated into the model

equations if information about the particle size distribution are of relevance. This

separation between kinetics and particle size distribution is convenient for facili-

tating an understanding of the mechanistic behavior of the system and improving

the reliability of the estimated model parameters.

The polymerization mechanism is discussed in Sect. 2 and the possible operating

regimes are rationalized in terms of dimensionless quantities correlating transport

properties and termination rates. In Sect. 3, the main model equations are presented

and suitable strategies and correlations for evaluating the parameters are provided.

In Sect. 4, three case studies illustrate the capabilities of the proposed modeling

approach in predicting conversion and evolution of MWD.

2 Mechanism of Reaction and Polymerization Locus

The polymerization starts in a single-phase, homogeneous system (the solvent-rich

phase). Accordingly, in the early stages of polymerization, all the kinetic steps

typical of free-radical polymerization (initiation, propagation, and terminations)

occur in this phase, as schematically shown in Fig. 1. However, as soon as insoluble

polymer chains are formed, they phase-separate and aggregate into unstable pri-

mary nuclei, which eventually coalesce into stable particles. From this moment on,

the system becomes heterogeneous and two phases are present: the continuous,

solvent-rich phase and the newly formed dispersed, polymer-rich phase. The

generation of polymer particles proceeds until the overall surface area of the

polymer phase is so large that all polymer chains formed in the continuous phase

are “captured” by the particles; that is, the process of diffusion into existing

particles becomes much faster than their aggregation into primary nuclei [1, 49,

51]. When present, surfactant molecules absorb or anchor on the surface of the

particles and prevent further coalescence and/or aggregation.

Experimental and theoretical evidences indicate that the nucleation phase gen-

erally occurs in the first few seconds to minutes of the reaction and is already

complete after few percent of monomer conversion [49, 52–54]. Subsequently, the

concentration of particles remains constant provided that an effective surfactant is

present in the system. When the surfactant is not effective enough or absent (as in

precipitation polymerization), polymer particles may coalesce and/or aggregate,

which leads to a decrease in their concentration. This can result in a longer

nucleation phase, because capture by pre-formed particles is less efficient in view

of the reduced overall surface area.

As already mentioned, once the system evolves from homogeneous to hetero-

geneous, the reaction proceeds in both phases provided that the monomer is at least

partly solubilized in the dispersed phase. Identification of the relative contribution
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of the reaction in each phase is crucial for reliable prediction of the evolution of

polymer buildup. The relevance of each reaction locus can be conveniently ratio-

nalized in terms of the dimensionless “second Damk€ohler number,” or equivalently

from its reciprocal, the so-called Ω parameter [45, 55]. Let us assume that, at a

given instant in time, the total volumes of the continuous and dispersed phases are

V1 and V2, respectively, and that the total interphase area (i.e. the total particle

surface area) is Ap. For each phase j the quantity Ωj is defined as the ratio between

the rate of diffusion of radicals from that phase to the other phase and the rate of

termination of the radicals in the same phase j:

Ω1 ¼ KAp

V1kt, 1 R1½ � ð1Þ

Ω2 ¼ αKAp

V2kt, 2 R2½ � ð2Þ

where K is the overall mass transfer coefficient for phase 1, [Rj] is the overall

concentration of active chains in phase j and α is the partition coefficient of the

radicals between the two phases at thermodynamic equilibrium:

α ¼ R1½ �eq
R2½ �eq

ð3Þ

where [Rj]eq indicates the equilibrium concentration of active chains in phase j.
In general, parameters such as α, kt,j, and K are dependent on composition and

chain length and, therefore, Ωj is also dependent on these parameters (a detailed

discussion about their meaning and evaluation is provided in the following sec-

tions). However, for the sake of simplicity, let us neglect such dependencies here

and assume constantΩj values. According to Eqs. 1 and 2, a value ofΩjmuch larger

than 1 means that the rate at which radicals in phase j diffuse out of that phase is

much larger than the rate at which they terminate in the same phase. On the other

hand, the opposite is true when Ωj is much smaller than 1 (i.e., the rate of

termination of the radicals in phase j is much larger than the rate at which they

diffuse to the other phase). It follows that four limiting operating regimes can be

readily identified according to the Ω values, as represented in the master plot in

Fig. 2:

(I) Ω1� 1 and Ω2� 1: The termination rate is higher than that of diffusion out

for both phases. This implies that radicals predominantly terminate in their original

phase and the system can be considered segregated with respect to radical

partitioning, in view of their limited transfer from one phase to the other.

(II) Ω1� 1 and Ω2� 1: The termination rate is higher than that of diffusion out

only for the continuous phase, whereas the opposite is true for the dispersed phase.

Accordingly, radicals generated in the dispersed phase diffuse out and eventually

terminate in phase 1 (from where they cannot diffuse out because Ω1� 1), and the

continuous phase is the main reaction locus.

50 L.I. Costa and G. Storti



(III) Ω1� 1 and Ω2� 1: The rate of diffusion out of one phase is larger than the

termination rate for both phases. Therefore, radicals are exchanged between the two

phases very rapidly and, on average, each radical crosses the boundary from one

phase to the other many times before terminating in one of the two phases. Under

such conditions, the radicals achieve thermodynamic equilibrium between the two

phases.

(IV) Ω1� 1 and Ω2� 1: This case is the opposite of case II. Radicals generated

in the continuous phase ( j¼ 1) diffuse to the dispersed phase ( j¼ 2) much faster

than they terminate in their original phase. By contrast, radicals in the dispersed

phase terminate there before diffusing out to the continuous phase. Irrespective of

where the radicals are generated, they predominantly terminate in the dispersed

phase, which therefore represents the main reaction locus.

The four sectors in Fig. 2 correspond to the four operating regions identified

above. Given the Ω values for each phase, the location of a given system in this

plane can be found and the corresponding picture in terms of radical interphase

transport readily assessed, from which the predominant reaction locus (if any) can

be quickly identified. On the other hand, even if very short oligomers are partly

soluble in the continuous phase, the continuous phase is a poor solvent for the

polymer and the partition coefficient is expected to decay rapidly as the length of

the chains increases. Therefore, because the partition coefficient α is usually very

small, the case Ω2� 1 occurs frequently. This means that the operating conditions

for dispersed systems are determined by the value ofΩ1 alone, and regimes I and IV

are the only feasible limiting regimes.

Given the key relevance of the Ω value of the continuous phase, the next

question is how to control its value and, therefore, how to determine the operating

regime of a given polymerization system. Because reaction rate constants and

transport coefficients are given once the specific chemistry of a system is selected,

Fig. 2 Ω Master plot

showing the four operating

regions in terms of radical

distribution: I segregated
system, II phase 1 favored,

III equilibrated distribution,

and IV phase 2 favored
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the most relevant tunable parameter is the interphase area, Ap. Specifically, a system

is radical-segregated for extremely low values of the particle surface area, whereas

the dispersed phase is the dominant reaction locus for very large values. Accord-

ingly, this particle property becomes very important in determining not only the

particle size and colloidal stability, which is expected, but also the two main aspects

of the overall polymerization kinetics, reaction rate, and MWD. This interplay is

described in more detail in the following sections.

3 Model Framework

In this section, the main constitutive model equations, as well as the correlations

required to estimate the most relevant parameters, are reported and discussed. For

the sake of clarity, the equations are written for a single monomer case

(homopolymerization) and a basic radical polymerization scheme, but the same

approach can be easily extended to the case of multiple monomers and more

complex kinetic schemes, including chain transfer and crosslinking reactions

[43, 45, 47, 48].

3.1 Key Assumptions

According to the phenomenological picture described above, the following key

assumptions are considered:

(1) Particle nucleation is instantaneous and not accounted for in the model. As

previously noted, this assumption is justified by the observation that the nucle-

ation period in dispersion polymerization systems is much shorter than the

overall polymerization time [49, 53, 54, 56]. Therefore, the role of the stabilizer

in determining the particle concentration is not explicitly considered and a

constant number of polymer particles (small enough to correspond to a negli-

gible polymer amount at the end of the nucleation phase) is assumed to be

present since the early phase of the reaction. This assumption is also considered

valid for the case of precipitation polymerization. From a practical viewpoint,

this implies that, in the absence of seeds (pre-formed particles), one can

consider the system as homogeneous until a critical percentage conversion,

Xcr, is reached. At X¼Xcr, polymer particles form instantaneously and the

reaction proceeds under heterogeneous conditions with a constant particle

concentration. The value of Xcr is typically below 1%. The corresponding initial

value of the particle size is readily evaluated given the particle number.

(2) Low molecular weight species (solvent, initiator, monomer) are in thermody-

namic equilibrium between the continuous solvent-rich phase and the dispersed
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polymer-rich phase. Their partitioning is independent of particle size and there

are no concentration gradients within the particles.

(3) Both phases are considered as potential reaction loci (for X>Xcr), and the

interphase mass transfer for the radicals is accounted for explicitly. The poly-

mer particles are considered as a single pseudo-phase with homogeneous

radical concentration.

(4) Dead polymer is fully insoluble in the continuous phase and is considered

instantaneously accumulated in the dispersed phase.

Given these general premises, the mathematical framework required to evaluate

the system kinetics is detailed in the following subsections, with reference to the

basic free-radical polymerization kinetic scheme detailed in Table 1. Note that the

rate of radical diffusion between the two phases is also included in Table 1.

3.2 Material and Population Balance Equations

The mass balances for low molecular weight species and population balances for

active and dead polymer chains are reported below. Subscripts 1 and 2 indicate

continuous and dispersed phases, respectively, and the rates of all the kinetic events

listed in Table 1 are considered.

dS

dt
¼ 0 ð4Þ

dI

dt
¼ �kd, 1 I1½ �V1 � kd, 2 I2½ �V2 ð5Þ

Table 1 Kinetic scheme

Reaction step Reaction scheme Rate [mol L�1 s�1]

Initiation
Ij !

kd, j
2I∗j

kd, jIj

I∗j þMj !
kI, j

R∗
1, j

2fjkd, jIj (for kI, j� kd, j)

Propagation
R∗
n, j þMj !

kp, j
R∗
nþ1, j

kp, jR
∗
n, jMj

Termination
R∗
n, j þ R∗

m, j !
ktc, j

Pnþm, j
ktc, jR

∗
n, jR

∗
m, j

R∗
n, j þ R∗

m, j !
ktd, j

Pn, j þ Pm, j
ktd, jR

∗
n, jR

∗
m, j

Interphase transport R∗
n, 1 �R∗

n, 2
KnAp

Vj
R∗
n, 1

� �� αn R∗
n, 2

� �� �
Where Ij,Mj, R

∗
n, j, and Pn , j represent initiator, monomer, and active and terminated polymer chains

of length n in phase j, respectively
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dM

dt
¼ �2f 1kd, 1 I1½ �V1 � 2f 2kd, 2 I2½ �V2 � kp, 1 M1½ �V1

X1
n¼1

R∗
n, 1

� �

�kp, 2 M2½ �V2

X1
n¼1

R∗
n, 2

� � ð6Þ

dR∗
n, 1

dt
¼ δ n;1ð Þ2f 1kd, 1 I1½ �V1 þ kp, 1 M1½ �V1 R∗

n�1,1

� �
1� δ n;1ð Þ
� �� R∗

n, 1

� �� �þ
� R∗

n, 1

� �
V1

X1
m¼1

ktc, 1 þ ktd, 1ð Þ R∗
m, 1

� �� KnAp R∗
n, 1

� �� αn R∗
n, 2

� �� � ð7Þ

dR∗
n, 2

dt
¼ δ n;1ð Þ2f 2kd, 2 I2½ �V2 þ kp, 2 M2½ �V2 R∗

n�1,2

� �
1� δ n;1ð Þ
� �� R∗

n, 2

� �� �þ
� R∗

n, 2

� �
V2

X1
m¼1

ktc, 2 þ ktd, 2ð Þ R∗
m, 2

� �þ KnAp R∗
n, 1

� �� αn R∗
n, 2

� �� � ð8Þ

dPn, 1

dt
¼ 1

2
V1

Xn�1

m¼1

ktc, 1 R∗
m, 1

� �
R∗
n�m, 1

� �þ V1 R∗
n, 1

� �X1
m¼1

ktd, 1 R∗
m, 1

� � ð9Þ

dPn, 2

dt
¼ 1

2
V2

Xn�1

m¼1

ktc, 1 R∗
m, 2

� �
R∗
n�m, 2

� �þ V2 R∗
n, 2

� �X1
m¼1

ktd, 2 R∗
m, 2

� � ð10Þ

where fj is the initiator efficiency, Vj the volume of phase j, KnAp the product of

an overall radical transport coefficient and the total surface area of the particles, αn
the chain-length dependent partition coefficient for the radicals, and δ(n,1) the delta
Dirac function, which is equal to 1 when n ¼ 1 and equal to 0 otherwise. While

Eqs. 4–6 are written in terms of total number of moles of solvent, initiator, and

monomer (S, I, andM ) in both phases, the population balance equations (Eqs. 7–10)

are the phase-specific, standard equations for free-radical polymerization systems.

The only notable difference is the presence of the radical interphase transport (last

term in Eqs. 7 and 8), which provides a coupling between the radical concentrations

in the two phases. Note that the radical transport rate is expressed using the two-film

theory [57] as the product of an overall transport coefficient and a driving force

evaluated as the difference between the radical concentration in the continuous

phase and the one in the same phase in equilibrium with the particle phase.

From the solution of the population balance equations, the moments of the first,

leading orders of the polymer chain length distribution can be readily evaluated

(e.g., λi ¼
P1
n¼1

ni Pn, 1 þ Pn, 2ð Þ for the ith order). Given the moments, calculation of

the main average molecular weights follows from their definition. The overall mass

of produced polymer, m, assumed to be completely in phase 2 (assumption 4) is

readily evaluated as m¼ λ1MW, where MW is the molecular mass of the monomer

repeating units.
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To solve Eqs. 4–10, additional equations are needed to characterize the equilib-

rium partitioning of the low molecular weight species. At each instant of time,

given the total amounts of solvent, initiator, monomer, and polymer (as calculated

from Eqs. 4–10), the following equalities apply:

S ¼ S1½ �V1 þ S2½ �V2 ð11Þ
I ¼ I1½ �V1 þ I2½ �V2 ð12Þ

M ¼ M1½ �V1 þ M2½ �V2 ð13Þ

Moreover, the concentrations of solvent, initiator, and monomer in the two

phases at equilibrium are constrained by the equality of the chemical potentials in

the two phases:

μS, 1 ¼ μS, 2 ð14Þ
μI, 1 ¼ μI, 2 ð15Þ
μM, 1 ¼ μM, 2 ð16Þ

Thus, by complementing the six equations Eqs. 11–16 with suitable correlations

for the chemical potentials and the specific volumes of the two phases as a function

of state variables, the equilibrium concentrations of the low molecular weight

species can be determined at each time point by solving the corresponding set of

nonlinear algebraic equations by standard numerical methods.

Different approaches are available for evaluating the thermodynamic properties

of the different phases. Cubic equations of state such as the Peng–Robinson

equations [58–60] can be used, or more comprehensive approaches suitable for

polymeric systems, such as the statistical associating fluid theory [61, 62], the

perturbed hard-sphere chain model [63], the Simha–Somcynski lattice-hole theory

[64, 65], and the lattice theory of Sanchez and Lacombe [66]. Moreover, when

dealing with compressible systems (gaseous continuous phase), the system pressure

is also unknown and can be evaluated by imposing the following additional

constraint:

VR ¼ V1 þ V2 ð17Þ

where VR is the reactor volume. In this context, the Sanchez–Lacombe equation

of state is widely used for its ability to correlate pressure, volume, and temperature

(PVT) data [23, 42, 43] and the equilibrium of multicomponent polymeric

systems [67].

On the other hand, although equations of state provide both the volumes of the

two phases and the chemical potentials of the species in a single theoretical

framework, they are quite demanding in terms of computational effort. When

such a detailed thermodynamic description is not required, the complexity of the

mathematical treatment can be reduced by using simplistic equations such as the
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volume additivity rule and expressing the equilibrium conditions using

oversimplified, constant partition coefficients [47]. Accordingly, Eqs. 14–16 sim-

plify to:

S1½ �
S2½ � ¼ KS ð18Þ

I1½ �
I2½ � ¼ KI ð19Þ

M1½ �
M2½ � ¼ KM ð20Þ

Whatever the selected approach, accurate prediction of the interphase

partitioning at equilibrium is a prerequisite for any reliable model of polymerization

in heterogeneous systems. Therefore, the parameters of the chosen thermodynamic

model should always be determined from independent equilibrium data [47, 67,

68].

For high molecular weight species (active chains), the corresponding partition

coefficients αn are also needed to evaluate the driving force in the interphase

transport in terms of Eqs. 7 and 8. Such evaluation is less established than in the

case of low molecular weight species and is discussed separately in Sect. 3.4.

3.3 Kinetic Rate Constants

As is always the case in polymerization modeling, reliable evaluation of kinetic

parameters is a difficult task, but crucial for ensuring that the model has good

predictive ability. This is even more problematic in heterogeneous systems such as

found in precipitation and dispersion polymerizations, where the values of such rate

constants are needed for both phases.

For the continuous phase, the rate constants of initiator decomposition, propa-

gation, and termination are generally expressed using Arrhenius-type expressions

that account for the temperature and pressure effect:

k T; pð Þ ¼ A exp �Eþ ΔV# p� prefð Þ
RT

� �
ð21Þ

where A is a constant pre-exponential factor, E the thermal activation energy,

ΔV# the activation volume, and pref a reference pressure. The rate constants

calculated according to Eq. 21 are the intrinsic rate constants that reflect the

chemistry of the system. Because the continuous phase is often characterized by

low viscosity, in most cases these values apply throughout the polymerization

reaction so that chain-length and conversion dependencies can be neglected.
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For the dispersed phase, at the high polymer loadings typical of the particles

(>50% by weight) the rate parameters become diffusion controlled, with values

several orders of magnitude smaller than found in polymer-free systems [69–

71]. Among the many approaches reported in the literature for the evaluation of

diffusion-controlled kinetic constants [71, 72], a very convenient approach was

developed in the frame of the collision theory of chemical reactions in liquids [73]

together with a Fickian description of the diffusion process. Accordingly, consid-

ering two reacting species A and B, the effective rate constant, keff, can be estimated

as [71, 74]:

1

keff
¼ 1

k
þ 1

4πrABDABNA

ð22Þ

where k is the intrinsic rate constant, rAB is the radius of collision of the two

considered reacting species (i.e., the distance at which A and B react instanta-

neously), and DAB is the mutual diffusion coefficient.

For propagation, a reasonable estimate of the radius of collision is given by the

monomer molecular diameter σ. The mutual diffusion coefficient between radical

and monomer is assumed equal to the sum of the respective self-diffusion coeffi-

cients. Under diffusion-controlled regimes, the monomer diffuses much faster than

long radicals (i.e., DM�DR), therefore it follows that:

DAB ¼ DMR ¼ DM þ DR ffi DM ð23Þ

and the propagation rate constant in the dispersed phase can be expressed as:

1

kp, 2
¼ 1

kp, 1
þ 1

4πσDM,2NA

ð24Þ

where the intrinsic rate constant of propagation has been set equal to the value in

the continuous phase, kp , 1.
For the termination reaction between two radicals of length n and m, the mutual

diffusion coefficient is the sum of different contributions, that is, the center of mass

diffusion coefficients of the two radicals, Dn and Dm, and the diffusion due to chain

growth (the so-called propagation diffusion). Accordingly, the rate constant for the

termination reaction in the dispersed phase, kt,nm,2, is given by [43, 48]:

1

kt,nm, 2
¼ 1

kt, 1
þ 1

4πrnmNA Dn, 2 þ Dm, 2 þ a2

3
kp, 2 M½ �2

� � ð25Þ

where the intrinsic rate constant of termination is again set equal to the value in

the continuous phase, kt,1 and a is the root-mean end-to-end distance divided by the

square root of the number of monomer units in the chain. In their analysis of

diffusion-controlled termination, Russell et al. [69] estimated the parameters
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a and σ for three different polymerization systems, finding in all cases that their

numerical values were quite similar. Accordingly, one can conveniently approxi-

mate a as equal to the monomer diameter σ [48]. The radius of collision for the

radicals, rnm, ranges from the lower bound rnm¼ σ to the upper bound rnm ¼ 2aj1=2c ,

with j1=2c being the entanglement spacing [69, 71].

For the initiation reaction, the corresponding rate constant is frequently set to the

same value for both phases (i.e., kd,1¼ kd,2). This assumption is substantiated by the

observation that the medium composition has a major impact on efficiency and

much less impact on the dissociation rate constant itself [70]. Accordingly, all

diffusion limitation effects on the initiation step, relevant for the polymer-rich

phase, can be accounted for in terms of reduced efficiency, which is expressed as

a function of the diffusion coefficient of the initiator, DI, as:

f 2 ¼ 1� DI, 0

DI

1� 1

f 2,0

� �� 	�1

ð26Þ

where DI,0 and f2,0 represent the diffusion coefficient and efficiency in the

polymer-free system, respectively, with the latter value being equal to that for the

continuous phase ( f2,0¼ f1).

3.4 Transport Parameters

As anticipated, the rate of radical interphase transport can be expressed as the

product of the overall transport coefficient, the particle surface area, and a driving

force (difference in radical concentrations). Given the impact of this transport rate

on the model results, its evaluation deserves special attention.

The simplest approach is to neglect all dependencies of the two parameters Kn

and Ap (mainly upon chain length and particle size) while using their product KnAp

as a single, constant parameter to be evaluated by direct fitting to the experimental

data. Focusing on the cases of major practical interest (small α values), this

approach is particularly convenient when full separability between particle mor-

phology and polymerization kinetics can be assumed and an accurate value of this

parameter is not strictly required. This is the case for systems exhibiting limiting

segregated behavior (KnAp� 1; quadrant I in Fig. 2) or when the dispersed phase is

the dominant reaction locus (KnAp� 1; quadrant IV in Fig. 2). On the other hand,

for all intermediate cases, a more detailed evaluation is required. Let us therefore

consider the evaluation of Kn and Ap separately.

The overall mass transport coefficient of radicals between the continuous and

dispersed phases is conveniently evaluated using the two-film theory as [57]:
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1

Kn
¼ δ

Dn, 1
þ δαn
Dn, 2

ð27Þ

where δ is the thickness of the diffusive boundary layer, which can be approx-

imated as the particle radius;Dn,j is the diffusion coefficient of the radicals of length

n in phase j; and αn is the equilibrium partition coefficient as given by Eq. 3 for the

radicals of length n. The diffusion coefficient of a radical of length n can be

expressed as a function of the diffusion coefficient of the monomer, DM, through

the empirical correlation proposed by Griffiths et al. [75], where the scaling

coefficient of the diffusion coefficient with the number of repeating units is an

explicit function of the polymer weight fraction ωP:

Dn ¼ DMn
� 0:664þ2:02ωPð Þ ð28Þ

Several models can be applied to evaluate the diffusion coefficient of the

monomer, DM, in a polymer rich-phase [76]. Those based on the free-volume

concept, and especially those based on the formulation of Vrentas and Duda [77],

are some of the more powerful for application in polymer reactions [38, 41, 42, 70,

71]. According to Vrentas and Duda [77], the diffusion coefficient of the monomer

is given by:

DM ¼ DM,0exp � E

RT

� �
exp � γ ωMV

∗
M þ ξMSωSV

∗
S þ ξMPωPV

∗
P

� �
VFH

� �
ð29Þ

where DM,0 is a constant, pre-exponential coefficient, E is the activation energy

for the jump process of the diffusing molecule, γ is the overlap factor, V∗
i is the

critical hole free volume required for molecule i to “jump” into, ξMj is the ratio

between the molar volumes of monomer and molecule j, and VFH is the total system

free volume. Despite the large success of this formulation, its main drawback is that

a large number of parameters are involved whose determination is not always

trivial. To overcome this issue, Zielinski and Duda [78] and Vrentas and Vrentas

[79] proposed general procedures and guidelines for independent determination of

most of the required parameters. More recently, Costa and Storti [80] proposed an

alternative formulation of the free-volume theory in which the self-diffusion coef-

ficient of the monomer is expressed as:

DM ¼ DM,0exp �γ
ωM=ρ∗M þ ξMSωS=ρ∗S þ ξMPωP=ρ∗P
� �

1=ρ� 1=ρmix

� �
ð30Þ

where ρ∗i and ρ∗mix are the close-packed density of species i and of the mixture,

respectively, and ρ is the density of the system. The main advantage of Eq. 30 over

Eq. 29 is the use of the Sanchez–Lacombe lattice theory to estimate most of the

required parameters, thus simplifying the parameter evaluation problem associated

with the evaluation of DM.
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The partition coefficient for the radicals, αn, can be expressed as a function of the
chain length n through semi-empirical correlations, such as that proposed by Kumar

et al. [81]:

logαn ¼ logαx þ β n� nxð Þ ð31Þ

where the scaling coefficient β and the parameters αx and nx are determined by

fitting experimental data [81, 82].

Finally, let us consider the evaluation of the parameter Ap, the link between

particle morphology and polymerization kinetics. Having assumed a constant

number of particles, Np, one can estimate its value through the following equation:

Np ¼ 3mf

4πρr3f
ð32Þ

where mf is the mass of polymer of density ρ in the reactor at the end of the

reaction and rf is the final radius of the particles. Once the number of particles is

known, the overall interphase area at the generic reaction time is easily evaluated

as:

Ap ¼ Np4πr
2
p ð33Þ

where the actual radius of the particles, rp, is given by:

rp ¼ 3

4π

V2

Np

� �1=3

ð34Þ

Note that Eqs. 32–34 imply the assumption of monodisperse spherical particles.

Although quite crude, this assumption was accurate enough to predict the effect of

Ap on the system kinetics in several instances, as shown in the next section.

Additionally, it has the advantage of providing a simple way of estimating Ap

through accessible experimental quantities such as the polymer mass at the reaction

end and the final particle radius. Finally, for systems leading to fully amorphous

morphologies where no average particle radius can be easily defined (typically

precipitation polymerizations), one can still use Eqs. 33 and 34 to account for the

change in overall area during the reaction by treating Np as a fitting parameter

[44, 46].
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4 Applications

Three case studies are presented to illustrate the general reliability of the modeling

approach for widely different systems: the precipitation copolymerization of vinyl-

imidazole (VI) and vinyl-pyrrolidone (VP) in an organic solvent, the precipitation/

dispersion copolymerization of vinylidene fluoride (VDF) and hexafluoropropylene

(HFP) in scCO2, and the precipitation polymerization of vinyl chloride carried out

in suspension.

4.1 Precipitation Polymerization in Organic Solvent

The precipitation copolymerization of VI and VP in butylacetate was investigated

experimentally by Arosio et al. [83]. Let us first briefly summarize the experimental

evidence concerning the impact of particle morphology on the polymerization

kinetics, which is the key to identification of the relative contribution of the two

phases to the polymerization and their possible interplay in the overall kinetics. A

representative SEM image of the copolymer collected at the end of the reaction is

shown in Fig. 3. Although the primary particles do not coalesce completely and

keep their identity during the whole reaction, they aggregate in large clusters.

Analysis of the impact of mixing rate on the size distribution of clusters has

shown that the combination of aggregation and breakage induced by shear leads to

Fig. 3 SEM picture of polymer aggregates obtained at the end of VI/VP precipitation reactions.

(Reprinted with permission from Arosio et al. [83]. Copyright 2011 Wiley)
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polydisperse aggregates covering a wide range of sizes (1–1,000 μm), with particle

size distribution heavily affected by the mixing rate (Fig. 4a). In contrast, the

reaction rate is not affected by the shear rate (Fig. 4b). Because the overall

interphase area is a function of the average size of the particles and does not

seem to affect the kinetics, the experimental evidence implies that the rate of

radical interphase transport does not play a relevant role in the polymerization

kinetics. More explicitly, evolution of the polymerization reaction and evolution of

particle size can be fully separated and viewed as two independent processes.

In terms ofΩ parameters, forΩ2� 1, because the copolymer is fully insoluble in

the continuous phase, the “separation” mentioned above corresponds to two possi-

ble limiting cases: (1) negligible transport of the radicals, leading to a segregated

system (Ω1� 1), or (2) very fast and irreversible transport of the radicals from the

continuous to the dispersed phase (Ω1� 1). From the model perspective, these

two options correspond to setting negligible or extremely high values for the

product KAp, respectively, in both cases safely neglecting all functional dependen-

cies of the same parameters. Accordingly, the rate of transport can be modeled

assuming negligible solubility of radical oligomers in the solvent-rich phase (α¼ 0)

and a single lumped parameter, the product KAp [47].

Using an additional series of simplifying assumptions (monomer partitioning in

terms of constant partition coefficients; conversion-independent values of the rate

parameters for the reactions of initiation, propagation, and termination; diffusion

limitations on the termination rate constant simplistically accounted for by using a

parameter value for the polymer-rich phase two orders of magnitude smaller than

that for the solvent-rich phase), the number of fitting parameters can be reduced to

three: the lumped transport parameter, KAp; the partition coefficient of the initiator,

KI; and the rate constant of the crosslinking reactions taking place in the dispersed

phase (these reactions need to be considered because of the presence of VI in the

polymer backbone [84, 85]).

Fig. 4 Precipitation copolymerization of VI/VP (75/25 w/w). (a) Effect of stirring rate on the final

particle size distribution: 100 (dash-dotted line), 200 (dashed line), and 300 rpm (continuous line).
(b) Effect of stirring rate on monomer conversion: 100 (triangle), 200 (circle), and 300 rpm

(diamond). (Adapted with permission from [83]. Copyright 2011 Wiley)
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The last parameter only affects the polymer molecular weight, therefore a set of

parametric simulations were initially carried out neglecting this specific reaction at

different values of KAp and KI to elucidate the contribution of each reaction locus

and the specific operative situation (segregation with two loci or irreversible

transport with a dominant locus). Four limiting cases were considered: complete

segregation (KAp¼ 0), with preferential initiator partitioning in the continuous

(KI¼ 100) or dispersed phase (KI¼ 0.01), and extremely fast transport (KAp� 0)

again with the same two extreme values of KI. The model results clearly indicated

that initiator partitioning in the dispersed phase is dominant. The effect of transport

rate is shown in terms of conversion versus time in Fig. 5a and of copolymer

composition versus conversion in Fig. 5b. Even though the reaction rate is practi-

cally identical whatever the KAp value, it is interesting that the copolymer compo-

sition is quite different and closer to the experimental case when radical segregation

is operative. This is because the compositions of the chains formed in the two

phases are quite different: VI-richer chains are formed in the continuous phase

rather than in the dispersed phase and, during the reaction, the increasing relevance

of the particle phase is reflected by the corresponding change in copolymer com-

position. Although such a transition is almost complete at around 20% conversion,

the copolymer is produced in both phases throughout the reaction, with a final

contribution of the continuous phase of about 10%.

The model results in terms of MWD are compared with experimental data in

Fig. 6, which also shows the contribution of the polymer produced in each phase as

predicted by the model. The general agreement is quite good. Both overall distri-

butions exhibit a clear shoulder in the high molecular weight region as a result of

the crosslinking reactions mentioned above. Most of the chains are produced in the

dispersed phase and all crosslinked chains are part of this population (i.e., they are

Fig. 5 Comparison between model and experimental data: (a) conversion versus time and (b)

copolymer composition in terms of cumulative VI fraction. Model simulations correspond to

initiator preferentially partitioned in the polymer phase, KI¼ 0.01, and negligible transport leading

to a segregated system (dashed line), or to KI ¼ 0.01 and extremely fast transport with the reaction

occurring predominantly in the polymer phase (continuous line). Experimental data (circle) for
VI/VP ¼ 75/25. (Adapted with permission from Arosio et al. [47]. Copyright 2011 Wiley)
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formed in the particles). The continuous phase contributes to the overall MWDwith

only a small fraction of chains in the low molecular weight region, thus resulting in

further broadening of the overall distribution. Most of these chains are produced in

the early phases of the reaction, when the amount of polymer-rich phase is negli-

gible. As the reaction proceeds, and the volume of the polymer particles increases,

the initiator is mainly present within the polymer aggregates (KI¼ 0.01) and the

dominant reaction locus shifts from the continuous to the dispersed phase, which,

eventually, contributes the most to polymer formation.

Finally, model and estimated parameter values were conclusively validated by

the set of predictive simulations of conversion versus time compared with the

experimental results (see Fig. 7). The impacts of monomer composition (Fig. 7a)

and initiator concentration (Fig. 7b) are well captured by the model.

To conclude, the developed model – although very simplified – provides a

reliable description of the reaction kinetics and enables sound interpretation of

the experimental results. Additionally, a preliminary analysis in terms of Ω param-

eters, supported by some experimental evidence, provides effective conceptual

understanding of the main process features, thus enabling identification of reason-

able assumptions to be applied in model development without significantly affect-

ing the predictive capabilities of the model.

Fig. 6 Precipitation copolymerization of VI/VP (75/25 w/w). Final molecular weight distribu-

tions: experimental (dotted line), overall simulated (continuous line), contribution of the contin-

uous phase (dashed line), and contribution of the dispersed phase (dash-dotted line). (Reprinted
with permission from Arosio et al. [47]. Copyright 2011 Wiley)
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4.2 Precipitation and Dispersion Copolymerizations
in Supercritical Carbon Dioxide

We now focus on a different system, specifically on the binary system VDF-HFP

polymerized in scCO2, a fluorinated material of industrial relevance usually pro-

duced in emulsion [86]. The impact of the interphase area on the copolymer MWD

was investigated by comparing experiments carried out at different amounts of a

perfluoropolyether surfactant [24], which was found especially effective for pro-

ducing narrowly distributed spherical particles in VDF homopolymerization

[23, 87]. SEM pictures of the copolymer particles produced in batch at an initial

monomer mole fraction fHFP¼ 0.2 without and with stabilizer (precipitation and

dispersion) are shown in Fig. 8. The images reveal that microparticles are clearly

formed in both cases. Given the plasticizing effect of the supercritical medium,

coalesced particles do not retain their identity. Without stabilizer (Fig. 8a), the

extent of coalescence is significant, resulting in a copolymer matrix composed of

irregularly shaped particles with broad size distribution. With stabilizer (Fig. 8b),

the particles are still partly coalesced but more spherical and, most importantly,

better segregated, with an average diameter two to three times smaller than in the

precipitation case. Accordingly, a value of Ap two to three times larger (the particle

number is larger in the dispersion case) under otherwise identical conditions was

estimated in the dispersion case.

Although the difference in interphase areas is small, a striking difference

between the two processes is found when looking at the corresponding MWDs

(see Fig. 9). A bimodal distribution is obtained by precipitation polymerization,

with clearly distinct lower and higher molecular weight modes, whereas a broad but

monomodal distribution is found under dispersion conditions. These experimental

results indicate a major impact of radical transport (i.e., of interphase area Ap) on

Fig. 7 Precipitation copolymerization of VI/VP. (a) Effect of monomer composition on conver-

sion for VI/VP (w/w) ratios of 90:10 (triangle), 75:25 (square), and 50:50 (circle). (b) Effect of
percentage initiator concentration on conversion (VI/VP w/w ¼ 75:25) for 0.3 (circle), 0.6
(triangle), and 1.2% (square) initiator. (Adapted with permission fromArosio et al. [47]. Copyright

2011 Wiley)
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the reaction kinetics. Again, given the negligible value of Ω2, parameter Ω1

regulates the process and its value is expected to be close to 1, so that a small

increase in the interphase area can horizontally shift the position of the operating

point in Fig. 2 from the first to fourth quadrant, that is, from segregated (two loci) to

dominant reaction in the polymer-rich phase (one locus). As a consequence, the

system requires a more detailed description of radical interphase transport than in

the VI/VP case. Accordingly, diffusion limitations and chain-length dependencies

were taken into account for all the rate parameters, as well as for the overall

transport coefficient, by using the correlations previously described in Sect. 3

(cf. [48]). With respect to the partitioning of low molecular weight species, the

Sanchez–Lacombe equation of state was used for the monomers and for CO2,

whereas equipartitioning (in mass) was assumed for the initiator.

The predictions of a model of this type in terms of time evolution of the MWD

are compared with experimental results in Fig. 10a, c for precipitation and in

Fig. 8 SEM pictures of VDF-HFP copolymer produced in scCO2 by (a) precipitation and (b)

dispersion. (Adapted with permission from Costa et al. [24]. Copyright 2010 American Chemical

Society)

Fig. 9 Experimental molecular weight distributions of VDF-HFP copolymers produced by

precipitation (symbols) and dispersion (continuous line); T ¼ 50�C, t ¼ 6 h, [M] ¼ 5.5 mol L�1,

fHFP ¼ 0.2. (Reprinted with permission from Costa et al. [24]. Copyright 2010 American Chemical

Society)
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Fig. 10b, d for dispersion. In all cases, the agreement between model and experi-

ments is quite remarkable, thus enabling a sound mechanistic interpretation of the

results. The two MWD modes formed during the precipitation reactions are repre-

sentative of copolymer chains produced in the continuous phase (lower MW mode)

and in the dispersed phase (higher MW mode), respectively. The lower MW mode

initially prevails, indicating that in the early phases of the reaction the continuous

phase is the dominant reaction locus, which is always the case in unseeded batch

reactions. However, as the reaction proceeds, the interphase area increases because

of the increasing amount of polymer, and, in turn, the dispersed phase progressively

becomes the dominant reaction locus. As a result, the relative contribution of the

higher molecular weight mode to the overall MWD increases with time, as is

clearly shown in Fig. 10 by both the experimental data and the model results. For

dispersion reactions, a similar transition of the dominant reaction locus is observed.

Nevertheless, because the particles are smaller than in the precipitation case, the

resulting Ap is larger and the rate at which the radicals generated in the continuous

phase are transported to the particles is enhanced, which makes the transition of the

dominant locus of reaction occur more quickly. Eventually, most of the chains are

terminated in the dispersed phase, and a broader but monomodal distribution is

obtained.

Changing the monomer composition has a similar effect on the final MWD, as

shown in Fig. 11 for dispersion copolymerization. A high molecular weight,

Fig. 10 Time evolution of molecular weight distribution of VDF-HFP copolymerization in scCO2

for precipitation (left) and dispersion (right). Top: Experimental data after a reaction time of

60 (circle), 180 (square), and 360 min (triangle). Bottom: Calculated MWD after 60 (continuous
line), 180 (dashed line), and 360 min (dotted line). (Adapted with permission from Costa et al.

[48]. Copyright 2012 Wiley)
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monomodal distribution is obtained when VDF alone is fed to the reactor (Fig. 11a).

As the amount of HFP in the recipe increases, the distribution gradually shifts

toward lower molecular weights: the MWD is clearly bimodal at intermediate HFP

content (Fig. 11b), and the lower molecular weight peak becomes dominant at

higher HFP content (Fig. 11c, d). The model captures all distributions and their

transition remarkably well. From the model perspective, several factors contribute

to the shift in distribution toward the lower MW mode as fHFP increases [48]. First,
HFP is significantly less reactive than VDF. Therefore, for the same reaction time,

the amount of produced copolymer, and therefore the interphase area Ap, decreases

with increasing HFP content. Additionally, the richer the system is in HFP, the

lower the transport parameters of the growing radicals and the lower the monomer

concentration in the polymer particles, which is a result of the composition-

dependent partitioning of these monomers. Furthermore, the effectiveness of the

surfactant deteriorates progressively as the content of HFP in the system increases

[24], resulting in a reduction in the overall number of particles and, again, in the

specific interphase area. Thus, VDF homopolymer dispersions are characterized by

faster radical transport rates (largerΩ1 values) and higher reactivity in the polymer-

rich phase. This is the main reaction locus and a monomodal high MWD is obtained

(Fig. 11a). In contrast, dispersion reactions carried out at high HFP concentrations

(Fig. 11d) are characterized by slower radical transport rates and low reactivity in

the polymer phase. Under these conditions, the continuous phase (where shorter

Fig. 11 Experimental (circle) and calculated (line) molecular weight distributions for VDF-HFP

dispersion copolymerization; T¼ 50�C, t¼ 3 h, [M]¼ 5.5 mol L�1. Initial monomer mole fraction

fHFP is (a) 0, (b) 0.15, (c) 0.3, and (d) 0.4. (Adapted with permission from Costa et al. [48]. Copy-

right 2012 Wiley)
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chains are produced) prevails as reaction locus, whereas the small fraction of chains

terminating inside the particles results in MWD tailing at high molecular weights.

The predictive capabilities of the same kinetic model were further verified using

independent data obtained in a continuous stirred tank reactor [88]. The effect of

increasing monomer concentration for precipitation copolymerization at

fHFP¼ 0.27 is shown in Fig. 12, together with the corresponding model predictions.

At low monomer concentration, the small amount of polymer particles present in

the system captures a negligible amount of radicals, and the continuous phase is

practically the only reaction locus. The distribution is therefore narrow and

monomodal. As total monomer content increases, more radicals are captured

because of the larger interphase area of the polymer particles and the contribution

of the particle phase to the kinetics progressively increases, leading to the formation

of high molecular weight tails. Although the comparison between model results and

experimental data is not as good as in the previous examples, the model still

captures the relevant features of the distributions and allows straightforward inter-

pretation of the appearance of the high molecular weight tailing at increasing

monomer concentration. This result appears especially significant when consider-

ing that, in this case, the model was used in a fully predictive way.

4.3 Precipitation Polymerization of Vinyl Chloride

Poly(vinyl chloride) (PVC) is a commodity polymers with one of the largest

production capacities and is mostly produced by suspension polymerization

[41, 89]. In suspension polymerization, the monomer is initially dispersed in

water as 50–500 μm droplets by the combined effects of mechanical agitation and

surfactant stabilization. Monomer-soluble initiators are used, so the entire

Fig. 12 Effect of total monomer concentration on molecular weight distribution produced in a

continuous stirred tank reactor under precipitation conditions. Experimental data from Ahmed

et al. 2007 (left) and model predictions (right). Operative conditions: T ¼ 40�C, fHFP ¼ 0.265,

residence time τ ¼ 20 min. Monomer feed concentrations are 1.96 (solid curves), 3.92 (dashed
curves), and 6.53 mol L�1 (dotted curves). (Adapted with permission from Costa et al. [48]. Copy-

right 2012 Wiley)

Kinetic Modeling of Precipitation and Dispersion Polymerizations 69



polymerization reaction takes place inside these droplets and each droplet can be

considered a small, bulk polymerization reactor. However, PVC is insoluble in its

monomer and precipitates as soon as it is formed. Therefore, a precipitation

polymerization regime is established within each monomer droplet. The droplet is

finally converted into a PVC grain composed of a porous network of packed

polymer particles [89, 90]. In view of the industrial relevance of this process, the

mechanism of formation and evolution of the internal morphology of the grain with

the reaction progress has been studied extensively, both experimentally and through

modeling [90–94]. After a short nucleation phase, completed within the first few

percent of monomer conversion, primary polymer particles of 0.2–1.5 μm are

formed. The particles then grow by polymerization of the absorbed monomer and

by further precipitation of polymer formed in the monomer phase. Additionally, the

particles aggregate and coalesce as the reaction proceeds. The interplay between

growth, aggregation, and coalescence finally determines the internal morphology

and porosity of the grains. The extent of aggregation and coalescence of the primary

particles in this system is influenced by many parameters (temperature, mixing,

nature of the suspending medium, nature and concentration of stabilizers, etc.),

meaning that the estimation of the interphase area between the polymer and the

monomer phases is a challenging task. On the other hand, it has been observed that

aggregation is significant even at low conversions, giving rise to a densely packed

morphology similar to that observed for VI/VP precipitation (see Fig. 3 with SEM

images reported by Smallwood for PVC [90]). Accordingly, as for the VI/VP case,

one can expect that the total effective amount of interphase area available for

radical interphase transport is also quite small in this system. The assumption of a

segregated system (regime I in Fig. 2) for PVC precipitation polymerization thus

appears reasonable and has often been applied. As representative examples,

Crosato-Arnaldi et al. [34], Abdel-Alim et al. [37], and Kiparissides et al. [41]

successfully applied two-phases models without interphase transport (segregated

models) to describe the kinetics of PVC suspension polymerization.

More recently, the validity of the assumption of a fully segregated system was

evaluated by Wieme et al. [45], who also included a term for radical interphase

transport in the two-phase model. The authors used the two-film theory for the

overall mass transfer coefficient (Eq. 27), and, to take into account the decrease in

particle concentration as a result of coalescence, they did not assume constant

particle concentration and assumed the following empirical relationship:

np ¼ n0pexp �γXð Þ ð35Þ

where np¼Np/(V1 +V2), and the two adjustable parameters n0p and γ represent

the initial volumetric concentration of polymer particles and the decay parameter,

respectively. Thus, the evolution of the overall interphase area and the rate of radical

interphase transport throughout the reaction can be calculated using Eqs. 33–35. In

particular, in agreement with experimental observations [90], n0p increases with

decreasing temperature, implying that Ap, and thus the flow of radicals precipitating
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from phase 1 to phase 2, increases with decreasing temperature. Note that this

model reduces to the segregated case by setting np¼ 0 (i.e., no interphase area

available for radical transport). Wieme et al. evaluated the unknown model

parameters (including the intrinsic rate constants for propagation and termination

in the monomer phase) for both cases (segregated and nonsegregated) by regres-

sion of conversion and average molecular weight data from experiments carried

out at different temperatures [45]. Comparison of the predictions of both models

with the experimental results is shown in Fig. 13 for the reactions at 318 K and

308 K. At the highest temperature (Fig. 13a), the two models provide almost

identical results, indicating that the role of the radical interphase transport in this
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Fig. 13 Effect of temperature on conversion (top) and average molecular weights (bottom) for
PVC suspension polymerization at (a) T ¼ 318 K with 0.02354 wt% of tert-butyl
peroxyneodecanoate initiator, (b) T ¼ 308 K with 3.02 wt% of tert-butyl peroxyneodecanoate
initiator. Model simulations are shown as dashed lines for the segregated, two-loci model (without

radical transfer) and as continuous lines for the complete two-loci model (with radical transfer).

(Adapted with permission from Wieme et al. [45]. Copyright 2009 Wiley)
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case is negligible. The polymerization occurs independently in each phase but, as

the reaction proceeds and the volume of the polymer phase increases at the

expenses of the monomer phase, the main reaction locus shifts from the monomer

to the polymer phase, resulting in an evident auto-acceleration effect. By contrast,

at the lowest temperature (Fig. 13b), the difference between the two model results

is appreciable, and the complete model performs better than the segregated one,

especially in terms of conversion versus time. This finding can be attributed to the

enhanced rate of radical interphase transport resulting from the increased number

of particles at the lower reaction temperature. The steeper conversion profile

obtained from the full model with respect to the segregated one indicates that the

transfer of radicals, at least partly, accelerates the shift of the main reaction locus

from the continuous to the dispersed phase. It is worth noting that, as shown in

Fig. 13 (lower images), the two models do not differ significantly in terms of

molecular weight evolution, the final average molecular weight being mainly

dictated by chain transfer to monomer. Notably, this makes the discrimination of

different models (with or without radical transfer) more difficult as they are based

on conversion data only.

Thus, two loci models that account for the reaction occurring in both phases can

provide a fairly accurate description of the system kinetics. Even though PVC

suspension and precipitation polymerizations can be considered in most cases as

fully segregated, given the high degree of aggregation and coalescence of the

polymer particles, accounting for the interphase radical transport broadens the

range of model applicability to experimental conditions that favor the formation

of a larger interphase area.

5 Conclusions

The presence of more than one reaction locus, coupled with the complex interac-

tions between particle morphology and polymerization kinetics, makes the kinetic

modeling of dispersed polymerization systems particularly challenging. On the

other hand, judicious selection of meaningful and reliable assumptions enables

the separation of the mathematical descriptions of kinetics and particle size distri-

bution in many cases, the overall interphase area being the only parameter

connecting kinetics and particle morphology.

The impact of the interphase area on the polymerization kinetics can be ratio-

nalized in terms of dimensionless phase-specific quantities, the Ω parameters,

defined as the ratios between the rate of radicals diffusing out of a phase and the

rate of termination in the same phase. Based on the values of the Ω parameters for

the two phases, different limiting regimes and the role of radical interphase

transport can be readily identified. Because the solubility of high molecular weight

species in the continuous phase is negligible in most cases of practical interest, the

Ω parameter for the continuous phase is decisive. Its value determines the operating

regime, ranging from complete radical segregation to complete transport of radicals
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to the dispersed phase. Notably, the main reaction locus, and therefore the overall

MWD, can be controlled by tuning the interphase area. Such tuning can be achieved

by varying the hydrodynamics of the system (enhancing or reducing particle

aggregation through shear) or its colloidal stability (reducing or increasing the

amount of an effective stabilizer).

A modeling framework suitable for capturing all the main features mentioned

above and representing a good compromise between the requirement for a detailed

description and the need to keep the number of adjustable parameters to a minimum

has been reviewed in this contribution. Moreover, some of the theoretical

approaches and correlations commonly used in the field of polymer reaction

engineering to estimate the model parameters have also been reported.

The proposed modeling approach has been validated through selected applica-

tions to homo- and copolymerizations in organic solvents and in supercritical

media. Accurate predictions of the time evolution of conversion, copolymer com-

position, and MWD can be achieved with limited computational effort when a

meaningful mechanistic picture is selected. In the examined case of precipitation

copolymerization of VI and VP in organic solvent, the time evolution of the

cumulative composition directly reflects the different copolymerization behaviors

in the different phases. On the other hand, with reference to the production of

VDF-based fluorinated copolymers in scCO2, control of the final MWD from

monomodal to bimodal is obtained by tuning the stabilizer amount (i.e., by shifting

the polymerization from dispersion to precipitation conditions). Each MWD mode

represents the contribution of the polymer produced in a specific phase. In the case

of precipitation polymerization of vinyl chloride, carried out either in bulk or in

suspension, the high degree of aggregation and coalescence of the polymer particles

allows segregated models to be applied in most cases. On the other hand, account-

ing for radical interphase transport expands the model applicability to all cases in

which the experimental conditions favor the formation of a larger number of

particles.

To conclude, the proposed approach represents a powerful tool for understand-

ing the reaction mechanisms. In turn, the reliable quantitative description of process

kinetics is a decisive tool for the design of optimal reaction paths and careful quality

control of the final product. Although only free-radical polymerization has been

considered, the general concepts and strategies presented here can be effectively

applied to other polymerization mechanisms.
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