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Fragment Screening Using X-Ray

Crystallography

Thomas G. Davies and Ian J. Tickle

Abstract The fragment-based approach is now well established as an important

component of modern drug discovery. A key part in establishing its position as a

viable technique has been the development of a range of biophysical methodologies

with sufficient sensitivity to detect the binding of very weakly binding molecules.

X-ray crystallography was one of the first techniques demonstrated to be capable of

detecting such weak binding, but historically its potential for screening was under-

appreciated and impractical due to its relatively low throughput. In this chapter we

discuss the various benefits associated with fragment-screening by X-ray crystal-

lography, and describe the technical developments we have implemented to allow

its routine use in drug discovery. We emphasize how this approach has allowed a

much greater exploitation of crystallography than has traditionally been the case

within the pharmaceutical industry, with the rapid and timely provision of structural

information having maximum impact on project direction.

Keywords Fragment-based drug discovery � Structure-based drug design � X-ray
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1 Introduction

The last 10 years have seen increasing acceptance of the fragment-based approach

as an important part of modern drug discovery [1–3]. As reviewed by Erlanson [4],

fragment-based approaches, which involve the detection and elaboration of simple,

low molecular weight chemical start-points, offer a number of advantages over

conventional HTS-driven paradigms [5, 6]. These include a more efficient sampling

of chemical space [7, 8], a higher hit-rate due to lower molecular complexity [9],

and a greater “efficiency” in binding, giving greater scope for controlling important

compound properties (e.g., molecular weight and lipophilicity) during hit and lead

optimization [10–13].

Historically, the key technical challenge for this approach was the detection of

fragment hits, largely due to the fact that conventional bioassay-based methods

are often unsuitable for screening such weakly binding compounds. Over the past

decade, this issue has been successfully addressed using a variety of biophysical

methods for detection [14], of which NMR [15–20] and surface plasmon resonance

(SPR) [21–23] have perhaps been the most widely adopted. Indeed, many researchers

pinpoint the start of fragment-based approaches to the use of protein-observed

NMR to detect fragment binding by researchers at Abbott [24].

Arguably, the use of X-ray crystallography to detect the binding of small, low

molecular ligands pre-dates this, with the seminal work of Ringe [25, 26] and

others [27, 28], who highlighted the ability of organic solvents to map energeti-

cally important hot-spots on protein surfaces. In addition, Hol et al. published

results from some of the earliest fragment-soaking experiments against crystals of

the anti-parasitic target triose-phosphate isomerase from Trypanosoma brucei
[29, 30]. During the early 2000s, interest in fragment-based approaches

increased and X-ray screening was established in several industrial laboratories,

including Astex [31–34], Abbott [35] and SGX (now part of Eli Lilly) [36, 37].

However, a shift away from its use as a primary screen has been evident in recent

years, and it is now more usually used in conjunction with other techniques, and

typically downstream of a biophysical pre-filter [38]. Indeed, a combination of

multiple, “orthogonal” techniques has important advantages, and this approach

is discussed in more detail by Wyss et al. [39] and Hennig et al. [40]. Despite

this, X-ray crystallography remains one of the most sensitive of the biophysical

techniques within the practical constraints of a typical fragment-screening experi-

ment [41, 42]. In principle, there is no theoretical lower limit on the affinity

of fragments detectable, with the main practical limitations being compound

solubility and crystal robustness. In practice, with careful choice of fragment

library (see Sect. 2.2), this allows reliable detection of compounds with a dissoci-

ation constant (Kd) > 5 mM, a regime that may not be accessible for all targets

using other methods. For this reason, at Astex we have maintained X-ray screening

as an important component of our fragment-based approach, albeit alongside full

integration with other biophysical screening techniques such as NMR and thermal

shift [3].
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In addition to its sensitivity, the use of crystallography as a screening technique

has a number of other advantages over alternative methods. Of key importance is

the provision of precise structural information on the interaction between fragment

hit and target at the earliest possible stage in a screening cascade. Thus, the

technique not only provides an efficient means to detect weak binders, but also

allows for the most rapid and efficient assessment of hits in terms of their medicinal

chemistry tractability and utility, particularly in terms of synthetic vectors that are

likely to yield to optimization by structure-based design techniques. In many ways,

it is the most “natural” technique for an approach in which the downstream use

of structural information (e.g. during fragment elaboration) has been shown to be

so important. In addition, crystallography does not suffer from the problem of

false positives, which are intrinsic to most other screening techniques. Potential

disadvantages of fragment-screening by X-ray crystallography include the possi-

bility of missing potential hits (false negatives), either due to occlusion of binding

sites by crystal contacts, or because ligand binding requires protein conformational

changes that are not tolerated within the crystalline environment. Nevertheless, in

our experience, these issues have not been limiting, and can often be addressed

through the use of alternative protein constructs and/or crystal forms.

A second perceived disadvantage has been relatively low throughput of X-ray

crystallography as a technique compared to other methods such as NMR [41]. In

this review we describe how we have successfully addressed this issue, allowing

the power of X-ray based screening to be realized as a highly viable component

of drug-discovery in a process which we call “Pyramid” [43–45]. We present a

discussion of the issues involved in using crystallography as a high-throughput

screening technique, the technology developed to address these, and case studies of

fragment hits which have been successfully developed into clinical compounds.

Where possible, we place the procedures and developments made at Astex in

the context of progress made by the field of high-throughput crystallography as a

whole. A further perspective on the use of fragment-screening by X-ray crystallo-

graphy is provided by Bauman et al. [46], as applied to HIV therapeutic targets.

2 The Pyramid Process for Fragment-Screening

2.1 Introduction to Pyramid

Protein crystallography has historically been a relatively “low throughput” technique,

and its use and impact within the pharmaceutical industry has generally been limited

to the lead optimization phase. The key issue to be addressed in transforming it into a

technique suitable for screening has been to decrease the time taken to generate

structural information on protein–ligand complexes, as well as the implementation of

a work-flow and informatics infrastructure to facilitate the handling of the resulting

structural information. Although the following sections discuss the typical work flow
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in the context of direct X-ray screening, it should be emphasized that many of

the issues addressed here (e.g. speed and effective dissemination of structural

information) also have relevance to expediting alternative screening cascades in

which hits from a biophysical pre-filter (e.g. NMR) are subsequently examined by

crystallography. As discussed in Sect. 1, we typically carry out fragment screening

using a number of other biophysical techniques in addition to direct protein–ligand

X-ray crystallography. This allows us the greatest degree of flexibility in screening,

but also recognizes that the relative sensitivity of a particular technique is frequently

target-specific. Nevertheless, at Astex, we do not consider a fragment hit to be

“validated” and suitable as a starting point for medicinal chemistry until it has been

observed to bind by crystallography. Again, this recognizes the important role

that crystallography can play in filtering possible “false-positives” detected by

other biophysical techniques, as well as highlighting the key role that structural

information plays in guiding hit progression.

A flow-chart for a typical crystallographic fragment-screening experiment

is shown in Fig. 1. Briefly, it involves the soaking of crystals with fragments

of interest, followed by X-ray data collection and processing, placement of water

molecules in the electron density, and refinement of the ligand-free complex to

potentially reveal the difference electron density associated with the bound ligand.

The electron density is then interpreted, fitted, and the complex further refined to

give the final protein–ligand structure. The Pyramid approach to fragment-based

Fig. 1 Work-flow for a typical crystallographic fragment screen
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discovery at Astex has streamlined many of the steps involved in the above

procedure. In particular, it has relied on the development of high quality fragment

libraries, and automated protocols for rapid X-ray data collection, processing and

structure solution. The development of the various steps in our Pyramid approach

are explained in more detail below.

2.2 Fragment Libraries

2.2.1 Overview

The composition of the compound libraries to be screened is a crucial part of fragment-

based drug discovery. There are two complementary approaches that might be taken in

their design and assembly. The first attempts to provide a general purpose library, with

diverse coverage of chemical space, and hence is suitable for screening against any

target. The second, a targeted or focussed library, provides a set of compounds that are

tailored for a particular target. In practice, this latter approach relies on some kind of

prior knowledge as to the sort of chemical moieties and interactions likely to provide

affinity for the protein of interest, but can be very helpful for expansion around initial

fragment hits, or for cases where hit rates from a general library are particularly low.

For both types of library, the aim is to produce a set of screening compounds that are as

small and simple as possible, to maximize the chance of a binding event.

Examples of both approaches towards library design have been described in the

literature [35, 47–50], and commercially available fragment libraries are also now

available as described by Bauman et al. [46]. We next review the approach taken

towards fragment-library generation at Astex.

2.2.2 Astex Core Fragment Set

Astex’s Core Fragment Set (CFS) is a general purpose library of approximately

1,000 fragments, which aims to effectively cover chemical space and be suitable for

screening against a diverse range of targets. The assembly and refinement of

Astex’s fragment libraries has been an ongoing process, and the current CFS has

evolved in part from Astex’s original Drug Fragment Set (DFS) [43], in addition to

a number of other fragment libraries. The DFS was a general-purpose library based

on the idea that “drug-fragment space” can be effectively sampled with a relatively

small number of compounds based on scaffolds and functional groups commonly

found in drug molecules [15, 51, 52]. Since Astex’s inception, the fragment

libraries have undergone several iterations and improvements, and we now provide

an overview of our approach.

The first stage in constructing the original DFS was to identify a set of frequently

occurring simple organic rings systems found in known drugs. Several studies have

shown that drugs contain only a relatively small number of such scaffolds, and their
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selection as a basis for a fragment library may confer the advantage of a lower

likelihood of toxicity, as well as being more amenable to medicinal chemistry.

These ring systems were also complemented with a further set of simple carbocy-

clic and heterocyclic fragments to provide increased coverage of chemical space

(see Fig. 2a, b).

A virtual library, from which the DFS was selected, was then generated by

combining the ring systems described above, with a set of desirable side-chains

(Fig. 2c, d). These included a set of side-chains found in existing drugs, as well as

additional hydrophobic and nitrogen-containing substituents which were designed

to pick up specific interactions within protein active sites. Enumeration of the

virtual library was then carried out by substituting the side-chains onto the ring

systems. Each ring carbon atom was substituted with side-chains found in known

drugs and by the lipophilic side chains, whilst ring nitrogens were substituted by

side-chains from the nitrogen-substituent group. With the exception of benzene and

imidazole, each ring system was substituted at only one position at a time. This

resulting virtual library consisted of 4,513 fragments, of which 401 were commer-

cially available. Removal of insoluble compounds and known toxophores resulted

in the original DFS of 327 compounds.

A second version of the DFS was constructed in a similar way to the first, but

with a revised and enlarged set of scaffolds and side-chains from known drugs and

leads, and more stringent control of physicochemical properties of its members. In

particular, a retrospective analysis of hits against various in-house targets had

shown that the most useful fragments have physical properties that lie within a

limited range. These criteria are shown below, and we term these properties the

“rule-of-three” [53], by analogy with Lipinski’s rule-of-five for orally available

drug-like compounds:

l Molecular weight � 300
l Number of hydrogen-bond donors � 3
l Number of hydrogen-bond acceptors � 3
l clogP (computed partition coefficient) � 3.0

Other criteria identified include polar surface area (PSA) < 60 Å2, and the

number of rotatable bonds � 3. These rules have since been adopted widely by

the fragment-based community in general.

The rule-of-three was used to filter an enlarged virtual library to give approxi-

mately 3,000 compounds. Compounds were selected from this new set if they were

commercially available, or easily synthesized by simple functional group intercon-

version from available analogues. In order to maximize our coverage of chemical

and interaction fragment space, the compounds were then clustered using topological

fingerprints [54]. By comparison with the initial DFS, this process allowed an

examination of areas of chemical space that were under- or over-represented, and

cherry-picking by experienced medicinal chemists and modellers yielded a revised

set with improved properties.

Astex’s fragment libraries have continued to evolve, and have now been con-

solidated to give the current CFS. An important part of this has been a thorough
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review of fragment performance against a range of target classes to ensure that

the CFS provides the most efficient coverage of chemical and interaction space.

Its composition has been chosen in the light of previous screening hit rates, and the

range of compounds has been increased to encompass a greater proportion of non-

commercially available molecules. Coverage of chemical space has been further

improved by increasing the number of fragments that possess a greater degree of

three-dimensional shape, and by introducing fragments with the potential for

enhanced binding to protein–protein interaction targets.

The current CFS has a mean molecular weight of approximately 170, a mean

heavy atom count of 12 and mean clogP of 0.9. Approximately 45% of the set has

been previously observed to bind by X-ray crystallography, and components of oral

drugs, natural product scaffolds and chiral building blocks are all well represented.

In addition, the set has been through stringent quality control procedures to ensure

that fragments are 90% pure, and meet minimum stability and solubility require-

ments, both in DMSO and in aqueous solution.
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2.2.3 Targeted Fragment Libraries and Virtual Screening

In addition to the CFS described above, smaller focussed sets are frequently generated

for screening against a particular target. For example, a focussed kinase library might

be constructed by simple substructure searching for fragments containing motifs that

would be expected to satisfy the conserved set of hydrogen bonds that are frequently

observed between kinase inhibitors and the protein hinge region. Structure-based

virtual screening can then be used to refine this list of compounds by docking the

compounds into the protein of interest. The docked protein-bound ligand is visua-

lized to examine its putative fit and complementarity with the active site, its ability to

form interactions known to be important to binding, and the availability of syntheti-

cally accessible vectors for further development.

The starting point at Astex for constructing a focussed set is typically through

searching a database of more than 3.6 million unique commercially available

compounds called ATLAS (Astex Technology Library of Available Substances)

[43]. ATLAS can be queried using substructure filters and physico-chemical property

filters (such as molecular weight, clogP, PSA, etc) to produce a list of commercially

available fragments meeting specific user requirements. These compounds can then

be automatically docked into the active site of the target of interest, using a

proprietary version of GOLD [55, 56] with a choice of scoring functions [57, 58].

The results from virtual screening runs can subsequently be post-processed using

a web-based interface, allowing the user to select subsets of compounds for

visualization and purchase using various filters, including the presence of specified

interactions between fragment and active site residues [59]. This approach has

proved to be very powerful, although the scoring functions used to drive the

docking have several limitations. For this reason, manual selection of docked

compounds remains an important part of this process. A more extensive discussion

of the use of fragment docking and virtual screening is given by Rognan [60].

2.3 Fragment Screening

2.3.1 Overview

The most resource-effective method of obtaining structures of a protein–ligand

complex is by soaking the ligand of interest into apo protein crystals. This is usually

achieved by placing a single crystal in a high-concentration solution of ligand for

a suitable length of time, allowing the ligand to diffuse though the solvent channels

in the crystal and bind at energetically favourable sites. When screening for frag-

ments, high compound concentrations (50 mM or more) in the soak solution are

typical, and reflect the thermodynamic requirements anticipated to achieve near full

occupancy for low affinity ligands. For practical purposes, a ligand concentration

tenfold greater than the IC50 or Kd (giving a theoretical occupancy of approximately

90%) is usually sufficient. Fragments are typically soaked in a solution based on the
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chemical composition of the mother liquor, but frequently modified to increase

crystal stability and longevity during the soak. Indeed, investigation of a variety

of soaking conditions is an important part of optimization experiments, which

are carried out before fragment-screening can take place. Ligand stocks are often

formulated in DMSO, and therefore the final soak generally contains 1–10% organic

solvent. Where such levels of solvent are found to have a detrimental effect on

diffraction, it can be useful to add DMSO during the crystallization process, produc-

ing crystals that may be more tolerant of its presence during subsequent soaking.

It is also advantageous to include a cryoprotectant in the compound soaking solution

if possible, to avoid further manipulations at the crystal freezing stage.

An alternative procedure for obtaining structures of protein–ligand complexes is

co-crystallization, in which the protein–ligand complex is prepared in the aqueous

phase, and then crystallized with the ligand in situ. This method is less suitable for

high-throughput fragment screening, because a separate crystallization experiment

is effectively needed for each compound. This procedure can be further compli-

cated if the presence of a ligand results in a change in the crystallization conditions.

In addition, co-crystallization is not optimal for determination of weakly binding

fragments because the high concentration of ligand needed to fully occupy the

binding site can interfere with the crystallization process itself. It should be noted,

however, that some proteins will not crystallize without the presence of a ligand,

perhaps due to an ordering effect on mobile regions. In these cases, co-crystalliza-

tion on a “per ligand” basis is the most likely alternative option, although it is

sometimes possible to co-crystallize with a single, relatively weakly binding com-

pound, and then “back-soak” or exchange with new ligands in the more usual

soaking format. This approach was successfully used at Astex to generate structural

information for inhibitors binding to the kinase Akt [61–63]. In addition, co-

crystallization can be used in cases where fragment soaking causes crystals to

crack, presumably by inducing conformational changes or binding at crystal con-

tacts. Finally, we note that the testing of several protein constructs and/or crystal

forms can sometimes be important in achieving a system suitable for robust and

high-throughput protein–ligand crystallography.

2.3.2 Fragment Cocktailing

The efficiency of fragment screening can be increased substantially by pooling or

cocktailing the compounds in the library [29, 35, 43]. Identification of the bound

fragment at the end of the X-ray experiment then becomes a case of determining the

best fragment-fit to the electron density. Assuming that compound binding occurs,

one can imagine three potential outcomes of a cocktailed X-ray experiment [41]. In

the first scenario, only one fragment binds to the protein, its identity being unam-

biguously determined from the electron density. In a second scenario, removal of

the initially identified fragment from the cocktail reveals the binding of secondary

or even tertiary binders, and in this case the soaking is effectively a competition

experiment. A third situation occurs where the final difference electron density can
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be explained by the simultaneous binding of more than one fragment with similar

affinities. In these latter cases, rounds of “deconvolution” are necessary to extract

all relevant information, which can partially negate the benefits of cocktailing.

The number of compounds per cocktail is a balance between the high concen-

trations required for sensitive detection, and total organic load. For these reasons, as

well as ease of data deconvolution, cocktailing at Astex is usually performed in sets

of four, with the selected components chosen to be as chemically diverse as possible

within a particular cocktail. This diversity has the effect of reducing the number of

hits per cocktail, as well as increasing the shape diversity, which expedites the

automated interpretation of ligand electron density (see also Sect. 2.3.5 “Automated

ligand fitting and refinement”). The Nienaber group at Abbott [35], and the Hol

group at the University of Washington [64] have also described a similar use of

fragment cocktailing using shape-diverse compounds.

At Astex, the initial partitioning of fragments into cocktails is achieved using

a computational procedure that minimizes chemical similarity [43]. Fragments are

described as feature vectors, which encode such properties as the number of donors/

acceptors/non-hydrogen atoms, number of five- and six-membered rings and their

substitution patterns. The chemical dissimilarity between two molecules, d(i, j), is
then calculated as the distance between the two vectors.

The number of unique ways that N compounds can be partitioned between

n cocktails, each containing c compounds is given by:

N!

n!ðc!Þn :

This number increases extremely rapidly with increasing library size, dictating

an efficient algorithm to solve the problem. Our partitioning procedure [54] starts

from a matrix that describes the dissimilarities between all compounds in the library

of interest. Starting from an initially random assignment of compounds to cocktails,

the cocktail score, S, is calculated as follows, where the first summation runs over

all n cocktails, and the second over all compound pairs in a particular cocktail:

S ¼
Xn

c¼1

X

i;j2c
dði; jÞ:

The score is then maximized using a procedure that swaps pairs of compounds in

different cocktails. Swaps are accepted if the score remains the same or increases,

with termination after 10,000,000 iterations, or 100 compound swaps that did not

improve the score. A similar approach is also discussed by Bauman et al. [46].

2.3.3 X-Ray Data Collection

High-throughput screening of fragments using crystallography requires rapid and

efficient X-ray data collection, either in-house or at a synchrotron radiation source.

Fragment Screening Using X-Ray Crystallography 43



Many of the recent developments in hardware have been driven by the need to

streamline and improve data collection at synchrotron beamlines where new third-

generation sources, producing brighter and better collimated X-ray beams, allow

higher quality data to be collected more rapidly [65]. The rate-limiting step at third-

generation synchrotrons is frequently the manual intervention required to change

samples, where the time taken to mount and align crystals can easily exceed half

that required to collect the data. As a result, most synchrotrons have now developed

automatic sample changers and integrated them into their data collection systems.

Their use has dramatically increased the throughput available, with typically

around 100 protein–ligand datasets collected during a 24-h synchrotron trip.

Increased synchrotron automation has also allowed the development of “service

crystallography” such as MXpress (ESRF), freeing users from the more tedious

aspects of routine data collection.

Commercially available sample changers such as ACTOR (Rigaku MSC),

MARCSC (Marresearch) and BruNo (Bruker AXS) are also now readily available

and increasingly utilized in the “home” laboratory setup where they have been

a key step in the realization of high-throughput data collection in-house [66]. For

example, at Astex we have reported collection of X-ray data from 53 crystals of

protein tyrosine phosphatase 1B in approximately 80 h using ACTOR [67, 68], with

near-continuous use on a range of projects.

Other developments in X-ray hardware have also had an important impact on the

ability to collect rapid in-house diffraction data. The latest generation of high-intensity

X-ray generators (such as Rigaku’s FR-E), coupled with steady improvements in X-

ray optics, have revolutionized in-house X-ray equipment to the point where the beam

intensity has become comparable to that obtainable at some synchrotrons. Parallel

advances inX-ray detector design have resulted in a new generation of detectors based

on charge-coupled devices (CCDs) such as the Quantum 315 Area Detector Systems

Corporation (ADSC) and the PILATUS (SLS), which are larger, more sensitive and

have a faster readout. In the case of the PILATUS, readout time has been reduced to a

level where shutter-less data collection has become possible, giving a significant

increase in data quality and speed. Coupled with stabilization of cost, the use of

CCDs has increased, and combined with brighter rotating-anode generators they are

an important component of a high-throughput setup in a commercial laboratory. At

Astex, the high speed provided by Saturn and Jupiter CCDs, with FR-E+ source

(Rigaku) is combined with two R-Axis HTC image plates (Rigaku) to give a flexible

setup for routine high-throughput data collection.

Advances in the hardware involved in automating data collection demand a

parallel development of software to control the system. The goal of many synchro-

trons and/or hardware suppliers has been to develop “smart” systems that can

encompass sample tracking, control of crystal mounting and aligning, evaluation

of experimental strategy based on initial images, data collection, and finally inte-

gration, scaling and reduction of experimental intensities [69]. Aspects of these

requirements have been incorporated into such synchrotron software as Blu-Ice [70],

mxCuBE/DNA [71] (ESRF) and EDNA/XIA2 (Diamond), with the additional capa-

bility to allow full-remote collection of data over the Internet. At Astex, in-house
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hardware control is achieved through the ACTOR-associated software Director

(Rigaku MSC), coupled with the integration and scaling software d*TREK [72] as

implemented in the CrystalClear package (Rigaku MSC). “Off-line” processing is

also provided for with automated versions of the XDS [73] and Mosflm [74, 75]

packages, as described further in Sect. 2.3.4.

2.3.4 Automation of Data Processing

Data processing, structure solution, refinement and analysis have traditionally been

a major bottleneck in the rapid use of X-ray data. Automation of these steps,

combined with the full integration of the resulting information within an easily

queried database environment has perhaps been the single most important factor in

the application of crystallography as a primary screening technique at Astex. The

various stages involved in our automated data-processing procedure are shown in

Fig. 3 and will be briefly described below. Implicit in this approach is the

Fig. 3 Flow-diagram summarizing the AutoSolve platform and its automated data processing,

refinement and ligand placement procedures. All data handling is carried out within an Oracle

database, and the process is driven from a series of web-based interfaces
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availability of a suitable protein starting model for phasing, in the same space group

and isomorphous to (or nearly so) the protein–ligand complex crystal.

We have used commercially available software components wherever possible,

for example programs in the CCP4 [76] and the Global Phasing suites. However, at

the time our processing pipeline and database management system were developed,

no suitable crystallographic software was available for a number of functions,

which were additionally required to be run in batch mode with a high degree of

reliability. Consequently, software to implement auto-re-indexing, limited search

molecular replacement, multiple structure superposition, automated model selec-

tion, automated water-placing, binding-site cavity detection, ligand geometry opti-

mization, automated ligand fitting into electron density, ligand restraint-dictionary

generation and ligand-occupancy refinement all had to be developed in-house. We

note that more recently, a number of commercially available ligand-fitting

programs have become available, including Rhofit (Global Phasing), PrimeX

(Schrodinger) and Afitt (OpenEye) [77], as well as within the Phenix suite

[78, 79], ARP/wARP [80] and Coot [81, 82].

Automated data processing at Astex typically starts with the integration of in-

house or synchrotron-collected data using the AutoPROC script from Global

Phasing. This provides a “wrapper” for either Mosflm or XDS, followed by the

data-scaling and merging program Scala (CCP4), and in the majority of cases

provides high quality integrated data with no intervention from the user. Recently,

there has been a move towards provision of initial data-processing capability at

synchrotron beam-lines using computers with fast parallel processors, and we

have found that this relieves much of the burden of processing large quantities

of synchrotron data in-house. The pre-processed data, or data from AutoPROC,

are passed to a batch-mode script responsible for handling re-indexing to a

common reference frame and conversion of experimental intensities to amplitudes

(implemented by the CCP4 programs Refindex, Sortmtz, CAD and Truncate), for

all the datasets collected.

The initial data processing is followed by a limited-search 6D molecular replace-

ment, i.e. combining the traditional 3D rotation and translation functions into

a single six-parameter search for each protomer in the asymmetric unit of the

crystal, but only considering orientations and positions close to that of the starting

model. This limited-search protocol is both faster and more reliable than the

traditional separate full-search rotation and translation functions as implemented

in programs such as AMoRe [83] or Phaser [84]; however, it is reliant on the data

having been re-indexed to a common reference frame. Additionally, it completely

avoids the common problem of the final model being shifted to an alternate origin

and/or asymmetric unit, which is a frequent issue with the full-search protocol. We

provide the option to use more than one protein starting model in molecular

replacement, which are usually obtained from previous protein–ligand refinements

of other complexes of the same crystal form of the target protein.

Molecular replacement is followed by rigid-body refinement of each model,

where individual domains have been specified. After a preliminary short restrained

refinement of each protein model, the best model to carry forward to subsequent
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processing is then selected by analysis of the local electron density correlation

in the regions (usually the flexible loops) where the models differ most. Taken

together, these initial steps effectively handle the small changes in isomorphism

and loop/side-chain movements that can occur when protein crystals are soaked

with small molecule ligands. The molecular replacement/model selection step is

followed by cycles of restrained refinement interspersed with automated placement of

water molecules intomFo � DFc electron density, except in one or more user-defined

binding sites. The resulting mFo � DFc difference Fourier in the binding site region

(s) is then passed to AutoSolve for ligand identification and fitting.

2.3.5 Automatic Ligand Fitting and Refinement

AutoSolve is Astex’s in-house developed software for electron-density analysis,

interpretation and fitting, and has been one of the most important steps in reducing

the time and effort required to generate protein–ligand structural data [45]. At the

time AutoSolve was developed, existing ligand-fitting programs [85, 86] aimed to

fit to electron density only, which meant that there was a high probability of

producing unreasonable geometries and interaction modes with the protein. In

addition, they relied first on identification of an electron density peak corresponding

to a ligand, and hence were very sensitive to the density threshold selected for

analysis. AutoSolve overcomes the first of these issues by exploiting the similarities

between protein–ligand docking and electron-density fitting. Ligands are placed

using a docking program (GOLD), whilst poses are scored using the fit to the

electron density as well as interactions with the protein using a modified form of the

Chemscore [58, 87] scoring function. The score for the final ligand pose is given by:

Score ¼ Sdensity þ 0:15 SHB þ 0:3 Smetal � 0:1 Sclash � 0:2 Sint�clash � 0:1 Storsion;

where the various terms correspond to scores for fit to the electron density,

protein–ligand hydrogen bonding, metal interaction, steric clashes (between protein

and ligand and within the ligand itself) and a ligand torsional term. It is evident

that although electron-density fit is the prime determinant of binding mode, the

additional interaction terms will serve to give chemically plausible conformations

and binding modes. For example, for the case of a pseudo-symmetric fragment

bound to trypsin (Fig. 4), AutoSolve correctly orientates the compound in order

to satisfy the hydrogen bonding between the fragment’s amine functionality and

the protein, despite the symmetrical density. In addition, the “flipped” binding

mode is penalized by the torsional score, which would place the methoxy group

out of plane. An additional benefit of the use of interaction information is that

AutoSolve can automatically select the most likely tautomeric or protonation state

of a compound where relevant.

The score provided by the program also allows for the automatic assessment of the

likely binder(s) from a cocktail, which removes some of the subjectivity associated

with this process. Some examples illustrating this are shown in Figs. 5 and 6 (adapted
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Fig. 4 AutoSolve solution for a fragment hit against trypsin. The initial mFo � DFc difference

Fourier contoured at 3s is shown for the active site region. Despite the pseudosymmetric shape of

the electron density, AutoSolve correctly orientates the ligand to satisfy the most likely hydrogen

bonding pattern with the protein (denoted by dashed lines). Figure adapted from Mooij et al. [45]

Fig. 5 Top ranked

AutoSolve solution for a

fragment-screening

experiment against the kinase

p38. The initial mFo � DFc
difference Fourier contoured

at 3s is shown for the active

site region, and hydrogen

bonds between protein and

ligand are denoted by dashed
lines. Figure adapted from

Mooij et al. [45]
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from [45]). In Fig. 5, AutoSolve correctly identifies the identity of a fragment bound

to the kinase p38 as the top-scoring component of a cocktail of four. This is despite

the resolution being lower (2.3 Å), and the density less distinct compared to the

example given for trypsin above. Figure 6a shows the successful identification by

AutoSolve of fragment hits in the less-common situation where more than one

fragment binds simultaneously in the binding site. In this case, the program automat-

ically identifies two compounds, which bind simultaneously from a cocktail of eight.

Figure 6b shows the result from a confirmatory de-convolution experiment, in which

the two compounds were subsequently soaked individually.

AutoSolve is normally run without the requirement to first search for peaks

within the target active site: in other words it utilizes the electron density at all

points within a cavity region (calculated from a user-defined “seed” atom), and

without the necessity to define a particular threshold. This approach ensures that

weakly bound ligands, perhaps with discontinuous electron density, will not be

missed. Taken together, these approaches provide robust fitting to the electron

density at a range of resolutions, and the ability of AutoSolve to reproduce

known ligand-binding modes has been validated against a test set of 40 protein–

ligand complexes from the RSCB Protein Data Bank (PDB) [45]. In 88% of cases,

the top-ranked score reproduced the manually fitted binding mode to within 1.0 Å

root mean square deviation (RMSD), and in 98% of cases a solution within 1.0 Å

RMSD was found. In addition, this methodology exploits the full power of the

genetic algorithm (GA) used by GOLD to place ligands within the active site,

giving efficient sampling of conformational space and rapid fitting, even for cases

of compounds with many torsional degrees of freedom.

In terms of a typical ligand-fitting run, initial ligand input is provided from the

database as a set of SMILES strings, encoding the compound(s) for all relevant

tautomers, protonation states and stereoisomers. These are converted to 3D geo-

metries for ligand fitting using CORINA [88], which is used only to generate the

Fig. 6 (a) AutoSolve solutions for fragment-screening experiment against trypsin, with simulta-

neous binding of two compounds from a cocktail of eight. (b) Overlay of AutoSolve solutions

and electron densities for subsequent deconvolution experiments in which compounds were

individually soaked. Figure adapted from Mooij et al. [45]
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connectivity, and then optimized using a CSD-derived force-field using the

in-house developed software CSDOPT. Automated ligand fitting and inspection

by a crystallographer (using the graphics program AstexViewer [89] or Coot

[81, 82]) is then performed. This is followed by iterations of restrained refinement

using TLS parameterization and automatically generated ligand restraints, further

automated water-placing, and, where necessary, manual structure rebuilding. Finally

the group ligand occupancies and B-factors are optimized, and standard quality-

control checks on the final protein–ligand structure are performed before the

structure is ready for release to project teams. The total process from initial

integration of data, through AutoSolve and rebuilding, to the final fitted protein–

ligand complex is driven entirely from a series of web-based interfaces, with the

options for fully-automated running, or user intervention if required. All file storage

and retrieval is performed by a company-wide Oracle database, which not only

streamlines the whole process, and obviates the need for laborious file-management

by the crystallographer, but also allows rapid tracking and querying of all informa-

tion associated with the experiment.

2.3.6 Exploiting Structural Information

The full integration of structural information with other experimental data (e.g.

cloning, purification, bioassay, chemical synthesis) is of key importance for the

most effective and timely use of data. In addition to this valuable ability to

query and cross-reference various aspects of each protein–ligand experiment, the

seamless integration of all structural information within a database environment

allows for the most efficient distribution of the resulting coordinates to project

teams. Once identified as a “validated hit”, the protein–ligand structure becomes

viewable to computational and medicinal chemists within a number of in-house

chemo- and bioinformatic platforms and allows further cycles of ligand design.

These tools allow a variety of queries to be performed, including searching for

similar structures, for example, in terms of ligand substructure, protein sequence or

protein–ligand interactions.

A key aspect of using the resulting structural information effectively has been

the development of AstexViewer, which is a simple Java-based graphics program

for viewing protein–ligand structures and electron density [89]. The design goal

of AstexViewer was to produce a tool that could be used by scientists without

a specialist background in crystallography or modelling. It is run as an applet in the

Microsoft Internet Explorer web browser on a standard Windows PC, removing the

need for specialist graphics workstations and unfamiliar operating systems, and is

available to all members of the company on their desktop. It provides a simple

interface that allows users to easily navigate the structure, measure molecular

geometry, and permits a variety of protein and ligand representations and surfaces.

It also allows easy display of electron density, and this has been important in

encouraging modellers and medicinal chemists to look at the experimental maps

in conjunction with fitted structures in their judgment of the structural information.
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This ensures, for example, that undue time is not spent on design ideas for a part of

the ligand that is disordered or mobile.

As discussed in the previous section, AstexViewer is used by crystallographers

for visualization and rebuilding during the protein–ligand refinement process. It

is also embedded within a number of other applications. For example, in order

to maximize the impact of the structural information on the drug discovery

process, we have developed a simple web-based interface that brings together

the structural information available for a project [54]. We term these “project

overlay pages”, and they provide a simple-to-use tool for use in project discus-

sions and design. Project pages consist of a set of pre-superposed protein–ligand

complexes, along with additional information such as bioassay results. The pages

are typically built and maintained by the project modeller, and new structures can

be added in a semi-automatic manner, with superposition being carried out

relative to a previously defined reference. The pages themselves consist of

a viewing pane, which contains AstexViewer, and a simple hierarchical tree of

folders allowing structures be grouped according to certain criteria (Fig. 7). For

example, a typical page might consist of folders for fragment hits (perhaps

subdivided by different chemical classes), folders illustrating the hit-to-lead

Fig. 7 Overlay page containing protein–ligand structures for the kinase p38. Structures are

visualized within AstexViewer (left-hand pane), whilst the right-hand pane contains folders of

display controls for sets of pre-superposed complexes
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elaboration process, and folders for publically available structures from the PDB

for comparison purposes. Each folder contains a set of Javascript controls, which

drive functions such as loading protein and ligand, displaying molecular surfaces

and determining the protein representation (colour, cartoon, sticks, spheres etc).

They also have the ability to display experimental electron density and Superstar

[90] maps if required.

3 Examples of Fragment Screening

3.1 Fragment–Protein Interactions

Over the last 10 years, we have carried out fragment screening campaigns against

a wide range of targets including kinases, phosphatases, proteases and ATPases.

Figure 8 shows examples of some hits we have observed during fragment-screening

campaigns, and it can be seen that the approach is amenable to detection of binding

driven by the full repertoire of non-covalent interactions. For example, Fig. 8 shows

the binding mode for fragments forming neutral and non-classical CH···O hydrogen

bonds (Fig. 8a, CDK2) [43], lipophilic interactions (Fig. 8b, p38) [43] and charge–

charge interactions (Fig. 8c, PTB1B [43]). It is notable that despite their weak

potencies, all of the fragments exhibit clear electron densities indicative of unique

binding modes. In addition, we have observed that even very weakly binding

fragments can induce conformational changes: the PTB1B fragment hit shown in

Fig. 8c induces a substantial movement of the enzyme’s “WPD” loop on binding.

In Sect. 3.2 we present more detailed description for two case studies where we

have successfully optimized fragment hits to potent inhibitors.

Fig. 8 Examples of fragment hits against selected targets, illustrating different aspects of molecu-

lar recognition. (a) CDK2 (neutral hydrogen bonding), (b) p38 (lipophilic interactions), (c) PTB1B

(charge–charge interactions). Hydrogen bonds and electrostatic interactions are denoted by dashed
lines, and the initial mFo � DFc difference Fouriers contoured at 3s are shown for the ligands
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3.2 Hits-to-Leads Case Studies

3.2.1 Development of CDK2 Inhibitor AT7519

The cyclin-dependent kinases (CDKs) are key regulators of cell-cycle progression

and cellular proliferation. Aberrant control of the CDKs has been implicated in the

molecular pathology of cancer, and it anticipated that their inhibition may provide

an effective method for controlling tumour growth [91, 92].

We used X-ray crystallographic screening to identify fragments binding to

CDK2 [93]. A library of approximately 500 fragments was soaked into crystals of

CDK2 in cocktails of four, and more than 30 hits were observed to bind within the

ATP cleft. Of these, indazole (1, Fig. 9), which exhibited a potency of 185 mM and

an excellent ligand efficiency of 0.57, was selected for optimization using structure-

based approaches. In order to increase the molecular weight of the compound,

whilst still maintaining ligand efficiency, we initially sort to simplify the indazole to

the pyrazole. The 3-substituted pyazole, 2 (IC50 ¼ 97 mM), forms an additional

hydrogen-bonding interaction to the hinge region of the kinase, whilst adopting the

same orientation as the starting fragment. This compound also places a phenyl ring

near the backbone of Gln85, a region of the protein known to form energetically

favourable interactions with aromatic groups, and a number of substitutions of this

ring were investigated. The 4-fluoro analogue of 2 was then elaborated through

addition of a second amide function at the pyrazole 4-position, allowing the

formation of a water-mediated interaction with the backbone of Asp145 and giving

a 100-fold increase in activity. Interestingly, this compound adopts a planar struc-

ture due to formation of an intramolecular hydrogen bond between the two amide

functionalities, giving good shape-complementarity with the narrow ATP cleft.

A small number of substitutions were explored from the second amide to probe

Fig. 9 Fragment evolution for the target CDK2 as described in the text. Key hydrogen bonding

interactions with the protein are denoted by dashed lines
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further the region near Asp145. In particular, the di-fluorophenyl, 3, exhibited good

kinase activity and ligand efficiency (IC50 ¼ 3 nM). The crystal structure of the

unsubstituted phenyl analogue had shown that the aromatic group binds with an

energetically unfavourable twist relative to the amide, and diortho substitution was

introduced to stabilize this conformation. Further optimization was then sought to

improve cell-based potency and pharmacokinetic properties, and led to the replace-

ment of the lipophilic 4-fluorophenyl group with the more polar piperidine. Substi-

tution of the 2,5 difluoro by the dichloro finally led to AT7519, 4, which exhibits

good enzyme and cell-based potency (AT7519 IC50 ¼ 47 nM; HCT116 IC50 ¼
82 nM), tumour regression in a number of xenograft models and is currently in

clinical trials for the treatment of various cancers. The development of AT7519 is a

successful example of the fragment-growth method, in which small changes are

gradually introduced to increase potency. As is typical for this approach, the

position and interactions of the initial fragment are maintained in the elaborated

compound and, through careful use of structure-based design, ligand efficiency is

maintained during the process.

3.2.2 Development of an Orally Bioavailable Inhibitor of Urokinase

Urokinase-type plasminogen activator (uPA) is a trypsin-like serine protease that

catalyses the conversion of plasminogen to plasmin. Plasmin is associated with

induction of cell-migration through degradation of the extracellular matrix, and

uPA has been implicated in several disease states, including metastatic processes

in cancer [94, 95]. The peptide binding site of uPA contains an acidic S1 pocket, and

a key challenge in the development of inhibitors against this target has been over-

coming the low oral bioavailability associated with the highly basic arginine

mimetics, which are typically required for potent binding.

A crystallographic screen was carried out against uPA, yielding more than 100

fragment hits [96]. From these, fragment 5 (Fig. 10), which is the known drug

mexiletine, was selected for progression. Despite its weak binding (IC50 > 1 mM),

it nevertheless exhibited a clear and unambiguous crystallographic binding

mode, and as a known oral drug offered a promising starting point for further

development.

Mexiletine binds in the S1 pocket of uPA with its primary amine forming

electrostatic and hydrogen-bonding interactions with the side-chain of Asp189

and the backbone carbonyls of Ser190 and Gly219. In addition, the ethanolamine

spacer and the aromatic ring make several hydrophobic contacts with residues

lining the pocket. The structure indicated that removal of the “angular” methyl

group might be beneficial to binding by relief of unfavourable contacts, and

previously published compounds suggested that substitution at the 4 position of

the aromatic ring would also afford an increase in potency. The intermediate acid,

6, exhibited an increase in potency to 40 mM and, guided by virtual screening,

a small number of aromatic amides were then prepared at this position. The crystal

structure of 7 (IC50 ¼ 1.3 mM) revealed that it forms a number of aromatic contacts
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between the newly added phenyl ring and the protein. In addition, a water-mediated

hydrogen bond is observed between the amide nitrogen of 7 and the backbone

carbonyl of Ser214. Further structure-guided optimization of the compounds

(predominantly different space-filling decorations of the second aromatic ring)

then led to lead compound 8, which is a potent inhibitor of uPA (IC50 ¼ 72 nM).

Of particular note is the relatively low pKa of the basic amine, which is hypothe-

sized to arise due to the effect of the para-amide functionality on the

electron-withdrawing properties of the side-chain b-oxygen. As a result, the com-

pound exhibits good pharmacokinetic properties, including high levels of oral

bioavailability (Frat ¼ 60%). With the exception of the highly related enzyme,

trypsin, the compound also shows greater than 50-fold selectivity against a panel

of proteases, and represents a promising lead-like compound with desirable

pharmacokinetic properties.

4 Conclusions

The fragment-based approach is now firmly established as an important part of

modern drug discovery. A range of biophysical and computational techniques

are currently used for identifying fragment hits, and the combination of several

methodologies in a typical screening cascade has shown to be a powerful approach

for triaging possible binders and reducing false positives. The use of X-ray crystal-

lography as a primary screen has a number of advantages, but traditionally was

impractical due to low throughput, and in our view continues to be underexploited

in drug discovery. We have described here how we approached this issue through

compound cocktailing, streamlined data collection, automated data processing and

ligand fitting. These techniques have allowed us to transform crystallography into a

highly efficient technique that is suitable for rapid screening of fragment libraries,

Fig. 10 Fragment evolution for the target urokinase as described in the text. Key hydrogen

bonding interactions with the protein are denoted by dashed lines
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and can provide timely structural information as a project progresses. Crystallography

continues to form a central part of fragment screening at Astex, alongside full

integration with other biophysical techniques. This approach has allowed us to

apply the fragment-based method to the widest range of targets, with the most

efficient combination of speed and sensitivity. Alongside the development of tools

for the efficient dissemination and exploitation of crystallographic data by project

teams, this has produced a highly efficient drug-discovery engine that has produced

a pipeline of promising clinical candidates within a short time-frame.
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