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Abstract Protein–ligand interactions are of fundamental importance in a great many
biological processes. However, despite enormous advances in the speed and accuracy of
the three-dimensional structure determination of proteins and their complexes, our abil-
ity to predict binding affinity from structure remains severely limited. One reason for
this dilemma is that affinities are governed not only by energetic considerations aris-
ing from the precise spatial disposition of interacting groups (loosely, enthalpy), but
also by the dynamics of these groups (loosely, entropy) including solvent effects. In this
work I will review current methodology for unravelling this complex problem, including
X-ray crystallography, NMR, isothermal titration calorimetry and theoretical free energy
perturbation methods.
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1
Introduction

1.1
Biomolecular Interactions

Biomolecular interactions are of fundamental importance in biological pro-
cesses. However, despite enormous advances in the speed and accuracy of the
three-dimensional structure determination of proteins and their complexes,
our ability to predict binding affinity from structure (i.e. whether and how
strongly two molecules will interact) remains severely limited. One reason
for this dilemma is that affinities are governed not only by energetic con-
siderations arising from the precise spatial disposition of interacting groups
(loosely, enthalpy), but also by the dynamics of these groups (loosely, en-
tropy). Thus, in order to predict accurately the affinity of a protein for a given
ligand, it is essential to have knowledge of both of these factors. While ar-
guably it is possible to obtain a good estimate of the enthalpy of binding on
a per-residue basis from a high-resolution crystal structure of the complex
together with molecular mechanical energy calculations, it is not possible to
obtain the entropy from this static model. Moreover, a simple static picture
provides no information on the role of solvent reorganization to the bind-
ing affinity, the importance of which is still a subject of much debate. The
following pages describe recent experimental and theoretical developments
aimed at understanding the various individual contributions to the overall
free energy of binding.

2
Thermodynamic Principles

2.1
Free Energy, Enthalpy and Entropy

Enthalpy and entropy are encompassed in the fundamental thermodynamic
equation that describes the Gibbs free energy of binding, ∆Gb:

∆Gb = ∆Hb – T∆Sb , (1)

where ∆Hb and ∆Sb represent the enthalpy and entropy of binding, respec-
tively, and T is the absolute temperature. In any spontaneous process the free
energy is minimized, hence a negative ∆G implies that a reaction or process
will proceed in the direction as written. Thus, a ligand L will only associate
with a protein P if ∆Gb for the following process is negative:

P + L → PL . (2)
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Thermodynamic arguments enable us to determine the strength of binding
via the affinity (association constant) Ka by use of a second fundamental
relationship:

∆Go
b = – RT ln Ka . (3)

The term on the left-hand-side of Eq. 3 is the standard Gibbs free energy of
binding, which is the free energy of binding measured under certain defined
standard conditions. This term is often confused with the free energy of bind-
ing. This confusion is not based upon semantics, since in general these two
terms will differ numerically. This can be understood with reference to Eq. 4,
which directly relates the free energy of binding and the standard free energy
of binding:

∆G – ∆Go
b = RT ln Q . (4)

Here, Q is the reaction quotient, which is expressed in terms of the concentra-
tions of products and reactants. Thus, for the process shown in Eq. 2:

Q = [PL] / [P] [L] . (5)

At equilibrium, Q is equivalent to the equilibrium constant for the process,
which in turn is equivalent to the affinity Ka, and since ∆G is zero at equilib-
rium, Eq. 3 follows directly from Eq. 4. Thus, while ∆G is zero at equilibrium,
∆Go

b in general is not, except in the case that Ka = 1.
It is important to appreciate the molecular interpretation of Eqs. 3 and 4,

which lies in the concept of the entropy of mixing. Consider a hypothetical
case in which species A that exists in a specified standard state is converted
to B, also in the standard state, such that there is no mixing of A and B. The
change in free energy with respect to the mole fraction of B is described by
the dotted line in the upper panel of Fig. 1. However, in all practical cases
there will be a mixing of reactants and products, resulting in an increase of
the entropy of the system. The Gibbs free energy of mixing is:

∆G = RT
[
xa ln xa + xb ln xb

]
, (6)

where xa and xb are the mole fractions of A and B. This function is plotted in
the lower panel of Fig. 1 for a process at 300 K. The free energy of the system
will consist of one part derived from the free energy of the pure components
multiplied by their mole fractions, and a second part derived from the free
energy of mixing. Thus,

∆G = xb∆Go + RT
[(

1 – xb
)

ln
(
1 – xb

)
+ xb ln xb

]
. (7)

This function is represented by the solid line in the upper panel of Fig. 1.
At equilibrium, the free energy is zero, i.e. when the slope of the solid line

in the upper panel of Fig. 1 is zero:

d∆G/dxb = ∆Go + RT
[
– ln

(
1 – xb

)
+ ln xb

]
= 0 , (8)
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Fig. 1 Standard free energy changes in the conversion of species A to species B. In the
hypothetical case that A is converted to B without mixing of the two components, the
change in the standard free energy of binding will be linear with respect to the mole frac-
tion of B, and is described by the dashed line. However, in any practical case there will be
a mixing of A and B as A converts to B. A change in free energy is associated with this
process resulting from the entropy of mixing (represented by the solid line in the lower
panel), which is minimal at equal mole fractions of A and B, i.e. where the entropy of
mixing is maximal. The observed free energy change is given by the solid line in the up-
per panel and equals the sum of the standard free energy change and the contribution
from mixing. At equilibrium ∆G = 0, i.e. where the slope of the free energy curve is at
a minimum

which is equivalent to Eq. 3:

∆Go = – RT ln
(

xeq
b /

(
1 – xeq

b

) )
= – RT ln K , (9)

where xeq
b is the mole fraction of B at equilibrium and K is the equilibrium

constant for the process. Thus, the free energy change for a given process
can be thought of as comprising the standard free energy change plus a term
related to the entropy of mixing. The position of equilibrium for processes
with a large negative standard free energy change will lie towards products,
whereas processes with a large positive standard free energy will lie towards
reactants.

2.2
The Hydrophobic Interaction and Heat Capacity

The hydrophobic interaction arises from the low solubility of nonpolar com-
pounds in water. At physiological temperature the driving force derives
from the unfavourable decrease in entropy of the hydrating waters. Wa-
ter molecules are unable to hydrogen-bond to nonpolar solutes, resulting
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in a disruption of the favourable hydrogen-bonding network of bulk water.
Those water molecules that are in contact with the solute compensate by
bonding more strongly to their neighbours, resulting in an ordering of wa-
ter molecules around the solute. This ordering has variously been described
as “clathrate-type”, “icelike”, icebergs and flickering clusters [1–3]. The mini-
mization of exposed surface area of solute results in a release into bulk solvent
of a proportion of these ordered water molecules (Fig. 2). This is an entropi-
cally favourable process which therefore results in the burial of nonpolar sur-
face area from water. A further consequence of this process is that the number
of water–water contacts increases and more water–water hydrogen bonds can
form. Thus, it might be anticipated that the hydrophobic interaction would
be accompanied by a decrease in enthalpy. However, at physiological tem-
peratures, the stronger bonding of water molecules in clathrate structures
surrounding the nonpolar solute compensates for the smaller number of hy-
drogen bonds that can be formed, and the net enthalpy change is close to
zero. Despite this interpretation, many “hydrophobic interactions” possess
an enthalpy-driven thermodynamic signature, for subtle reasons that will be
discussed in Sect. 3.2.1. Although we are only concerned below with thermo-
dynamic processes occurring at physiological temperature, it is worth noting
that at higher temperatures the hydrophobic effect becomes enthalpy driven,
to the point where the entropy of nonpolar surface burial is approximately
zero [4].

Large changes in heat capacity (Cp) are often taken as evidence for the
existence of the hydrophobic interaction in biomolecular recognition. This in-
terpretation derives from data for the transfer of hydrophobic solutes from
nonaqueous to aqueous environments, which is generally accompanied by
a positive ∆Cp. A simple molecular interpretation of this phenomenon is
that the progressive “melting” of hydrogen-bonded water structure around

Fig. 2 “Clathrate” model of the hydrophobic effect. Water molecules that are in contact
with the hydrophobic solute compensate by bonding more strongly to their neighbours,
resulting in an ordering of water molecules around the solute. Minimization of exposed
surface area of the solute is proposed to result in a release into bulk solvent of a pro-
portion of these ordered water molecules. This is an entropically favourable process that
therefore derives the association of hydrophobic species at physiological temperature
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nonpolar solutes as the temperature is increased “absorbs” the increase in
thermal energy, thus resulting in increased heat capacity. Arnett and co-
workers were the first to demonstrate that the heat capacity increment for
the dissolution of nonpolar solutes is a unique property of water, and is not
observed in any other solvent [5]. In the case of protein-protein and ligand-
protein interactions, the burial of hydrophobic surface area conversely gives
rise to a significant negative ∆Cp, which is thus taken as a further thermody-
namic signature of the hydrophobic effect.

It is important to note that the above view of the hydrophobic effect, while
predominant, is not universally accepted. Indeed, despite much effort, there
is little physical evidence for the existence of water clathrates surrounding
nonpolar solutes. The “Small-Size Model” [6–9] has been proposed as an
alternative to the “iceberg” model. This model is concerned with free ener-
gies of solvation (Sect. 3.2.2) rather than entropy and heat capacity. The high
free energy cost of incorporation of a nonpolar solute into water is argued
to arise from the absence of an appropriate cavity in water due to its small
size. Large cavities are more likely in solvents comprised of large molecules,
and since water molecules are amongst the smallest solvent molecules, the
free energy cost of creating a cavity is greater in water than other solvents.
In general the creation of a cavity by the coalescence of a number of smaller
volumes throughout the solvent will lead to an entropic cost, together with
an enthalpic cost of breaking solute–solute intermolecular interactions. In
the “special” case of solvent water, the Small-Size Model suggests that the
additional entropic cost of ordering waters in the solvation shell and the
favourable enthalpic contribution due to stronger hydrogen bonding in this
shell compensate almost perfectly (i.e. enthalpy-entropy compensation), and
thus does not contribute to the free energy of cavity formation [7]. How-
ever, using the so-called “MB” model of water, Dill and co-workers [10, 11]
showed that such compensation is limited to small nonpolar solutes, and
suggested that “water’s complexities appear to be important in most other
circumstances”.

More recent theoretical treatments further support the view that hy-
drophobicity manifests different characteristics depending on whether small
molecular units or large clusters are involved, either alone or in combina-
tion [12]. In the small molecule case (such as methane), a cavity is created
in the solvent that excludes water molecules from a spherical volume less
than 0.5 nm in diameter. This volume is sufficiently small to permit hydrogen-
bonding patterns to go around the solute, and thus the extent to which
hydrogen bonds are broken at any given time is similar to that in pure wa-
ter. However, in larger complexes, where the solute surface extends over areas
larger than 1 nm2, it is impossible for adjacent water molecules to maintain
a complete hydrogen-bonding network. As a result, water tends to move away
from the large solute and forms an interface that bears a similarity to that be-
tween a vapour and a liquid. This phenomenon provides a physical basis for
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the understanding of hydrophobic effects in that statistical thermodynamical
calculations on the formation of small cavities in water accurately reproduce
the entropy and heat capacity of solvation of, for example, methane. More-
over, the driving force for hydrophobic association is readily understood in
terms of the dependence of hydrophobic solvation on solute size—when so-
lute molecules cluster to form a hydrophobic complex, the overall solvation
energy can be shown to change from a linear dependence on solvent volume
to a linear dependence on solvated surface area. Thus, if the number of so-
lute molecules in the cluster is sufficiently large, the volume to surface area
ratio will result in a solvation free energy that is lower than the solvation
free energy of the individual components. This results in a favourable driving
force for association. A compelling advantage of this model is that it can be
observed in simulations, unlike the “clathrate” model.

3
Dynamics and Thermodynamics of Biomolecular Associations

3.1
Overview of the Binding Process

Before embarking on a detailed analysis of the factors responsible for
biomolecular interactions, it is worthwhile initially to examine the qualitative
aspects of the process. The interaction between a protein and a ligand is often
described schematically by Eq. 2. However, this is a gross over-simplification
for two reasons.

First, Eq. 2 does not describe all of the partners in the interaction. Since we
are concerned with biomolecular interactions, all such processes take place
within an aqueous milieu. The individual species will thus interact with sol-
vent water in some manner before the association. For example, as discussed
in Sect. 2.2, hydrophobic ligands will be surrounded by icelike cages of wa-
ter molecules or water-vapour interfaces (provided they are of sufficient size),
and binding pockets within proteins will also typically contain solvent water
molecules that may be ordered to some degree. When the two species as-
sociate, their interaction with solvent will certainly be entirely different. For
example, some or all of the solvent water molecules within the binding pocket
are likely to be expelled as the ligand binds. Moreover, the expelled solvent
molecules will make new interactions with bulk solvent. Since the free energy
of binding is defined as the difference between the free energy of the system
(solutes plus solvent) in the complexed state versus the uncomplexed state, it
follows that solvent reorganization can have a dramatic influence on binding.

Second, Eq. 2 assumes that the structures of the interacting species before
and after association will be equivalent. However, it is very likely that struc-
tural changes will occur following complexation, and hence formally we are
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dealing with different species before and after complexation, in which case
Eq. 2 should more formally be written [13]:

P + L → P′L′ . (10)

It is important to be aware that the contribution of solvation or structural
changes to binding affinity can be dramatic. A simple calculation using Eq. 3
shows that the difference between micromolar and nonamolar affinity re-
sults from a change in free energy at 300 K of ∼ 17 kJ/mol, which is on the
order of the strength of a hydrogen bond. Thus, the loss of an ordered water
molecule from a protein binding pocket or the reorientation of an amino-acid
residue side-chain may be sufficient to alter binding affinity by orders of mag-
nitude. It follows that a quantitative description of the thermodynamics of
ligand-protein association requires full account to be taken of all interacting
species at every stage of the process. A convenient formalism involves the use
of Born–Haber cycles.

3.1.1
Born–Haber Cycles

The representation of ligand-protein association in the form of a Born–Haber
cycle offers a rigorous conceptual framework which includes all the inter-
acting species. A typical cycle is shown in Fig. 3. The “intrinsic” standard
free energy of binding between protein P and ligand L is represented by
∆Go

i , whereas the standard free energy of binding that would typically be de-
termined experimentally is represented by ∆Go

obs. In addition, two further
processes can be defined which are represented by ∆Go

su and ∆Go
sb. These are

the standard free energies of solvation of the uncomplexed species and the
complex, respectively. Since free energy is a state function, it is independent
of the path taken from one state of the system to another, and we can therefore
write:

∆Go
i + ∆Go

sb = ∆Go
su + ∆Go

obs , (11)

which can be rearranged:

∆Go
obs = ∆Go

i +
{
∆Go

sb – ∆Go
su

}
. (12)

Equation 12 shows how the observed standard free energy of binding can
be decomposed into the intrinsic contribution plus a solvation term shown
in curly braces. Equivalent expressions can be written for the standard en-
thalpy and standard entropy of binding since these parameters are also state
functions.

The advent of sensitive isothermal titration calorimetry [14] has enabled
the accurate determination of ∆Go

obs, ∆Ho
obs and ∆So

obs for a wide variety of
biomolecular complexes in aqueous solution. However, this technique mea-
sures the global thermodynamics of binding including solvation effects, as
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Fig. 3 A typical Born–Haber cycle relating the “intrinsic” (solute-solute) standard free
energy of binding ∆Go

i with the observed standard free energy of binding ∆Go
obs for

a protein P interacting with a ligand L. The vertical processes represent the solvation free
energies of the uncomplexed species

(
∆Go

su

)
and of the complex

(
∆Go

sb

)

defined in Eq. 12. In many cases it is therefore practically impossible to delin-
eate the factors responsible for the association process. The key to a complete
quantitative understanding of the thermodynamics of ligand-protein associ-
ation requires a deconvolution of the overall thermodynamics of binding into
the terms on the right-hand side of Eq. 12. For this purpose it is convenient
to consider the enthalpic and entropic contributions separately, as detailed
below.

3.2
Enthalpic Contributions to Binding

3.2.1
Intrinsic Contributions to Binding Enthalpy

Intrinsic contributions to binding enthalpy result from differences in non-
bonded interactions within each species prior to complexation versus those
present in the complex. (Strictly, we should also include covalent interac-
tions, since complexes exist involving the formation of solute–solute covalent
bonds, but we will not consider such systems here). Thus, the intrinsic stan-
dard enthalpy of binding ∆Ho

i can be thought of as the total change in
internal energy of the interacting species in vacuo.

If we first consider the uncomplexed ligand, this will exist in one or more
conformations whose populations are governed by the Boltzmann distribu-
tion at a given temperature. The internal energies of these conformers will
depend upon a complex interplay between dispersive interactions, Coulom-
bic interactions and hydrogen bonding. On binding to the protein receptor,
typically only one of these conformations will be selected, or indeed none if
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there is conformational strain on binding. In general, the result will be an
unfavourable contribution to binding enthalpy. The size of this unfavourable
contribution will obviously depend upon the nature of the ligand. As ex-
amples, methyl-methyl gauche interactions represent approximately 1 kJ/mol
of unfavourable enthalpy, whereas the barrier to rotation about the carbon-
carbon bond of ethane is approximately 12 kJ/mol. Thus, even small devi-
ations from minimum energy conformations can result in significant un-
favourable contributions to the binding free energy.

Similar considerations exist for the protein receptor. Penel and Doig have
quantified strain energies for amino-acid residues in α-helices in the context
of protein folding [15]. The mean change in rotameric strain energy (i.e. the
energy resulting from a side-chain that is not in its lowest-energy rotamer)
was 1.75 kJ/mol, whereas the mean dihedral strain energy (i.e. the energy re-
sulting from a shift of a dihedral angle from the most stable conformation
of a rotamer) was reported as 2.67 kJ/mol. It is anticipated that unfavourable
enthalpic contributions of this magnitude will exist in the context of ligand-
protein interactions also, and this contribution may be very significant due to
the many additional degrees of freedom within a typical protein binding site.

Paradoxically, evidence exists that the many degrees of freedom and re-
sulting interactions within the protein structure can in principle result in
improved ligand binding as a result of “tightening” of the protein structure
on association. Williams and co-workers have obtained experimental support
for this hypothesis in, for example, the binding of biotin to the streptavidin
tetramer [16]. The binding of these species is about 1000-fold stronger than
anticipated on the basis of the sum of the individual interactions. Williams
and co-workers used mass spectrometry to measure the extent of hydro-
gen/deuterium exchange of the amide protons in streptavidin in the absence
and presence of biotin. Twenty-two amide protons per streptavidin monomer
were found to be protected upon binding of biotin. The latter reduced the
solvent accessibility in much of the structure, indicating a global tightening
of the structure rather than a localized effect at the ligand-protein interface.
This phenomenon is further emphasized in the thermal stability of strepta-
vidin evaluated using differential scanning calorimetry [17]—biotin binding
increases the thermal denaturation of streptavidin from Tm = 75 ◦C to 112 ◦C,
indicating that the complex is more stable than the uncomplexed protein.
These data support positively cooperative binding whereby the ligand re-
duces the dynamic behaviour of the receptor. Williams has proposed [16]
that this does not necessarily involve the formation of new noncovalent inter-
actions within the receptor, rather tightening of existing interactions. Major
conformational changes need not thus be invoked. The generality of this phe-
nomenon remains to be determined, but examples certainly exist where this
phenomenon is not the driving force for association (see below).

In addition to the modification of nonbonded interactions that pre-exist
in the protein and ligand prior to association, nonbonded interactions form
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at the solute–solute interface. Naively, it might be thought that each of these
“new” interactions will contribute favourably to the enthalpy of binding. For
example, ab initio quantum chemical calculations suggest stabilization of
the core of the small protein rubredoxin resulting from dispersion interac-
tions by approximately – 200 kJ/mol [18]. Correspondingly, large intrinsic
stabilization enthalpies are expected in ligand-protein complexes. However, it
must be remembered that prior to the association each binding partner will
form dispersive interactions with solvent water. Indeed, it is commonplace
to assume that the change in dispersion energy on association of two shape
complementary molecules in solution is negligible, since new solute–solute
dispersion interactions following association have “exchanged” for solute–
solvent dispersion interactions that exist prior to the association (Fig. 4).
However, recent evidence suggests that this assumption may not generally
be true for some ligand-protein associations. Very recently, Barratt et al. ex-
amined the binding thermodynamics of the mouse major urinary protein
(MUP), a promiscuous binder of small hydrophobic ligands (see Sect. 4). De-
spite the fact that the binding site is extremely hydrophobic, the association
with a variety of different hydrophobic ligands is invariably strongly enthalpy
driven. This is counter-intuitive, based upon the expected thermodynamic
signature of the hydrophobic effect [19]. However, detailed scrutiny of the
binding pocket of this protein by site-directed mutagenesis, X-ray crystallog-
raphy and molecular dynamics simulations, revealed that the binding pocket
is poorly solvated in the absence of ligand. Thus, in this particular system
the gain in solute–solute dispersion energy will not be compensated by in-
teractions between binding-site residues and solvent prior to the association.
A significant fraction of the favourable intrinsic solute–solute enthalpy is thus
expected to appear in the free energy of binding, which thus accounts for
an enthalpy-driven thermodynamic signature. This conclusion is indeed sup-
ported by molecular mechanical energy calculations, and is reminiscent of
the interaction of small organic molecules in nonaqueous solvents where the
geometry of the binding pocket prevents solvation [20, 21].

It must be emphasized that these observations are not necessarily at vari-
ance with current models of the hydrophobic effect. Rather, they may offer an
explanation for the fact that many “hydrophobic associations” in solution do
not possess the anticipated entropy driven thermodynamic signature—many,

Fig. 4 Prior to association, both ligand and protein partake in dispersive interactions with
solvent molecules. Following association, it is generally assumed that these solute–solute
dispersive interactions exchange for solute–solute dispersive interaction, with a negligible
net contribution to the binding enthalpy
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but by no means all. For example, the binding of a series of hydrophobically
modified benzamidinium chloride inhibitors to trypsin is strongly entropy
driven at a number of temperatures [22]. Notably, the trypsin binding site
is a cleft that is presumably heavily solvated. These data are thus consistent
with a model whereby the degree of expression of the intrinsic solute–solute
enthalpic contribution to the free energy of binding is dependent on the sol-
vation of the protein binding pocket.

In addition to dispersive interactions, it might be anticipated that the
formation of hydrogen bonds at the solute–solute interface will result in
a favourable contribution to the enthalpy of binding. However, again it must
be remembered that the relevant hydrogen bond donors and acceptors will
interact with solvent water molecules prior to the association. Nonetheless,
evidence exists that solute–solute hydrogen bonds are stronger than solute–
solvent hydrogen bonds, giving rise to a nett favourable enthalpy of binding.
Daranas et al. [23] determined the global thermodynamics of binding of
galactose and various deoxy derivatives to the arabinose binding protein
(Table 1). Binding of all ligands was found to be enthalpy driven, and with the
exception of charged ligands such as heparin and heparin sulphate, both ∆Ho

and particularly T∆So are significantly larger than typical values reported
for the vast majority of carbohydrate-protein interactions [24], including
oligosaccharides. The reason for these anomalously large values could not be
delineated with certainty from global thermodynamics measurements. How-
ever, the enthalpy of binding of galactose compared with 1-deoxy, 2-deoxy or
3-deoxy galactose was found to be favourable by ∼ 30 kJ/mol. As mentioned
above, it might be considered unlikely that the more favourable enthalpy of
binding of galactose compared with deoxy-derivatives arises from the addi-
tional hydrogen bond(s) that form due to the additional hydroxyl group in
the complex, since prior to binding, the ligand is hydrogen bonded to sol-
vent water. The enthalpic component of such solute–solvent hydrogen bonds
is contained within the free energy of solvation of these ligands, which is not
known with any degree of accuracy. However, intuitively, the solvation en-
thalpy of deoxy-analogues of galactose must be less favourable than those of

Table 1 Thermodynamics of binding of galactose and derivatives to the arabinose-binding
protein derived from ITC measurements at 308 K

Ligand Kd Error ∆Go Error ∆Ho Error T∆So Error
(µM) µM (kJ/mol) (kJ/mol) (kJ/mol)

galactose 2.2 0.02 – 33.36 0.3 – 95 0.6 – 61 0.6
1-deoxy 14 600 730 – 10.8 0.5 – 63 3 – 52 3
2-deoxy 780 60 – 18.3 1.4 – 61 4.8 – 43 4.8
3-deoxy 29 620 2620 – 9.0 0.8 – 57 5 – 48 5
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galactose. If one assumes momentarily that the enthalpic contribution from
ligand-protein hydrogen bonds is effectively zero, since hydrogen bonds to
solvent exist prior to the association, on the basis of the above data one
must conclude that the enthalpies of solvation of the 1-deoxy, 2-deoxy and
3-deoxy analogues of galactose are each more favourable than galactose by
∼ – 30 kJ/mol, which is counter-intuitive. Therefore, the conclusion that in-
teractions between the various hydroxyl groups of galactose and the protein
are enthalpically significantly more favourable than those with solvent would
appear to be inescapable. Whether this favourable enthalpy can be attributed
in the main to hydrogen bonding is difficult to ascertain, since the loss of
an hydroxyl group removes van der Waals’ interactions with that group in
addition to the hydrogen bonding contribution.

3.2.2
Solvation Contribution to Binding Enthalpy

The solvation contribution to binding enthalpy,
{
∆Ho

sb – ∆Ho
su

}
, is essentially

comprised of the enthalpy of solvation of the complex minus the enthalpy of
solvation of species prior to the association. The enthalpy of solvation of any
species is defined as the heat gained or lost when that species is transferred
from the gas phase into solution. When the solvent is water this parameter
is sometimes called the enthalpy of hydration. This definition may appear to
be somewhat abstract or esoteric in the context of ligand-protein association
phenomena, but is nonetheless an integral part of the rigorous description
of binding thermodynamics as is apparent from Fig. 3. In many respects, the
binding process can be thought of as desolvation. Qualitatively, we can think
of this as the stripping of some or all solvent water molecules from the surface
of the ligand and from the protein binding pocket as the partners associate.
Quantitatively, the desolvation process is represented by the negative of the
solvation enthalpy term in the above expression.

The solvation enthalpies of a number of small organic molecules have been
measured, and have been catalogued by Cabani et al. [25] and more recently
by Plyasunov and Shock [26]. Solvation enthalpies of such molecules are in-
variably negative, i.e. desolvation upon association contributes unfavourably
to the enthalpy of binding. That solvation is an exothermic process was orig-
inally regarded as counter-intuitive prior to current models of the hydropho-
bic effect—the large heat of vaporization and surface tension of water implied
that the creation of a cavity to accommodate the solute would require a sig-
nificant energy input. However, increased or strengthened hydrogen bond
formation in the solvent surrounding nonpolar solutes would be anticipated
in the models of the hydrophobic effect described in Sect. 2.2. The overall
enthalpy of solvation will thus comprise a positive term associated with the
formation of a cavity, which is more than compensated by a negative term
associated with solvent ordering [27].
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In theory, the standard free energy of solvation of any ligand is straightfor-
ward to measure, since it is necessary only to determine the concentrations
of the ligand in aqueous solution and in the vapour phase in a closed system
at equilibrium. The solvation free energies of volatile nonpolar compounds
have been determined in this manner [28]. The standard enthalpy (and thus
entropy) of solvation can then be estimated from the temperature depen-
dence of the free energy. However, such measurements are only possible if
the volatility is sufficient to offer a measurable concentration in the vapour
phase. This excludes a number of biologically important ligands such as po-
lar species or carbohydrates, for example. For these reasons there has recently
been a surge of interest in the computation of solvation free energies of such
molecules (reviewed by Orozco and Luque [29]).

The solvation process can conveniently be decomposed into three steps:
(i) creation of a cavity in the solvent; (ii) van der Waals interactions and
(iii) electrostatic contributions. The first step is clearly the creation of a cavity
in the solvent that is large enough to accommodate the solute. Since this will
involve breakage of the forces maintaining cohesion within the solvent, the
free energy contribution to cavitation (∆Gc) will be unfavourable. In contrast,
the van der Waals contribution (∆GvdW) is favourable, since the solute cavity
is created in regions of the solvent where the dispersion term is larger than
the repulsion term. The third step (∆Gele) involves two components, namely
the work necessary to create the gas-phase charge distribution of the solute
in solution, and the work required to polarize this charge distribution by the
solvent. Thus, the overall solvation free energy can be described by:

∆Go
solv = ∆Go

c + ∆Go
vdW + ∆Go

ele . (13)

The breakdown of the solvation process in this manner facilitates theoret-
ical approaches to the computation of solvation free energies. Explicit solvent
models provide the most complete description of solvation, but they are how-
ever extremely computationally demanding in view of the large number of
atoms involved and the requirement to average over many solvent configura-
tions. A particularly useful approach involves free energy perturbation (FEP)
techniques [30], which have been shown to reproduce experimental solvation
free energies of small organic molecules with impressive accuracy [31–33].
The conceptual basis for FEP calculations lies in the now familiar Born–
Haber cycle (Sect. 3.1.1) for the conversion of a given ligand molecule A into
a related molecule B (Fig. 5). The free energy of solvation can be defined as
the difference between the free energies associated with the annihilation of
a molecule in the gas phase and solution (Fig. 5a). Alternatively, the method
can be used to determine the difference in solvation free energy between
two related ligands (Fig. 5b). While it is difficult to compute directly the free
energy difference between either ligand in the gas phase versus the aque-
ous phase (vertical processes in Fig. 5b), it is relatively straightforward to
compute the free energy difference between molecules A and B in the gas
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Fig. 5 The conceptual basis for FEP calculations can be described by Born–Haber cycles
(Sect. 3.1.1) for the conversion of a given ligand molecule A into a related molecule B. The
free energy of solvation can be defined as the difference between the free energies associ-
ated with the annihilation of a molecule in the gas phase and solution (a) or, alternatively,
the method can be used to determine the difference in solvation free energy between two
related ligands (b)

phase and in the solution phase (horizontal processes in Fig. 5b). Essentially,
molecule A is either slowly annihilated (Fig. 5a) or “mutated” to molecule B
in the gas and solution phases. In the latter case, since G is a state function,
we can compute the difference in solvation free energy between two related
ligands according to:

∆Go
solv(A) – ∆Go

solv(B) = ∆Go
1 – ∆Go

2 . (14)

The free energy differences ∆Go
1 and ∆Go

2 between related systems A and B
represented by Hamiltonian HA and HB can be computed in a variety of ways.
This free energy difference can be represented as:

∆G = – RT ln
〈
e–∆H/RT

〉

A
, (15)
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where ∆H = HB – HA and 〈 〉A refers to an ensemble average over a system
represented by Hamiltonian HA. If the difference between systems A and B is
other than trivial, then the resulting free energy difference in Eq. 15 will not
be realistic. In the FEP approach, the calculation is therefore decomposed into
a number of discrete windows, each involving a very small perturbation that
allows the free energy to be determined accurately. However, this is only ef-
fective if molecules A and B are structurally similar, otherwise statistical noise
becomes a major problem. Provided this limitation is met, it is possible to ob-
tain reasonably accurate values for not only the solvation free energy, but also
solvation enthalpies and entropies from the temperature dependence of the
free energy using, for example, finite-difference methods [34, 35]. The full de-
tails of free energy perturbation methods are outside the scope of this work,
and the reader is referred to several excellent reviews on the topic [29, 30].

In contrast to small organic molecules, quantitative data for the solvation
free energies of proteins and protein–ligand complexes are in general lacking.
Nonetheless, it is clear from the Born–Haber cycle of Fig. 3 that this informa-
tion is required for a complete understanding of the binding process. Because
of the huge computational cost, it is currently not realistic to compute sol-
vation free energies for proteins and protein–ligand complexes using explicit
solvation models such as those used in FEP calculations. Implicit solvent
models offer an attractive alternative. In principle, to a first approximation
the free energy of solvation can be derived from the intrinsic solvation prop-
erties of the constituent groups in the molecule. This “fractional approach”
has however seldom been used for the practical computation of solvation
free energies. Instead, methods based on a solvent-accessible surface have
commonly been employed. In the early work of Chothia [36], a general empir-
ical solvation parameter, σ , equal to 24 cal mol–1 A–2 was derived to compute
protein hydrophobicity from the solvent accessible surface area of exposed
residues. The solvation free energy of the protein is thus given by:

∆Gsol =
N∑

k=1

σkAk , (16)

where σk and Ak respectively represent the solvation parameter and solvent
accessible surface area of residue k.

While useful, calculations based on solvent accessible surface are subject to
a number of limitations. First, the suitability of data for small molecules ex-
trapolated to proteins is questionable. Second, screening of intrasolute inter-
actions by the solvent is ignored. Third, recent work suggests that a particular
parametrization of the surface-area model is only applicable to a subset of
the conformations of the molecule included in the parametrization [37].
Finally, and perhaps most importantly, electrostatic contributions to solva-
tion are ignored. The intrinsic solvation properties of a given atom depend
upon neighbours, whose effects can be included explicitly by considering
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their electrostatic contribution to solvation. Many empirical methods account
for this contribution implicitly by defining different parameters according
to the nature of neighboring groups. A promising, more complex strategy
has been developed by Hawkins et al. [38], where atomic solvation param-
eters for each atom in a molecule are parameterized depending on their
environment. The method reproduces the solvation free energies of small
organic molecules to impressive accuracy. However, it remains to be seen
whether the solvation free energies of macromolecules can be determined
with similar accuracy.

Daranas et al. showed that the absence of reliable solvation thermody-
namic data on proteins and protein–ligand complexes can be overcome in
large part by considering the relative thermodynamics of association be-
tween closely related ligands binding to the same protein [23]. In this method
knowledge of the solvation contribution from the free protein and from the
protein–ligand complex is not required. The basis of the method involves
a “three-dimensional” Born–Haber cycle as illustrated in Fig. 6, where P rep-
resents a given protein and L1 and L2 represent two closely related ligands.
Since H is a state function, we can write:

∆Ho
obs2 – ∆Ho

obs1 =
[
∆Ho

i2 – ∆Ho
i1
]

+
{[

∆Ho
sb2 – ∆Ho

sb1

]
–

[
∆Ho

su2 – ∆Ho
su1

]}
, (17)

where the various terms are defined by analogy with Eqs. 11 and 12. The sec-
ond of the solvation terms in curly braces represents the difference between
the standard solvation enthalpies of the species prior to association, and since
each ligand binds to the same protein, the solvation term for the free protein
cancels. The first term in curly braces represents the difference between the
solvation enthalpies of the complexes. If the same number and location of wa-
ter molecules exists in the two complexes, then this term also cancels to first
order. Thus, Eq. 17 simplifies to:

∆Ho
obs2 – ∆Ho

obs1 =
[
∆Ho

i2 – ∆Ho
i1
]

–
{[

∆Ho
sl2 – ∆Ho

sl1

]}
, (18)

where ∆Ho
sl1 and ∆Ho

sl2 are the standard solvation enthalpies of the ligands
prior to association. Thus, provided that there are no structural changes in
the protein in binding either ligand (which is most likely to be satisfied if the
ligands are very similar), it is possible to obtain a value for difference between
the intrinsic standard enthalpies of binding of each ligand from the observed
standard enthalpies of binding and the standard solvation enthalpies of the
relevant ligand. Clearly, intrinsic free energies and enthalpies of binding can
also be obtained if the equivalent parameters are available.

An alternative approach for the experimental determination of the sol-
vent contribution to the enthalpy of binding that does not require explicit
knowledge of solvation terms, involves solvent isotope substitution methods
introduced by Chervenak and Toone [39]. This method can be understood
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Fig. 6 “Three-dimensional” Born–Haber cycle for two ligands L1 and L2 binding to
a given protein P, showing the relationship between the observed enthalpy of binding
∆Hobs, the “intrinsic” (solute–solute) enthalpy of binding ∆Hi and the solvation en-
thalpies of the unbound (∆Hsu) and bound

(
∆Hsb

)
species

in terms of a formalism devised by Muller to account for the solvation
properties of a solute in a bath of N solvent water molecules. In this for-
malism, the enthalpy of solvation of the solute under these circumstances is
described by:

∆Hs = nh [(
1 – fb

)
∆Ho

b –
(
1 – fhs

)
∆Ho

hs

]
. (19)

This equation essentially describes the solvation enthalpy in terms of an
enthalpic contribution from both bulk water (∆Ho

b) and from water in a “hy-
dration shell” around the solute (∆Ho

hs). The fraction of broken hydrogen
bonds in bulk solution is denoted fb, with fhs representing the analogous
quantity for the hydration shell. The number of hydrogen bonds in the hy-
dration shell is denoted nk, and Muller suggested that a plausible value for
this parameter is 3N/2, since for a given N this is the largest geometri-
cally allowed number of bonds between neighbouring molecules within the
same shell. Isotopic substitution of D2O for H2O affects fb differently from
fhs and ∆Ho

b from ∆Ho
hs, due to the lower zero-point energy of deuterium

with respect to protium. In contrast, the enthalpy of binding derived solely
from solute–solute interactions (∆Ho

i ) will be unaffected by isotopic substi-
tution providing the same number of hydrogen bonds exist in both solvents,
i.e. the structures of the individual species prior to the association and the
complex are identical in H2O and D2O. Thus, the determination of thermody-
namic binding parameters using, for example, isothermal titration calorime-
try (ITC) enables the crucial separation of intrinsic versus solvation terms.
In the original application of this work [39], the authors concluded “that
25–100% of the net measured enthalpy of binding is accounted for by solvent
reorganization”.
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An interesting application of the solvent isotopic substitution methods
has been described by Connelly et al. [40] on the binding of the macrocy-
cles FK506 and rapamycin to the FK506 binding protein. A feature of this
protein–ligand complex is a hydrogen bond between a binding-site tyrosine
in FK506 (Tyr-82 Hζ) and the ligand. In a Y82F mutant of FK506, Connelly
et al. recorded a significantly more favourable binding enthalpy to FK506
and rapamycin compared with the wild-type protein (∆∆Ho = – 17.6 and
– 12.7 kJ/mol respectively). Moreover, significantly less favourable binding
enthalpies were recorded on substitution of H2O with D2O for the Y82F
mutant (∆∆Ho = 18.0 and 12.1 kJ/mol for FK506 and rapamycin, respec-
tively). These observations were rationalized by noting that the crystal struc-
ture of the unliganded protein shows two solvent water molecules ordered
around the Tyr-82 hydroxyl group. The more favourable binding enthalpy
in the Y82F mutant was suggested to arise from the desolvation of the
latter group which was considered to be a highly unfavourable enthalpic
process.

3.3
Entropic Contributions to Binding

3.3.1
Intrinsic Contribution

Intrinsic contributions to the entropy of binding arise from differences in
dynamics between the free and bound states of both binding partners.

Considering first the ligand, the translational and rotational degrees of
freedom that exist prior to the association will be lost on binding, giving
rise to an unfavourable entropy term. Of course, the protein also possesses
translational and rotational entropy, but since the magnitude of this entropy
varies with the logarithm of particle mass, the loss in entropy on binding is
approximately equivalent to the translational and rotational entropy of the
smaller particle. If all of the translational and rotational motion is removed
on binding, then the entropic cost of association is approximately + 57 kJ/mol
for a small ligand [41]. However, in typical ligand-protein complexes, the
noncovalent interaction energies are comparable to the thermal energies at
physiological temperature and hence a degree of motion of the ligand exists
in the binding site. The degree of such motion is extremely difficult to de-
termine experimentally, and accordingly estimates of the translational and
rotational contribution to the overall entropy of binding varies enormously
(see e.g. Table 6 in Burkhalter et al. [24]) and has been estimated to be as low
as + 5.4 kJ/mol [42].

In addition to the loss of translational and rotational motion, internal de-
grees of freedom of the ligand will typically be restricted on binding. In
particular, torsional degrees of freedom are typically substantially attenuated
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on binding. The entropy corresponding to internal rotation of a symmetric,
free rotor (i.e. where any barrier to rotation is much less than kT) such as
a methyl group can be calculated from the respective partition function which
is given by:

Qfree =
(
σinth

)–1 (
8π3IintkT

)1/2
, (20)

where σint, the internal symmetry number, is equal to the number of minima
or maxima in the torsional potential, and Iint is the reduced moment of inertia
for the internal rotation. The torsional entropy is given by:

Sfree = R
(
0.5 + ln Q

)
. (21)

If the torsional barrier is comparable to kT (hindered rotor), then the tor-
sional entropy is reduced by a factor that can be determined from tables
compiled by Pitzer and Gwinn [43]. Typical values for the torsional entropy
of hindered rotors such as a hydroxyl group or a hydroxymethyl group are
4.5 kJ/mol and 7.3 kJ/mol respectively. Once again, it is very difficult to
determine experimentally the residual torsional motion that exists within
a given ligand upon association, and consequently estimates of the contribu-
tion to the entropy of binding resulting from “freezing” of torsional degrees
of freedom vary considerably. The entropy of fusion within homologous se-
ries of hydrocarbons provides an estimate of this entropic cost as – 1.6 to
– 3.6 kJ/mol at 300 K within a hydrocarbon chain [44], suggesting that sub-
stantial torsional freedom is retained in the bound-state.

Turning now to the protein, restriction of degrees of freedom is also antic-
ipated to occur upon ligand binding. A number of investigations have been
reported within the last decade whereby protein dynamics has been corre-
lated with binding thermodynamics using NMR relaxation techniques [45–
54]. Since each resonance in an NMR spectrum corresponds to an individual
nucleus or group of equivalent nuclei, relaxation measurements offer the po-
tential to obtain thermodynamic parameters at discrete sites within a macro-
molecule. The details of such measurements are outside the scope of this
work, and the reader is referred to several excellent reviews [55–64]. Essen-
tially, the time decay of nuclear magnetization is determined as a function
of time, from which characteristic relaxation rates can be determined. These
can in turn be interpreted in terms of a formalism for the dynamic motions
to which these relaxation rates are sensitive [65], giving rise to a generalized
order parameter S that defines the extent of internal motions on the ps–ns
timescale.

Early work by Akke et al. [45] described the derivation of free energies of
binding from differences in the square of the NMR-derived generalized order
parameter S2 [65] determined from backbone 15N relaxation data for cal-
bindin in the “apo” and ligand (Ca2+) bound states. In an important further
advance, Li et al. [66] used a simple one-dimensional vibrator as a model for
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dynamic motion to illustrate the relationship between dynamics measured
by NMR relaxation methods and the local residual entropy of proteins. They
concluded that dynamics of methyl containing side-chains in proteins corres-
ponds to a substantial entropic contribution to the free energy of ubiquitin
of approximately 40 kcal/mol at 300 K. Subsequently, Yang and Kay [46, 67]
examined the relation between the order parameter and conformational en-
tropy from ns–ps bond vector dynamics considering a number of simple
models describing bond vector motion. Although it was not possible to derive
equations relating the order parameter to conformational entropy for the ma-
jority of models considered, an approximate relation was found to describe
order parameters vs. entropy profiles extremely well:

Sp/k = A + ln π
[
3 – (1 + 8S)1/2] , (22)

where A is a model-dependent constant.
The studies above suggest that the measurement of both the free energy

and entropy of binding for a biomolecular association is possible on a per-
residue basis. Moreover, the enthalpy of binding could thus be determined
from Eq. 1. Unfortunately, however, as discussed by Yang and Kay [46], the
free energy change between states derived from this approach, unlike the en-
tropy change, is dependent upon differences in ground state energies. Since
the latter are in general unavailable, NMR relaxation measurements are only
able to offer reliable insight into the entropy of binding. There is a number of
assumptions in the derivation of Eq. 22 [46, 56]. First, this equation contains
the model dependent constant A, and in general the nature of the motional
model is unknown. In the case of the entropy of binding this is not a severe
limitation if the assumption is made that the motional models before and
after association are similar, in which case the constant A cancels. Second, the
order parameter measured from conventional heteronuclear relaxation meas-
urements is sensitive only to motions on a time scale shorter than overall
rotational diffusion (picoseconds to nanoseconds), and is sensitive only to re-
orientational motions of the relevant bond vector. Third, no account is taken
of correlated motions between different bond vectors. However, despite these
limitations, NMR relaxation measurements can provide reasonably accurate
per-residue entropies for a variety of biomolecular associations (vide infra).

Backbone dynamics of proteins are typically probed by detecting the reori-
entation of the amide bond vector in 15N-enriched proteins. Conformational
entropies of NH groups for each amino-acid residue can be measured from
15N relaxation data assuming a diffusion-in-a-cone model for NH vector mo-
tions [46]. In the case of side-chain dynamics measurements, the nucleus of
choice is deuterium. The reasons for this choice are discussed at length else-
where [68–70]. More recently, Millet et al. [71] have described an approach
whereby five relaxation rates per deuteron can be obtained in 13C-labelled
and fractionally 2H-enriched proteins, enabling self-consistency of the relax-
ation data to be established.
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One of the first applications of the above approach considered the con-
formational entropy change associated with the folding-unfolding transition
in the N-terminal SH3 domain of the Drosophila signal transduction pro-
tein drk [46]. The observed entropy change for the folding-unfolding tran-
sition averaged 12 J/mol K, compared with the average entropy change per
residue estimated from alternative techniques of ∼ 14 J/mol K [72]. In a sub-
sequent study, Wrabl et al. [73] used simulated order parameters for N – H
bond vectors from nanosecond molecular dynamics simulations of staphylo-
coccal nuclease, and compared per-residue entropies calculated using Eq. 4
with those estimated using quasiharmonic analysis [74]. A positive correla-
tion between these parameters suggested that NMR-derived order parameters
provide a reasonable estimate of the total conformational entropy change on
protein folding.

A number of studies using NMR relaxation methods have shown that
changes in the conformational entropy of the protein before and after ligand
association can make significant contributions to the free energy of binding.
For example, Bracken et al. [48] examined the dynamics of the leucine zip-
per domain of yeast transcription factor GCN4 on binding to DNA. In the
absence of DNA, the N-terminal basic region adopts an ensemble of transient
structures, but undergoes a transition to yield a stable α-helical structure
on binding DNA. Thus, an unfavourable contribution to binding is antici-
pated from the change in conformational entropy of the protein backbone,
which was estimated as – 0.6 kJ/mol/K, which agrees remarkably well with
theoretical predictions based on calorimetric measurements for the same sys-
tem (– 0.5 kJ/mol/K). At 300 K the contribution to the free energy of binding
is thus between – 150 and – 180 kJ/mol. This contribution is likely offset
by a number of other competing factors described in this section, but it il-
lustrates that the unfavourable entropic contribution from freezing protein
degrees of freedom on binding can be very significant.

Lee et al. examined the entropic contribution to binding from both back-
bone and side-chain degrees of freedom for calcium saturated calmodulin
binding with a peptide model of the calmodulin-binding domain of myosin
light chain kinase [52]. A remarkable result of these studies is that the protein
effectively redistributes the side-chain entropy upon binding of the peptide.
The side-chains of binding-site residues become more rigid upon associa-
tion of the peptide as anticipated, whereas certain residues remote from the
binding site become more flexible, thus offsetting in part the unfavourable
entropic contribution from binding-site residues. Once again, the overall en-
tropic contribution to binding free energy derived from NMR relaxation
measurements is in qualitative agreement with calorimetric measurements.

More recently Bingham et al. [54] undertook a study of the binding of
2-methoxy-3-isobutylpyrazine (IBMP) and 2-methoxy-3-isopropylpyrazine
(IPMP) to the major urinary protein. Backbone dynamics of certain re-
gions of the protein exhibited increased flexibility on binding either lig-
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and, whereas others displayed an overall reduction in flexibility (Fig. 7).
The overall entropic contribution from backbone dynamics was unfavourable
with T∆S = – 7.4 ± 6.5 kJ/mol. The overall contribution from side-chain
methyl dynamics on binding IBMP was also unfavourable (T∆Sb = – 3.4 ±
2.8 kJ/mol), and in common with the calmodulin-peptide complex studied by
Lee et al. [52], “entropy–entropy compensation” is observed, i.e. loss of dy-
namics for binding-site residues is offset by increased dynamics of side chains
distal to the binding site.

The NMR measurements discussed thus far in this section probe dynam-
ics on the ps–ns timescale. Dynamic changes on binding over timescales
outside this regime, such as slower motions resulting from domain motions
or substantial conformational rearrangement, will also clearly contribute to
the entropy of binding. The internal motions that give rise to such phe-
nomena typically have time constants in the microsecond to millisecond
range, and the relaxation times T1ρ and T2 are very sensitive to these mo-
tions since they contribute to resonance line-widths. Under the appropriate
circumstances, relaxation dispersion experiments can be utilized to extract
kinetic and thermodynamic parameters and chemical shift differences be-
tween the interconverting states [58, 75–85]. Experiments that have been
most recently developed monitor transverse 15N or 13C relaxation during
Carr-Purcell-Meiboom-Gill (CPMG) pulse trains [86], with effective relax-
ation rates measured as a function of the average CPMG radio frequency field
strength. Loosely, the function of the CPMG pulse train can be thought of
as suppressing chemical shift information, the extent of which depends on
the applied CPMG field strength. At low field strengths, transverse relaxation
rates are larger due to the presence of a contribution from conformational
exchange. Conversely, at large field strengths, the exchange contribution is

Fig. 7 Structural details of residues that contribute to the entropy of binding of
2-methoxy-3-isobutylpyrazine to MUP-I. Backbone residues that exhibit an unfavourable
entropic contribution to binding are coloured yellow, while those that exhibit a favourable
contribution are coloured red. Similarly, residues whose methyl-containing sidechains ex-
hibit an unfavourable contribution are coloured light blue, whereas those that exhibit
a favourable contribution are coloured magenta. Reproduced with permission from J Am
Chem Soc 2004, 126:1675–1681. Copyright 2004 Am Chem Soc
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largely suppressed, since it depends, inter alia, upon the chemical shift differ-
ence between exchanging sites.

Yung et al. recently applied the relaxation dispersion technique to probe
the influence of conformational exchange in the homopentameric B subunit
(VTB) of the toxin from E. coli O157 on the thermodynamics of binding of
a novel ligand known as “Pk dimer” [87]. VTB is known to possess three
binding sites for the natural carbohydrate ligand globotriaosylceramide on
each monomeric subunit [88]. Kitov et al. designed the potential chemother-
apeutic agent Pk dimer to straddle two adjacent binding sites, in order to
optimize binding affinity through multivalency [89]. Remarkably, the bind-
ing of this ligand to the B subunit gives rise to a narrowing of the line-width
of a number of resonances in the 15N – 1H heteronuclear single quantum cor-
relation (HSQC) of the protein (Fig. 8). This is at first sight counter-intuitive
since linewidths are generally expected to increase due to the larger rota-
tional tumbling time of the complex. However, this phenomenon can be
explained by the presence of conformational exchange in the homopentamer
before complexation that is suppressed on ligand binding. Interestingly, an
early crystal structure of VTB in the absence of ligand showed an asymmet-
ric structure for the protein, where two adjacent monomers were displaced
giving the appearance of a “lockwasher” [90]. In contrast, the NMR-derived
average structure suggested a symmetric homopentamer [91]. Typical re-
laxation dispersion profiles for VTB are shown in Fig. 9. Notably, residues
that displayed the most significant relaxation dispersion were located at the
monomer-monomer interface. These data were qualitatively consistent with
interconversion between the symmetric, lower energy state, and a higher en-
ergy state that might be related to that observed in the crystal structure.
Quantitatively, relaxation dispersion profiles can be fit to suitable expressions
for the exchange process. In the limit of fast exchange between two sites the
relevant expression is [92]:

R2
(
νCPMG

)
= R2

(
νCPMG = ∞)

+
(
papbδω

2/kex
)

× (
1 –

(
4νCPMG/kex

)
tanh

(
kex/4νCPMG

))
, (23)

where νCPMG is the CPMG field strength, pa and pb are the populations
of states a and b, and kex is the exchange rate. Fitting of relaxation dis-
persion profiles in Fig. 9 to Eq. 23 gave rise to a single effective value of
kex over a number of sites, indicating that a concerted exchange process
was taking place at the monomer-monomer interface. Relaxation dispersion
was unobservable in the presence of the ligand, which straddles adjacent
monomers and effectively quenches the conformational exchange. Corre-
spondingly, binding curves for the titration of Pk dimer with VTB probed
using either 15N chemical shift perturbations or ITC experiments could not
be fitted to a simple two-state binding model. However, these data could be
well-fitted with a co-operative sequential binding model. Assuming that a sec-
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Fig. 8 15N – 1H HSQC spectra of VTB in the absence (black contours) and presence (red
contours) of bivalent inhibitor Pk-dimer. Resonance assignments of residues that experi-
ence a shift on inhibitor binding are labelled. Note that in a number of instances (e.g.
L39 to the right of the figure) the resonance is broadened to the limit of, or below detec-
tion in the absence of inhibitor. Reproduced with permission from J Am Chem Soc 2003,
125:13058–13062. Copyright 2003 Am Chem Soc

ond Pk-dimer molecule bound to the homopentamer does not interact with
the first, the entropic cost of suppressing conformational exchange by the first
binding event was estimated to be – 68.5 kJ/mol at 45 ◦C. Thus, it is clear that
conformational rearrangement can give rise to a very significant unfavourable
entropic contribution to binding.

A conceptually different approach for characterizing protein dynamics in-
volves the measurement of three-bond scalar couplings, which can report on
rotamer distributions of amino-acid sidechains [93–95]. No information on
the timescale of such motions is available from these measurements, but im-
portantly scalar couplings are sensitive to motions over the entire range from
picoseconds to milliseconds. Chou et al. [96] measured 3JC′ – Cγ and 3JN–Cγ

scalar couplings to determine the degree of side-chain order about the Cα–
Cβ bond (χ1 angle) for threonine, isoleucine and valine residue sidechains
in ubiquitin. By use of the relevant Karplus parametrization, rotamer popu-
lations could be derived from a which a generalized order parameter, S2

J , was
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Fig. 9 Typical 15N relaxation dispersion profiles for the amide nitrogens of Val 50 (•),
Val 22 (�), and Lys 23 (�) in VTB. The relaxation dispersion profile for Val 50 in the pres-
ence of 5-fold molar excess of inhibitor Pk-dimer (inset) is shown by the broken line. Solid
lines represent the best-fit to the data using the equation appropriate for all exchange
time-scales with kex = 1000 s–1. Reproduced with permission from J Am Chem Soc 2003,
125:13058–13062. Copyright 2003 Am Chem Soc

calculated according to the following expression:

S2
J =

∑

i,j

PiPj
(
3 cos2 θij – 1

)
/2 , (24)

where the summation is over all pairwise combinations of the three rotamers,
Pi is the population of rotamer i and θij is the angle between the Cβ – Cα

bond vectors of rotamers i and j. Comparison of the order parameters thus
obtained with those derived from methyl 2H relaxation rates for the same
residues gave a correlation coefficient of 0.81, which is remarkable given that
the two approaches measure the order parameters over very different time-
scales. To the knowledge of the author scalar coupling measurements have
not been used to probe the contribution of side-chain motions to binding en-
tropy, but clearly these are highly complementary to relaxation methods for
this purpose.

3.3.2
Solvation Contribution

Entropies of solvation of small organic ligands are typically negative [25, 97].
This makes intuitive sense given the proposed solvent ordering around the
solute in the current view of the hydrophobic effect (Sect. 2.2). To the ex-
tent that ligand binding is a desolvation process, it is therefore anticipated
that solvent reorganization will offer a favourable entropic contribution to
binding. The magnitude of this contribution has been a topic of considerable
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debate. As described by Dunitz, there are however limits for the entropic cost
of bound water in biomolecules [98]. Comparison of the standard entropies
at 298 K for anhydrous and hydrated inorganic salts shows that a bound wa-
ter molecule in crystalline hydrates contributes approximately 42 J/mol/K to
the standard entropy. Since the standard entropy at 298 K of liquid water is
approximately 70 J/mol/K, the entropic cost of immobilizing a given water
molecule in a crystalline lattice is thus approximately – 28 J/mol/K. Since
a water molecule within the solvation cage of a nonpolar ligand or a protein
binding site will not be bound more firmly than a crystalline hydrate, this
value can be taken as the maximum entropic cost of ordering, which corres-
ponds to a standard free energy of approximately 8.3 kJ/mol at 298 K. Thus,
the release of a solvent water molecule from the solvation shell of a ligand or
from a protein binding-site on binding is anticipated to correspond to a max-
imum – 8.3 kJ/mol favourable contribution to the free energy of binding.

Direct experimental measurement of the entropic contribution from
bound water molecules in fraught with difficulty, and most conclusions have
arisen from indirect observations. An interesting example is the study of
Holdgate et al. [99] on the binding of the antibiotic novobiocin to a resis-
tant mutant of DNA gyrase. Novobiocin binds to a 24 kDa fragment from the
B subunit of DNA gyrase, and resistance to this antibiotic occurs from muta-
tion of Arg-136 which hydrogen bonds to the coumarin ring of novobiocin.
Holdgate et al. showed that an R136H mutant binds with a Kd that increases
from 32 nM to 1200 nM compared with the wild-type protein at 300 K. This
increased affinity was shown by isothermal titration calorimetry measure-
ments to arise from a more favourable enthalpy of binding and a much less
favourable entropy of binding. This is opposite to the expected thermody-
namic signature given that the loss of the arginine residue is expected to
reduce solute–solute hydrogen bonding. However, in the crystal structure of
the mutant complex, an ordered water molecule is sequestered into the re-
gion vacated by the arginine guanidinium group. Holdgate et al. suggested
that the resulting water-mediated protein-antibiotic hydrogen bonds give rise
to a favourable enthalpic contribution, whereas the sequestration of a wa-
ter molecule leads to an entropic cost and reduction in heat capacity of the
system.

Further experimental evidence for an entropic contribution to binding de-
rives from the work of Clarke et al. [100] on the binding of trimannoside
oligosaccharides to the plant lectin concanavalin A (Con A). These authors
characterized the thermodynamics of binding of Manα1-6(Manα1-3)Manα1-
OMe and a derivative bearing a hydroxyethyl moiety at C-2 of the central
mannose unit to Con A using ITC. Molecular dynamics simulations of the
complexes of Con A with each of these ligands established that the hydroxy-
ethyl moiety displaces a conserved water molecule present in the Con A
binding site. Correspondingly, the binding of the hydroxyethyl derivative dis-
played a more favourable entropy and a relatively large unfavourable enthalpy
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term in comparison with the underivatized ligand. It was proposed that an
indirect interaction through the water molecule in the complex with the lat-
ter provides a larger number of hydrogen bonds in the complex that have
higher occupancies than in bulk solution, thus providing enthalpic stabiliza-
tion. The more favourable entropy of binding of the hydroxyethyl derivative
was suggested to derive from expulsion of the conserved water molecule that
is present in the uncomplexed protein into bulk solvent.

The above studies probed the entropic contribution to binding from the
solvent indirectly via changes in the thermodynamic signature of binding.
It is very difficult experimentally to probe directly the entropic contribution
to binding from the solvent. X-ray diffraction data often show bound wa-
ter molecules in protein binding sites, but only if these are well-ordered and
the occupancy is sufficiently high. Moreover, NMR methods typically report
on the average properties of solvent water molecules, and since exchange
with bulk solvent is typically fast on the NMR time-scale, it is difficult al-
though not impossible [101] to observe ordered water molecules, but the
extraction of accurate thermodynamic parameters is a different matter. De-
spite these difficulties, pioneering work by Halle and coworkers using 17O, 2H
and 1H NMR dispersion measurements has made significant progress in this
direction [102, 103]. In principle, relaxation dispersion measurements on sol-
vent water are similar to those described in Sect. 3.3.1. However, the exchange
rates for solvent water molecules transiently bound to proteins are much
greater than rates of conformational change within proteins, and it is neces-
sary to vary the static magnetic field rather than a weak spin-locking field in
order to record water relaxation dispersion profiles. Such measurements have
however shown that the three buried water molecules in bovine pancreatic
trypsin inhibitor exchange with bulk water on a time-scale of 15 ns to 1 µs
and undergo librational motions of considerable amplitude in proteins [104].
Analysis of three independent order parameters provided by relaxation dis-
persion data for 17O, 2H and 1H in terms of an anisotropic harmonic libration
model, provided the amplitude and anisotropy of water rotation within the
protein. Although each of the buried water molecules investigated engage in
three or four hydrogen bonds, entropies were found to span the range from
ice to bulk water, suggesting that the hydration of cavities in proteins with
weaker hydrogen-bonding capacity may be entropically driven. Thus, these
data contradict the conventional view (described in the previous two para-
graphs) that ligand binding to proteins is entropically favored by release of
ordered water.

Further insight into the entropic contribution of solvent water molecules
has been obtained from atomistic molecular dynamics simulations. Li and
Lazaridis used inhomogeneous fluid solvation theory to study the contribu-
tion of a bound water molecule in the binding site of HIV-1 protease to the en-
ergy, entropy and heat capacity of solvation [105]. The entropy loss in binding
this water molecule was found to be 41 J mol–1 K–1 and the total contribution
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to the free energy of solvation was found to be – 63.5 kJ mol–1. Notably, the
calculated entropy is significantly larger than that predicted by Dunitz [98].
Hamelberg and McCammon, using rigorous statistical mechanical molecu-
lar dynamics simulations, computed the standard free energy of releasing
a bound water molecule from the binding pocket in a Trypsin/Benzylamine
complex and an HIV-1/KNI-272 complex [106]. Values of ∼ – 8 kJ mol–1

and – 13 kJ mol–1 respectively, were obtained, suggesting that localized water
molecules stabilize ligand-protein interactions in both complexes.

4
Concluding Remarks

Complete dissection of the thermodynamics of binding of a ligand to a pro-
tein into enthalpic and entropic contributions from both partners and the
solvent is a formidable task. However, it is a battle that must ultimately be won
in order to make use of the rapidly increasing numbers of high-resolution
protein structures in “rational” drug design. Although much remains to be
done, significant progress has been made in the last decade. For example,
high-resolution NMR methods have shed light on the contribution of protein
degrees of freedom to the entropy of binding on a per-residue basis for a num-
ber of systems. While the approach is subject to a number of assumptions,
a feature of the binding process in systems studied to date is the reduction
in the unfavourable entropic contribution to binding resulting from freezing
of binding site residues by melting of binding site residues at distal loca-
tions. This entropy–entropy compensation phenomenon may be a universal
property of proteins. At present we know insufficient detail about protein dy-
namics to predict this phenomenon, and hence it will be difficult to exploit
it for rational ligand design purposes. It is tempting to speculate that muta-
tions distal to binding-site regions in various protein drug targets in resistant
bacterial strains may derive from dynamic processes such as these, although
this has not been examined experimentally to our knowledge. Turning to the
enthalpy of binding, the notion of binding-site “shape” complementarity has
long been a mainstay of computational approaches to lead compound design.
The recent discovery that solute–solvent van der Waals interactions do not
necessarily exchange for solute–solute van der Waals interactions in protein
binding sites that are sub-optimally hydrated [107], offers the possibility to
obtain dramatic increases in the free energy of binding by optimizing shape
complementarity in such systems. Whether this approach is worthwhile will
clearly be dependent on the degree of hydration of the binding pocket, which
to our knowledge has not been systematically examined.

Despite these advances, there are still many gaps in our knowledge. Per-
haps the most contentious area concerns the thermodynamic contribution
from solvent water. For every “quantitative” measure of the enthalpic and en-
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tropic contribution from, for example, bound water molecules, it appears that
there are conflicting data. The only common feature appears to be that the
thermodynamic contribution from solvent water can be significant. There is
general agreement that the ejection of bound water molecules from a bind-
ing pocket into bulk solvent on ligand binding is an entropically favourable
process, but the enthalpic contribution from this process remains a mat-
ter for debate. Resolution of these issues is likely to be extremely difficult.
NMR methods, except in certain special cases, only provide information on
the average properties of solvent water molecules, which typically exchange
rapidly between the protein-bound state and bulk water. X-ray diffraction
methods can only detect bound water molecules if the occupancy or degree
of order is sufficiently high. All atom molecular dynamics simulations per-
haps provide the greatest hope of quantifying the solvation contribution, but
the current level of accuracy of molecular mechanical forcefields leaves some
concerns regarding the validity of the data thus obtained.
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