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Abstract. In 1999, two signature schemes based on the flexible RSA
problem (a.k.a. strong RSA problem) were independently introduced: the
Gennaro-Halevi-Rabin (GHR) signature scheme and the Cramer-Shoup
(CS) signature scheme. Remarkably, these schemes meet the highest se-
curity notion in the standard model. They however differ in their imple-
mentation. The CS scheme and its subsequent variants and extensions
proposed so far feature a loose security reduction, which, in turn, im-
plies larger security parameters. The security of the GHR scheme and
of its twinning-based variant are shown to be tightly based on the flex-
ible RSA problem but additionally (i) either assumes the existence of
division-intractable hash functions, or (ii) requires an injective mapping
into the prime numbers in both the signing and verification algorithms.

In this paper, we revisit the GHR signature scheme and completely
remove the extra assumption made on the hash functions without relying
on injective prime mappings. As a result, we obtain a practical signature
scheme (and an on-line/off-line variant thereof) whose security is solely
and tightly related to the strong RSA assumption.

Keywords: Digital signatures, standard model, strong RSA assumption,
tight reduction, Gennaro-Halevi-Rabin signature scheme, Cramer-Shoup
signature scheme, on-line/off-line signatures.

1 Introduction

Digital signatures are one of the most useful and fundamental primitives result-
ing from the invention of public-key cryptography by Diffie and Hellman [DH76]
in 1976. Rivest, Shamir and Adleman [RSA78] gave the first practical imple-
mentation of such a primitive. However, at that time, the security analysis of
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signature schemes was studied more heuristically: a scheme was declared “se-
cure” if no attacks were found.

Provably signature schemes. Formal security notions for signature schemes
were later introduced by Goldwasser, Micali and Rivest in their seminal
paper [GMR88]. They also proposed a signature scheme provably meeting their se-
curity notion (see also [Gol86, NY89]). This tree-based signature scheme was sub-
sequently improved by Dwork and Naor [DN94], Cramer and Damg̊ard [CD96],
and Catalano and Gennaro [CG05].

Random oracle model. More efficient schemes were proven secure in the
so-called random oracle model [BR93, FS87]. The random oracle model assumes
that the output of a hash function behaves like a random generator. Provably
secure signature schemes relying on this extra assumption are presented and dis-
cussed in [BR96, PS96, GJ03, KW03, BLS04], with different underlying prob-
lems: the discrete logarithm problem [PS96], the RSA problem [BR96, KW03],
the CDH problem [GJ03, KW03], the DDH problem [KW03], or the CDH prob-
lem on certain elliptic curves [BLS04]. The idealized random oracle model has
however certain limitations [CGH98, PV05].

Standard model. Efficient signature schemes without random oracles are due
to Gennaro, Halevi and Rabin [GHR99] and to Cramer and Shoup [CS00]. They
are both based on the strong RSA assumption, which assumes that it is impos-
sible to find an e-th modular root of a given element, even if e can be chosen
arbitrarily by the attacker (provided of course that e ≥ 2). Subsequent improve-
ments and modifications include the works of [NPS01, Zhu01, CL02, Fis03], with
some better performances and signature size, or additional features for particular
use cases.

More recently, the introduction of cryptographic bilinear mappings has al-
lowed the emergence of new techniques to achieve security without random or-
acles. More precisely, the study of pairings gave rise to signature scheme based
on the strong Diffie-Hellman assumption [BB04] and even more recently on the
computational Diffie-Hellman assumption [Wat05, BSW06].

Our Contribution. This paper presents a new signature scheme based on the
strong RSA assumption, in the standard model. In contrast to the Cramer-Shoup
scheme and its variants, our security proof yields a tight reduction. Moreover, our
scheme does not rely on special-type hash functions nor injective prime functions.
In this sense, it is easier to implement than the Gennaro-Halevi-Rabin scheme
and its known variants, as one needs not to design such functions. Finally, our
scheme features an efficient on-line/off-line variant.

Organization. The rest of this paper is organized as follows. In Section 2, we
introduce some background on signature schemes, provable security and RSA-
related problems. In Section 3, we briefly review the Gennaro-Halevi-Rabin and
the Cramer-Shoup signature schemes. Section 4 is the main part of our paper.
We introduce our new signature scheme (that we call TSS) and prove its secu-
rity in the standard model. We also compare our scheme with prior RSA-based
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schemes in the standard model, and present an on-line/off-line variant. Finally,
we conclude in Section 5.

2 Preliminaries

In this section, we introduce notations and definitions that are used throughout
the paper. For convenience, we often identify an integer with its binary repre-
sentation: a ∈ {0, 1}� is also viewed as an integer in the range [0, 2� − 1]. We say
that a is an �-bit integer if a is an integer in the range [2�−1, 2� − 1]. An (odd)
prime p is a strong prime if (p − 1)/2 is prime. An RSA modulus n = pq is safe
if it is the product of two equal-size strong primes.

2.1 Signature Schemes

A signature scheme Sig = (Gen, Sign, Verify) is defined by the three following
algorithms:

1. Key generation algorithm Gen. On input security parameter k, algorithm Gen
produces a pair (pk, sk) of matching public and private keys.

2. Signing algorithm Sign. Given a message m in a set M of messages and a pair
of matching public and private keys (pk, sk), Sign produces a signature σ.
The signing algorithm can be probabilistic.

3. Verification algorithm Verify. Given a signature σ, a message m ∈ M and a
public key pk, Verify checks whether σ is a valid signature on m with respect
to pk.

Several security notions have been defined for signature schemes, mostly based
on the work by Goldwasser, Micali and Rivest [GMR88]. It is now customary
to ask for the infeasibility of existential forgeries, even against adaptive chosen-
message adversaries:

– An existential forgery is a signature on a new message, valid and gener-
ated by the adversary. The corresponding security goal is called existential
unforgeability (EUF).

– A weak existential forgery is a new message/signature pair, valid and gen-
erated by the adversary. The corresponding security goal is called strong
existential unforgeability (sEUF).

– The verification key is public to anyone, including to the adversary. But more
information may also be available. The strongest kind of attack scenario is
formalized by the adaptive chosen-message attacks (CMA), where the adver-
sary can ask the signer to sign any message of her choice, in an adaptive
way.

As a consequence, we say that a signature scheme is secure if it prevents (weak)
existential forgeries against chosen-message attacks (EUF-CMA or sEUF-CMA)
with overwhelming probability.
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– A signature scheme Sig is (τ, qs, ε)-secure if the success probability

SuccEUF-CMA
Sig (A, qs) := Pr

[
(pk, sk) ← Gen(1k), (m∗, σ∗) ← ASign(sk;·)(pk) :

Verify(pk; m∗, σ∗) = true

]
< ε

for any adversary A with running time bounded by τ , making (at most) qs

queries to a signing oracle Sign(sk; ·), and returning a valid signature σ∗ on
a message m∗ that was not submitted to the signing oracle.

– A signature scheme Sig is strongly (τ, qs, ε)-secure if the success probability

SuccsEUF-CMA
Sig (A, qs) := Pr

[
(pk, sk) ← Gen(1k), (m∗, σ∗) ← ASign(sk;·)(pk) :

Verify(pk; m∗, σ∗) = true

]
< ε

for any adversary A with running time bounded by τ , making (at most) qs

queries to a signing oracle Sign(sk; ·), and returning a valid message/signature
pair (m∗, σ∗) where m∗ was not submitted to the signing oracle and/or σ∗
was not returned by the signing oracle.

2.2 Provable Security

Reduction. Basically, the idea behind provable security (or reductionist se-
curity [KM04]) is to prove that a scheme is secure by exhibiting a so-called
reduction that uses a chosen-message attacker against the signature scheme, in
order to solve a hard cryptographic problem. In the standard model, the attacker
has access to a signing oracle that is simulated by the reduction, answering the
qs signature queries on chosen messages, and receiving eventually a signature
forgery.

Tightness of reduction. Two classes of provably secure signature schemes
can be distinguished. The first class proposes reductions that are said loose, as
they can turn an attacker into an algorithm solving a cryptographic problem,
but whose ratio

ρ =
running time

success probability

is far greater than those required for the attacker to produce a forgery. Hence,
this kind of reduction only proves the security asymptotically. The second class of
provable signature schemes features so-called tight reductions, using the attacker
to solve the cryptographic problem with roughly the same ratio ρ.

Signature schemes in the standard model. Of course, secure schemes
with a reduction in the standard model are the preferred ones, even if proofs in
the random oracle model are arguments for a good design. Indeed, important
differences between the idealized random oracle model and the real life have been
pointed out in the literature [CGH98, PV05].

There are just a handful of practical signature schemes with a security re-
duction in the standard model, and most of them rely on flexible problems,
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one-more problems or q-type problems. A notable exception is the recent signa-
ture scheme of Waters [Wat05] (see also [BSW06]), the security of which relies
on the computational Diffie-Hellman [DH76] assumption, in bilinear groups.

Flexible problems are cryptographic problems admitting several solutions, the
solver has just to find one of them. Its main representative is certainly the flexible
RSA problem [BP97, FO97].

Definition 1 (Flexible RSA problem – SRSA). Being given a safe RSA mod-
ulus n and an element y ∈ Z

∗
n, the flexible RSA problem is defined as finding an

element x ∈ Z
∗
n and an integer e > 1 such that xe ≡ y (mod n).

The strong RSA assumption conjectures that there is no attacker that can
(τ, ε)-solve the flexible RSA problem (i.e., with success probability smaller than
ε and running time bounded by τ) with τ polynomial and ε non-negligible.

One-more problems are problems where the solver has n accesses to an oracle
that solves a hard problem, in order to solve n+1 instances of this hard problem.
Typical examples include the one-more RSA, the one-more DL and the one-more
CDH [BNPS03].

Finally, q-type problems are problems where the solver receives a large in-
stance of q data, and must find a value satisfying a certain relation with this
instance. Notably, the returned value could be a (new) data of the same kind. A
typical example of this last type of problem is the strong Diffie-Hellman prob-
lem [BB04].

Devising an efficient signature scheme based on an harder type of problem such
as the RSA problem [RSA78], the discrete logarithm problem or the computa-
tional Diffie-Hellman problem — in a group without pairing — in the standard
model still remains an open question.

3 Signature Schemes Based on the Strong-RSA
Assumption

We briefly review several efficient signature schemes the security of which relies
on the strong RSA assumption, in the standard model. We refer the reader to
the original papers for a complete description.

We begin with the two main schemes introduced in 1999: the Gennaro-Halevi-
Rabin (GHR) signature scheme [GHR99] and the Cramer-Shoup (CS) signature
scheme [CS00]. The CS scheme was subsequently modified in several
directions, including the variants by Zhu [Zhu01, Zhu03], Camenisch and Lysyan-
skaya [CL02] and Fischlin [Fis03]. As the Twin-GHR scheme [NPS01], our new
scheme (see Section 4) as for it can be viewed as a variant of the GHR scheme.

In order to allow an easier comparison between the different schemes, we
deviate from the original papers and use similar notation when describing the
signature schemes. For an RSA modulus n, we let QRn ⊂ Z

∗
n denote the set of

quadratic residues modulo n. The message space is denoted by M; H denotes a
hash function.
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3.1 Gennaro-Halevi-Rabin Signature Scheme

The message space is M = {0, 1}∗ and H : M → {0, 1}�h is division-intractable.

Key generation: The public key is pk = {n, u} where n = (2p′ + 1)(2q′ + 1)
is a safe RSA modulus and u is a random element in Z

∗
n. The private key is

sk = {p′, q′}.

Signing: The signature on a message m ∈ M is given by σ = uc−1 mod 2p′q′
mod

n where c = H(m).

Verification: Signature σ on message m ∈ M is accepted iff σH(m) ≡ u
(mod n).

In the original description, hash function H has to be a division-intractable
hash function (see [GHR99] for a precise definition). Following [CN00], the easiest
way to achieve this additional property is to define H as a hash function that
maps bitstrings to prime numbers.1

Tight variant. The GHR signature scheme as above has a loose security re-
duction to the flexible-RSA problem [GHR99, Cor00]. However, in [GHR99], the
authors also propose techniques to achieve tightness in their signature scheme.

Basically, their idea is to make use of a chameleon hash function [KR00]. Let
P be an �p-bit prime, let Q be an �q-bit prime divisor of P −1, and let 〈g〉 denote
the cyclic subgroup generated by an element g ∈ Z

∗
P of order Q. They so obtain

a scheme such that an attacker against it can be used to solve either the discrete
logarithm problem in subgroup 〈g〉 or the flexible RSA problem modulo n, with
roughly the same success probability and running time.

The message space is M = ZQ and H : 〈g〉 → {0, 1}�h. The scheme then
becomes:

Key generation: The public key is pk = {n, u, g, y, P} where n = (2p′ +
1)(2q′ + 1) is a safe RSA modulus, u is a random element in Z

∗
n and y

is a random element in 〈g〉 ⊆ Z
∗
P . The private key is sk = {p′, q′}.

Signing: The signature on a message m ∈ M is given by σ = (r, s) where r is a
random element in ZQ and s = uc−1 mod 2p′q′

mod n with c = H(gmyr mod
P ).

Verification: Signature σ = (r, s) on message m ∈ M is accepted iff sc′ ≡ u
(mod n) with c′ = H(gm yr mod P ).

Clearly, the chameleon hash function could be of different nature: for a joint
use with GHR scheme, most interesting cases are certainly chameleon hash func-
tions based on RSA or factorization problems (e.g., [KS06]).

1 It would also be possible to remove the hash function, and to sign instead only prime
messages. However, this solution suffers from practicality.
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Twinning-based variant. The twinning paradigm was introduced by Nac-
cache, Pointcheval and Stern in [NPS01]. It particulary fits to GHR signatures.

Let P be an injective function that maps the set {0, 1}2�m into the prime
numbers. Consider for example the function

P : {0, 1}2�m → {primes}, μ �→ NextPrime(μ 2τ )

with τ ≈ 5 log2(2�m), which can be evaluated with less than 40 �m primality
tests [NPS01, Appendix B]. The Twin-GHR scheme is then defined as follows:

Key generation: The public key is pk = {n, N, u1, u2} where n = (2p′ +
1)(2q′ + 1) and N = (2P ′ + 1)(2Q′ + 1) are two safe RSA moduli, u1 is
a random element in Z

∗
n and u2 is a random element in Z

∗
N . The private key

is sk = {p′, q′, P ′, Q′}.
Signing: The signature on a message m ∈ M = {0, 1}�m is given by σ =

(μ1, s1, s2), computed, for a random μ1 ∈ {0, 1}2�m and μ2 = (m‖m) ⊕ μ1,
as s1 = u1

P(μ1)−1 mod 2p′q′
mod n and s2 = u2

P(μ2)−1 mod 2P ′Q′
mod N .

Verification: Signature σ = (μ1, s1, s2) on message m ∈ M is accepted iff
s
P(μ1)
1 = u1 mod n and s

P((m‖m)⊕μ1)
2 = u2 mod N .

The Twin-GHR signature scheme has a tight security reduction to the flexible-
RSA problem [NPS01].

3.2 Cramer-Shoup Signature Scheme

The message space is M = {0, 1}∗ and H : {0, 1}∗ → {0, 1}�h.

Key generation: The public key is pk = {n, e, x, h} where n = (2p′+1)(2q′+1)
is a safe RSA modulus, e is an (�h+1)-bit prime and x, h are random elements
in QRn. The private key is sk = {p′, q′}.

Signing: The signature on a message m ∈ M is given by σ = (c, u, v) where
c is a random (�h + 1)-bit prime, u is a random element in QRn and v =
(xhH(w))c−1 mod p′q′

mod n with w = ueh−H(m) mod n.
Verification: Signature σ = (c, u, v) on message m ∈ M is accepted iff (1) c

is an odd (�h + 1)-bit integer and (2) vc h−H(w′) ≡ x (mod n) with w′ =
ue h−H(m) mod n.

This signature scheme, as shown in [CS00], is secure under the strong RSA
assumption. We refer the reader to the original paper for details, and just men-
tion that unfortunately, the reduction is loose, with a loss factor equal to 1

qs
,

where qs is the number of signature queries the attacker is allowed to make.2 On
2 To be complete, the reduction of CS scheme is made of two types of reductions, one

of which tightly reduces the security to the flexible RSA problem, while the other
one reduces the security to the (plain) RSA problem — but with a 1

qs
factor. Even

if flexible RSA should be easier than RSA, there is no estimation of the difference of
difficulty between these problems. Note also that a loose reduction implies the use
of larger RSA moduli.
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the other hand, one of the advantages of the CS scheme compared to the GHR
scheme is that the hash function H needs not to map to prime numbers nor to
be division-intractable, but merely to be collision-resistant.

Camenisch-Lysyanskaya signature scheme. Camenisch and Lysyanskaya
introduce in [CL02] a variant of CS signature scheme (that we abbreviate in CL).
Independently, in a Chinese journal [Zhu01], Zhu propose a similar scheme (see
also [Zhu03]).

Key generation: The public key is pk = {n, x, g, h} where n = (2p′+1)(2q′+1)
is a safe RSA modulus, prime and x, g, h are random elements in QRn. The
private key is sk = {p′, q′}.

Signing: The signature on a message m ∈ M = {0, 1}�m is given by σ =
(c, t, v) where c is a random �c-bit prime with �c ≥ (�m + 2), t is a random
(�n + �m + �)-bit integer and v = (x gt hm)c−1 mod p′q′

mod n.
Verification: Signature σ = (c, t, v) on message m ∈ M is accepted iff (1) c is

an odd �c-bit integer and (2) vc g−t h−m ≡ x (mod n).

Fischlin signature scheme. A last variant is due to Fischlin in [Fis03]. The
message space is M = {0, 1}∗ and H : {0, 1}∗ → {0, 1}�h.

Key generation: The public key is pk = {n, x, g, h} where n = (2p′+1)(2q′+1)
is a safe RSA modulus, prime and x, g, h are random elements in QRn. The
private key is sk = {p′, q′}.

Signing: The signature on a message m ∈ M is given by σ = (c, t, v) where
c is a random (�h + 1)-bit prime, t is a random �h-bit integer and v =
(x gt ht⊕H(m))c−1 mod p′q′

mod n.
Verification: Signature σ = (c, t, v) on message m ∈ M is accepted iff (1) c is

an odd (�h + 1)-bit integer and (2) vc g−th−(t⊕H(m)) ≡ x (mod n).

A comparison of all the previous schemes is presented in Table 1, Section 4.3.

4 The TSS Signature Scheme

This section is the core of our paper. We introduce the TSS (for Tightly Secure
Signature) scheme and prove its security in the standard model. Our reduction
is tightly related to the flexible RSA problem.

The GHR scheme requires the use of a hash function that maps to prime num-
bers (or at least, that is division-intractable). The CS scheme and its variants,
on the other hand, feature a loose security reduction: there is a loss factor of
1/qs. Our goal, when designing TSS, is to combine the practicality of the CS
scheme with the tightness of the GHR scheme.
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4.1 Description

Intuitively, there are two ideas behind our scheme. First, as in the CS-like schemes
(cf. Section 3), we want to use a fresh, prime exponent c in each signature
generation and then to give a cth root modulo a safe RSA modulus n as part
of the signature. Further, we want prime c to be free of any particular relation
(except its size), in order to allow the use of fast prime generation algorithms.
The second idea is, as in the GHR scheme, to use a chameleon function in order
to tighten the security reduction. In order to base the security on the strong
RSA assumption, we define a second safe RSA modulus N and make use of an
RSA-type chameleon function.

The message space is M = {0, 1}�m. Let also �n be a security parameter. A
detailed description of the TSS scheme is given below.

Gen: On input �n and �m:
– choose an (odd) (�m + 1)-bit prime E;
– generate two random �n-bit safe RSA moduli n = (2p′ + 1)(2q′ + 1)

and N = (2P ′ + 1)(2Q′ + 1) such that gcd(P ′Q′, E) = 1;
– compute D = E−1 mod 2P ′Q′;
– choose at random two elements u ∈ Z

∗
n and g ∈ Z

∗
N .

The public key is pk = {N, n, u, g, E} and the private key is sk =
{p′, q′, D}.

Sign: Let m ∈ {0, 1}�m be the message to be signed:
– choose a random prime c in [(N + 1)/2, N [;
– compute s = uc−1 mod 2p′q′

mod n and r = (c g−(m+1))D mod N .
The signature on m is σ = (r, s) ∈ Z

∗
N × Z

∗
n.

Verify: Let σ = (r, s) be a putative signature on message m ∈ {0, 1}�m. Then:
(i) check that (r, s) ∈ [0, N [ × [0, n[;
(ii) check that sc ≡ u (mod n) where c = gm+1 rE mod N .
If the two conditions hold then signature σ is accepted.

Remark 1. If Condition (i) is removed in the verification phase, i.e., (r, s)
?
∈

[0, N [ × [0, n[, the corresponding security level becomes EUF-CMA. It is easy to
see that the scheme is no longer sEUF-CMA because if (r, s) is a valid signature
on a message m then so is (r+r0 N, s+s0 n) on the same message m, for arbitrary
integers r0 and s0.

Remark 2. As in the CS scheme, there is no need to check the primality of c
in the verification algorithm. In the TSS scheme, the verification step is even
simpler, as one needs to verify neither the parity nor the bitsize of c.

Typically, we set �m = 160 and �n = 1024, for using TSS with short messages,
but there is actually no limitation on �m: if signing long messages is required, one
could set �m to a large value,3 and achieve security under the sole strong-RSA
3 Actually this is basically as in the Camenisch-Lysyanskaya signature scheme [CL02].
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assumption. Alternatively, it is also possible to use TSS preceded by a hashing
step of the message, at the price of assuming in addition the collision resistance
of the underlying hash function.

The previous scheme is subject to numerous variants. One can for example
(slightly) speed up the signature algorithm by pre-computing g−1 mod N or
g−D mod N and then by evaluating r as r = (c (g−1)m+1)D mod N or as r =
cD (g−D)m+1 mod N .

4.2 Security Analysis

We show that the security of our scheme is tightly related the strong RSA as-
sumption. That is, given an �n-bit safe RSA modulus n̂ and a random element
ŷ ∈ Z

∗
n̂, we want to find a pair (x̂, ê) ∈ Z

∗
n̂ × Z>1 satisfying ŷ ≡ x̂ê (mod n̂).

More formally, we prove the following theorem.

Theorem 1. Suppose that the flexible RSA problem is (τ, ε)-hard. Then, for
any qs, the TSS signature scheme is strongly (τA, qs, εA)-secure, where

ε ≥ εA
2

and τ � τA + O
(
�n

5 + qs �n
3 max(log qs, �n)

)
.

Proof. As usual, the proof is by contradiction. We assume that there exists a
polynomial-time adversary A that is able to produce a weak existential forgery
with non-negligible success probability εA within time τA after qs queries to a
signing oracle. We then use A to (τ, ε)-solve the flexible RSA problem, i.e., to
find a pair (x̂, ê) on input challenge (n̂, ŷ).

– We toss a coin b ∈ {0, 1} and run Simulation b defined as follows.

Simulation 0

• We let n = n̂. We choose an (odd) (�m + 1)-bit prime E. Next, we
generate a random �n-bit safe RSA modulus N = (2P ′ +1)(2Q′ +1)
such that gcd(P ′Q′, E) = 1. We compute D = E−1 mod 2P ′Q′. We
choose a random element g ∈ Z

∗
N . Finally, for all i ∈ {1, . . . , qs}, we

let ci be a random prime in [(N + 1)/2, N [ and define

u = ŷ
�

i ci mod n .

We create the public key pk = {N, n, u, g, E}. It is easy to see that
the key generation is perfectly simulated.

• When A requests the signature on a message mj ∈ {0, 1}�m, for
j ∈ {1, . . . , qs}, we simulate the signing oracle by computing

rj = (cj g−(mj+1))D mod N and sj = ŷ
�

i�=j ci mod n .

We return σj = (rj , sj) as the signature on mj . Here too, the simu-
lation is perfect.
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Simulation 1

• We let N = n̂ and g = ŷ. We choose a random �n-bit safe RSA
modulus n = (2p′ + 1)(2q′ + 1) and an (odd) (�m + 1)-bit prime E.
(W.l.o.g., we may assume that (odd) prime E ∈ Z

∗
2P ′Q′ as otherwise

we would have E = P ′ or E = Q′, which yields the factorization of
N .) Finally, we choose a random element u ∈ Z

∗
n.

We create the public key pk = {N, n, u, g, E}. The key generation is
perfectly simulated.

• When A requests the signature on a message mj ∈ {0, 1}�m, for
j ∈ {1, . . . , qs}, we simulate the signing oracle as follows.
1. We choose a random element rj ∈ Z

∗
N and define cj = gmj+1 rj

E

mod N ;
2. If cj is not a prime lying in [(N + 1)/2, N [, then we go back to

Step 1.
Next, we compute sj = ucj

−1 mod 2p′q′
mod n and return σj = (rj , sj)

as the signature on mj . The simulation is perfect.

– Eventually, adversary A outputs with probability εA a valid signature forgery
σ∗ = (r∗, s∗) ∈ [0, N [ × [0, n[ on a message m∗ ∈ {0, 1}�m, with (m∗, σ∗) �=
(mi, σi) for all i ∈ {1, . . . , qs}. We compute c∗ := gm∗+1 r∗E mod N .

• If c∗ �= cj for all j ∈ {1, . . . , qs}, if c∗ > 1, and if b = 0 (i.e., Simulation 0
was run) then it follows that gcd(c∗,

∏
i ci) = 1, since c∗ ∈ [2, N [ and all

ci’s are primes in set [(N + 1)/2, N [. Hence, from extended Euclidean
algorithm, we get integers α and β s.t. α c∗ + β

∏
i ci = 1. Therefore,

noting that ŷ
�

i ci ≡ u ≡ s∗c∗ (mod n) and n = n̂, we have

ŷ ≡ ŷα c∗+β
�

i ci ≡
(
ŷα s∗β

)c∗ (mod n̂) .

The pair (x̂, ê) with x̂ := ŷα s∗β mod n̂ and ê := c∗ is thus a solution to
the flexible RSA problem.

• If c∗ = cj for some j ∈ {1, . . . , qs} (and thus s∗ = sj) and if b = 1 (i.e.,
Simulation 1 was run) then, remembering that N = n̂ and g = ŷ, we get⎧⎨

⎩
gmj+1 rj

E ≡ gm∗+1 r∗E (mod N) =⇒ ŷ(mj−m∗) ≡
(r∗

rj

)E

(mod n̂) ,

sj = s∗ .

Note that we cannot have m∗ = mj as otherwise we would have r∗ =
rj and so (m∗, σ∗) = (mj , σj), a contradiction. Therefore, since E is
an (�m + 1)-bit integer, we can find integers α and β by the extended
Euclidean algorithm so that α E + β (mj − m∗) = gcd(E, mj − m∗) = 1.
As a result, we have

ŷ ≡ ŷα E+β (mj−m∗) ≡
(
ŷα (r∗/rj)β

)E

(mod n̂)

and the pair (x̂, ê) with x̂ := ŷα (r∗/rj)β mod n̂ and ê = E is a solution
to the flexible RSA problem.
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• If c∗ = 0 and if b = 0 (i.e., Simulation 0 was run) then, letting Λ =
∏

i ci,
we compute d̂ := ê−1 mod Λ for an arbitrary ê > 1 such that gcd(ê, Λ) =
1. So, the pair (x̂, ê) with x̂ := ŷd̂ mod n̂ is a solution to the flexible RSA
problem:

x̂ê ≡ ŷêd̂ ≡ ŷêd̂ mod Λ ≡ ŷ (mod n)

because c∗ = 0 implies u = 1 and thus ŷΛ mod n̂ = 1 (remember that
n = n̂ when b = 0).

• If c∗ = 1 and if b = 1 (i.e., Simulation 1 was run) then, using extended
Euclidean algorithm, we can find integers α and β s.t α E +β (m∗+1) =
gcd(E, m∗ + 1) = 1.4 Hence, since c∗ = 1 = ŷm∗+1 r∗E mod N , we get

ŷ ≡ ŷα E+β (m∗+1) ≡
(
ŷα r∗−β

)E (mod n̂) .

Consequently, the pair (x̂, ê) with x̂ := ŷα r∗−β mod n̂ and ê = E is a
solution to the flexible RSA problem.

Since A’s view is perfectly simulated, the success probability of the reduction
is clearly εA/2.

For Simulation 0, we need to generate �n-bit safe RSA modulus N , (�m + 1)-bit
prime E, �n-bit modular inverse D and �n-bit parameter u in the key generation;
we also need, for each signature query, compute rj and sj . We assume that we have
algorithms so that the generation of safe prime is quintic, the generation of a prime
is quartic and the evaluation of a modular exponentiation or of a modular inverse is
cubic, in the bitlength. The evaluation of u and the qs sj ’s amounts to O(qs log qs)
�n-bit exponentiations using the trick of [CLP05, § 3.3]. Hence, the running time
required by the reduction is (approximatively) τA + O(�n

5 + qs log qs �n
3).

For Simulation 1, further assuming that primality testing is cubic in the
bitlength, we similarly obtain that the running time required by the reduction
is (approximatively) τA + O(�n

5 + qs �n
4). ��

4.3 Comparison with Other Schemes

In Table 1, we compare the advantages and drawbacks of the schemes presented
in Section 3 with our TSS scheme, including the differences in tightness of se-
curity reduction in the standard model, the size of signatures and the size of
public/private keys. When applicable, we also give necessary conditions the hash
function should fulfill (in addition to collision resistance).

From this table, it appears that the TSS scheme is proven secure solely un-
der the strong-RSA assumption, with a tight security reduction. Furthermore,
this is not done at the price of extra properties on a hash function, as the
division-intractability for the GHR scheme. Twin-GHR is also tightly and solely
related to the strong RSA assumption. Twin-GHR and TSS however differ in their

4 This last case explains why (m + 1) (and not merely m) appears in the description
of TSS.
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Table 1. Performance comparison

Security
Typical

Bitsizesa

Tightness Assumptionb values σ pk skc

GHR (basic) O
( 1

qs

)
Div + SRSA �n � 1024 �n 2�n

1
2 �n

GHR (tight) O(1) Div + DL + SRSA
�n = �p = 1024

�n + �q 2�n + 3�p
1
2 �n�q = 160

Twin-GHR O(1) SRSA
�n = 1024

2�n + 2�m 4�n �n�m = 160

CS O
( 1

qs

)
SRSA

�n � 1024
2�n + �h 3�n + �h

1
2 �n�h = 160

CL O
( 1

qs

)
SRSA

�n � 1024
2�n + 2�m + � 4�n

1
2 �n�m = 160, � = 80

Fischlin O
( 1

qs

)
SRSA

�n � 1024
�n + 2�h 4�n

1
2 �n�h = 160

TSS O(1) SRSA
�n = 1024

2�n 4�n + �m �n�m = 160

a To ease the reading, the bitsizes are rounded up to a few bits.
b Div stands for the division intractability assumption and DL for the discrete loga-

rithm assumption.
c In the description of GHR and the CS-like schemes (Section 3), we have sk = {p′, q′};

however, it is possible to only store the value of p′ and to recover q′ from p′ (and
pk). Similarly, for Twin-GHR, sk = {p′, P ′} is sufficient, and for TSS, it is possible
to recover sk = {p′, q′, D} from p′, P ′ (and pk).

implementation. Compared to the former, TSS does not rely on an injective
prime generation and needs no prime generation at all in the verification algo-
rithm. Further, TSS offers shorter signatures.

On the minus side, our scheme produces longer signatures than Fischlin or
GHR (but shorter than CS or CL). Another drawback is computational. TSS
requires the generation of a large random prime. Even using efficient methods
(e.g., [JPV00]), this may be time-consuming for low-cost cryptographic devices.
We present in the next section an on-line/off-line version of our scheme to address
this issue.5

4.4 On-Line/Off-Line Version

We present hereafter a variant of our scheme that allows the signer to carry
out costly computations before knowing the message to be signed. This type
of signature scheme is usually referred to as on-line/off-line scheme [EGM96,
ST01]. Using this paradigm, once the message is known, only a very fast on-line
phase is needed. This property is paramount for time-constrained applications
or for low-cost smartcards.
5 We observe that in Twin-GHR, only part of the signature can be precomputed

(namely, s1); parameter s2 is dependent on the message to be signed.
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The message space is M = {0, 1}�m. Let �n and � be two security parameters.
Typical values are � = 80 and �n = 1024. Our TSS scheme, in its on-line/off-line
version, then goes as follows.

Gen: On input �n and �m:
– choose an (odd) (�m + 1)-bit prime E
– generate two random �n-bit safe RSA moduli n = (2p′ + 1)(2q′ + 1)

and N = (2P ′ + 1)(2Q′ + 1) such that gcd(P ′Q′, E) = 1;
– compute D = E−1 mod 2P ′Q′;
– choose at random two elements u ∈ Z

∗
n and g ∈ Z

∗
N .

The public key is pk = {N, n, u, g, E} and the private key is sk =
{p′, q′, D}.

Sign (off-line part): To prepare a coupon:
– choose a random prime c in [(N + 1)/2, N [;
– pick a random (�n + �m + �)-bit integer k′;
– compute s = uc−1 mod 2p′q′

mod n and r = g(k′−D) cD mod N .
The coupon is (k′, r, s).

Sign (on-line part): Let m ∈ {0, 1}�m be the message to be signed:
– take a fresh coupon (k′, r, s);
– compute k = k′ + D · m.

The signature on m is σ = (k, r, s) ∈ [0, 2�n+�m+�+1[ × Z
∗
N × Z

∗
n.

Verify: Let σ = (k, r, s) be a putative signature on message m ∈ {0, 1}�m.
Then:

– compute c = gm+1 (r g−k)E mod N ;
– check that sc ≡ u (mod n).

If this condition holds then signature σ is accepted.

It is worth remarking that the key generation in the on-line/off-line version
is exactly the one of the regular version: the public/private keys are the same in
both versions.

Security reduction. We now show that this on-line/off-line version tightly
meets the EUF-CMA security notion under the strong RSA assumption. Actually,
we prove that an EUF-CMA adversary A∗ against the on-line/off-line version is
an sEUF-CMA adversary against the regular version of our signature scheme. In
more detail, given a public key p̂k = {N̂ , n̂, û, ĝ, Ê} and (at most) qs chosen-
message calls to a TSS signing oracle, we want to produce a TSS signature
forgery σ̂∗ = (r̂∗, ŝ∗) on a message m̂∗, using A∗.

– We let pk = p̂k (i.e., {N, n, u, g, E} = {N̂, n̂, û, ĝ, Ê}) as the public key for
the on-line/off-line version.

– When A∗ requests an [on-line/off-line] signature on a message mj ∈ {0, 1}�m,
for j ∈ {1, . . . , qs}, we call the TSS signing oracle on input message m̂j := mj

and get back a TSS signature σ̂j = (r̂j , ŝj) ∈ [0, N̂ [ × [0, n̂[ such that
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{
ĉj := ĝmj+1 r̂j

Ê mod N̂ is a prime in [(N̂ + 1)/2, N̂ [, and
ŝj

ĉj ≡ û (mod n̂) .

Next, we pick a random (�n + �m + �)-bit integer kj . We compute rj =
r̂j ĝkj mod N̂ and let sj = ŝj . We return σj = (kj , rj , sj) as the on-line/off-
line signature on message mj .
It is easy to see that σj is a valid signature since cj := gmj+1 (rj g−kj )E mod
N = ĝmj+1 r̂j

Ê mod N̂ = ĉj is a prime in [(N + 1)/2, N [ and sj
cj ≡ ŝj

ĉj ≡
û ≡ u (mod n).

– Eventually, with probability εA∗ and within time τA∗ , A∗ returns an on-
line/off-line signature forgery σ∗ = (k∗, r∗, s∗) on a message m∗ ∈ {0, 1}�m,
with m∗ �= mj for all j ∈ {1, . . . , qs}.

– From σ∗ = (k∗, r∗, s∗), we form the signature forgery σ̂∗ = (r̂∗, ŝ∗), where

r̂∗ = r∗ ĝ−k∗ mod N̂ and ŝ∗ = s∗ ,

on message m̂∗ := m∗. Again, it is easy to see that this is a valid signature.
Furthermore, as m∗ �= mj , it obviously follows that (m̂∗, σ̂∗) �= (m̂j , σ̂j), for
all j ∈ {1, . . . , qs}.

Tightness of the reduction. The statistical distance between the kj ’s re-
turned by the signature simulation and the kj ’s that would be returned by
an actual signer is bounded by 2−�, for each signature. Hence, there exists
a reduction that succeeds with probability ε ≥ εA∗ − 2−�qs and within time
τ � τA∗ + (qs + 1)O(�n

3), neglecting the time required to generate random
numbers. As the regular version is tightly related to the flexible RSA problem,
the on-line/off-line version is tightly EUF-CMA secure under the strong RSA
assumption.

EUF-CMA vs. sEUF-CMA. The security proof assumes an EUF-CMA adversary
(as opposed to an sEUF-CMA adversary) against our on-line/off-line signature
scheme. Even testing the ranges of (k, r, s) in the verification step would not
achieve sEUF-CMA security. Indeed, imagine an sEUF-CMA adversary returning
a signature forgery σ∗ = (k∗, r∗, s∗) �= σj on message m∗ = mj , for some j ∈
{1, . . . , qs}. Then, the TSS signature forgery σ̂∗ = (r̂∗, ŝ∗) on message m̂∗ = m∗
returned by the above reduction is not mandatorily a valid forgery, i.e., such that
(m̂∗, σ̂∗) �= (m̂j , σ̂j), since m̂∗ = m̂j and σ∗ �= σj ⇐⇒ (k∗, r̂∗ ĝk∗ mod N̂ , ŝ∗) �=
(kj , r̂j ĝkj mod N̂ , ŝj) but

(k∗, r̂∗ ĝk∗ mod N̂ , ŝ∗) �= (kj , r̂j ĝkj mod N̂ , ŝj) =� ⇒ (r̂∗, ŝ∗) �= (r̂j , ŝj) .

It is even more apparent with a counter-example: if σ = (k, r, s) is a valid
on-line/off-line signature on message m so is σ′ = (k + 1, g r mod N, s) on the
same message m. Hence, the on-line/off-line version of TSS we describe is not
sEUF-CMA secure, but only EUF-CMA secure.

For most cryptographic applications, existential unforgeability is sufficient.
Our TSS signature scheme can however be converted into an on-line/off-line



354 B. Chevallier-Mames and M. Joye

scheme to accommodate strong unforgeability (sEUF) by using standard tech-
niques [ST01], at the price of longer — and thus different — keys.

5 Conclusion

This paper presented a practical sEUF-CMA signature scheme whose security is
solely and tightly related to the SRSA assumption, in the standard model. In con-
trast to the CS scheme and its variants, the security of our TSS scheme is optimal
and, contrary to the GHR scheme, this optimal bound does not result from the use
of so-called division-intractable hash functions. Indeed, the TSS scheme does not
require the use of hash functions by its very specification. Actually, TSS scheme is
much closer, in its properties, to the twinning-based version of GHR, even if con-
structed in a completely different manner. The main differences between the two
schemes lie in the implementation and in the signature size. Moreover, the TSS
scheme also comes with an on-line/off-line version for time-constrained applica-
tions or low-cost cryptographic devices. Remarkably, this on-line/off-line version
uses exactly the same set of keys as the regular version.
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