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Preface

The conference of the 1st IEEE Pacific-Rim Symposium on Image and Video
Technology (PSIVT 2006) was held at Hsinchu, Taiwan, Republic of China, on
December 11–13, 2006. This volume contains papers selected for presentation
at this conference. The aim of this conference was to bring together theoretical
advances and practical implementations contributing to, or being involved in,
image and video technology.

PSIVT 2006 featured a comprehensive program including tutorials, keynote
and invited talks, oral paper presentations, and posters. We received 450 sub-
missions from 22 countries and accepted 141 papers among those (i.e., defining
an acceptance rate of 31.3%). The intention was to establish PSIVT as a top-
quality series of symposia. Decisions were difficult sometimes, but we hope that
the final result is acceptable to all involved.

Besides keynotes and invited talks, PSIVT 2006 offered 76 oral presentations
and 58 posters, according to the proper registration of these papers by the defined
deadline. We deeply appreciate the help of the reviewers, who generously spent
their time to ensure a high-quality reviewing process. Useful comments were
provided by reviewers, often quite detailed, and they certainly offered authors
opportunities to improve their work not only for this conference, but also for
future research.

We thank Springer’s LNCS department and IEEE’s Circuits and Systems
Society for efficient contacts during the preparation of the conference and these
proceedings. Their support is greatly appreciated. This conference would never
have been successfully completed without the efforts of many people. We greatly
appreciate the effort and the cooperation provided by our strong Organizing
Committee. We would also like to thank all the sponsors for their considerable
support including the National Tsing Hua University (NTHU), National Chung
Cheng University (NCCU), The University of Auckland (UoA), National Science
Council (NSC), Ministry of Education (MoE), Sunplus Technology Co., National
Center for High-Performance Computing (NCHC), and Institute for Information
Industry (III).

October 2006 Long-Wen Chang
Wen-Nung Lie
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Abstract. For real-time disparity estimation from stereo images the
coordinates of feature points are evaluated. This paper analyses the in-
fluence of camera noise on the accuracy of feature point coordinates of a
feature point detector similar to the Harris Detector, modified for dispar-
ity estimation. As a result the error variance of the horizontal coordinate
of each feature point and the variance of each corresponding disparity
value is calculated as a function of the image noise and the local inten-
sity distribution. Disparities with insufficient accuracy can be discarded
in order to ensure a given accuracy. The results of the error analysis are
confirmed by experimental results.

1 Introduction

Disparity estimation algorithms compute disparities from the coordinates of se-
lected corresponding feature points from images in standard stereo geometry.
For the use of these estimated disparities in computer vision systems it is desir-
able to specify their accuracy. Therefore, in this paper the error variance of a
disparity estimator is determined analytically and experimentally.

In previous work Luxen [1] measures the variance of feature point coordi-
nates, taking image noise into account. The result is a mean error variance of all
feature points in an image at a specific level of image noise. Local intensity distri-
butions at specific feature points are not taken into account. Rohr [2] introduces
an analytical model of a corner and calculates the feature point coordinates of
different feature detectors for this corner. Thus he characterizes the different
detectors but does not consider the errors of the coordinates due to camera
noise. Szeliski [3] has analytically calculated the accuracy of displacement esti-
mators like the KLT-Tracker [4]. The resulting covariance matrix describes the
variance of the displacement error for each displacement. Other approaches do
not estimate displacements but nevertheless apply similar covariance matrices
to describe the accuracy of feature point coordinates [5,6,7,8]. However, these re-
sults have not been analytically proven or evaluated in experiments. Thus, so far
the accuracy of feature point coordinates from image gradient based detectors
similar to the Harris Detector [9] has not been calculated analytically.

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 1–12, 2006.
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2 P.A. Mikulastik et al.

This paper analyses the influence of camera noise on the accuracy of a feature
point detector for disparity estimation. It is based on a modified Harris Detec-
tor [9]. The accuracy is defined by the error variance of the feature coordinate.
In a second step the error variance of the disparity estimation is derived.

In section 2 the feature detector considered in this paper is described. In
section 3 an error analysis for feature coordinates and disparity is presented.
Section 4 describes experiments for measuring the error variance of feature co-
ordinates. Conclusions are given in section 5.

2 Feature Point Detector

The feature detector considered in this paper is based on the Harris Detector [9].
In stereo vision only disparities in horizontal direction of the stereo image are
considered. Therefore, the process of feature detection is simplified so that only
gradients in direction of the x-axis are measured. This also results in a reduced
computational complexity.

For detection of feature points the following equation describes the edge re-
sponse function R for vertical edges:

R(x, y) =

∣∣∣∣∣
1∑

i=−1

Ix(x, y + i)αi

∣∣∣∣∣ , αi = [1, 2, 1] (1)

where x and y are coordinates in the image. Ix is an approximation of the
horizontal intensity gradient:

Ix(x, y) = −I(x− 2, y)− 2I(x− 1, y) + 2I(x + 1, y) + I(x + 2, y) (2)

A feature point is detected, if R(x, y) is greater than a predefined threshold TR

and if R(xm, ym) is a local maximum in horizontal direction:

R(xm, ym) > TR

R(xm, ym) > R(xm − 1, ym)
R(xm, ym) > R(xm + 1, ym)

(3)

Estimation of subpel coordinates. In horizontal direction a subpel coordi-
nate is estimated for every feature point. A parabola is fitted to the edge response
function (see figure 1):

R(x, y) = a + bx +
1
2
cx2 (4)

To achieve a compact notation the coordinate system is chosen so that xm = 0.
The three parameters a, b, c are calculated with:

R(−1, ym) = a− b +
1
2
c

R(0, ym) = a

R(+1, ym) = a + b +
1
2
c

(5)
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y

x

x0xm

x

R(x, y)

Fig. 1. Interpolation of R(x, y) with a parabola. The maximum defines the subpel
coordinate of the feature point x0.

Solved for a, b, c:

a = R(0, ym)

b =
1
2

(R(+1, ym)−R(−1, ym))

c = R(−1, ym)− 2R(0, ym) + R(+1, ym)

(6)

In order to find the maximum of the parabola the derivation of equation 4 is set
to zero:

∂R(x, y)
∂x

= b + cx
!= 0 (7)

The null of equation 7 marks the subpel coordinate x0 of the feature point:

x0 = −b

c

=
1
2

R(−1, ym)−R(+1, ym)
R(−1, ym)− 2R(0, ym) + R(+1, ym)

(8)

3 Variance of the Horizontal Coordinate

To consider the influence of image noise on the subpel coordinates of feature
points, noisy intensity values Ĩ(x, y) with:

Ĩ(x, y) = I(x, y) + n(x, y) (9)

are considered. n(x, y) is white, mean free and Gaussian distributed noise with
a noise variance of σ2

n. The gradient of the image noise is defined as:

nx(x, y) = −n(x− 2, y)− 2n(x− 1, y) + 2n(x + 1, y) + n(x + 2, y) (10)
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Therefore, the measured image gradient is Ĩx(x, y):

Ĩx(x, y) = −Ĩ(x− 2, y)− 2Ĩ(x − 1, y) + 2Ĩ(x + 1, y) + Ĩ(x + 2, y)
= Ix(x, y)−n(x− 2, y)− 2n(x− 1, y) + 2n(x + 1, y) + n(x + 2, y)︸ ︷︷ ︸

nx(x,y)

= Ix(x, y) + nx(x, y)
(11)

The measured cornerness response function R̃(x, y) can be written as:

R̃(x, y) =

∣∣∣∣∣
1∑

i=−1

Ĩx(x, y + i)αi

∣∣∣∣∣
=

∣∣∣∣∣
1∑

i=−1

Ix(x, y + i)αi +
1∑

i=−1

nx(x, y + i)αi

∣∣∣∣∣
(12)

Ix can be positive or negative if the edge has a gradient in the positive or
in the negative direction. The influence of the image noise is the same in both
cases. Therefore only edges with positive gradients are considered in the following
calculations and it is assumed that Ix is always positive:

1∑
i=−1

Ix(x, y + i)αi > 0 (13)

Generally, the intensity values are much larger than the image noise:

1∑
i=−1

Ix(x, y + i)αi >

1∑
i=−1

nx(x, y + i)αi (14)

With equations 13 and 14 R̃(x, y) can be written as:

R̃(x, y) =

∣∣∣∣∣
1∑

i=−1

Ix(x, y + i)αi

∣∣∣∣∣︸ ︷︷ ︸
R(x,y)

+
1∑

i=−1

nx(x, y + i)αi︸ ︷︷ ︸
Rn(x,y)

(15)

with:

Rn(x, y) =
1∑

i=−1

nx(x, y + i)αi (16)

R̃(x, y) is computed for every point-position. The calculation of the feature
point’s subpel coordinates is carried out according to equation 3 to 7. x̃0 can be
calculated with equation 8:

x̃0 =
1
2

R̃(−1, ym)− R̃(1, ym)
R̃(−1, ym)− 2R̃(0, ym) + R̃(1, ym)

(17)
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and:

x̃0 =
1
2

R̃(−1, ym)− R̃(1, ym)
c + Rn(−1, ym)− 2Rn(0, ym) + Rn(1, ym)︸ ︷︷ ︸

∆c

(18)

For a more compact notation ∆c is introduced:

∆c = Rn(−1, ym)− 2Rn(0, ym) + Rn(1, ym) (19)

as well as the normalized value ∆c′:

∆c′ =
∆c

c
(20)

c is a sum of intensity values and ∆c is a sum of noise values. Therefore ∆c′ is
a small value. With ∆c and ∆c′ equation 18 simplifies to:

x̃0 =
1
2

R̃(−1, ym)− R̃(1, ym)
c + ∆c

=
1
2

R̃(−1, ym)− R̃(1, ym)
c(1 + ∆c′)

(21)

Multiplication of nominator and denominator with (1−∆c′) equals to:

x̃0 =
1
2

R̃(−1, ym)− R̃(1, ym)
c(1−∆c′2)

− 1
2

R̃(−1, ym)− R̃(1, ym)
c(1−∆c′2)

·∆c′ (22)

Since ∆c′ is a small value it can be assumed that

1 >> ∆c′2 . (23)

With this assumption, equation 22 is simplified to:

x̃0 ≈
1
2

R̃(−1, ym)− R̃(1, ym)
c

− 1
2

R̃(−1, ym)− R̃(1, ym)
c

·∆c′ (24)

With equation 16:

x̃0 ≈

x0︷ ︸︸ ︷(
R(−1, ym)−R(1, ym)

2c

)
+

∆xa︷ ︸︸ ︷(
Rn(−1, ym)−Rn(1, ym)

2c

)
−
(

R(−1, ym)−R(1, ym)
2c

+
Rn(−1, ym)− Rn(1, ym)

2c

)
·∆c′

(25)

∆xa is defined:

∆xa =
(

Rn(−1, ym)−Rn(1, ym)
2c

)
(26)

With ∆xa we can write:

x̃0 = x0 + ∆xa − x0∆c′ −∆xa∆c′ (27)
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∆xa∆c′ is the procduct of sums of noise values. Therefore it is very small. It
will be neglected in the following calculation:

x̃0 = x0 + ∆xa − x0∆c′︸ ︷︷ ︸
∆x0

(28)

∆x0 describes the error of the undistorted coordinate x0:

∆x0 = ∆xa − x0∆c′ (29)

It has been verified that experimentally that ∆x0 has a zero mean. With this
assumption the variance of the coordinate’s error σ2

∆ equals the root mean square
E[∆x2

0]:

σ2
∆ = E[∆x2

0] = E
[
(∆xa − x0∆c′)2

]
= E

[
∆xa

2 − 2x0∆xa∆c′ + x2
0∆c′2

]
= E

[
∆xa

2
]
− E [2x0∆xa∆c′] + E

[
x2

0∆c′2
] (30)

The terms of equation 30 are evaluated individually:

E
[
∆xa

2
]

= E

[(
Rn(−1, ym)−Rn(1, ym)

2c

)2
]

=
1

4c2
E
[
(Rn(−1, ym)−Rn(1, ym))2

] (31)

With equation 15:

E[∆xa
2] =

1
4c2

E

⎡⎣( 1∑
i=−1

nx(−1, ym + i)αi −
1∑

i=−1

nx(1, ym + i)

)2
⎤⎦

Evaluation of the square gives:

E[∆xa
2] =

1
4c2

E

[( 1∑
i=−1

nx(−1, ym + i)αi

)2

− 2
1∑

i=−1

nx(−1, ym + i)αi·

1∑
i=−1

nx(1, ym + i)αi +

(
1∑

i=−1

nx(1, ym + i)αi

)2] (32)
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With E[n(x, y1)n(x, y2)] = 0, for y1 �= y2 and E[n(x1, y)n(x2, y)] = 0, for x1 �=
x2:

E

⎡⎣( 1∑
i=−1

nx(x, y + i)αi

)2
⎤⎦

= E

[
1∑

i=−1

n2
x(x, y + i)α2

i

]

= E

[
1∑

i=−1

(
n2(x− 2, y + i) + 4n2(x− 1, y + i) + 4n2(x + 1, y + i)

+n2(x + 2, y + i)
)
α2

i

]
(33)

and

E

[
1∑

i=−1

nx(−1, y + i)αi ·
1∑

i=−1

nx(1, y + i)αi

]

= E

[
1∑

i=−1

nx(−1, y + i) · nx(1, y + i)α2
i

]

= E

[
1∑

i=−1

−4n2(0, y + i)α2
i

]
.

(34)

Equation 32 simplifies to:

E[∆xa
2] =

1
4c2

E

[
1∑

i=−1

(n2(−3, ym + i) + 4n2(−2, ym + i) + 4n2(0, ym + i)

+ n2(1, ym + i))α2
i − 2

1∑
i=−1

−4n2(0, ym + i)α2
i

+
1∑

i=−1

(
n2(−1, y + i) + 4n2(0, y + i) + 4n2(2, y + i)

+n2(3, y + i)
)
α2

i

]
(35)

For the expectation the terms n2(x, y) become the variance of the image noise σ2
n:

E[∆xa
2] =

1
4c2

[
1∑

i=−1

10σ2
nα2

i − 2

(
1∑

i=−1

−4σ2
nα2

i

)
+

1∑
i=−1

10σ2
nα2

i

]
(36)

Evaluation of the sums gives:

E[∆xa
2] =

σ2
n

4c2
[60 + 48 + 60] =

42σ2
n

c2
(37)
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The second term in equation 30 can be expanded to:

E[2∆xax0∆c′] = E

[
2
(

Rn(−1, ym)−Rn(1, ym)
2c

)
x0

∆c

c

]
= E

[
2
(

Rn(−1, ym)−Rn(1, ym)
2c

)
x0

(
Rn(−1, ym)− 2Rn(0, ym) + Rn(1, ym)

c

)]
=

x0

c2
E [(Rn(−1, ym)−Rn(1, ym))

(Rn(−1, ym)− 2Rn(0, ym) + Rn(1, ym))]

(38)

A calculation similar to that from equation 31 to 36 leads to:

E[2∆xax0∆c′] =
x0

c2

[
1∑

i=−1

10σ2
nα2

i −
1∑

i=−1

10σ2
nα2

i

]
·[

−2

(
1∑

i=−1

4σ2
nα2

i

)
+ 2

(
1∑

i=−1

4σ2
nα2

i

)]
= 0

(39)

The third term in equation 30 can be expanded to:

E
[
x2

0∆c′2
]

=
x2

0

c2
E
[
(Rn(−1, ym)− 2Rn(0, ym) + Rn(1, ym))2

]
(40)

Once again, a calculation similar to that from equation 31 to 36 leads to:

E
[
x2

0∆c′2
]

=
120σ2

nx2
0

c2
(41)

Insertion of equations 37, 39 and 41 in equation 30 leads to:

σ2
∆ =

42σ2
n

c2
+

120σ2
nx2

0

c2

= σ2
n

42 + 120x2
0

c2

= σ2
n

42 + 120x2
0

(R(−1, ym)− 2R(0, ym) + R(+1, ym))2

(42)

This equation will be used to calculate the error variance σ2
∆ of the feature point

coordinate. The disparity d is the distance between a feature point in the left
image and the corresponding feature point in the right image:

d = xleft − xright (43)
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The variance σ2
∆d

of the disparity error ∆d is:

E
[
∆d2

]
= σ2

∆d
= E

[(
∆xleft −∆xright

)2
]

= E
[
∆x2

left − 2∆xleft∆xright + ∆x2
right

]
= E

[
∆x2

left

]
− E

[
2∆xleft∆xright

]
+ E

[
∆x2

right

] (44)

The distortions of the feature point’s coordinates in the two images are statisti-
cally independent, therefore equation 44 simplifies to:

σ2
∆d

= E
[
∆x2

left

]
+ E

[
∆x2

right

]
= σ2

∆left + σ2
∆right

(45)

The variance of the disparity error is given by the sum of the error variances of
the feature point coordinates.

4 Experimental Results

The following experiments have been carried out to evaluate the derivation from
the preceding chapter 3. An image sequence consisting of a static scene with
constant lighting is taken with a 3-Chip CCD camera (Sony DXC-D30WSP).
In order to determine the size of σ2

n the average intensity value at each pixel
from 1000 frames is calculated to produce a noise free image for the sequence.
By subtraction of the noise free image and the original images, difference images
containing only the camera noise can be obtained. A camera noise variance
of σ2

n = 4.8 which equals a PSNR of 41.3 dB was measured for the sequence.
Figure 2 shows an example of an image from the sequence.

Using the feature detector described in section 2 feature points are detected in
every image of the sequence. Now, correspondences between the feature points in
the sequence are established. A correspondence is given, if a feature point in one
image is located at the coordinates x, y and in another image at the coordinates
x±ε, y±ε, with ε ≤ 0, 5 pel If a feature point has correspondences in all images of
a sequence, the measured variance of its horizontal coordinate σ̃2

∆ is calculated.
This value can be compared with the results from the derivation in section 3.

Figure 3 shows the measured variances σ̃2
∆ over the variances σ2

∆ calculated
as described in section 3. The figure shows that the measured variances σ̃2

∆

have nearly the same values as the calculated ones. Therefore the calculation is
confirmed by the experiment. Also the values lie in the same regions observed
by other researchers [1].

A second experiment with a synthetic image shows the dependence between
subpel position of a feature point and the error variance of its coordinate. The
image shown in figure 4 is used for this experiment. A feature detection in
this image results in feature points with subpel positions in the whole range
−0.5 < x0 < 0.5 because the edge in the image is slightly slanted.
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Fig. 2. Example image from the test sequence with a camera noise variance of σ2
n = 4.8
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Fig. 3. Measured error variances σ̃2
∆ over analytically calculated error variances σ2

∆ for
each feature point in the image sequence taken with a real camera

Because the image shown in figure 4 is noisefree, synthetic noise was added
the the images intensity values to generate 1000 noisy images with the original
image as basis. Now the same procedure to calculate σ̃2

∆ and σ2
∆ as described

with the real image is conducted.
Figure 5 shows the measured and the calculated noise variances of the feature

point’s coordinates σ̃2
∆ and σ2

∆ over the subpel coordinate. It can be observed
that the coordinate error variance of feature points at a full-pel position is smaller
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a) Original image b) Detail

Fig. 4. Synthetic image used in the experiment. The edge is slightly slanted, so that
feature points with a range of subpel coordinates can be detected.
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Fig. 5. Measured error variance σ̃2
∆ and calculated error variance σ2

∆ as function of the
subpel coordinate x0

than that for feature points at half-pel position. The variances vary by a factor
of about three. Also it can be observed that the calculated variances σ2

∆ match
the measured variances σ̃2

∆ which supports the correctness of the calculation.

5 Conclusions

A feature point detector using horizontal intensity gradients and offering subpel
accuracy was described in section 2. It was shown that typically most of the
feature points have an error variance of less than 0.01pel2 for the horizontal
coordinate. An analysis of the error of the horizontal feature point coordinate
revealed the interrelationship between the image noise σ2

n, the local image con-
tent, given by the local image intensity values I(x, y), and the variance of the
feature point’s horizontal coordinate error σ2

∆. A formula for the disparity error
variance based on the feature coordinate error variance has been derived. In an
experiment (section 4) it was shown that the results of the analytical derivation
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match measured results obtained using synthetic images and images from a real
camera. A second experiment has shown that the coordinate error variance of
feature points at a full-pel position is smaller by a factor of three than that for
feature points at half-pel position.

The calculation presented in this paper allows to benchmark feature points
and disparities during feature detection on their expected error variance. This is
a great advantage compared to methods that try to eliminate bad feature points
at a later stage in the process of disparity estimation.

In the future this work will be expanded to a feature detector that measures
gradients in all directions in the image, i.e. the feature detector of Harris et. al.[9]
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Abstract. Structure from motion (SfM) comprises techniques for esti-
mating 3D structures from uncalibrated 2D image sequences. This work
focuses on two contributions: Firstly, a stability analysis is performed
and the error propagation of image noise is studied. Secondly, to stabilize
SfM, we present two optimization schemes by using a priori knowledge
about collinearity or coplanarity of feature points in the scene.

1 Introduction

Structure from motion (SfM) is an ongoing research topic in computer vision
and photogrammetry, which has a number of applications in different areas,
such as e-commerce, real estate, games and special effects. It aims at recovering
3D (shape) models of (usually rigid) objects from an (uncalibrated) sequence (or
set) of 2D images.

The original approach [5] of SfM consists of the following steps: (1) extract
corresponding points from pairs of images, (2) compute the fundamental matrix,
(3) specify the projection matrix, (4) generate a dense depth map, and (5) build
a 3D model. A brief introduction of some of those steps will be presented in
Section 2.

Errors are inevitable to every highly complex procedure depending on real-
world data, and this also holds for SfM. To improve the stabilization of SfM, two
optimizations are proposed using information from the 3D scene; see Section 3.
Section 4 presents experimental results, and Section 5 concludes the paper with
a brief summary.

2 Modules of SfM

This section gives a brief introduction for some of the SfM steps (and related al-
gorithms). For extracting correspondent points, we recall a method proposed in
[14]. Then, three methods for computing the fundamental matrix are briefly in-
troduced. To specify a projection matrix from a fundamental matrix, we describe
two common methods based on [3,4]. In this step we also use the knowledge of
intrinsic camera parameters, which can be obtained through Tsai calibration
[12]; this calibration is performed before or after taking the pictures for the used
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camera. It allows to specify the effective focal length f , the size factors ku and
kv of CCD cells (for calculating the physical size of pixels), and the coordinates
u0 and v0 of the principal point (i.e., center point) in the image plane.

2.1 Corresponding Points

We need at least seven pairs of corresponding points to determine the geometric
relationship between two images, caused by viewing the same object from dif-
ferent view points. One way to extract those points from a pair of images is as
follows [14]:

(i) extract candidate points by using the Harris corner detector [2], (ii) utilize
a correlation technique to find matching pairs, and (iii) remove outliers by using
a LMedS (i.e., least-median-of-squares) method.

Due to the poor performance of the Harris corner detector on specular objects,
this method is normally not suitable.

2.2 Fundamental and Essential Matrix

A fundamental matrix F is an algebraic representation of epipolar geometry
[13]. It can be calculated if we have at least seven correspondences (i.e., pairs
of corresponding points), for example using linear methods (such as the 8-Point
Algorithm of [8]) or nonlinear methods (such as the RANSAC Algorithm of [1],
or the LMedS Algorithm of [14]).

In the case of a linear method, the fundamental matrix is specified through
solving an overdetermined system of linear equations utilizing the given corre-
spondences. In the case of a nonlinear method, subsets (at least seven) of cor-
respondences are chosen randomly and used to compute candidate fundamental
matrices, and then the best is selected, which causes the smallest error for all
the detected correspondences.

According to our experiments, linear methods have a more time efficient and
provide reasonably good results for large (say more than 13) numbers of corre-
spondences. Nonlinear methods are more time consuming, but less sensitive to
noise, especially if correspondences also contain outliers.

For given intrinsic camera parameters K1 and K2, the Essential matrix E can
be derived from F by computing

E = KT
2 FK1

2.3 Projection Matrix

A projection matrix P can be expressed as follows:

P = K[R | −RT ]

where K is a matrix of the intrinsic camera parameters, and R and T are the ro-
tation matrix and translation vector (the extrinsic camera parameters). Since the
intrinsic parameters are specified by calibration, relative rotation and translation
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can be successfully extracted from the fundamental matrix F . When recovering
the projection matrices in reference to the first camera position, the projection
matrix of the first camera position is given as P1 = K1[I | 0], and the projection
matrix of the second camera position is given as P2 = K2[R | −RT ].

The method proposed by Hartley and Zisserman for computing rotation ma-
trix R and translation vector T (from the essential matrix E) is as follows [3]:

1. compute E by using E = KT
2 FK1, where

Ki =

⎛⎝fku 0 u0

0 fkv v0

0 0 1

⎞⎠
(note: K1 = K2 if we use the same camera at view points 1 and 2),

2. perform a singular value decomposition (SVD) of E by following the template
E = Udiag(1, 1, 0)V T ,

3. compute R and T (for the second view point), where we have two options,
namely

R1 = UWV T R2 = UWT V T

T1 = u3 T2 = −u3

where u3 is the third column of U and

W =

⎛⎝0 −1 0
1 0 0
0 0 1

⎞⎠
Another method for computing R and T from E (also only using elementary

matrix operations) is given in [4], which leads to almost identical results as the
method by Hartley and Zisserman.

2.4 Dense Depth Map

At this point, the given correspondences allow only a few points to be recon-
structed in 3D. A satisfactory 3D model of a pictured object requires a dense
map of correspondences. The epipolar constraint (as calculated above) allows
that correspondence search can be restricted to one-dimensional epipolar lines,
it supports that images are at first rectified following the method in [10], and
that correspondence matching is then done by searching along a corresponding
scan line in the rectified image. We also require a recovered base line between
both camera positions to calculate a dense depth map.

3 Optimization with Prior Knowledge

Since computations of fundamental and projection matrix are sensitive to noise,
it is necessary to apply a method for reducing the effect of noise (to stabilize
SfM). We utilize information about the given 3D scene, such as knowledge about
collinearity or coplanarity.
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3.1 Knowledge About Collinearity

It is not hard to detect collinear points on man-made objects, such as buildings or
furniture. Assuming ideal central projection (i.e., no lens distortion or noise), then
collinear points in object space are mapped onto one line in the image plane. We
assume that lens distortions are small enough to be ignored. Linearizing points
which are supposed to be collinear can then be seen as a way to remove noise.

Least-square line fitting (minimizing perpendicular offsets) is used to iden-
tify the approximating line for a set of “noisy collinear points”. Assume that
we have such a set of points P = {(xi, yi)|i = 1, . . . , n} which determines a
line l(α, β, γ) = αx + βy + γ. The coefficients α, β and γ are calculated as
follows [7]:

α =
µxy√

µ2
xy + (λ∗ − µxx)2

β =
λ∗ − µxx√

µ2
xy + (λ∗ − µxx)2

γ = −(αx + βy)

where
λ∗ =

1
2
(µxx + µyy −

√
(µxx − µyy)2 + 4µxy)

µxx =
1

n− 1

n∑
i=1

(xi − x)2, µyy =
1

n− 1

n∑
i=1

(yi − y)2

µxy =
1

n− 1

n∑
i=1

(xi − x)(yi − y), x =
1
n

n∑
i=1

xi and y =
1
n

n∑
i=1

yi

After specifying the line, the points’ positions are modified through perpen-
dicular projection onto the line.

3.2 Knowledge About Coplanarity

Coplanar points can be expected on rigid structures such as on walls or on a
tabletop. For a set of points, all incident with the same plane, there is a 3 × 3
matrix H called homography which defines a perspective transform of those
points into the image plane [11].

Homography. Consider we have an image sequence (generalizing the two-image
situation from before) and pki is the projection of 3D point Pi into the kth image,
i.e. Pi is related to pki as follows:
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pki = ωkiKkRk(Pi − Tk) (1)

where ωki is an unknown scale factor, Kk denotes the intrinsic matrix (for the
used camera), and Rk and Tk are the rotation matrix and translation vector.
Following Equation (1), Pi can be expressed as follows:

Pi = ω−1
ki R−1

k K−1
k pki + Tk (2)

Similarly, for point pli lying on the lth image, we have

Pi = ω−1
li R−1

l K−1
l pli + Tl (3)

From Equations (2) and (3), we get

pki = ωkiKkRk(ω−1
li R−1

l K−1
l pli + Tl − Tk) (4)

With Rkl = RkR−1
l we define H∞

kl = KkRklK
−1
l . We also have epipole ekl =

KkRk(Tl − Tk). Equation (4) can then be simplified to

pki = ωkiω
−1
li (H∞

kl pli + ωliekl) (5)

H∞
kl is what we call the homography which maps points at infinity (ωli = 0)

from image l to image k. Consider a point Pi on plane n̂T Pi−d = 0. Then, from
Equation (3), we have

n̂T Pi − d = n̂T ω−1
li R−1

l K−1
l pli + n̂T Tl − d = 0

Then we have

ωli =
n̂T R−1

l K−1
l pli

d− n̂T Tl

what can be rewritten as follows:

ωli = d−1
l n̂T R−1

l K−1
l pli

where d−1
l =d−n̂T Tl is the distance from the camera center (principal point) of the

lth image to the plane (n̂, d). Substituting ωli into Equation (5), finally we have

pki = ωkiω
−1
li (H∞

kl + d−1
l ekln̂

T R−1
l K−1

l )pli

Let
H = ωkiω

−1
li (H∞

kl + d−1
l ekln̂

T R−1
l K−1

l )

This means: points lying in the same plane have identical H which can be utilized
as coplanarity constraint; see [11].

Coplanarity optimization. Coplanar points satisfy the relation described by
homography. We use this relation for modifying “noisy coplanar points,” using
the following equation:

pki = Hklpli

Here, Hkl is the homography between kth and lth image in the sequence, and
pki, pli are projections of point Pi on the kth and lth image, respectively.
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4 Experiments and Analysis

To analyze the influence of noise, we perform SfM in a way as shown in Figure
1. At Step 1, Gaussian noise is introduced into coordinates of detected corre-
spondences. At step 2, three different methods are compared to specify which
one is the best to compute the fundamental matrix. At Step 3, a quantitative
error analysis is performed.

Fig. 1. The way we perform SfM

This section shows at first experiments of the performance of different methods
for computing the fundamental matrix, and second the effect of those optimiza-
tions mentioned in the previous section.

4.1 Computation of Fundamental Matrix

Three algorithms (8-Point, RANSAC and LMedS) are compared with each other
in this section. To specify the most stable one in presence of noise, Gaussian
Noise (with mean 0 and deviation δ = 1 pixel) and one outlier are propagated to
given correspondences. Performances of the three algorithms are characterized
in Figure 2: due to the outlier, the 8-Point Algorithm is more sensible than the
other two.

4.2 Optimizations

To test the effect of the optimizations mentioned in the previous section, the
results of splitting essential matrices (rotation matrices and translation vectors)
are utilized to compare with each other. Two images of a calibration object are
used as test images (shown in Figure 3). The data got from calibration (intrinsic
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Fig. 2. Performance of three algorithms in presence of noise

Fig. 3. The first (left) and second (right) candidate images

parameters and extrinsic parameters of camera) are used as the ground truth.
Roll angle α, pitch angle β and yaw angle γ are used to compare the rotation
matrices in a quantitative manner. These angles can be computed from a rotation
matrix R by following equations [9]:

α = atan2( r23
sin(γ) ,

r13
sin(γ) )

β = atan2( r32
sin(γ) ,

−r31
sin(γ) )

γ = atan2(
√

r2
31 + r2

32, r33)

where rij is the element of R at ith row and jth column, and

atan2(y, x) =

⎧⎪⎪⎨⎪⎪⎩
atan( y

x ) (x > 0)
y
|y| · (π − atan(| y

x |)) (x < 0)
y
|y| ·

π
2 (y �= 0, x = 0)

undefined (y = 0, x = 0)

Since splitting the essential matrix only results in a translation vector up to a
scale factor, all translation vectors (include the ground true one) are transformed
into a normalized vector (length equal to one unit) to compare with each other
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Fig. 4. Errors in rotation matrices (left) or translation vectors (right). First row: errors
from non-noisy data. Second row: noisy data. Third or fourth row: errors from noisy
data after optimization with collinearity or coplanarity knowledge, respectively.
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Fig. 5. Epipolar lines result from different data sets. The green lines (dash lines) from
data without generated noise; the red lines (straight lines) are from noisy data; the
blue lines (dash-dot lines) and yellow lines (dot lines) are from noisy data which has
been optimized with collinearity and coplanarity knowledge, respectively.

in a quantitative manner. The comparison of rotation matrices and translation
vectors are shown in Figure 4. The errors are mean error of ten times iteration
when different number of correspondences are given. The noise propagated is
Gaussian noise (with mean 0 and deviation δ = 1 pixel). The method used
to compute the fundamental matrix is the 8-Point Algorithm, which is more
sensitive to noise than RANSAC and LMedS Algorithm. The method of Hartley
and Zisserman is used to split essential matrix.

According to the results shown in Figure 4, the coplanarity knowledge gives
a better optimization than collinearity knowledge. One possible reason is that
the collinearity optimization is performed on uncalibrated images, in which the
true correlation of collinear points are not strictly lying in a straight line.

For arbitrary images, the effect of optimizations can be seen from Figure 5
through looking at relative positions of epipolar lines computed from different
data sets. It shows that the two optimization strategies bring positive effects on
reducing the influence of noise, and the coplanarity optimization performs bet-
ter than the collinearity optimization. Figure 6 shows the reconstructed point
cloud of the CITR-building in Auckland and Figure 7 visualizes the texture
mapped surface model. The main edges of the building are reconstructed with
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Fig. 6. Two different views of reconstructed points from the optimized SfM algorithm

Fig. 7. Triangulated surface mesh with textures

near-perfect 90◦ angles. Slight image noise (less then 1 pixel) already leads to
angles between 20◦ and 140◦ which indicates the sensitivity of classic SfM ap-
proaches. By incorporating the collinearity and coplanarity constraints, the re-
construction quality improved.

5 Conclusion

Modules relating to structure from motion have been discussed in this paper.
According to experiments, structure from motion is sensitive to noise and it
is necessary to improve its stability. Two optimizations, using collinearity and
coplanarity knowledge, have been proposed, and the relating experiments show
that the two proposed optimizations, especially the coplanarity one, bring posi-
tive effects on reducing influences of noise.
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Abstract. This paper presents a scheme to detect building regions, followed by a 
reconstruction procedure.  Airborne LIDAR data and aerial imagery are integrated 
in the proposed scheme. In light of the different buildings, we target the ones with 
straight and curvilinear boundaries.  In the detection stage, a region-based 
segmentation and object-based classification are integrated.  In the building 
reconstruction, we perform an edge detection to obtain the initial building lines 
from the rasterized LIDAR data.  The accurate arcs and straight lines are then 
obtained in the image space.  By employing the roof analysis, we determine the 
three dimensional building structure lines.  Finally, the Split-Merge-Shape method 
is applied to generate the building models.  Experimental results indicate that the 
success rate of the building detection reaches 91%.  Among the successfully 
detected buildings, 90% of the buildings are fully or partially reconstructed.  The 
planimetric accuracy of the building boundaries is better than 0.8m, while the 
shaping error of reconstructed roofs in height is 0.14 m. 

Keywords: LIDAR, Aerial Image, Building Models. 

1   Introduction 

Building modeling in cyber space is an essential task in the application of three-
dimensional geographic information systems (GIS) [1]. The extracted building 
models are useful for urban planning and management, disaster management, as well 
as other applications. 

Traditionally, the generation of building models is mainly performed by using 
stereo aerial photography. However, the airborne LIDAR (Light Detecting And 
Ranging) system is proving to become a promising technological alternative. As the 
airborne LIDAR integrates the Laser Scanner, Global Positioning System (GPS) and 
Inertial Navigation System (INS) together, it is able to provide direct georeferencing.  
Its high precision in laser ranging and scanning orientation renders possible decimeter 
level accuracy of 3D objects.  The three-dimensional point clouds acquired by an 
airborne LIDAR system provide comprehensive shape detail, while aerial images 
contain plentiful spectral information. Thus, the integration of the two complementary 
data sets reveals the possibility of an automatic generation of building models.  
Several data fusion methods have been proposed to generate building models, e.g., 
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LIDAR and aerial images, [2] LIDAR and three-line-scanner images [3], LIDAR and 
satellite images [4], LIDAR, aerial images and 2D maps [5]. 

The physical mechanism in the model generation includes the identification of the 
buildings region, and the reconstruction of the geometric models. To automate the 
identification procedure, a classification process using remotely sensed data should be 
employed to detect the building regions. The reconstruction strategy can be classified 
into two categories, i.e., model-driven and data-driven.  The Model-driven approach 
is a top-down strategy, which starts with a hypothesis of a synthetic building model. 
Verification of the model’s consistency with the LIDAR point clouds is then 
performed. In the strategy, a number of 3D parametric primitives are generated by the 
segmentation of the LIDAR data. Afterwards, the best fitting primitives is selected 
from the aerial image.  The building model is obtained by merging together all the 3D 
building primitives [6]. This method is restricted by the types of 3D parametric 
primitives.  The Data-driven approach is a bottom-up strategy, which starts from the 
extractions of the building primitives, such as building corner, structure lines and 
roof-tops. Subsequently, a building model can be grouped together through a 
hypothesis process. A general approach is to extract the plane features from the 
LIDAR point clouds, and detect the line features from the aerial image. The plane and 
line features are combined to develop the building models [7]. The reported results 
are limited to buildings with straight line boundaries.  Buildings with curvilinear 
boundaries are seldom discussed. Furthermore, there is no report in the literature on 
3D curvilinear building modeling from LIDAR and image data. 

From a data fusion’s point of view, we propose a scheme to reconstruct building 
models via LIDAR point clouds and aerial image. The proposed scheme comprises of 
two major parts: (1) detection, and (2) reconstruction.  Spatial registration of the 
LIDAR data and aerial imagery is performed during the data preprocessing. The 
registration is done in such a way that the two data sets are unified in the object 
coordinate system. Meanwhile, we calculate the exterior orientation parameters of the 
aerial imagery by employing ground control points. Afterwards, a region-based 
segmentation and object-based classification are integrated during the building 
detection stage. After the segmentation, the object-based classification method detects 
the building regions by considering the spectral features, shape, texture, and elevation 
information. For the building reconstruction stage, the building blocks are divided and 
conquered. Once the building regions are detected, we analyze the coplanarity of the 
LIDAR point clouds to obtain the 3D planes and 3D ridge lines. We use the edge 
detection method to obtain the initial building lines from the rasterized LIDAR data.  
Through the back projection of the initial lines to the image space, the accurate arcs 
and straight lines are obtained in the image space. The edges extracted from the aerial 
image are incorporated to determine the 3D position of the building structure lines. A 
patented Split-Merge-Shape [8] method is then employed to generate the building 
models in the last step. 

This article is organized as follows.  Section 2 discusses the methodology of the 
building detection. In section 3, the building reconstruction strategy is presented. We 
validate the proposed scheme by using aerial image and LIDAR data acquired by the 
Leica ALS50 system in section 4. Finally, a summary of the described method is 
given at the last segment. 
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2   Building Detection 

The primary objective of this section is to extract the building regions. There are two 
steps in the proposed scheme: (1) region-based segmentation, and (2) object-based 
classification. The flow chart of the detection method is shown in Fig. 1. 

There are two ways to conduct the segmentation. The first is the contour-based 
approach. It performs the segmentation by utilizing the edge information.  The second 
is the region-based segmentation.  It uses a region growing technique to merge pixels 
with similar attributes. We select the region-based approach, because it is less 
sensitive to noise. The proposed scheme combines the surface variations from the 
LIDAR data with the spectral information obtained from the orthoimage in the 
segmentation. The pixels with similar geometric and spectral properties are merged 
into a region. 

After segmentation, each region is a candidate object for classification.  Instead of 
a pixel-based approach, an object-based approach is performed. Considering the 
characteristics of elevation, spectral information, texture, roughness, and shape, the 
classification procedure is performed to detect the building regions. The considered 
characteristics are described as follows. 

(1) Elevation: Subtracting the Digital 
Terrain Model (DTM) from the Digital 
Surface Model (DSM), we generate the 
Normalized DSM (NDSM).  The data 
describes the height variations above 
ground.  By setting an elevation threshold, 
one can select the above ground objects, 
which include buildings and vegetation. 
(2) Spectral information: The spectral info-
rmation is obtained from color aerial image. 
A greenness index is used to distinguish the 
vegetation from non-vegetation areas. 
(3) Texture: The texture information is re-
trieved from aerial image via a Grey Level 
Co-occurrence Matrix (GLCM) [9] texture 
analysis.  GLCM is a matrix of relative 
frequencies for pixel values occurring 
within a specific neighborhood.  We select 
the entropy and homogeneity as indices to 
quantify the co-occurrence probability.  The 
role of the texture information is to separate 
the building from the vegetation, when the 
objects have similar spectral responses. 
(4) Roughness: The roughness of the LIDAR data aims to differentiate the vegetation 
regions from non-vegetation ones.  The surface roughness is similar to the texture 
information of the image data.  The role of the surface roughness is to separate the 
building and vegetation, when the objects have similar spectral responses.  We choose 
the slope variance as the roughness index. 

Y

 

Fig. 1. Flowchart of building detection 
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(5) Shape: The shape attribute includes the size and length-to-width ratio.  An area 
threshold is used to filter out the overly small objects.  This means regions smaller 
than a minimum area are not taken into account as a building.  The length-to-width 
ratio is suitable to remove the overly thin objects.  The objects would not be 
considered as a building, when the length-to-width ratio is larger than a specified 
threshold. 

3   Building Reconstruction 

The reconstruction stage begins by isolating each individual building region.  The 
stage includes three parts: (1) detection of roof planes, (2) extraction of 3D structure 
lines, and (3) 3D building modeling.  The flow chart of the building reconstruction is 
shown in Fig. 2. 

 

Fig. 2. Flowchart of building reconstruction 

3.1   Detection of Roof Planes 

A TIN-based region growing procedure is employed to detect the roof planes. The 
point clouds are first structured to a TIN-mesh built by Delaunay triangulation. The 
coplanarity and adjacency between the triangles are considered for the growing TIN-
based regions. The coplanarity condition is examined by the distance of the triangle 
center to the plane. When the triangles meet the coplanarity criteria, the triangles are 
merged as a new facet. The process starts by selecting a seed triangle and determining 
the initial plane parameter. The initial plane is determined from the seed triangle. If 
the distance of the neighbor triangle to the initial plane is smaller than a specified 
threshold, the two triangles are combined. The parameters of the reference plane are 
recalculated using all of the triangles that belong to the region.  The seed region starts 
to grow in this manner. When the region stops growing, a new seed triangle is chosen.  
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The region-growing stops when all of the triangles have been examined.  Due to the 
errors of the LIDAR data, the detected regions may consist of fragmental triangles.  
Thus, small regions that have the closest normal vector will be merged in its 
neighborhood.  After the region growing, we use the least squares regression to 
determine the plane equations. A sample result of the detection is illustrated in Fig. 3. 

  
(a) (b) 

Fig. 3. Illustration of detection for roof planes (a) triangles mesh (b) extracted planes 

3.2   Extraction of 3D Structure Lines 

Two types of building structure lines, namely, ridge lines and step edges are targeted 
in this study. The ridge line is a building feature, where two planes intersect. It can be 
determined by the extracted planes. The step edge represents a building structure, 
where roofs have height jumps. A step edge may be straight or curvilinear. 
Considering the difference in the spatial resolution, each initial step edge is estimated 
from the LIDAR data, while the precise step edge is extracted from the image. 

In the extraction of ridges, the line is obtained by the intersection of the 
neighboring planes. Mathematically, the intersection line computed from the plane 
equations is a 3D straight line without end points. Thus, we use the shared triangle 
vertices to define the line ends. That means the final product of a ridge line is a 
straight line with two end points. 

In the extraction of step edges, we detect the initial building edges from the 
rasterized LIDAR data. The rough edges from the LIDAR data are used to estimate 
the location of the step edges in the image space. Building edges around the projected 
area are detected through the Canny Edge Detector [10]. At this stage, there is no pre-
knowledge about the lines being straight or curvilinear. In order to distinguish the 
straight lines from the curvilinear ones, we develop a scheme to identify the different 
line types. The basic mechansim is to determine the most probable radius of a 
segment. First, we perform the line tracking to split all the edges into several line 
segments. A sample of the extracted edge pixels are shown in Fig. 4a. Fig. 4b 
demonstrates a sample result of the split line segments. Afterwards, we merge the 
adjacent line segments by the criterion of length and angle. The merged lines are 
treated as an arc candidate. Fig. 4c presents a sample result of the arc candidate. The 
last step is to test the rationality of the radius for each arc candidate. We randomly 
select three points from an arc candidate to calculate a radius. All the points are tested 
to generate a radius histogram like Fig. 4d. The horizontal axis is for the radii of 
possible circles, while the vertical axis presents the accumulated number of the radii. 
The arc candidate is accepted when the radius shows the highest concentration. 
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(a) (b) (c) (d) 

Fig. 4. Illustration of curvilinear lines separation (a) extracted edges (b) split line segments (c) 
arc candidates (d) radius histogram 

For the classified straight lines, we use the Hough Transform [11] to extract the 
target lines in a parameter space. Eq. 1 shows a straight line being transformed in the 
Hough space. On the other hand, the classified curvilinear lines are extracted by a 
modified Hough Transform [12].  The circle equation is shown in Eq. 2. Notice that 
the circle’s radius is calculated from the radius histogram, as described above. Given 
the image coordinates and the height information from the 3D planes, we calculate the 
3D structure lines in the object space via exterior orientation parameters. 

ρθθ =+ sincos ii yx  . (1) 

where, 
xi,yi: the pixel coordinate in location i, 
: angle, and 
: distance. 

222 )()( rbyax ii =−+−  . (2) 

where, 
xi,yi: the pixel coordinate in location i, 
a,b: the center of a circle, and 
r: radius of circle. 

3.3   3D Building Modeling 

The extracted 3D structure lines are processed by a patented method, i.e., Split-
Merge-Shape method [8], for building reconstruction. The Split and Merge process 
sequentially reconstructs the topology between the two consecutive line segments, 
and then reforms the areas as enclosed regions. The two procedures are performed in 
a two dimensional space. During splitting, a line segment is chosen for reference.  We 
split all the line segments into a group of roof primitives. All of the possible roof 
primitives are generated by splitting the area of interest from all the line segments.  In 
the merging procedure, the connectivity of the two adjacent roof primitives is 
analyzed successively. If the boundaries shared between them do not correspond to 
any 3D line segment, the two roof primitives will be merged. 

The Shape step uses the available 3D edge height information to determine the 
most appropriate rooftop. The Shape process is performed in a three dimensional 
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space. The first step of shaping is to assign a possible height for each roof edge from 
its corresponding 3D edge.  Every 3D edge is first automatically labeled as a shared 
edge or an independent edge. The height for an independent edge can then be 
assigned from its corresponding 3D edges. The second step is to define the shape of a 
rooftop, according to the height of the independent edges. If more than two 
independent edges exist, and are sufficient to fit into a planar face, a coplanar fitting is 
applied. Fig. 5 demonstrates the modeling procedure. 

(a) (b) (c) (d)  

Fig. 5. Procedure of building modeling (a) 3D line segments (b) results of splitting (c) results of 
merging (d) results of shaping 

4   Experimental Results 

The LIDAR data used in this investigation covers a test area situated within the 
Industrial Technology Research Institute in northern Taiwan. The LIDAR data is 
obtained by the Leica ALS 50 system. The average density of the LIDAR point 
clouds is 2pts/m2.  The LIDAR data is shown in Fig 6a. The ground sampling distance 
of the aerial image is 0.5m. Fig 6b shows the image of the test area. The test area 
contains complex buildings, such as straight lines and curvilinear boundary buildings.  
The roof type is either flat or gable. There are 23 buildings in the test area. 

We use stereoscopic measurements to derive the building models, as references for 
validations. The experiments include three different aspects in the validation 
procedure. The first evaluates the detection rate for building regions. The second 
checks the planimetric accuracy of building corners. The third assesses the height 
discrepancy between the roof top and the original LIDAR point clouds. 

4.1   Building Detection 

During building detection, the surface points and ground points from the LIDAR data 
are both rasterized to DSM and DTM with a pixel size of 0.5m.  The aerial image is 
orthorectified by using the DSM.  A 1/1,000 scale topographic map is employed for 
ground truth.  The classified results, which are superimposed onto a  topographic map 
is shown in Fig. 6c.  It is found that 21 out of the 23 buildings are successfully 
detected, where the detection rate is 91%.  The missing buildings are, in general, too 
small for detection.  Both of the two missing buildings are smaller than 30 m2. 
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(a) (b) (c) 

Fig. 6. Results of building detection (a) LIDAR DSM (b) aerial image (c) detected building 
regions with vector maps 

4.2   Building Reconstruction 

During building reconstruction, we categorize the buildings into three types: (1) straight 
line buildings with flat roofs, (2) straight line buildings with gable roofs, and (3) 
curvilinear boundary buildings with flat roofs. Two selected examples with different 
building complexities are given in Fig. 7. Fig. 8 shows all the generated building models. 

In the accuracy evaluation, we compare the coordinates of the roof corners in the 
reconstructed models with the corners acquired by the stereoscopic manual 
measurements. The Root-Mean-Square-Errors (RMES) are 0.71m and 0.73m in the X 
and Y directions, respectively. The ground resolution of the aerial image is 0.5m. 
Thus, the accuracy is roughly 1.5 pixels in the image space. In Fig. 9, we provide 
error vectors that are superimposed onto the building boundaries. 

    

(a) (b) (c) (d) 

    

(e) (f) (g) (h) 

Fig. 7. Results of reconstruction for complex buildings (a) building regions of case 1, (b) detected 
planes of case 1, (c) extracted lines of case 1, (d) generated building models of case 1, (e) building 
regions of case 2, (f) detected planes of case 2, (g) extracted lines of case 2, (h) generated building 
models of case 2 
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Fig. 8. The generated building models     Fig. 9. Error vectors of building corners 

Table 1. Success rate of building reconstruction 

Straight line boundaries Curvilinear boundaries Reconstruction 
results Flat roof Gable roof Flat roof 

Success 
rate (%) 

Correct 9 5 2 76 
Partially correct 2 0 1 14 
Erroneous 0 2 0 10 

The fidelity of the building reconstruction is validated in terms of the success rate. 
The success rate of the reconstruction is divided into three categories, namely, correct, 
partially correct and erroneous. Reconstructed buildings that have the same shape 
with their actual counterpart are deemed correct. For the partially correct, they 
represent the group of connected buildings, where only a portion is successfully 
reconstructed. The reconstruction is erroneous, when the building model is inherently 
different in shape with the actual one. Table 1 shows the success rate for the three 
types of buildings.  Seventy six percent of the buildings is correctly reconstructed. 
The buildings that failed in the reconstruction, i.e., the erroneous category, are the 
small ones that do not have enough available LIDAR points. The mean value of the 
height differences between the LIDAR points and roof surface, which is called the 
shaping error, is 0.12 m. The discrepancies range from 0.06 m to 0.33 m. 

5   Conclusions 

In this investigation, we have presented a scheme for the extraction and reconstruction 
of building models via the merging of LIDAR data and aerial imagery.  The results 
from the tests demonstrate the potential of reconstructing the buildings with straight 
lines and curvilinear boundaries.  The building models generated by the proposed 
method take advantage of the high horizontal accuracy from the aerial image, and 
high vertical accuracy of the LIDAR data.  More than 91% of the building regions are 
correctly detected by our approach.  Among the successfully detected buildings, 
ninety percent of the buildings are fully or partially reconstructed.  The planimetric 
accuracy of the building boundaries is better than 0.8m, while the shaping error of the 
reconstructed roofs in height is 0.14 m. This demonstrates that the proposed scheme 
proves to be a promising tool for future applications. 
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Abstract. Three-dimensional tree modeling is an important task in the 
management of forest ecosystems. The objective of this investigation is to 
reconstruct 3D tree models using LIDAR data and high resolution images. The 
proposed scheme comprises of three major steps: (1) data preprocessing, (2) 
vegetation detection, and (3) tree modeling. The data preprocessing includes 
spatial registration of the airborne LIDAR and high resolution images, 
derivation of the above ground surface from LIDAR data, and generation of a 
spectral index from high resolution images. In the vegetation detection, a 
region-based segmentation and knowledge-based classification are integrated to 
detect the tree regions. Afterwards, the watershed segmentation is selected to 
extract the tree crown and heights. In the last step, we use the tree height, tree 
crown and terrain information to build up the 3D tree models. The experimental 
results indicate that the accuracy of the extracted individual tree is better than 
80%, while the accuracy of the determined tree heights is about 1m. 

Keywords: LIDAR, High Resolution Image, Tree Model. 

1   Introduction 

Forests are an important and valuable resource to the world. Furthermore, research in 
relevant environmental issues, such as the ecosystem, biodiversity, wildlife, and so 
forth, require detailed forest information. In light of this, there is an increasing 
urgency to obtain a comprehensive understanding of forests. Thus, the 3D tree model 
plays an important role in forest management. 

Remote sensing technology has been applied to forest ecosystem management for 
many years [1]. Most of the research utilizes the spectral characteristics of optical 
images to detect the forest, and delineate the independent tree crown [2] [3]. Previous 
studies used high resolution images to estimate tree locations, canopy density, and 
biomass [4]. However, optical images are easily influenced by the topography and 
weather conditions.  In addition, as the ability of optical images to penetrate through 
the forest area is weak, it is unable to directly capture the 3D forest structure. 

Nowadays, LIDAR (LIght Detection And Ranging) systems have become a mature 
tool for the derivation of 3D information. The LIDAR system is an integration of the 
Laser Scanner, Global Position System (GPS) and Inertial Navigation System (INS).  
Its high precision in laser ranging and scanning orientation makes the decimeter 
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accuracy for the ground surface possible.  The LIDAR technology provides horizontal 
and vertical information at high spatial resolution and vertical accuracy. Forest attributes 
like tree heights can be directly retrieved from LIDAR data.  Early studies of LIDAR 
forest measurements used LIDAR to estimate forest vegetation characteristics, such as 
canopy cover, forest volume, and biomass [5]. However, although the LIDAR data 
contains abundant 3D shape features, it lacks the spectral information. 

The individual tree extraction from LIDAR data is an important topic for 3D tree 
modeling. The strategy of individual tree delineation can be divided into the following 
categories: (1) Pixel-based method [6], (2) Region-based method [7], (3) Contour-
based method [8], and (4) Empirical method [9].  In the region-based approach, such 
as the watershed segmentation, it applies mathematical morphology to explore the 
geometric structure of trees in an image.  The advantage of this approach is that the 
method may selectively preserve the structural information, while also accomplishing 
the desired tasks within the image. In the region-based approach, homogeneity 
regarding the shape and color in the neighborhood is examined in a region growing 
process. The contour-based approach minimizes the internal energy by weighting the 
parameters. In the empirical method, it collects a large amount of ground truth 
pertaining to various forest parameters, such as the tree crown width, tree height, and 
tree age. Afterwards, the relationship among the tree properties is analyzed. A typical 
result shows that the tree height and tree crown width is revealed to have a linear 
relationship after a regression analysis is performed.  A review of the rapidly growing 
literature on LIDAR applications emphasizes the need for data fusion in the 
processing phase of LIDAR data, which may serve as a method in improving the 
various features extraction task.  Therefore, we conducted an integration of the 
LIDAR data and high resolution image to build up the forest canopy model. 

The objective of this investigation was to construct a 3D forest canopy model using 
LIDAR data and high resolution image. The proposed method was a data fusion 
scheme with a coarse-to-fine strategy. The proposed scheme comprised of three major 
steps: (1) data preprocessing, (2) vegetation detection, and (3) tree modeling. The data 
preprocessing included space registration of the LIDAR and high resolution image, 
derivation of the above ground surface from LIDAR data, and generation of a spectral 
index from high resolution image. In the vegetation detection, a region-based 
segmentation, followed by the knowledge-based classification was integrated to 
detect tree regions. Subsequently, we performed a tree crown extraction in the 
vegetation regions. The watershed segmentation and local maximum search were 
selected to extract the tree crowns. In the last step, we used the tree height, tree 
crown, and terrain information to build the 3D tree models. The validation datasets 
included an orchard test site in Taiwan, located in Tai-Chung, and a forest test site in 
Finland, situated in Espoolahti. 

2   Methodology 

The proposed scheme encompassed three parts: (1) data preprocessing, (2) vegetation 
detection, and (3) tree modeling. The preprocessing included a geometric and 
radiometric processing. A divide-and-conquer strategy was then incorporated to 
detect the vegetation followed by the tree modeling.  Fig.1 shows the flowchart of the 
proposed method. 
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Fig. 1. Flowchart of the proposed method 

2.1   Data Preprocsessing 

The data preprocessing was composed of three major procedures: (1) space 
registration, (2) derivation of above ground surface, and (3) generation of a spectral 
index. The LIDAR data was used to generate a Digital Terrain Model (DTM) and 
Digital Surface Model (DSM) in grid form. In the space registration, the aerial images 
were orthorectified using the DSM and ground control points. The orthorectified 
images were essentially co-registered with the LIDAR data. We subtracted the DTM 
from the DSM to generate the Normalized DSM (NDSM). The NDSM represented 
the above ground surface that was used to separate the ground and above ground 
objects. The formula of NDSM is shown in Eq. (1). Fig. 2 demonstrates a sample 
result of NDSM.  For the multispectral aerial image, we used the red and green bands 
to calculate the greenness index [10]. Eq. (2) shows the formula of the greenness 
index. The greenness index was mostly used to identify the vegetation areas. Fig. 3 
illustrates a sample result of the greenness image. For cases where the near infrared 
band was available, the NDVI (Normalized Difference Vegetation Index) was 
utilized, as it was deemed a better index in accessing the greenness level. The 
calculation of the NDVI is shown in Eq. (3). 

NDSM = DSM – DTM . (1) 
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Greenness = ( G – R ) / ( G + R ) . 
(2) 

NDVI = ( IR – R ) / ( IR + R ) . (3) 

     

(a) (b) (c) (a) (b)  

Fig. 2. LIDAR data preprocessing (a) Digital Terrain Mo-
del (b) Digital Surface Model (c) Normalized Digital 
Surface Model 

Fig. 3. Aerial image preprocessing 
(a) aerial image (b) greenness image 

2.2   Vegetation Detection 

The objective of the vegetation detection was to extract the vegetation areas, in which 
the non-vegetation areas would not interfere in the tree modeling. We integrated the 
region-based segmentation and knowledge-based classification during this stage. The 
elevation from the LIDAR data and radiometric features from the orthoimages were 
combined in the segmentation. Thus, pixels with similar height and spectral attributes 
were merged into a region. After the segmentation, each separated region was a 
candidate object for classification. Considering the height and spectral characteristics, 
the vegetation areas were extracted by a fuzzy logic classification. 

We first used a multiple data segmentation technique to perform the region-based 
segmentation. It could identify objects with correlated characteristics in terms of 
reflectance and height.  In this step, we fused the NDSM and the greenness level for 
segmentation. This method identified geographical features using scale homogeneity 
parameters [11], which were obtained from the spectral reflectance in the RGB and 
elevation value in the NDSM. The homogeneity was described by a mutually 
exclusive interaction between the attribute and shape. Eq. (4) shows the formula of 
the homogeneity index. The composed homogeneity index was based on the attribute 
and shape factor, where it considered the attribute and shape information 
simultaneously. The formulas of the attribute and shape factor are shown in Eq. (5) 
and Eq. (6), respectively.  The weights of the attribute and shape factor should be set 
properly. The attribute factor used the standard deviation of the region as a 
segmentation criterion. The shape factor selected the smoothness and compactness of 
the region boundary for weighting. The formulas for the calculations of smoothness 
and compactness are shown in Eq. (7) and Eq. (8), respectively. 

After the segmentation, we employed the object-oriented classification in the 
vegetation detection. The classification was based on a fuzzy logic classification 
system, where the membership functions employed thresholds and weights for each 
data layer.  The above ground and high greenness objects were classified as 
vegetation.  Fig. 4 shows an example of the segmentation and classification. 
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H = w * hattribute + (1 - w) * hshape . (4) 

where, 
H: homogeneity index, 
hattribute: attribute factor, 
hshape: shape factor, and 
w: weighting for attribute and shape factor. 

hattribute =  w_c * c . (5) 

where, 
hattribute: attribute factor, 
w_c: weighting among layers, and 

c: standard deviation of pixel attribute in a region. 

hshape = ws * hsmooth + ( 1 - ws ) * hcompact . (6) 

hsmooth = L / B . (7) 

hcompact = L / N 0.5 . (8) 

where, 
hshape; shape factor,  
ws: weighting for smoothness and compactness, 
hsmooth: smoothness of region, 
hcompact: compactness of region, 
L: border length of region, 
B: shortest border length of region, and 
N: area of region. 

2.3   Tree Modeling 

After the vegetation detection, we focused on the vegetation areas for the extraction 
of tree models. The primary process included individual tree segmentation and tree 
parameterization. We first applied the watershed segmentation method [12] on the 
DSM in the vegetation regions. To avoid the errors of the DTM, we perform 
segmentation in the DSM rather than the NDSM. As it could detect the changes of the 
individual tree height, it was able to extract the boundary of each individual tree.  We 
assumed that the maximum point in the boundary was the tree position. The local 
maximum method was applied to extract the tree location and tree height. In this 
study, a least squares circle fitting was applied to extract the tree crown radius. The 
tree parameters for each individual tree included the tree crown radius, position and 
height. The 3D tree models were represented by using a tree model database. Once 
the tree type was selected, the 3D tree model could be generated by the tree 
parameters [13]. In this study, the tree types are selected manually. Fig. 5 
demonstrates a sample procedure of tree modeling. 
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(a) (b) (a) (b) (c) 

Fig. 4. Vegetation detection (a) seg-
mentation results (b) classified 
results 

Fig. 5. Tree modeling (a) watershed segmentation results 
(b) parameterized tree crowns (c) 3D tree models 

3   Experiment Results 

Two test sites were selected for validation---an orchard area and a forest area.  The 
orchard area was located in Taiwan’s Tai-Chung city, and the LIDAR data was 
obtained via the Optech ALTM2033.  The average density of the LIDAR data was 
roughly 1.7 points per square meter.  Color aerial photo with a scale of 1:5,000 were 
used in test area 1, where it was scanned in a 20 m per pixel mode.  Thus, the ground 
resolution of the digital images was around 0.1m.  The second test area was located in 
Espoolahti of Finland.  The Finland data was released by the European Spatial Data 
Research (EuroSDR) and International Society for Photogrammetry and Remote 
Sensing (ISPRS) as a sample test site.  The LIDAR data was also obtained by the 
Optech ALTM2033, and the average density of the LIDAR data was about 2 points 
per square meter.  The Vexcel Ultracam-D image with a 1/6,000 scale was selected 
for the forest area.  The ground resolution of the digital images was about 0.2m.  The 
test data sets are shown in Fig. 6.   Since the image included the near infrared band, 
the NDVI was employed in the Espoolahti case. 

In the region-based segmentation, we first set the weights of the image layers on 
the homogeneity segmentation using eCognition [11].  The weighting of the LIDAR 
part and aerial photo was 2:1.  Considering that the shape of the forest was irregular, 
the attribute factor was more important than the shape factor.  Hence, the attribute and 
shape factors were 0.8 and 0.2, respectively.  After segmentation, we performed the 
object-oriented classification to determine the tree regions.  We used the extracted 
tree regions in the individual trees extraction.  Assuming that the highest point in the 
boundary was a treetop, one segmented boundary was selected to represent one tree 
crown.  Afterwards, we used the least squares circle fitting to extract the tree crown 
radius.  Finally, the 3D tree models were generated by the tree parameters. 

We used stereoscopic measurements to determine the tree heights and tree crowns, 
as references for validations.  The experiments included three different aspects in the 
validation.  The first evaluated the detection rate for an individual tree.  The second 
checked the correctness of the tree crown.  The third assessed the accuracy of the tree 
heights. 
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(a) (b) (c) (d) 

Fig. 6. Test area (a) aerial image for Tai-Chung area (b) NDSM for Tai-Chung area (c) aerial 
image for Espoolahti area (d) NDSM for Espoolahti area 

3.1   Tai-Chung Case 

In the Tai-Chung case, we identified objects with correlated characteristics in terms of 
the reflectance and height. After the vegetation detection, we used tree areas to 
perform the watershed segmentation on the DSM. Fig. 7a shows the classification 
results. Fig. 7b reveals the block results, which were derived from the watershed 
segmentation. The background image is the corresponding DSM.  Subsequently, we 
used the least squares circle fitting to extract the tree crown radius. The results are 
shown in Fig 7c, and the generated 3D tree models are shown in Fig 7d.  

During the evaluation, we checked each segmentation boundary to examine the 
reliability of the tree crown determination.  For the validated patches, we compared 
the tree heights for accuracy assessments.  In this case, we had 197 trees in the 
reference data.  The number of detected trees was 210.  The correctness was, thus, 
95%.  The commission and omission errors stood at 10% and 4%, respectively.  Fig. 
7c shows the locations of those trees.  We then used the 197 matched boundaries to 
determine the local maximum height for the analysis of the tree crown accuracy.  
Comparing the automatic results and manual measurement tree crown, the accuracy 
of the tree crown reached 92%.  The commission and omission errors were 29% and 
7%, respectively.  The RMSE of the tree height was 0.62 m.  The result demonstrated 
a great potential in employing multi-sensor data for 3D tree modeling. 

  

(a) (b) (c) (d) 

Fig. 7. Results of Tai-Chung area (a) classified results (b) individual tree segmentation 
results (c) parameterized tree crowns (d) 3D tree models 

3.2   Espoolahti Case 

The Espoolahti case was a forest area with complex trees. The vegetation results are 
shown in Fig 8a. The result indicates that most of the areas in the Espoolahti case 
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were tree areas.  Fig. 8b is the results of the individual segmentation from DSM.  We 
then selected a small area, as shown in Fig 8b to do the tree crown parameterization.  The 
tree crown is shown in Fig. 8c, and the generated 3D tree models are revealed in Fig 8d.  

    

(a) (b) (c) (d) 

Fig. 8. Results of Espoolahti area (a) classified results  (b) individual tree segmentation 
results (c) parameterized tree crowns (d) 3D tree models 

In this case, we had 105 trees in the reference data. The number of detected trees 
was 97. The number of matched trees was 78, where the correctness was 80%.  The 
commission and omission errors stood at 19% and 25%, respectively. Afterwards, we 
used the 78 matched boundaries to determine the local maximum height in accessing 
the accuracy. Comparing the automatic results and manual measurement tree crown, 
the accuracy of the tree crown reached 78%. The commission and omission errors 
were 37% and 21%, respectively. The RMSE of the tree height was 1.12 m. As this 
location was more complicated than the orchard area, the accuracy was lower than the 
previous case. 

Table 1. Summary of tree modeling accuracy 

Evaluation Item Tai-Chung Espoolahti 
Accuracy (%) 95.4 80.4 
Commission Error (%) 10.5 25.7 Tree detection rate 
Omission Error (%) 4.6 19.6 
Accuracy (%) 92.8 78.4 
Commission Error (%) 29.8 37.7 Tree crown evaluation 
Omission Error (%) 7.1 21.6 
Root-Mean-Squares Error (m) 0.62 1.12 

Tree height evaluation 
Error Range (m) -2.0 ~ 1.8 -1.9 ~ 2.0 

3.3   Summary 

The accuracy and reliability of our study is shown in Table 1.  The experimental 
results are summarized as follows. 

(1) The coarse-to-fine strategy detects the vegetation areas in the first stage.  The 
detected areas are then pinpointed to extract the individual trees.  This strategy 
may reduce the amount of errors involved in the individual trees extraction.  The 
detection rate reaches approximately 80%. 
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(2) In the individual tree segmentation, we select a morphology filter to extract the 
tree boundaries from the Digital Surface Model rather than optical image data.  
The reliability of tree crowns may reach 80%. 

(3) Comparing the extracted tree heights and manually measured tree heights. The 
accuracy of the tree height is about 1m. 

(4) The results show the potential of 3D tree model generation by fusing the LIDAR 
and image data. 

4   Conclusions 

This investigation presents a scheme of 3D forest modeling by the fusion of spectral 
and height information.  The results indicate that the correctness of the tree extraction 
reaches 80%, and the accuracy of extracted tree heights is about 1m. Considering the 
errors in the photogrammetric measurements for the reference data set, the accuracy 
could be underestimated.  The results demonstrate that the proposed scheme may be 
used to estimate the tree height on individual tree level basis.  
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Abstract. This paper proposes an algorithm for the automatic generation of 
Levels-of-Detail (LODs) for 3D polyhedral building models. In this study a 
group of connected polyhedrons is considered as “one building”, after which 
the generalization is applied to each building consecutively. The most detailed 
building models used is the polyhedral building model which allows for an 
elaborate roof structure, vertical walls and a polygonal ground plan. In the work 
the term “Pseudo-Continuous LODs” is described. The maximum 
distinguishable “feature resolution” can be estimated from the viewer distance 
to a building and is used to simplify the building structure by the polyhedron 
merging and wall collapsing with regularization processes. Experimental results 
demonstrate that the number of triangles can be reduced as a function of the 
feature resolution logarithm. Some case studies will be presented to illustrate 
the capability and feasibility of the proposed method including both regular and 
irregular shape of buildings.  

Keywords: Levels-of-Detail, Generalization, 3D Building Model. 

1   Introduction 

The creation of a digital 3D city model is a generalization procedure from a complex 
world to digital geometric data that can be stored in a computer. Important spatial 
features such as roads, buildings, bridges, rivers, lakes, trees, etc. are digitized as two 
or three dimensional objects. Among them, the most important one is the 3D building 
models. From the application point of view, the more detail provided by a building 
model the greater the amount of geometrical information available for spatial analysis 
and realistic visualization. However, since the computer has limited resources for 
computation, storage and memory, the geometry of building models has to be 
generalized to reduce their complexity and increase their efficiency of demonstration 
or analysis. This means that th.e generation of different LODs of 3D building models 
for real-time visualization applications must be a compromise between structural 
detail and browser efficiency.  
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In computer graphics, the efficiency of 3D browsing is highly dependent on the 
number of triangles and textures to be rendered. Many algorithms regarding terrain 
simplification have already been developed in the field of computer vision and 
computer graphics. For example, Hoppe [1] and Garland & Heckbert [2] introduced 
an edge collapse transformation to simplify surface geometry, resulting in continuous 
LODs that can be applied for progressive meshing applications. In the case of 3D 
building models generalization, Sester [3] proposed a least squares adjustment method 
to simplify building ground plans. Kada [4] adopted a similar concept and applied it 
to 3D polyhedral building models. Based on the scale-spaces theory, Mayer [5] has 
suggested using a sequence of morphological operations to generalize 3D building 
models. However, the method is suitable for orthogonal building models only. In case 
of non-rectangular buildings they have to be squared in advance before 
generalization.  

In this paper, the concept of “Pseudo-Continuous LODs” (PCLODs) is utilized for 
the generalization of 3D polyhedral building models. The generation of Continuous 
LODs for a 3D city model is impractical for the following two reasons. The first 
reason is that the buildings are mostly separated by some distance so their geometry is 
different from a digital terrain model. The second reason is that buildings have 
vertical walls and the topology has to be maintained during geometric simplification. 
Thus in this work we treat a group of connected or contacted polyhedrons as “one 
building model” and the generalization is applied to each building model respectively. 

The idea for PCLODs comes from the digital camera. The computer screen 
corresponds to the camera's focal plane with a fixed CCD sensor size, frame area and 
focal length. In computer rendering and simulation of a virtual landscape is similar to 
the photo imaging process. A building’s structural details make it easy to recognize 
when the viewer distance is closer to the target, which is similar to rendering on the 
computer screen. On the contrary, when the viewer distance to the target gets longer, 
the smaller structure of buildings become indistinguishable they can thus be ignored 
during computer rendering. 

Here we focus on the generalization of 3D polyhedral building models. The most 
detailed “3D polyhedral building model” is generated semi-automatically based on 
the SPLIT-MERGE-SHAPE (SMS) algorithm [6]. The SMS algorithm utilizes 3D 
building structure lines that have been measured from aerial stereo-pairs. The 3D 
structure lines can be either derived from semi-automatic stereo-measurements [8] or 
extracted from high-resolution satellite images and/or aerial imagery [9]. Buildings 
with gable roofs, flat roofs, and regular or irregular ground plan can be described. 
Two neighboring buildings will not overlap due to the SPLIT process provided by the 
SMS algorithm. 

In a 3D visualization system, the viewer distance can be used to estimate the 
maximum distinguishable “feature resolution”. The feature resolution is used to detect 
small 3D features in one building model. Since the distance variation in dynamic 3D 
browsing is continuous, the corresponding PCLOD 3D building models can thus be 
generated immediately. However, in order to reduce the computational load during 
generalization, we can adopt out-of-core processing, by generating all the LODs of a 
building model before 3D visualization. Some case studies will be presented to 
illustrate the capability and feasibility of the proposed method for both regular and 
irregular type of buildings. 
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2   Methodology 

The proposed scheme for generating PCLODs for a 3D building model can be divided 
into two parts, i.e. polyhedron merging and wall collapsing with regularization. Fig. 1 
illustrates a flowchart of the proposed approach. In which we iteratively simplify the 
original detailed building model or generalized building model by enlarging the 
values of the feature resolution. The result is a sequence of different LODs of 3D 
building model from fine to coarser. The method can be used for out-of-core 
processing or real-time visualization, depending on the power of the computer, the 
number of building models to be generalized, and the required rendering frame rate. 
In the following sections, the definition of feature resolution and the two major 
procedures are described.  

2.1   Feature Resolution 

In the proposed generalization, only one parameter is adopted for geometry 
simplification, i.e. the feature resolution (R). During 3D browsing, we can calculate 
the distance between the viewer and the building. The center of a group of 
polyhedrons is used in the distance calculation to maintain consistency within a 
building. According to the perspective projection geometry, we can simulate the 
computer screen as a CCD frame or a digital camera. Using the viewer distance and 
the camera’s focal length, we can estimate the scale between the object space and the 
image plane. The feature 
resolution can thus be 
obtained using the scale and 
the CCD cell size. It is also 
similar to a ground sampling 
distance (GSD) of one pixel 
during the photo imaging 
process.  

In 3D computer graphics, 
ground features with a size 
smaller than the feature 
resolution are 
indistinguishable and may be 
eliminated in order to simplify 
the geometry and increase the 
rendering efficiency. In this 
study, the feature resolution is 
given and insignificant 
geometrical structures are 
detected and eliminated.  

2.2   Polyhedron Merging 

The polyhedron merging process includes the following three procedures, i.e. (1) the 
flattening of sloped roofs, (2) the merging of two connected polyhedrons with a small 

 
Fig. 1. The proposed generalization scheme 
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height difference, and (3) the elimination at small polyhedrons contained within a 
bigger polyhedron. The first two steps are performed only on the building’s roof 
structure. Two visual important features are considered, i.e. the length of the sloped 
roof-edge and the height difference between two neighboring flat-roofs. 

The flattening of sloped roofs is processed before the merging of two neighboring 
flat-roofs. There are many kinds of roof types, gable, hipped, tent-shaped, hexagonal, 
pyramid-shaped roofs and so on, that have to be considered as visual important 
features. In the polyhedral building model, these roof structures are constructed by 
sloped triangles with height variations which are different from those at horizontal 
rooftops. In cases when the length of the edge of a roof-triangle is smaller than the 
feature resolution, the sloped roof-triangle will be flattened. This means that their roof 
height is replaced by the average of the original ones. For example, Fig.2 (A) shows a 
building with two gable roofs and two flat roofs. Utilizing a feature resolution of 3 
meters, these two gable roofs will be flattened at first, as shown in Fig.2 (B). 

The second step is to merge two neighboring flat-roofs with an insignificant height 
difference. If their height difference is smaller than the feature resolution, the 
neighboring polyhedrons will be merged as one. As 
illustrated in Fig.2 (C), there are five polyhedrons 
that are merged into one polyhedron. The final roof-
height will be close to the roof with the larger area, 
as obtained by the weighting average of two roof-
heights via the horizontal projection area.  

In order to compare the height difference 
between two polyhedrons, the topology of all the 
polyhedrons has to be constructed first. The 
topology of a polyhedron provides information 
regarding its neighboring polyhedrons and its 
corresponding walls. The walls can be categorized 
as either independent walls or shared walls. A 
shared wall means there is a corresponding 
neighboring wall, but this is not true for independent 
walls. 

In an island type of building, one small 
polyhedron will be contained within a bigger 
polyhedron. The third step is thus designed to 
eliminate the interior small polyhedron. If the length 
of all the walls of the interior polyhedron and the 
height difference between these two polyhedrons 
are all smaller than the feature resolution, the 
interior one will be directly removed. 

2.3   Wall Collapsing with Regularization 

Since most of buildings are composed of at least four walls, i.e. a tetrahedron, a 
building with less than six walls is not considered in the proposed generalization 
scheme. In order to preserve the principal structure of a building during 
generalization, the longest walls have to be detected and used for shape 

 

  

Fig. 2. Example of polyhedron 
merging 

(A) 
 
 
 
 
 
(B) 
 
 
 
 
 
 
(C) 
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regularization. Using the independent walls as described in the previous section, we 
can construct the building’s boundaries. The principal structure analysis is applied on 
the boundary only. Adopting the concept of visual importance, the longest walls are 
considered as the principal structure of a building. Thus, all independent walls are fist 
sorted according to length so that a threshold to separate them from major and minor 
structures can thus be determined. The threshold is determined by the average length 
of the fourth and the fifth longest walls. Any wall with a horizontal length longer than 
the threshold is assigned as the principal structure of the building. In the 
simplification process, the principal structure will be maintained, in order to maintain 
the visual importance of a building between two consecutive LODs. 

The purpose of the above polyhedron merging process is mainly to generalize the 
rooftop structure. The result maintaining a detailed building ground plan, including 
intrusions or pillars located at building corners. In 1996, Hoppe [1] introduced an 
edge collapse transformation method to eliminate two neighboring triangles resulting 
in the merging of two vertices into one. This operation cannot be directly applied to 
simplify a 3D polyhedral building model. For example, Fig.3 (A) illustrates three 
connected vertical walls where each wall is composed of two triangles. If the roof-top 
edge on the middle wall is contracted by merging two corners into one, the wall 
becomes sloped and destroys the topology as a vertical wall, as shown in Fig.3 (B). In 
this paper, we adopt the same concept by contracting the whole wall not only one 
edge. The effect is illustrated in Fig.3 (C)-(D) using the same example. The purpose 
of wall collapsing is to simplify the geometric building structure by detecting and 
eliminating insignificant features. 

 

Fig. 3. Wall collapse operation for 3D building model 

Before the wall collapsing procedure, we need to detect insignificant geometric 
structures by searching for all short walls in one polyhedron. The shortest wall is 
eliminated one by one up to a certain threshold length, which is the same as in 
principal structure analysis. However, in order to retain main structure of the building, 
additional co-linear processing is necessary. During wall collapsing independent walls 
and shared walls are treated separately. 

 For a sequence of shared walls neighboring the same polyhedron has to be 
processed at the same time. A fixed point is first determined at the center of an 
insignificant wall, as shown in Fig.3 (D) denoted by the symbol “ ”. The 
endpoint of the previous wall and the starting-point of the following wall are 
merged at the fixed point. In cases where the previous wall or the following wall is 
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related to different polyhedron, the fixed point is determined by the junction point 
of the two walls which correspond to two neighboring polyhedrons. This will 
avoid a gap between them when a center location is used as a fixed point.  

For example, Fig. 4 illustrates three polyhedrons projected on the horizontal 
plane. In Fig. 4(A), the shared walls are denoted by red lines, in which E1 is the 
detected insignificant wall to be eliminated. In Fig. 4(B), if we directly extract E1 
by its center, i.e. T1, a gap will be occurred between the left polyhedron and the 
right two polyhedrons. So, during wall collapsing we choose the junction point 
T2, as indicated in Fig. 4(C), as the fixed point to avoid the gap effect. 

 
                               (A)                                   (B)                                    (C)       

Fig. 4. Prevention of gap effect during wall collapsing 

 For independent walls, we have to maintain the principal structure of a building. 
Thus, the vertices of a wall that belong to the principal structure cannot be moved 
during the wall collapsing process. This means that the fixed point is set at the 
junction of the insignificant wall and the principal wall. Since independent walls 
construct the building boundary, the visual effect will be better and the number of 
walls can be reduced further by applying co-linear processing along the principal 
structure. A piping technique is utilized to accomplish this procedure. A wall that 
belongs to the principal structure is chosen as the pipe axis. The radius of the pipe 
is the same as the feature resolution. Any wall that was contained in the pipe is 
projected onto the pipe axis, except for wall vertices that are connected to a shared 
wall, again to avoid the gap effect.  

For example, Fig.5 illustrates two polyhedrons projected on the horizontal 
plane. The red lines denote the principal structure. In Fig. 5(A), E1~E3 are three 
detected insignificant walls to be eliminate. Since T1 is a termination point 
related to the principal structure the movement is not allowed, during collapsing 
of E1 the fixed point is set at T1. The elimination of E2 has the same situation as 
eliminating E1 that T2 is set as a fixed point. However, for the extraction of E3, 
the fixed point is set at the center of E3, i.e. T3. Fig. 5(B) demonstrates the wall 
collapsing result. In the following regularization process, we choose E0 as the 
pipe’s axis. The pipe is denoted by two green dashed lines, as shown in Fig. 
5(B). Although E4 and E5 are all contained in the pipe, E4 is connected to a 
shared wall the movement is not allowed. On the other hand, E5 has to be 
projected onto the pipe’s axis to finish the co-linear process, as show in Fig. 
5(B-C) T3 has moved to T5. 
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Fig. 5. Wall collapsing with regularization 

3   Case Study 

The total number of triangles is an important index for evaluating the efficiency of 
computer graphics rendering. This is especially crucial when the viewer distance 
becomes longer that the number of buildings within the view frustum will be 
increased significantly. In this section we like to estimate the reduction rate for when 
the feature resolution (R) is getting larger, which corresponds to the viewer moving 
farther away from the target.  

In the experiment, the total number of triangles is the sum of all roofs [9] and 
walls triangles. Four complex building models are utilized as examples, as shown in 
Fig. 6. The feature resolution is changed from one meter to 35 meters, in which 
only six of 50 LODs are illustrated for demonstration. In the figure, the original 
elaborate 3D polyhedral building model is denoted by R equal to zero, while the 
other LODs are generated using a feature resolution of 2, 5, 15, 25, and 35 meters, 
respectively. The results demonstrate that the principal structure of the building is 
preserved for all LODs. In addition, two irregular shaped buildings are test in the 
experiments, i.e. case 2 and case 3, the feasibility of the proposed scheme is also 
demonstrated.  

Since the generalization result is dependent on the complexity of the building 
models two consecutive LODs may have the same geometry, i.e. same number of 
triangles. For example, the generalization results are exactly the same when using R 
equals to 15 and 25 in Case 4. In Fig.6, the maximum and minimum number of total 
triangles is also illustrated. From which, one may notice that the ratio of the 
maximum and the minimum are from 27 to 53. This means that the total number of 
triangles is reduced by more than 27 times compares to the original one. The 
implication is that during 3D visualization of a city model, more than 27 times the 
number of building models could be rendered in real-time when the viewer is at long 
distance away.  
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R Case 1 Case 2 Case 3 Case 4 

0 

2 

5 

15 

25 

35 

Max. 535 721 731 434 

Min. 10 16 19 16 

Fig. 6. Four case studies of generated PCLODs of 3D building models, where R is the feature 
resolution in meters, and Max./Min. indicate the maximum and minimum number of triangles 
for all PCLODs of 3D building models 
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Fig.7 illustrates the total number of triangles (y-axis) vs. the feature resolution (x-
axis). A logarithmic function (Ln) is chosen to fit the relation between the feature 
resolution and the total number of triangles in the building model. The fitting is 
applied only in the range between the maximum and minimum total of triangles, for 
each case respectively. The results are indicated in Fig.7 with a dashed line. The 
correlation coefficients after regression for all cases are above 0.8. This demonstrates 
that the triangle reduction rate is high especially at smaller feature resolution. 
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Fig. 7. Total number of triangles vs. feature resolution R for each case. The logarithmic 
function and its fitting results are indicated by a dashed line with a corresponding correlation 
coefficient (R2). 

4   Conclusions  

This paper presents an automatic generalization approach for 3D polyhedral building 
models where only one parameter, i.e. the feature resolution, is used. Since a 
continuous generalization is not applicable to 3D building models, we propose to 
generate Pseudo-Continuous LODs by changing the feature resolution. The feature 
resolution can be estimated from the image scale and the virtual CCD size. The 
number of triangles for a complex building can be significantly reduced as a function 
of the feature resolution logarithm. As well, the principal structure of the building can 
be preserved, avoiding the popping effect produced when the LOD is changed. The 
proposed algorithm can be applied for the generalization of irregular shaped 
buildings. The experimental results demonstrate that the proposed algorithm is 
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effective in terms of reducing the number of triangles needed and also maintaining the 
principal structure of a building. A greater than 27 time reduction rate can be achieved 
for complex building models. The result is applicable for 3D real-time visualization 
applications of a digital city model. The proposed algorithm can also be used for out-
of-core processing or real-time visualization depending on the power of the computer 
and the number of building models to be generalized. However, the method is not 
designed for view-dependent generalization or the aggregation of two non-connected 
buildings. The combination of aggregation in the generalization for adjacent buildings 
is necessary for future research to further reduce the amount of geometric data. As 
well, the automatic generation of multi-resolution facade texture from the 
corresponding building models LOD is necessary for photo-realistic visualization 
applications.  
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Abstract. This study presents a novel rapid and effective point simplification 
algorithm based on point clouds without using either normal or connectivity in-
formation. Sampled points are clustered based on shape variations by octree 
data structure, an inner point distribution of a cluster, to judge whether these 
points correlate with the coplanar characteristics. Accordingly, the relevant 
point from each coplanar cluster is chosen. The relevant points are recon-
structed to a triangular mesh and the error rate remains within a certain toler-
ance level, and significantly reducing number of calculations needed for recon-
struction. The hierarchical triangular mesh based on the octree data structure is 
presented. This study presents hierarchical simplification and hierarchical ren-
dering for the reconstructed model to suit user demand, and produce a uniform 
or feature-sensitive simplified model that facilitates rapid further mesh-based 
applications, especially the level of detail. 

1   Introduction 

Due to the continuing development of computer graphics technology, diversified virtual 
reality applications are being increasingly adopted. Exactly how three dimensional (3D) 
objects in the real world can be efficiently and vividly portrayed in virtual scenes has 
recently become a crucial issue in computer graphics. A triangular mesh is one of the 
most popular data structures for representing 3D models in applications. Numerous 
methods currently exist for constructing objects using surface reconstruction, and recon-
structing a point cloud as a triangular mesh. The data for sampled points are generally 
obtained from a laser scanner. However, the extracted sampled points are frequently 
affected by shape variation, causing over-sampling in the flat surface (Fig. 1). The num-
ber of triangles created rises as the number of points sampled from the surface of a 3D 
object rises, helping to reconstruct the correct model. However, subsequent graphics 
applications, such as morphing, animation, level of detail and compression, increase the 
computation costs. Appropriate relevant points should be chosen to retain object  
features and reduce storage and calculation costs. 
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Hence, reducing the number of triangles while retaining surface characteristics 
within a certain error value is worthy of research. The main research on object simpli-
fication can be divided into two fields, mesh-based simplification [1, 2, 3, 7, 9, 14] 
and point-based simplification [5, 6, 8, 10, 12, 13]. Mesh-based simplification re-
quires connectivity relations to be obtained in advance. Hence, the sampled point data 
acquired by a scanner must perform triangulation by a reconstruction algorithm before 
simplification. Surface reconstruction extracts sampled points from a 3D object, and 
reconstructs the triangular mesh from an original object within a certain tolerance 
level [4]. The mesh-based simplification then attempts to reduce the number of trian-
gles in triangular mesh while maintaining the object quality. Numerous good mesh-
based simplification algorithms have been presented, including vertex decimation 
[14], edge contraction [1], triangle contraction [2], vertex clustering [7], vertex pair 
contraction [9] and feature extraction [3]. Traditional methods such as Quadric Error 
Matrices (QEM) [9] have decimation operations that are generally arranged in a prior-
ity queue according to an error matrix that quantifies errors caused by decimation. 
Simplification is performed iteratively to reduce any smoothing of point pairs caused 
by the decimation operation. This greedy technique can obtain the simplified model 
with the minimum error of the original model. However, these algorithms all achieve 
good simplification effect in application, but need a triangular mesh and connectivity 
in advance of simplification. Restated, the algorithms are burdened with a large num-
ber of computations before simplification processing. Consequently, this process is 
prohibitively expensive. 

 

Fig. 1. Over-sampling in the flat region needlessly increases the number of calculations. The 
simplified model produces the same effect of solid representation. 

Therefore, point cloud simplification is an attractive approach. Point-based simpli-
fication is applied before reconstruction. If suitable relevant points can be extracted 
from a point cloud that represent surface variation, then the number of calculations 
needed for reconstruction can be significantly reduced. Dey [13] presented the first 
point cloud simplification approach. Dey adopted local feature sizes to detect redun-
dancy in the input point cloud and ensure relevant point densities, thereby exploiting a 
3D Voronoi diagram for a densely distributed original point set in advance of simpli-
fication. However, this method also requires many computations. Boissonnat and 
Cazals [6] presented a coarse-to-fine point simplification algorithm that randomly 
calculates a point subset and builds a 3D Delaunay triangulation. Additional points 
are inserted iteratively based on their distance to the closest 3D facet until the simpli-
fied surface mesh conforms to the restricted error value. Allegre [12] presented a 
convex hull for all points that adopts a decimation scheme to merge adjacent points 
according to geometrical and topological constraints. These algorithms must adopt 
pre-processing to retain the original surface data before simplifying the point set, and 
therefore require many computations. 
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Pauly [10] applied the four mesh-based simplification techniques to point cloud 
simplification. A uniform incremental clustering method is computationally efficient, 
but leads to a high mean error. The hierarchical clustering method can reduce calcula-
tion and memory, but has a marginally better mean error value than the uniform in-
cremental clustering method. The quadric error-based iterative simplification method 
obtains the best error rate, but has a major disadvantage in that its execution time is 
sensitive to the input point set size. The particle simulation method obtains a good 
error rate, but requires many calculations. Alexa [8] proposed to uniformly simplify 
the point set by estimating the distance from a point to the Moving Least Square 
(MLS) surface. Alexa also presented a re-sampling method to ensure the distribution 
of density. Moenning and Dodgson [5] presented an intrinsic coarse-to-fine point 
simplification algorithm that guarantees uniform or feature-sensitive distribution. 
They adopted the farthest point sampling and a fast marching algorithm to choose 
relevant points and set density threshold to ensure point set density. However, their 
method requires expanding the computational 3D Voronoi diagram, and consequently 
requires many computations and a large memory. 

This study presents a novel rapid and effective point simplification algorithm based 
on a point cloud without normal and connectivity information. This study initiates 
with a scattered sampled point set in 3D, and the final output is a triangular mesh 
model simplified according to restrictive criteria. The proposed method reduces the 
number of calculations between triangulation and establishing the connectivity rela-
tion, and includes three main steps, point simplification, reconstruction guarantee and 
hierarchical simplification. In the point simplification step, sample points are obtained 
using 3D acquisition devices that fully represent the object surface variation. This step 
investigates how to best choose the most appropriate number of relevant points from 
the sampled points to reduce the complexity of operation and obtain an acceptable 
simplified result. Sampled points are clustered, based on shape variation, by using the 
octree data structure, which is an inner point distribution of a cube, to judge whether 
these points correlate with the coplanar properties. The local coplanar method causes 
the simplified model to have a feature-sensitive property. The feature-sensitive distri-
bution can achieve a small simplification-based error rate, but does not permit suc-
cessful reconstruction. Consequently, considering the scattered relevant points in the 
levels of the hierarchical tree are dynamically adjusted. Moreover, the distribution 
density is increased by dummy vertices in the region with excessive difference be-
tween adjacent levels, helped by hierarchical tree information. The problem of under-
sampling is thus successfully solved, obtaining a good simplified, reconstructed 
model. Finally, a hierarchical triangular mesh suitable for multi-resolution is obtained 
after successfully reconstructing the simplified point set. 

This study presents a novel method for extracting the relevant points for a dense 
input point set, and adopts the reconstruction algorithm presented by Jong [4] to gen-
erate a simplified model. Experimental results confirm that a good simplified model, 
with the advantages given below, can be quickly obtained. 

1. Connectivity relations do not need to be recorded. Hence, the reconstruction al-
gorithm can be adopted, significantly reducing the computational cost. 

2. The calculations for extracting the relevant points ensure that the simplified 
model has a good error rate. 

3. Using an octree data structure maintains multi-resolution. 
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4. The hierarchical rendering and imaging can be interactively changed by auto-
matically assigning local sampling constraints. 

2   Algorithm Overview 

The following steps are crucial to simplifying the sampled point cloud and completely 
reconstructing the triangular mesh. 

2.1   Choose the Coplanar Variable 

In this study, the point cloud is subdivided iteratively according to the space coordi-
nates until each cluster meets its respective restricted criterion. The local neighbor of 
a point set for a cluster was identified by the formula presented by Pauly [10], based 
on the following equations: 
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where, given a cluster, ci denotes the gravity center; Ci denotes the covariance matrix; 
q denotes the point in a cluster, and |Ni| denotes the number of points. 

According to Eq. (2), the covariance matrix Ci is a symmetrical positive semi-
definite 3×3 matrix with three eigenvalues 0, 1 and 2. These eigenvalues measure 
the variation of points in the direction of their corresponding eigenvectors e0, e1, e2. 
Eigenvector e0 is a vector characteristic of the minimum eigenvalue 0, which denotes 
the normal vector of a cluster. A cluster conforms to coplanar characteristics if 0<< 1 
and 0<< 2. Equation (3) determines whether a cluster is subdivided according to the 
coplanar variable f. 

The subdivision criterion for the octree is based on the coplanar variable f, which 
determines whether a node must be subdivided. This step ensures that dynamic subdi-
vision is performed according to model surface variations. The rough part of model is 
subdivided, and then additional relevant data can be obtained to refine regions includ-
ing the object feature regions. For the flat area, a large number of sampled points are 
reduced to a single point (Fig. 2). 

 

Fig. 2. The Bunny model (34838 points) as an example using different thresholds. When the 
coefficient f = 0.005 (a), the number of relevant points is 5616; when f = 0.001, the number of 
relevant points is 12307 (b). 
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2.2   Choose the Relevant Point of Each Cluster 

The point set is subdivided into clusters According to the coplanar variable f, and the 
relevant point from each cluster is then selected. This point denotes the local surface 
characteristic for the entire cluster. If the selected point is the gravitational center of a 
cluster, then either it is not the original point, or a major error has occurred, in which 
case some unexpected triangles may protrude from and concave into the surface  
(Fig. 3(a)). This study chooses the original point that is the closest to the gravitational 
center as the relevant point (Fig. 3(b)), because selecting the closest point can effec-
tively reducing the probability of producing errors. 

  (a)    (b) 

Fig. 3. (a) The gravitational center of cluster c is chosen as the relevant point; (b) P is chosen as 
the closest point to the gravitational center c, and set to the relevant point 

2.3   Identify the Near Surface and Adjust the Appropriate Relevant Points 

Another potential problem caused when space subdivision occurs on the near surface, 
revealing that the two surfaces are extremely close to each other. The near surface in 
Fig. 4(a) may lead to an incorrect judgment of flatness and cause non-manifold occur-
rences, because the respective points belonging to two surfaces may be merged into 
one relevant point (Fig. 4(b)). This mistake causes inconsistent curvature and errors in 
topology (Fig. 4(c)). 

(a) (b) (c) 

Fig. 4. (a) The near surface may lead to incorrect judgment; (b) Incorrect judgment for a near 
surface may cause non-manifold occurrence; (c) Reduction of the near surface to p causes 
inconsistent curvature and topology errors 

The proposed near surface identification method has two parts. The first part com-
prises auxiliary points (u) that are used to detect the near surface inside the cluster. 
These auxiliary points are located at the cluster center ci and the corners qi (the centers 
of sub-clusters). For each auxiliary point ui, the k closest points (pk) are selected, and 

the cluster normal )N(e0  is calculated to obtain a reliable estimate of the signed inner 
product. The near surface can be easily distinguished according to the inner product 

sign ( Nup ii • ), (Fig. 5(a)). The second part assumes that the nearest neighbor r of 

P
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each point pi in a cluster is found according to the value of its inner product 

( Nrp ii • ) in order to detect the near surface (Fig. 5(b)). If a cluster may have a near 

surface, then it is subdivided to ensure that the near surface does occur (Fig. 5(c)). 

(a) (b) (c) (d) 

Fig. 5. (a) Auxiliary points at the cell center and corners are adopted to detect a near surface; 
(b) The inner product of the normal vector and adjacent points is adopted to determine whether 
a near surface exists; (c) The cluster containing a possible near surface is subdivided to avoid 
non-manifold occurrence; (d) Produced correct surface 

2.4   Adaptively Add Dummy Vertices to Avoid Under-Sampling 

Space subdivision can result in the obvious phenomenon of irregular density distribution 
between adjacent flat and feature areas. Unexpected holes during reconstruction result-
ing from under-sampling, due to insufficient information about for neighboring points in 
the local region (Fig. 6(a)). To avoid unexpected holes, the cluster based on the coplanar 
characteristic is again subdivided to produce dummy vertices, and increase and adjust 
the density of adjacent nodes. Therefore, information for adjacent points must be con-
sidered during reconstruction, and the levels for neighboring nodes must be restricted 
when constructing the tree structure. The nodes satisfying the coplanar restriction are 
affected by their neighboring sub-trees and subdivision continues. 

 (a) (b) 

Fig. 6. (a) Unexpected holes during reconstruction resulting from under-sampling. (b) Recon-
structed correct base model. 

To avoid irregular density distribution and under-sampling caused by the coplanar 
restriction, subdivision continues until the level difference of adjacent clusters is 
within n/2, where n denotes maximum level of the octree even when the cluster is in 
accordance with the coplanar. The refined model is called the base model, and auto-
matically represents different density distributions according to model variation. The 
density can be adjusted asymptotically at the points where different densities change, 
thus guaranteeing the accuracy of reconstruction. The experiment indicates that the 
number points in the base model are roughly 30% of that in the original model, re-
vealing that the cost of reconstructing the base model is 30% of that of reconstructing 
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the original model. This method ensures that the final triangular mesh is in accor-
dance with object’s topology (Fig. 6(b)). The subdivided dummy vertex then reduces 
to its original level in the following step. 

2.5   Merge Dummy Vertex 

Following correct reconstruction, the hierarchical tree-structure information can re-
cover the base model simply and efficiently to a level based on the coplanar restric-
tion. This efficient merging of a sub-tree brother reduces to its father node’s location 
at the previous level. The experimental results indicate that using the coplanar vari-
able f =0.005 can yield a reconstructed model using roughly 10% of the original 
points. Error rates for the reconstructed scheme, the scheme by QEM and the scheme 
by uniform subdivision pure space subdivision without restricting coplanar value) 
were compared (Fig. 7). 

(a) (b) (c)

 

Fig. 7. The experimental results obtained by (a) QEM, (b) uniform subdivision and (c) the 
proposed method to simplify the same models with similar numbers of reconstructed model 
points. The QEM method achieves the best error rate, since it has mesh information; the  
proposed method adopts a coplanar restriction to simplify the original point cloud without 
additional information and to perform reconstruction, therefore maintaining a good error rate. 
Uniform subdivision has a regular distribution, but causes under-sampling in the feature area. 

3   Hierarchical Simplification and Hierarchical Rendering for 
Multi-resolution Applications 

The model can be displayed dynamically and quickly based on the octree data struc-
ture after reconstruction according to the coplanar restriction. Using the octree struc-
ture for space subdividing produces multi-resolution, and adjusting the octree level in 
various ways generates different display results. User-control dynamically adjusts the 
resolution level that can be displayed without further computations. As long as the 
octree data structure obtained by the previous calculation is adopted, sufficient simpli-
fied data can be provided to achieve rapid and effective simplification and update the 
connectivity information. The following methods can be adopted to obtain different 
rendering effects, where the user controls the number of relevant points. 
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Depth First reduction: The relevant points of a uniform distribution are produced. 
The nodes on the deepest level are first deleted and reduced to the relevant points of 
the previous level. Returning to the deepest level each time results in the simplifica-
tion effect for a uniform distribution (Fig. 8(a)). 
 

Reduction by one ring neighbor coplanar measurement: Each simplified relevant 
point can denote the surface information for each small region. The variation error 
denotes normal differences between adjacent relevant points, and can be adopted to 
estimate the coplanar degree of a relevant point for its adjacent region. Simplification 
operations are arranged in a priority queue according to the variation error (Q*pqi) of 
each relevant point pair. The value of the coplanar and the relevant point of the se-
lected point pairs are recalculated to ensure a good error rate (Fig. 8(b)). 
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Fig. 8. (a) Depth First reduction reduces the deepest level each time; (b) Reduction by one ring 
neighbor coplanar measurement reduces the points according to the variation error of each 
relevant point pair (Q*

pq=Qp+Qq) (Qp=epq1+epq2+epq3+epq4+epq5+epq6) 

4   Experimental Results 

The following simplified models were obtained by the proposed method. This study 
confirms that the coplanar variable f = 0.005 obtains a good simplification result. The 
number of relevant points is slowly reduced (Fig. 9) when the coplanar variable f 
exceeds 0.005. Restated, 0.005 is an effective value for the degree of flatness in a 
model. The proposed algorithm adopts 0.005 as a default value, and can obtain a good 
error range (Table 1). The results of the proposed method are show in Figure 10 to 
Figure 12. 

 

Fig. 9. The number of relevant points is slowly reduced when f exceeds 0.005 
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Table 1. The size generated by different models and simplified error measurement by Metro 
tool [11] and the flatness is using 0.005 

 Original 
points 

base 
model 

reconstructed 
model 

Mean Error 
(absolute) 

Mean Error 
(relative) 

Dragon 437645 90374 (21%) 56302 (12.9%) 0.000058 0.000217306 
Budda 543644 135205 (24%) 96967 (17.8%) 0.000032 0.000139719 

Armadillo 172974 45077 (26%) 43981 (25.0%) 0.044266 0.00019346 
Venus 134345 25479 (19%) 16276 (12.1%) 0.000083 0.000530694 

 

Fig. 10. The reconstructed results of the Dragon model on various levels after adopting the 
Depth First reduction. From left to right, Base model (90374points), reconstructed model 
(56302 points), 55287 points, 49663 points, 30832 points, and 13237 points (3% of original). 

 

Fig. 11. The reconstructed results of the Budda model on various levels after using the one ring 
neighbor coplanar measurement. From left to right, Original model, Base model (135205 
points), reconstructed model (96967 points), 70204 points, 50178 points, 40155 points, 20066 
points; and 4963 points (0.9% of original). 

(b) 

Fig. 12. The different point distribution of hierarchical rendering. (a) The depth first reduction 
obtains uniform distribution (11154 points) and (b) the one ring neighbor coplanar measure-
ment product the feature-sensitive result (10014 points). 

5   Conclusions and Future Work 

This study presents a novel method the simplifying a point set using an octree structure 
to calculate the coplanar variable f, and spatially subdivide the sampled points in 3D. 
The input data only contains point coordinates. The final output includes a triangular 

(a)
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mesh and octree data structure. Reducing the level of the octree can dynamically 
adjust its result without needing additional calculations. This proposed method facili-
tates producing a uniform and feature-sensitive simplified model for further mesh-
based applications.  

Further work will integrate point simplification and reconstruction algorithms; try 
to permit under-sampling and produce an appropriate simplified point set, and cor-
rectly reconstruct simplified point sets without increasing the dummy vertex. 
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Abstract. 3D gesture recognition offers more details data but leads to 
computational hurdles which do not support real-time gesture recognition 
application. In this paper, we introduce a method of dimension reduction for 3D 
gesture recognition. Our method uses meshless parameterization to perform 
dimension reduction in modeling process and extracts gesture data, in order to 
reduce the computation complexity. In addition, this method also maintains the 
3D gesture information and result novel features vectors for 3D gesture 
recognition. The computational efficiency of dimension reduction and by using 
novel features vectors makes 3D gesture recognition more possible to achieve 
real-time performance.  

Keywords: Dimension reduction, 3D gesture recognition, gesture data, 
meshless parameterization. 

1   Introduction 

Gesture is a meaningful form of body motions used in daily life as a means of 
communication. We wave to stop the taxi, we nod our head when agree, we raise a 
hand to get attention, or even we point at things we want.  These all are called gesture. 
Human body can express a variety of gestures to communicate.  

Since computer usages in our daily lives rapidly increase, gesture is becoming 
popular for interaction media in human computer interaction (HCI) environment to 
provide more natural and intuitive interaction among people and computer. The 
traditional interaction media such as keyboard or mouse is not well suited and 
inherently limit the speed and naturalness for interaction. Thus, novel devices and 
techniques of gesture recognition have emerged over the past two decades [4 – 17].  

Gesture recognition is a process to identify user’s gestures and the system responds 
to them accordingly. The first attempts to solve the problem resulted in developing 
mechanical devices that allow gestures to be used as a form of input for HCI. 
However the use of mechanical devices such as a special data glove [6] requires the 
user to wear a cumbersome device and the cost is expensive therefore vision-based 
techniques have been brought into use and provide more naturalness and immersive 
interaction in HCI environment. 
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Till now, most researches have focused on 2D representation gesture recognition. 
The main reason for this bias towards 2D gesture recognition was because the data are 
simple, sufficient for gesture recognition and reasonably computational processing 
time [8, 13, 14]. However currently 3D gesture recognition is a challenging task, 
where it gives more accurate features data such as human body orientation and shape. 
However, the 3D representation recognition leads to expensive computational 
processing time and complexity of features extraction [7, 15].  

There are few problems must be considered in the process of implementing the 
gesture recognition system. The first process is choosing the gesture model where the 
model may consider spatial and temporal characteristics of human actions. The 
second process is gesture data extraction to determine the type of data representation. 
The third process is gesture recognition, where the gesture parameters are classified 
and interpreted [9, 17]. Definition and selection of the gesture data are one of the 
problems in vision-based recognition, hence, it attracts our interest and some related 
works are presented in Section 2. 

This paper only focuses on two processes – gesture modeling and gesture data 
extraction (see Fig. 1), and we believe these are the preliminary and more important 
than other processes. Although 2D representation is simple and reasonably 
computational processing time, however, it faces difficulties for estimating human 
posture due to lost information caused by self-occlusion and image projection [16]. 
Therefore, we choose 3D representation model as a form of input gestures for gesture 
modeling, which offers more details of modeling but leads to computational hurdles 
that do not support real-time application. Therefore, this paper aims to overcome the 
computation complexity and preserve the 3D gesture for recognition. As we use a 
meshless parameterization method [2] for gesture modeling and gesture data 
extraction, we can get a reasonable processing speed and preserve the 3D features for 
3D gesture recognition. 

 

Fig. 1. Overview of gesture recognition process 

Generally, meshless parameterization is defined as a one-to-one mapping process 
into some convex parameter domain in the plane. This method provides a simple, fast 
and robust ways, yields good results in numerical tests and triangulations with better 
shaped triangles [1, 2, 3]. The meshless parameterization of 3D surface is commonly 
used for texture mapping, morphing, surface fitting and etc. However, we use this 
method for reconstructing the 3D volume data into some convex parameter of gesture 
data representation, which results an image-based representation.  

We discuss how to reduce dimension of 3D volume data using meshless 
parameterization algorithm in Section 3. In Section 4 we present novel features that 
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resulted from meshless parameterization for 3D gesture recognition. The experimental 
results and novel gesture features are showed in Section 5. Some thoughts about 
future work and conclusion are remarks in Section 6. 

2   Related Work 

In this section, we discuss about some approaches that had been proposed for 3D 
gesture recognition of vision-based. The most straightforward one is using multiple 
cameras to acquire visual information of human in some specify environment and try 
to extract the necessary gestures. However, this approach faces several difficulties in 
the process of features extraction for 3D gesture recognition, such as a choice for 
feature vectors computed from the 3D gesture data output by the vision system, 
hindered by complexity of feature extraction and model parameter estimation. Most 
features vectors are generated by computing the absolute and relative ellipse 
positions, orientations, velocities and accelerations. 

Lee W. Campbell et al. [11] study on ten different features vectors for 3D gesture 
recognition. A set of 18 T’ai Chi gestures recognition performance are tested and 
compared the performance of ten different feature vectors based on 3D hand and head 
tracking data. From the results, they highlight several important issues associated with 
the general problem of choosing features for gesture recognition systems. The right 
set of choosing features affect recognition performance. Therefore, a careful 
consideration of features extraction design can lead to significantly improved results. 

The 3D gesture data representations are divided into two types: object-based or 
model-based representation like point, box, silhouettes or blob, and image-based or 
appearance-based representation like spatial, spatio-temporal, edge or features [17].  

With object-based approach [5, 10, 11], it is possible to capture human gesture in 
high dimensionality than 2D. However, it is too complex to be rendered in real-time 
and reconstruct the 3D model. S. Malassiotis et al. [5] using 3D sensor to generate 
range data for gesture recognition.  The system improved efficiency and robustness 
through 3D information. However, the usage of special camera or 3D sensor, and the 
difficulty and computational complexity of visual 3D localization and robust tracking 
leads us toward other possible approach for gesture recognition.  

H.K. Shin and et al. [10] proposed 3D Motion History Model (MHM) for gesture 
recognition. The method using stereo input sequences which contain motion history 
information in 3D space and overcome the 2D motion limitation like viewpoint and 
scalability. Nevertheless, Motion History Image (MHI) is more easy and fast 
algorithm. Therefore, 3D appearance or view-based representation is widely used for 
3D gesture recognition [4, 7].  R. Fablet and M.J. Black proposed automatic detection 
and tracking of human motion with view-based representation. They developed a 
novel representation of human motion using low-dimensional spatio-temporal models 
that are learned using Principal Component Analysis (PCA) [4]. 

Guangqi Ye and et al. [7] present 3D gesture recognition scheme that combines the 
3D appearance and motion features. They reduce the dimensionally of the 3D features 
by employing unsupervised learning. The proposed method is flexible and efficient 
way to capture the 3D visual cues in a local neighborhood around the object.  

The main difference between our approach and the existing methods is that we 
propose a method to reduce dimension of object-based into image-based 
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representation using meshless parameterization, without loss of the 3D shape 
generality and information. Then, we introduce a novel feature vector that extracted 
from the image-based representation, which is a reasonable feature vector for 3D 
gesture recognition. 

3   Gesture Modeling: Meshless Parameterization 

3D model representation is complex and causes difficulties for gesture data extraction 
and parameter estimation. Therefore, for gesture modeling process, instead of 3D 
model triangulation, we represent the model into a 2D representation. 
Parameterization of 3D model without mesh information into some convex parameter 
of 2D representation is called meshless parameterization [1, 2]. The meshless 
parameterization determines a sequence of parameter points from the 3D model 
without any given structure topology. The method works well on surface patch with 
one boundary. Formerly, the bottom part of 3D human body is rarely used for gesture 
recognition. Therefore, we choose only the upper part of human body for gesture 
model that sampled on single surface patch with one boundary. 

The upper part of human body is defined as open surface S in R3, which means a 
single surface patch with one boundary. Set a domain D in a unit square, as planar in 
R2, we use meshless parameterization method to find one to one mapping function, F: 
S  D, where the 3D gesture points of S (x,y,z) is mapped into 2D pixels of D (u,v). 

The basic idea of meshless parameterization for dimension reduction is presented 
in this paper. This method is required to determine the boundary points and 
appropriate choice of radius for ball neighborhood. First, we assume the 3D gesture 
points as a set of P. This set of P has N points, it consists of two disjoint subsets, 
PI={p1,p2,…,pn} as a set of interior points with n points, and PB={pn+1,pn+2,…,pN} as a 
set of boundary points with N-n points. The boundary points need to be in ordered 
sequence before mapping. The algorithm for splitting the set P into two disjoints 
subsets and maps the boundary points into the domain D, explain in next section.  

Meshless parameterization method involves two basic steps. The first step is to 
map the boundary points PB into the boundary of domain D plane. Then, the 
corresponding parameter points U = {un+1, un+2,…,uN} are laid around the domain D in 
counter-clockwise order. The distribution of parameter points U are based on the 
chord length parameterization. 

The second step, we map the interior points into the domain D plane. However, 
before mapping, we have to choose a neighborhood pj for each interior point in PI 
where the points are some sense close by, and let Ni as a set of neighborhood points of 
pi. In this case, we choose a constant radius r, by computing average distance of two 
boundary points, for a ball neighborhood. The points that fall within the ball are 
considered the neighborhood points. Fig. 2 shows a ball neighborhood with constant 
radius r.  

Then, we compute the weights for the point to the corresponding neighborhood 
points using the reciprocal distance weight, which means that weights of 
neighborhood points must be equal to one, to guarantee the convex combination. To 
get the interior points U = {u1, u2,…,un} of the corresponding point PI, the linear 
system of n equations are solved. 
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3.1   Boundary Splitting and Ordering 

In our approach, the set of P consists of unordered vertices sequences. In order to split 
the set of P into boundary set PB, and interior set PI, we assume the model is open 
surface which consist of only one boundary. The 3D model volume is given x-axis 
and y-axis as base plane, and z-axis is referred to the height of the model. Therefore, 
we can determine the model boundary points using the z-axis information. As a result, 
we get a point with minimum value of z-axis, then search for the point that has same 
minimum value of z-axis, set the point as boundary and ordered these points using 
boundary-following algorithm. These boundary points are mapped in counter-
clockwise order onto the domain D plane. Each parameter point is computed based on 
chord length parameterization.  

The basic algorithm for splitting data set and mapping boundary points can be 
described as follow: 

1. Cut the human body into two parts, the cutting edge of upper part’s points are 
set as boundary points 

2. Order the boundary points using boundary-following algorithm 
3. Get the first point from boundary set and place it to the 2D domain origin 
4. Follow by the next boundary point, compute the chord length between the 

previous point and the current point, then map the point to the 2D domain in 
counter-clockwise order 

5. Repeat the step 4 until all boundary points are mapped to the 2D domain 

3.2   Neighborhoods, Weights and Linear System 

In this section, we refer to Floater and Reimers [2] methods for choosing the 

neighborhoods Ni and weights ijλ for each interior point pi. A ball neighborhood is 

used to determine set of Ni for neighborhood points of pi (see Fig. 2). Then, the 

reciprocal distance weights method is to compute the weight ijλ for each interior 

point pi. To determine the radius r of ball neighborhood, we set the radius r constant. 
The equation below explains the theory for choosing neighborhoods and weights. 

Let  be the ball neighborhood

{ : 0 },

for some radius 0 

and let the  be the reciprocal distance weights

1 1
 .
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ij
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The choice of weights is positive ,  for , such that 1 
i

ij i ij
j N

j Nλ λ
∈

∈ = where the 

parameter interior point, ui is some convex combination of its neighbor’s uj. In order 
to compute the n parameter points U={u1,u2,…,un} for the corresponding to the 
interior point pi, we solve the linear system of n equations: 
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From above equation, we rewrite the linear system in the form of Au=b, where A is a 
matrix of weight nxn , u is parameter points and b is the sum of neighbor points of u. 
The linear system could be express in the matrix form,  
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(3) 

We use Gauss Elimination to compute the inverse of matrix A. Then, the equation 
(2) is solved and obtained the parametric value U for all interior points, which are 
used to represent gesture data, and novel features are extracted for gesture 
recognition.  

 

Fig. 2. A ball neighborhood with constant radius r and total the number of neighborhoods 
Ni{uj}=5 for ui 

4   Gesture Data Extraction 

Definition and selection of gesture data are important because it greatly affects the 
recognition performance. Thus, we are focusing on how to choose a good feature for 
recognition.  

This paper use meshless parameterization for gesture modeling, which reduces the 
dimensional complexity and maintains most information of 3D without loss of the 
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shape generality. Our method extracts the gesture data after the dimension reduction 
using meshless parameterization. The method results novel features vectors like pixel 
location (ui, vi), pixels distribution based on the interior points and number of local 
neighborhoods for each pixel, which refer to a ball neighborhood of each interior 
points, these features vectors make 3D gesture recognition is possible to achieve real-
time performance. 

Our proposed features are totally different from the existing features like feature 
moments, orientation, areas, which need additional process for extracting. The 
proposed features vectors are computed during the process of dimension reduction 
using meshless parameterization, therefore the computational times are reduced. The 
idea of gesture features extraction and matching are shown in our experimental 
results, in section 5. 

5   Experimental Results 

Initially, we tested our proposed method to an artificial data set to show our principal 
idea. The artificial open cube data set consists of 89 gesture data points. Fig. 3(a) 
shows the 3D representation of open cube as input. Fig. 3(b) shows the boundary 
points are detected. Here, the boundary points are located at minimum value of z-axis, 
which shown by connected lines. After the boundary points are detected, these points 
are map into the 2D unit square domain using the chord length parameterization in 
Fig. 3(c). The Fig. 3(d) shows the result of meshless parameterization, where the 
interior gesture data points map into the 2D unit square domain, which result an 
image-based representation of 3D gesture data.  

 
 (a)           (b)   (c)         (d) 

Fig. 3. (a) 3D volume of open cube; (b) boundary points are detected; (c) mapped boundary 
points on 2D unit square domain; (d) mapped the interior points on 2D unit square domain  

The open cube in Fig. 3(a) with some deformation is assumed as a gesture.  
Fig. 4(a) shows initial position of the open cube model in image-based representation, 
which introduces some novel features like pixel location (ui, vi), pixels distribution 
and number of local neighborhoods for each pixel. Fig. 4(b) shows image-based 
representation of open cube after deformed, where the points of top surface are moved 
downwards, notice that the most internal pixels are represented the top surface points. 
From this experiment result, the features are extracted from the image-based 
representation and shown reasonable features for gesture recognition. In Fig. 4(c)  
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shows another example, the both corners on the top front surface were deformed, the 
features are extracted for matching, shown in small rectangle window size. This 
image-based representation consists of 3D gesture information, where each pattern 
distribution features is unique and possible for matching and recognition. 

     
(a)             (b)                 (c) 

Fig. 4. (a) Image-based representation of initial posture; (b) top surface deformation gesture; (c) 
front top corners deformation gesture 

Further more, we tested on actual human data sets, downloadable at 
http://hci.ssu.ac.kr/yllee_research.html, to show our method works well in human 
model. Fig.5 (a) shows the capturing system architecture with four cameras setting 
within the box volume. The human model is located within the box volume are 
captured and generate a 3D volume data set Fig.5 (b). Then, our propose method is 
used to reduce the dimension of this 3D volume data set into image-based 
representation. 

 (a)  (b)    (c)  

Fig. 5. (a) The capturing system architecture, four cameras set within the box volume; (b) four 
images captured from the system of human gesture posture; (c) 3D volume data set 

The results in Fig.6.(c) and Fig.6.(f) represent two different gestures in image-
based representation. We can compare both gestures using extracted features vectors 
like number of neighborhoods for each interior gesture data. Each gesture image-
based representation has unique pattern distribution. Therefore, it is reasonable for 
gesture recognition and matching purpose. 
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(a)        (b)          (c) 

     
           (d)        (e)         (f) 

Fig. 6. (a) and (d) show four images captured from the system with corresponding gesture; (b) 
3D volume of upper body for (a) gesture, where both hands raise vertically toward top position; 
(c) image-based representation of (b) volume data; (e) 3D volume of upper body for (d) gesture, 
where both hands raise horizontally toward front position; (f) image-based representation of (e) 
volume data 

6   Conclusions and Future Work 

Our primary aim is to reduce the 3D volume complexity without loss of the 
information generality and satisfy the critical requirements of speed and robustness in 
features extraction for 3D gesture recognition. This paper has described an approach 
includes possible main steps in dimension reduction for 3D model and extract novel 
features for 3D gesture recognition. The simple, fast and efficient of meshless 
parameterization method leads the idea to parameterize the gesture model and features 
extraction. In addition, this method map 3D volume data by one to one into 2D 
domain plane, thus most 3D features are maintained in image-based representation.  

Our experimental results show potential of meshless parameterization for gesture 
modeling and features extraction of 3D model. The method reduces the model 
dimension without loss of data generality or maintains 3D gesture information. The 
number of neighbor points, location and pattern distribution are extracted as gesture 
features vectors. These features are used for matching and recognizing purpose. Base 
on the results of feature extraction, we will continue to implement the gesture 
recognition system and develop more gestures data for testing. Further, we also plan 
to construct automatic features extraction for interested part instead of the whole 
model to achieve better performance and recognition accuracy.  
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Abstract. This paper is about real-time refinement of the 3D positions
of a large number of stationary point-targets from a sequence of 2D im-
ages which are taken by a hand-held, calibrated camera group. To cope
with the large data quantity arriving rapidly, an efficient iterative algo-
rithm was developed. The problem and solution are expressed entirely
within the computational framework of conformal geometric algebra. The
iterative solution requires a pose estimation step of which two strategies
are investigated. Experiments are performed to evaluate the algorithm
based on synthetic and real data.

Keywords: conformal geometric algebra, pose estimation.

1 Introduction

Recovering the positions of many point-targets over a large area is computa-
tionally expensive. This paper describes an efficient iterative algorithm to refine
target positions from a sequence of 2D images. The targets used in this project
are point-lights (left Figure 1) and form part of a flexible 6D positioning sys-
tem. A group of rigidly co-located calibrated cameras (right Figure 1) is moved
along an arbitrary path and takes images of the targets. The image points of
the targets are transformed to 3D lines which are used by the algorithm to up-
date the 3D positions of the targets. The algorithm is expressed entirely within
the computational framework of conformal geometric algebra (CGA). The pre-
viously developed target calibration algorithm described in [9] is non-iterative
and requires all the line data to be gathered before the algorithm can proceed. It
can be used to obtain an initial estimate of the target positions for the iterative
algorithm described in this paper. This work is a continuation of work reported
in [9] in the application of the conformal model of geometric algebra.

1.1 Geometric Algebra and Conformal Model

In this section, the basic concepts and operations of geometric algebra that
are required in this paper are briefly introduced. For a detailed introduction to
geometric algebra, refer elsewhere e.g. [1,2,3].
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Fig. 1. Left: targets; six of them are encircled. Right: camera group.

Geometric algebra (GA) is the application of Clifford algebras to geometric
problems. It integrates many concepts and techniques, such as linear algebra,
vector calculus, differential geometry, complex numbers and quaternions, into a
coherent framework. A geometric algebra over R is denoted Gp,q with p positive
and q negative basis elements. Let x1, x2, . . ., xr be vectors. X = x1 ∧ x2 ∧
. . . ∧ xr is referred to as an r-blade where ’∧’ is called outer product. r is the
grade which indicates the dimensionality of the blade. A linear combination of
multiple r-blades constructs an r-vector. Gr

p,q denotes the r-vectors in Gp,q. A
linear combination of a set of elements with different grades is a multivector. For
example, if A is a multivector then it can be written as A =

∑
r 〈A〉r where 〈A〉r

represents the grade r part of A. 〈A〉 or 〈A〉0 represents the scalar part of A. The
part of A containing the grades in another multivector B is denoted as 〈A〉B.
A�B = Σr,s 〈〈A〉r 〈B〉s〉s−r is defined as the left contract inner product of A and
B. The outer product can be related with the inner product by the following
equation: A�(B�C) = (A∧B)�C. Reverse of X is defined as X̃ = xr∧. . .∧x2∧x1.
The dual of a blade X is defined as X∗ = X�I−1, where the pseudo-scalar I is
an n-blade e1 ∧ . . .∧ en based the orthogonal basis ({ei : i = 1 . . .n}, ei · ej = 0
for i �= j, ei · ei = 1) of R

n within Gn. The norm of a multivector A can be

calculated by |A| =
√∣∣∣〈ÃA

〉∣∣∣. If S is a linear operator, the outermorphism S

is defined by S(X) = S(x1) ∧ S(x2) . . . ∧ S(xr). The derivative of multivector
valued function F with respect to multivector X is denoted ∂XF . ∂̇XF Ġ means
differentiate G = G(X) with respect to X while regarding F as a constant. The
following result [10] is required in later developments,

∂X

〈
XY X−1Z

〉
=
〈
Y X−1Z

〉
X
−
〈
X−1ZXY X−1

〉
X

where X , Y , Z be multivectors where Y and Z are independent of X .
GA expresses a number of models of 3D Euclidean space (E3), such as 3D

Euclidean model, 4D homogeneous model and 5D conformal model. In this paper
we use the conformal model of geometric algebra (CGA) based on G4,1. G4,1 is
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based on the orthonormal basis {e1, e2, e3, e+, e−} where e2
k = e2

+ = 1 and
e2
− = −1. It is usually more convenient to use the basis {eo, e1, e2, e3, e} as it has

a better geometric interpretation, where eo = e−−e+
2 is associated with the origin

and e = e− + e+ with the point at infinity. CGA allows a diversity of objects to
be represented directly as blades (e.g. point, line, plane, circle, sphere, tangents
and orientations) and allows a variety of operations to be represented as versors
(e.g. rotor, translator, motor). A vector is represented as v = v1e1 + v2e2 + v3e3

where v1, v2, v3 are scalars. A point with location at the Euclidean point p ∈ G1
3

is represented as p = p+ eo + 1
2p 2e ∈ G1

4,1. A line is represented by Λ = p∧v∧ e
where p ∈ G1

4,1 is a point and v ∈ G1
3 is a direction vector. A line is normalised by

the mapping Λ → Λ
‖Λ‖ . A dual sphere centered at point p with radius ρ is given

by s = p− 1
2ρ2e. A Euclidean motion is represented by a motor M = exp

(
− 1

2B
)

where B = B − te where B ∈ G2
3 and t ∈ G1

3 . A motor M has properties which
are important for deriving the algorithm: (i) M ∈ G0,2,4

4,1 , (ii) MM̃ = 1, (iv) if
X ∈ Gk

4,1 then the transformation of X is given by MXM̃ ∈ Gk
4,1.

1.2 Problem Description

The targets are defined in a world coordinate system denoted by CSW . Since
the geometric relationship between the individual cameras which comprise the
camera group is fixed and known, the camera group can be associated with a
single moving coordinate system denoted by CSM .

An initial estimate of the positions of n targets {p0
i ∈ G1

4,1, i = 1 . . .n} is given
[9]. The initial pose of the camera group CSM is also given and represented as
a motor Mo. The camera group CSM is moved to m positions on the path
in CSW . The movement of CSM is tracked and represented by a sequence of
motors Mk, k = 1 . . .m. At each position in CSW , a set of images are captured
and the image points of the targets are extracted and converted to normalised
lines {Λk

i ∈ G3
4,1, i = 1 . . .n, k = 1 . . .m} in CSM . These lines are processed to

refine the initial target position estimates. When CSM is moved to the next
position, the new estimate of target positions will be calculated based on the
previous estimate and a new set of lines. For m positions on the path, m updates
are performed.

The problem can now be summarised as follows: Given a group of lines in
CSM , a previous estimate of a set of points and a previous pose, we wish to
update the coordinates of these points in CSW .

2 Target Refinement Using Geometric Algebra

The solution to the problem is analysed and developed in this section. At the
beginning of the motion of the camera group we are given initial positions of
targets and the initial pose of CSM . At each position we are given a new set
of lines between optical centers and visible targets in CSM. The following steps
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need to be done during camera motion: (i) pose estimation of CSM ; (ii) trans-
formation of corresponding lines from CSM into CSW ; (iii) update of target
positions.

2.1 Pose Estimation: Objective Function Versus Point-Line
Constraint

We estimate the pose of CSM by two alternative iterative strategies (i) non-
linear optimisation of an objective “error” function. (ii) root finding of a 4-blade
point-line constraint equation.

Non-linear optimisation of an objective function. The distance d between
a point p and a line Λ is defined [10] by d2(p, Λ) = − 1

2 〈ΛpΛp〉. The total distance
between all points and their associated lines is defined as follows:

d2 =
∑

j

∑
i

αi

(
d2(pi, Λj)

)
(1)

where αi ∈ {0, 1} indicates whether the target is visible by any of the cameras.
pi is a target point and Λj is assumed to be a line which connects pi to different
cameras (i.e., their optical centers) in CSW . If the lines are given in CSM and
the pose of CSM is represented by M then Λ in Equation (1) is replaced by
MΛM̃ giving

d2(M) = −1
2

∑
i

∑
j

αi

〈
(MΛjM̃)pi(MΛjM̃)pi

〉
(2)

This objective function produces a scalar with a well-defined geometric meaning.
The poses of CSM are estimated using a Quasi-Newton optimization technique

which is described in [6] (pages 425–430). We use a non-linear minimisation rou-
tine (called ”dfpmin”) which implements the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) update.

The optimization routine requires an objective function and its gradient. The
motor M representing the pose of CSM is parameterised M = M(x) where
x ∈ R

6. We use M(x) in the objective function d2 in Equation (2) to express the
objective function as g(x) = d2(M(x)). The gradient is given by [∇xg(x))]i =
∂xig(x) = ∂xiM ∗ ∂Md2. The derivative ∂Md2 is calculated as follows:

∂Md2 = −1
2
∂M

〈
MΛM̃pMΛM̃p

〉
= −

〈
ΛM̃pMΛM̃p

〉
M

+
〈
M̃pMΛM̃pMΛM̃

〉
M

(3)

where M must be a motor so M̃ = M−1. The operator 〈. . .〉M denotes the
projection of a general multivector onto the grades being present in multivector
M . The optimisation returns the estimated parameters x of the motor M(x).
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Root finding of a point-line constraint equation. An alternative distance
measure is expressed in an implicit way by the equation

p ∧ (MΛM̃) = 0 (4)

which indicates point p is on line Λ. We call this the point-line constraint.
For all target points, the point-line constraint becomes

∑
i

αi

⎛⎝∑
j

pi ∧ (MΛjM̃)

⎞⎠ = 0 (5)

where αi ∈ {0, 1} indicates whether the target is visible by any of the cam-
eras. This point-line constraint expresses a geometric distance measure and is
commonly applied in computer vision, see [5,8].

This technique uses the point-line constraint in Equation (4) for distance
measurement. Given the previous motor Mk−1, Mk can be estimated as Mk =
∆MkMk−1. Assume the previous pose M and line Λ are known. Let us update
the current pose ∆MM . The constraint becomes(

∆̃Mp′∆M
)
∧ Λ = 0 (6)

where p′ = M̃pM represents a point in the previous CSM . ∆M needs to be
estimated.

In order to solve for ∆M , it is necessary to linearise the motor part (i.e.,
∆̃Mp′∆M) of the equation. The motion of the camera group is considered as a
general motion, which is formulated using an exponentiated bivector (2-vector);
∆M is expressed in the form

exp
(
−∆B −∆te

2

)
where ∆B is a Euclidean bivector and ∆t is a vector.

The Euclidean transformation (i.e., ∆M) of a point p′ can be approximated
as follows:

∆̃Mp′∆M = exp
(

∆B −∆te

2

)
p′ exp

(
−∆B −∆te

2

)
≈
(

1 +
∆B −∆te

2

)
p′
(

1− ∆B −∆te

2

)
≈ p′ − p′�∆B + p′�(∆te) (7)

In Equation (7), two approximations are involved. The first approximation
involves truncating the Taylor series for exp(X) (i.e., exp(X) ≈ 1+X+ X2

2! +· · · ).
The second approximation involves removing second order terms from the final
product; this works well only when the motion ∆M is sufficiently small (say,
its rotation angle is smaller than 10 degree). This condition is satisfied when
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the camera group moves “smoothly” along its path and is sampled sufficiently
frequently.

A similar linearisation of a transformation for a single point using different
expressions is described in [8]. By substituting the approximated expression of
∆̃Mp′∆M given by Equation (7) back into constraint Equation (6), the con-
straint becomes

p′ ∧ Λ− (p′�∆B) ∧ Λ + (p′�(∆te)) ∧ Λ = 0 (8)

with two unknowns: ∆B and ∆t. Therefore, ∆M is calculated by estimating ∆B
and ∆t. A set of point-line correspondences are required to solve for ∆B and
∆t in Equation (8). As any linear geometric algebra equation can be expressed
in matrix form, we solve the equation by solving the associated matrix system
of the form Ax = b. This can be solved by any standard technique such as LU
decomposition. From x we obtain ∆B and ∆t and hence ∆M . Each calculated
∆M provides a step towards the desired motor and this process is repeated until
convergence. The first step towards the target motor is denoted by ∆M1. By
repeating this procedure, Mk2, . . . , Mkn are estimated, which converge towards
Mk where n iterations are necessary. ∆M is calculated as ∆Mn . . . ∆M2∆M1.
The convergence rate depends on the “speed” of the expected transformation
(i.e., the movement of the cameras within the space where images are taken).
We stop the approximation (iteration) if ‖∆Mi‖ ≤ ε (e.g., ε = 10−6), which
indicates that no further improvement can be achieved. Several iterations are
usually sufficient to obtain the next pose of the camera group.

2.2 Update Target Positions

With the estimated pose M of CSM , the given lines Λ in CSM can be trans-
formed to CSW by MΛM̃ . Given all the lines in CSW for all poses, the current
target positions can be calculated by Lemma 1 [9],

Lemma 1. Let Λj ∈ G3
4,1, j ∈ J be a set of normalised lines and S(x) =∑

j∈J S(x, Λj) where S(x, Λj) = x−(x�Λj)�Λj. If SI3 �= 0 then the point q ∈ G1
4,1

closest to all the lines in the least squares sense is given by the center of the
normalised dual sphere

s = −S(I3)�I4

S(I3)�I3
(9)

where I3 = e1 ∧ e2 ∧ e3 and I4 = eo ∧ e1 ∧ e2 ∧ e3.

As the target positions are estimated in real time, an increasingly large number of
lines and frequently repeated calculations would require too much computational
resource. Rather than storing all the lines we update some summary variables
to implement an iterative algorithm.

In Lemma 1, S(I3) and S(I4) depend on all lines and vary with each update.
As S(I3) = S(e1) ∧ S(e2) ∧ S(e3) and S(I4) = S(eo) ∧ S(e1) ∧ S(e2) ∧ S(e3)
it is only necessary to store and update S(eo), S(e1), S(e2) and S(e3). During
the iterations, the information contained in the lines needed for estimating the
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target positions, are accumulated in S(eo), S(e1), S(e2) and S(e3). Recall S is
defined as S(q) =

∑n
i=1(q − (q�Λi)�Λi). The current estimate of S(ej) can be

updated based on previous Sk−1(ej), and new lines Λi, i ∈ Ik arriving at current
time k as

Sk(ej) = Sk−1(ej) +
∑
i∈Ik

(ej − (ej�Λi)�Λi) (10)

It is not necessary to update the targets on every pose update iteration. For
example, the targets may be updated after CSM has been moved by some
specified distance.

3 Experiments

Experiments were carried out using both simulated data and real data. Both
kinds of data allowed us to test the validity and performance of our algorithm
using both the point-line constraint and the objective function (Quasi-Newton
optimisation) pose update. Noise was added to test the stability of the algorithm.

3.1 Simulated Data

In order to test and evaluate the iterative algorithm for estimating target posi-
tions, we generated simulated line data. We have the ground truth target position
obtained using a total station. We generated a synthetic path for CSM in a real
scene (a lab at Industrial Research Ltd.). Synthetic lines were created using this
path and projecting the known targets through the real calibrated camera group
model. In order to test the behaviour of the algorithm in the presence of noise
we generated simulated data with different levels of noise. The stability of the
algorithm is investigated by adding Gaussian noise with deviation σ ∈ [0.2, 1.0]
pixels (see Figure 2).

With the minimum noise, the errors of estimation decrease smoothly by
around 30%. With more noise, the error curve fluctuates within a wider range.
But the error is still reduced as the update process continues. Even with the
maximum noise, the target position is refined by around 20%. We applied the
simulated data to both algorithms. Both algorithms are validated by a compar-
ison of experimental results with ground truth, and also between both. Table 1
shows comparisons for estimating different poses of CSM along a 3D path.

Comparisons showed that both pose update strategies achieve almost the
same results. The strategy using the point-line constraint was nearly twice as
fast as Quasi-Newton strategy. This can be partly attributed to the fact that
the point-line constraint method make no effort to guarantee global convergence.
The Quasi-Newton method proved more robust under all considered conditions,
and the point-line constraint method is limited to the condition that differences
between subsequent poses are small because no global convergence protection
was implemented.
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Fig. 2. The RMS (Root Mean Square) of errors in targets vs update iterations with
different levels of noise

Table 1. Comparison of results for the two alternative pose estimation strategies for
the kth pose (rotation and translation). θ1 and t1 are rotation angle (in degree) and
translation vector (in millimeter) of the pose using the quasi-Newton method; θ2 and
t2 are those for the line-target constraint method.

k (θ1 − θ2) × 10−4 |t1 − t2| × 10−4

1 1.23 1.44

5 2.11 0.84

10 0.67 2.10

15 1.01 1.25

20 0.19 0.09

26 3.61 0.56

3.2 Real Data

Real data sequences of images captured by the camera group are shown in Fig-
ure 1, right. The lab room is visualised using VRML software; see Figure 3.
Results for real data were not as good (for both pose update strategies) as for
simulated data.

We believe that this can be partially explained by small errors in the camera
group model. A better camera group calibration should reduce these errors.
During simulation the same camera group model is used for projection (targets
mapped to image points) and backprojection (image points mapped to lines) so
any calibration errors have no influence.

Estimated poses and target positions are also visualised in Figure 3. Com-
ments about performance comparisons between both estimation methods apply
qualitatively for real data the same way as for simulated data. The target up-
date algorithm run run at 30Hz on a standard 3GHz PC using either of the pose
update schemes.
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Fig. 3. A model of the lab space used. Disks are estimated targets; the figure also
shows a few CSM coordinate systems along the path of the camera group.

4 Conclusion

We developed an iterative algorithm for refining 3D target positions over a large
number of images. We acquire (from 2D images) lines pointing towards 3D tar-
gets. The use of the conformal model of geometric algebra (CGA) benefits the
development of the solution in both theory and practice. CGA provides a com-
pact symbolic representation of objects and their transformations. A variety of
objects (e.g., vectors, points, lines, spheres) and operations (e.g. motors) can
be represented in a single algebra which simplifies the implementation. The use
of a single motor element to represent a Euclidean transformation (instead of
separate rotation and translation), further simplified the implementation.

The iterative target update algorithm performed well over a wide variety of
conditions. Two iterative strategies are used for pose estimation. The point-line
constraint strategy proved to be more efficient than the Quasi-Newton optimi-
sation strategy, but less robust in stability.

References

1. L. Dorst and S. Mann. Geometric algebra: a computational framework for geomet-
rical applications, Part 1 and Part 2. IEEE Computer Graphics Applications, vol.
22, no. 3 and 4, 2002.

2. D. Hestenes, Old wine in new bottles: A new algebraic framework for computational
geometry, In E. Bayro-Corrochano and G. Sobczyk, editors, Geometric Algebra with
Applications in Science and Engineering, chapter 1, Birkhäuser, 2001.
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Abstract. Estimating the pose of a rigid body means to determine the rigid body
motion in the 3D space from 2D images. For this purpose, it is reasonable to make
use of existing knowledge of the object. Our approach exploits the 3D shape and
the texture of the tracked object in form of a 3D textured model to establish 3D-
2D correspondences for pose estimation. While the surface of the 3D free-form
model is matched to the contour extracted by segmentation, additional reliable
correspondences are obtained by matching local descriptors of interest points be-
tween the textured model and the images. The fusion of these complementary
features provides a robust pose estimation. Moreover, the initial pose is automat-
ically detected and the pose is predicted for each frame. Using the predicted pose
as shape prior makes the contour extraction less sensitive. The performance of
our method is demonstrated by stereo tracking experiments.

1 Introduction

This paper addresses the task of estimating the pose of a rigid body in the 3D space from
images captured by multiple calibrated cameras. For solving this problem it is a natural
approach to exploit the available information on the object as far as possible. In [1] the
knowledge of the 3D shape was integrated in a contour based 3D tracker. Knowing the
3D model, the estimating process relies on correspondences between some 2D features
in the images and their counterparts on the 3D model. Our approach extends the work
by incorporating also the texture of the object. The additional information allows to
extract more reliable correspondences that makes the estimation more robust.

Fig. 1. 3D mesh and rendered textured model used for tracking

There are numerous features that have been used for establishing correspondences,
e.g., matching lines [2], blocks [3], local descriptors [4], and free-form contours [5].
They all work well under some conditions, however, none of them can handle general
situations. The most approaches assume that the corresponding image features are visi-
ble during the whole sequence. They either completely fail when the number of features
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c© Springer-Verlag Berlin Heidelberg 2006



Robust Pose Estimation with 3D Textured Models 85

is very low caused, for example, by occlusion or they reinitialize the pose after some
frames when enough features are again detected [6]. Whereas the contour extraction as
described in [1] is robust to occlusions. However, the contour does not provide enough
information for smooth and convex objects to estimate the pose uniquely. Furthermore,
the contour extraction is only suitable for movements that are slow enough such that
the segmentation does not get stuck in a local optimum. Hence, more than one feature
is needed for robust tracking.

Combining the object contour with the optical flow between successive frames has
been proposed in [7]. Although it performs well, it assumes that the initial pose is
known and cannot recover from a significant error. Furthermore, the optical flow is
easily distracted by other objects moving in front of the observed object. Our work
instead combines the object contour with image features between a frame and a 3D
textured model projected onto the image plane. We assume that the textured model
of the object is available where the lightning conditions for capturing the texture are
allowed to differ from the conditions during tracking, i.e., the model construction is
independent of the tracking sequence.

Since lightning conditions between the object and its textured model are inhomo-
geneous and the object is transformed by a rigid body motion (RBM), we use local
descriptors that provide robust matching under changes in viewpoint and illumina-
tion. A comparison of local descriptors [8] revealed that SIFT [9], PCA-SIFT [10], and
GLOH [8] perform best. The descriptors build a distinctive representation of a so-called
keypoint in an image from a patch of pixels in its neighborhood. The keypoints are local-
ized by an interest point detector. We use the detector proposed by Lowe [11] based on
local 3D extrema in the scale-space pyramid built with difference-of-Gaussian filters.
It has the advantage that it runs faster than other detectors [12], e.g., like the slower
Harris-Affine detector [13]. The DoG representation, however, is not affine invariant.
Hence, we cannot use GLOH that requires an affine-invariant detector. Therefore, we
used PCA-SIFT that reduces the dimension of the descriptor by principal component
analysis. This speeds up the matching process and produces less outliers than SIFT but
also less correspondences.

In the next section, we give an overview of the whole pose estimation process that
will be discussed in detail in the following sections. Experiments in Section 5 with a
3D textured model as shown in Fig. 1 demonstrate the performance of the proposed
technique. A brief discussion is given at the end.

2 Overview

Our approach for pose estimation is illustrated by the flow chart in Fig. 2. Knowing
the pose of the object for frame t − 1, we generate a 3D textured model in the same
world coordinate system used for the calibration of the cameras, see Section 4.1. Ren-
dered images of the model are obtained by projecting the model onto the image plane
according to the calibration matrix for each camera.

In a second step, the PCA-SIFT [10] features are extracted from the rendered im-
ages and from the new images of frame t. The features are used for establishing cor-
respondences between the 3D model and the 2D images for each view as described in
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Generate Model Pose t−1

Image t

Estimate Pose Predict Pose

Estimate Pose 
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PCA−SIFT & Filtering
Correspondences

Shape Prior

Segmentation
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Fig. 2. Correspondences extracted by PCA-SIFT and correspondences between the contour of the
projected 3D model and the contour obtained by segmentation are used for pose estimation. If
not enough keypoints are detected by PCA-SIFT, an autoregression is performed to predict the
pose for the next frame.

Section 4.2. In [6] and [14], RANSAC is used to estimate the pose from the matches
that include outliers. RANSAC, however, is not suitable for integrating correspondences
from the contour and cannot handle inaccuracy of the keypoint localizations, e.g., aris-
ing from texture registration. Therefore, we use a least-squares approach as used in [5],
see Section 3. If not enough correspondences are extracted by PCA-SIFT, the pose is
predicted by autoregression as discussed in Section 4.3.

The next step consists of extracting the contour by a variational model for level set
based image segmentation incorporating color and texture [15] where the predicted
pose is used as shape prior [1], see Section 4.4. New correspondences between the 3D
model and the 2D image are then established by matching the extracted contour with
the projected contour of the model via an iterated closest point algorithm [16]. Finally,
the correspondences obtained from PCA-SIFT and from the segmentation are used for
estimating the pose in frame t.

3 Pose Estimation

For pose estimation we assume that correspondences between the 3D model (Xi) and
a 2D image (xi) are already extracted and write each correspondence as pair (Xi, xi)
of homogeneous coordinates. In order to estimate the 3D rigid body motion M that fits
best the correspondences, M is represented as exponential of a twist [17]

θξ̂ = θ

(
ω̂ v
0 0

)
, ω̂ =

⎛⎝ 0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

⎞⎠ , ‖ω‖2 = 1, (1)

i.e., M = exp(θξ̂). A twist with varying θ ∈ R describes a screw motion in R
3 where

θ corresponds to the rotation velocity and pitch. The function exp(θξ̂) can be efficiently
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computed by the Rodriguez formula [17] and linearized by exp(θξ̂) =
∑∞

k=0((θξ̂)
k/k!)

≈ I + ξ̂, where I denotes the identity matrix.
Each image point xi defines a projection ray that can be represented as Plücker line

[17] determined by a unique vector ni and a moment mi such that x × ni −mi = 0
for all x on the 3D line. Furthermore, ‖x× ni −mi‖2 is the norm of the perpendicular
error vector between the line and a point x ∈ R

3. Hence, the pose estimation consists of
finding a twist such that the squared error for (exp(θξ̂)Xi)3×1 is minimal for all pairs,
where (·)3×1 denotes the transformation from homogeneous coordinates back to non-
homogeneous coordinates. Using the linearization, we obtain for each correspondence
the constraint equation

(exp(θξ̂)Xi)3×1 × ni −mi = 0 (2)

which can be rearranged into the form Aξ = b. The resulting overdetermined linear
system is solved by standard methods like the Householder algorithm. From the re-
sulting twist ξ, the RBM M1 is computed and applied to all Xi. The pose estimation
is iterated until the motion converges. After n iterations, usually 3-5 are sufficient, the
concatenated rigid body transformation M = Mn . . . M2M1 is the solution for the pose
estimation. In a multi-view setting as in our experiments, the correspondences for each
camera are added to one linear system and solved simultaneously. Our implementation
takes about 4ms for 200 correspondences.

4 Correspondences

4.1 Textured Model

We assume that a 3D model including textures is already constructed independently
of the tracking sequences, i.e., we do not require that the textures are extracted from
the tracking sequences. Hence, the modelling process is done only once and the model
can be reused for any sequence provided that the texture remains unchanged. In order
to render the 3D model in the same coordinate system as used for camera calibration,
the calibration matrices are converted to the modelview and projection matrix repre-
sentation of OpenGL. Since OpenGL cannot handle lens distortions directly, the image
sequences are undistorted beforehand. However, the step could also be efficiently in-
cluded by a look-up table. In a preprocessing step, PCA-SIFT is trained for the object
by building the patch eigenspace from the object textures. Moreover, we render some
initial views of the 3D model by rotating and store the extracted keypoints, strictly
speaking the PCA-SIFT descriptors of the keypoints, with the corresponding RBM.
From the data, our system automatically detects the pose in the first frame.

4.2 Matching

After the 3D model is rendered and projected onto the image plane for each camera
view, the keypoints are extracted by PCA-SIFT. The keypoints are also extracted from
the captured images. The effort is reduced by bounding cubes for each component of
the 3D model. Projecting the corners of the cubes provides a 2D bounding box for each
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Fig. 3. Initialization. Left: Both camera views of the first frame. Best initial view for initialization
is shown in top left corner. Right: Estimated pose after initialization.

image. Since we track an object, we can assume that the object is near the bounding
box except for the first frame. Hence, the detector is only performed on a subimage.
2D-2D correspondences are then established by nearest neighbor distance ratio match-
ing [8], where we use as additional constraint that two different located points cannot
correspond to points with the same position. Since the set of correspondences contains
outliers, the rudest mismatches are removed by discarding correspondences with an
Euclidean distance that exceeds the average by a multiple.

Fig. 4. Left: Correspondences between projected model and image. Center: Displaying the
points of the projected model (yellow squares) corresponding to points in the image (green
crosses). Two outliers are in the set of correspondences. Right: After filtering only the outliers
are removed.

The 3D coordinate X of a 2D point x in the projected image plane of the model is
obtained as following: Each 2D point is inside or on the border of a projected triangle of
the 3D mesh with vertices v1, v2, and v3. The point can be expressed by barycentric co-
ordinates, i.e., x =

∑
i αi vi. Assuming an affine transformation, the 3D point is given

by X =
∑

i αi Vi. The corresponding triangle for a point can be efficiently determined
by a look-up table containing the color index and vertices for each triangle. After that
the pose is estimated from the resulting 2D-3D correspondences. In a second filtering
process, the new 3D coordinates from the estimated pose are projected back and the last
outliers are removed by thresholding according to the Euclidean distance between the
2D correspondences and the reprojected counterparts.

During initialization, the keypoints from the images are matched with the keypoints
extracted from the initial views beforehand. According to the number of matches, a best
initial view is selected and the pose is estimated from the obtained correspondences.
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4.3 Prediction

The logarithm of a RBM: In [17] a constructive way is given to compute the twist
which generates a given RBM: Let R ∈ SO(3) be a rotation matrix and t ∈ R

3 a
translation vector for the RBM. For the case R = I , the twist is given by

ξ̂ =
(

0 t
‖t‖

0 0

)
, θ = ‖t‖2. (3)

For the other cases, the motion velocity θ and the rotation axis ω is given by

θ = cos−1

(
trace(R)− 1

2

)
, ω =

1
2 sin(θ)

⎛⎝ r32 − r23

r13 − r31

r21 − r12

⎞⎠ . (4)

To obtain v, the matrix

A = (I − exp(θω̂))ω̂ + ωωT θ, (5)

obtained from the Rodriguez formula needs to be inverted and multiplied with the
translation vector t, i.e., v = A−1t. This follows from the fact, that the two matri-
ces which comprise A have mutually orthogonal null spaces when θ �= 0. Hence,
Av = 0 ⇔ v = 0. We call the transformation from SE(3) to se(3) the logarithm,
log(M).

The adjoint transformation: It is not trivial to derive a formula for the velocity of a
rigid body whose motion is given by g(t), a curve parameterized by time t in SE(3),
since SE(3) is not Euclidean. In particular, ġ /∈ SE(3) and ġ /∈ se(3). But by repre-
senting a rigid body motion as a screw action, the spatial velocity can be represented by
the twist of the screw, see [17] for details. This allows for motion interpolation, damping
and prediction.

Later we will take the motion history Pi of the last N frames into account. For a
suited prediction we use a set of twists ξi = log(PiP

−1
i−1) representing the relative

motions. To generate a suited average rigid body motion we make use of the adjoint
transformation to represent a screw motion with respect to another coordinate system:
If ξ ∈ se(3) is a twist given in a coordinate frame A, then for any G ∈ SE(3) which
transforms a coordinate frame A to B, is Gξ̂G−1 a twist with the twist coordinates
given in the coordinate frame B, see [17] for details. The mapping ξ̂ �−→ Gξ̂G−1 is
called the adjoint transformation associated with G.

Given a set of world positions and orientations Pi the twists ξi can be used to ex-
press the motion as local transformation in the current coordinate system M1: Let
ξ1 = log(P2P

−1
1 ) be the twist representing the relative motion from P1 to P2. This

transformation can be expressed as local transformation in the current coordinate sys-
tem M1 by the adjoint transformation associated with G = M1P

−1
1 . The new twist is

then given by ξ̂′1 = Gξ̂1G
−1. The advantage of the twist representation is now that the

twists can be scaled by a factor 0 ≤ λi ≤ 1 to damp the local rigid body motion, i.e.,
ξ̂′1 = Gλ1ξ̂1G

−1.
The average RBM from N given local rigid body motions can then be written as

consecutive evaluation of such local rigid body motions scaled with λi = 1/N .
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Fig. 5. Transformation of rigid body motions from prior data Pi in a current world coordinate
system Mi. A proper scaling of the twists results in a proper damping.

4.4 Segmentation

The images are segmented by a level set based method incorporating color and tex-
ture [15]. It splits the image domain Ωi of each view into object region Ωi

1 and back-
ground region Ωi

2 by level set functions Φi : Ωi → R, such that Φi(x) > 0 if x ∈ Ωi
1

and Φi(x) < 0 if x ∈ Ωi
2. The contour of an object is thus represented by the zero-level

line. The approach described in [1] uses a variational model that integrates the contour
of a prior pose Φi

0(x̂ ) for each view 1 ≤ i ≤ r as shape prior. It minimizes the energy
functional E(x̂, Φ1, . . . , Φr) =

∑r
i=1 E(x̂, Φi) where

E(x̂, Φi) = −
∫

Ωi

H(Φi) ln pi
1 + (1−H(Φi)) ln pi

2 dx

+ ν

∫
Ωi

∣∣∇H(Φi)
∣∣ dx + λ

∫
Ωi

(
Φi − Φi

0(x̂ )
)2

dx (6)

and H is a regularized version of the step function.
Minimizing the first term corresponds to maximizing the a-posteriori probability of

all pixel assignments given the probability densities pi
1 and pi

2 of Ωi
1 and Ωi

2, respec-
tively. These densities are modeled by Gaussian densities whose parameters are esti-
mated from the previous level set function. The second term minimizes the length of
the contour and smoothes the resulting contour. The last one penalizes the discrepancy
to the shape prior that is obtained by projection of the predicted pose. The relative in-
fluence of the three terms is controlled by the constant weighting parameters ν = 0.5
and λ = 0.06.

After segmentation, the 3D-2D correspondences for each view are given by the pro-
jected vertices of the 3D mesh that are part of the model contour and their closest points
of the extracted contour determined by an iterated closest point algorithm [16].

4.5 Fusion of Correspondences

Although it has been shown that the segmentation as previously described is quite robust
to clutter, shadows, reflections, and noise [1], a good shape prior is essential for tracking
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Fig. 6. 4 successive frames of a rotation sequence (only one view is shown). Top row: Pose is pre-
dicted by autoregression for lack of PCA-SIFT matches. Black: Predicted pose. Gray: Previous
pose. Middle row: Contour extracted by segmentation. Bottom row: Estimated pose.

since both matching between the contours and the segmentation itself is prone to local
optima. The predicted pose by an autoregression usually provides a better shape prior
than the estimated pose in the previous frame. In situations, however, where the object
region and the background region are difficult to distinguish, the error of the segmenta-
tion and the error of the prediction are accumulating after some time. The shortcoming

Fig. 7. Rotation sequence with a moving person. Left: Number of matches from PCA-SIFT (dark
gray). After filtering the number of matches is only slightly reduced (black). When the number
is below a threshold, the pose is predicted by an autoregression (gray bars). Right: The rotating
box is occluded by a moving person.
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is compensated by PCA-SIFT, but it is also clear that usually not enough keypoints
are available in each frame. Hence, the correspondences from contour matching and
from descriptor matching are added to one linear system for the pose estimation. Since
the contour provides more correspondences, the Equations (2) for the correspondences
from PCA-SIFT are weighted by �CorrsContour/5.

5 Experiments

For evaluating the performance of our approach, we used the 3D textured model as
shown in Fig. 1. The textures were captured under different lightning conditions from
the conditions for the image sequences that were recorded by two calibrated cameras.
Although the size of the images is 502× 502, the object is only about 100× 100. The
initial position was automatically detected for each sequence as shown in Fig. 3.

Fig. 8. Pose estimates for 10 of 570 frames. The sequence contains several difficulties for track-
ing: a rich textured and non-static background, shadows, occlusions, and other moving objects.
Only one camera view is shown.

The tracked object is partially covered with two dissimilar customary fabrics and
the printed side reflects the light. It is placed on a chair that occludes the back of the
object. The background is rich textured and non-static. Shadows, dark patterns on the
texture and the black chair make contour extraction difficult even for the human eye.
Furthermore, a person moves and occludes the object. These conditions make great
demands on the method for pose estimation.

In the first sequence, the chair with the object rotates clockwise. When the back of
the chair occludes the object, there are not enough distinctive interest points for pose
estimation. Therefore, the pose is predicted by an autoregression for the next frame
as shown in Fig. 6. Due to the shape prior, the segmentation is robust to the occlu-
sion such that the estimates are still accurate. The number of matches from PCA-SIFT
with respect to time is plotted in Fig. 7. During the sequence, the object rotates counter-
clockwise while the person orbits the object clockwise. As we can see from the diagram,
PCA-SIFT produces only few outliers that are removed after the filtering. The gray bars
in the diagram indicate the frames where an autoregression was performed. Since the
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Fig. 9. Comparison with a contour-based method. From left to right: Pose estimates for frames
5, 50, 90, 110. Rightmost: Result of our method at frame 110.

number of matches range from 1 to 77, it is clear that an approach based only on the
descriptors would fail in this situation.

Pose estimates for a third sequence including rotations and translations of the object
are shown in Fig. 8. When only the contour is used, the pose estimation is erroneous
since both segmentation and contour matching are distracted by local optima, see Fig. 9.
For comparison, the result of our method is also given.

Finally, we simulated disturbances of the sequence in order to obtain a quantative
error analysis. Since the object is placed on the chair, the y-coordinate of the pose is
approximately constant. During the sequence, however, the object shifts slightly on the
chair. The peak at frame 527 in the diagram of Fig. 10 is caused by a relocation of
the object. For one sequence, we added Gaussian noise with standard deviation 35 to
each color channel of a pixel. Another sequence was disturbed by 80 teapots that were
rendered in the 3D space of the tracked object. The teapots drop from the sky where the
start positions, material properties, and velocities are random. Regarding the result for
the undistorted sequence as some kind of ground truth, the diagram in Fig. 10 shows
the robustness of our approach. While an autoregression was performed only twice for
the unmodified sequence and the average number of filtered matches per frame from
PCA-SIFT was 50.9, the numbers fell down to 27.9 and 13.1 for the teapots sequence
with 132 predictions and the noisy sequence with 361 predictions.

Fig. 10. Left: Quantative error analysis for a sequence with disturbances. Black: Undisturbed
sequence. Red: Gaussian noise with standard deviation 35. Blue: 80 teapots dropping from the
sky with random start position, material properties, and velocity. Right: Top: Stereo frame 527
of the noisy sequence (image details). Bottom: Two successive frames of the teapot sequence.
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6 Conclusions

In this work, we have suggested a textured model based method for 3D pose estimation.
It fuses two different features for matching, namely contour and local descriptors, where
the influence of the features is automatically adapted during tracking. The initial pose
is identified without supervision. In our experiments, we have demonstrated that our
approach overcomes the drawbacks of the single features and that it can be applied
to quite general situations. In the case of a homogeneous object without distinctive
keypoints, our approach operates as a pure contour-based method. Furthermore, we
have provided visual and quantative results showing that our approach is able to deal
with a rich textured and non-static background and multiple moving objects. Moreover,
it is robust to shadows, occlusions, and noise. Although our experiments considered
only rigid bodies with a simple geometric surface, our method works with any kind of
free-form objects. The pose estimation can be straightforward extended to articulated
objects [18]. This will be done in future.
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Abstract. This paper reviews 3D-modeling activities at the German
DLR Institute of Robotics and Mechatronics, carried out within the
last decade in cooperation with partners in Germany (Z+F, Illustrated
Architecture, DLR Institutes of Optical Information Systems, and of
Planetary Research) and international partners. The main focus is on
multisensory (e.g. push-broom or rotating stereo line cameras, laser range
finders) information containing (at least) geometry and texture. The pa-
per describes systems which acquire such information at different scales
of scenery, ranging from indoor scenes to planetary explorations. It also
covers principles and methods for preprocessing, geometric reconstruc-
tion, texture mapping, or matching.

1 Introduction

Photogrammetry (originally a method for recording and monitoring architecture)
dates back to the work of Albrecht Meydenbauer. He was a German architect,
who used a graphic intersection method for 3D analysis as early as in 1867. Pho-
togrammetry is a measurement technology in which 3D coordinates of objects
are determined by measurements, made in two or more photographic images
taken at varying attitudes (i.e., position or viewing direction).

Modeling a 3D scene based on captured images, possibly including further
sensors or interaction with the scene, can be achieved in different ways. The
classical method in photogrammetry is (calibrated) binocular stereo analysis.
Another, widely applied approach for 3D object or scene modeling is structured
lighting. Structure from motion (SfM) is one of the more recent approaches within
computer vision, which aims on estimating 3D structure from uncalibrated 2D
image sequences.

A laser rangefinder (LRF) or laser scanner determines distances to opaque
objects; it is also known as LIDAR (Laser Imaging Detection and Ranging). Such
a device determines the distance to an object or surface using laser pulses (similar
to radar technology, which uses radio waves instead of light). LRFs have been
used for close-range photogrammetry (e.g., acquisition of building geometries)
for several years, see [11].

Each of these approaches comes with particular limitations, and flexible solu-
tions towards 3D scene recovery often apply multiple tools, do not restrict itself

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 96–107, 2006.
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Fig. 1. DLR Multisensory 3D-Modeler and a scanned bust

to the use of cameras as the only sensor option, and merge different approaches
as well; see, for example, [8]. 3D scene modeling based on using an LRF (active
system) together with different digital cameras (texturing and stereo processing
in different scales), and laser line projectors (structured light) are an example for
multiple 3D recovering. Combining different sensors allows for acquiring any ob-
ject with different levels of detail, e.g. fast digitization of a large object at medium
resolution and refining some parts with higher accuracy afterwards. For example,
in many robotics areas, depth information is used to avoid collisions, to navigate
through an environment or to plan a grasp of an object. Texture information
is used to auto-locate a robot in its environment as well as to find and identify
objects. Various types of sensors and methods are needed for modeling different
sized cultural objects. They range from small objects, like busts or statues, over
medium scaled objects, like rooms and interiors of buildings, up to large terrains.

This paper gives an overview about recent (say, last decade) work at DLR In-
stitutes (in cooperation with partners as stated in the abstract). Projects involve
a large variety (by size, shape, or texture) of 3D objects [5].

2 3D Modeling Systems

This section deals with the first step when documenting 3D data about cul-
tural heritage: the selection of the appropriate sensor technology. We categorize
sceneries by sensing distances into three scale levels:

Small scale: 50 mm to 2,000 mm, with resolution of maximally 1 mm – 5 mm.
Medium scale: 2 m to 50 m, with a resolution in 0.5 cm – 10 cm.
Large scale: larger than 50 m, with a resolution from 0.2 m up to 1 m.

2.1 Multisensory 3D-Modeler

The DLR Multisensory 3D Modeler is a small-scale modeling system with dif-
ferent sensor components [14]. The system’s strength lies in multisensory data
acquisition. Currently, the system integrates: a laser-range scanner, a texture
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sensor, a laser-stripe sensor, and a stereo sensor. The laser-range scanner is based
on the triangulation principle. Its main features are a low weight, robustness,
and its large angle of view. The measurement distance is 50 mm to 300 mm. The
texture sensor consists of a single calibrated miniature head camera. The laser-
stripe sensor uses a line-laser module in combination with a calibrated miniature
head camera, implementing a sensing range from 150 mm to 450 mm. Geometric
information at larger distances is acquired with the stereo sensor.

These sensors are integrated into a specially designed, low weight and er-
gonomic housing (Figure 1). Pose measurement is either done by a passive ma-
nipulator (i.e., a robotic arm) or an optical tracking system.1

Merging multiple sensors with multiple interfaces is a major problem in sensor
synchronization. We chose a two level strategy: First, hardware synchronization
allows synchronous measurements. This is implemented by supplying all sensors
with a common video synchronization pulse. Secondly, data sets are merged by
using the CAN bus as the master software synchronization bus for exchanging
timestamps and poses. The acquisition of 3D-data of all sensors is done in the
same global coordinate system. The system is very much suitable for digitizing
small objects.

2.2 Z+F Imager and DLR Panoramic Camera

This section deals with a description of medium scale sensors (designed at DLR
and Z+F) which are already commercially available.

Z+F Imager 5003. The visual laser scanner Imager 5003 of Z+F (see Fig-
ure 2) is an optical measuring system based on the transmission of laser light
[1]. The laser scanner consists of a one-dimensional (1D) measuring system in
combination with a mechanical beam-detection system. Due to the large field of
view of the scanner, 360◦ horizontally (azimuth) and 310◦ vertically (elevation),
a scene to be modeled has to be surveyed from a few points of view only. Besides
the 2D intensity information, the Imager 5003 provides additionally 3D range
information. Both - intensity and 3D range information - correspond to each
pixel. By extracting features in an accurate way, the combination of image pro-
cessing methods and 3D geometric information is possible. The system itself has
different scanning modes, which differ in spatial point distance [from Super High
Resolution (20,000 pixel per 360◦ horizontally and vertically) to Preview (1,275
pixel per 360◦ horizontally and vertically) mode]. Regarding acquisition time,
we report a mode which is popular in industrial environments: 10,000 points
horizontally and 5,000 vertically takes 3.22 minutes for a full 360◦ scan.

DLR Panoramic Camera. A panoramic camera (see left of Figure 3) was
developed at DLR Berlin between 1999 and 2001, which allows the acquisition
of high-resolution texture maps. A single image is several 100s Megapixel, up to
multiples of Gigapixel. The camera is basically a rotating CCD line sensor. Three
CCD lines (i.e., for the Red, Green, or Blue channel) form a linear CCD array,

1 See Advanced Realtime Tracking at http://www.ar-tracking.de.
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Fig. 2. Z+F Imager 5003 and a point cloud of a scanned room (preview mode)

which is mounted vertically on a focal plane and rotates clockwise, describing a
cylindric surface during a full 360◦ rotation. Scanned data are stored in cylindric
coordinates, line by line, and according to the sensor geometry [12]. By using
three line CCD chips with 10,200 elements each, very high image resolution can
be archived. The resulting image consists of a maximum of 10,200 by 500,000
pixels each containing three 14 Bit RGB values. A typical scan (10,200 × 30,000)
using a special optical lens system of 35mm focal length takes about 3 min
at daylight, and up to 60 min at dark indoor illumination. The software also
includes a package for the geometric and radiometric calibration, which enables
the recalculation of the raw data into calibrated images.

Off-Axis Rotation and Principle Angle. If R is set (see Figure 3) to a non-
zero value, then the cameras principle point is at off-axis position, which is one
possibility to acquire stereo images (using different values of ω). The cameras
principle point is moving on a circle with radius R. As defined in [6], this circle
specifies the base cylinder, parameters R and ω are characterized in particular
how to optimize these for stereo viewing of a scene characterized by closest and
furthest distance between objects of interest and the camera. R and ω are two
important parameters of this camera, and their parameter intervals are crucial
for specifying the accuracy or flexibility of the camera. For example, the aim
might be to have R = 0, but it is important to calibrate the actual deviation
from this ideal case. Figure 3 shows the DLR panoramic camera and illustrates
the parameters R and ω (as studied in PhD projects at CITR [7]).

Fig. 3. Panoramic camera and illustration of the camera parameter R and ω
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2.3 HRSC - High Resolution Stereo Camera

The High Resolution Stereo Camera (HRSC) has been developed by the DLR
Institute of Planetary Research for the exploration of the Martian surface from
orbit [15]. The airborne version HRSC-AX is currently used for capturing land-
scape on Earth, as well as cities from flight altitudes between 1,500 m to 5,000 m.
The camera contains nine sensor arrays, which are arranged (in different viewing
angles) orthogonally to the flight direction. All arrays have a resolution of 12,000
pixels and record 12 bit per pixel. Five arrays are panchromatic. The other four
capture red, green, blue and infrared light. Figure 4 shows the geometry.

Fig. 4. Basic geometry of HRSC-AX and parts of corrected 2D pushbroom images,
with a resolution of 15 cm per pixel

The position and orientation of the camera is continuously measured by a
sophisticated GPS/IMU system. Current post-processing includes radiometric
corrections as well as refinements of all camera positions, orientations and time
offsets by means of photogrammetric methods based on HRSCs multi-stereo im-
age information [13]. A geometric correction step projects the pixels of each array
at all camera positions onto an artificial plane, resulting in nine 2D images, in
which effects caused by high or low frequency orientation variations are elimi-
nated, while disparities caused by terrain and buildings still remain. Epipolar
lines are “almost” straight parallel lines in these images. The reason for “almost”
is the (in general) non-linear flight path of the camera. The resulting 2D images
and the inherent disparity ranges are typically huge (e.g. several 100 MPixel
with 1,000 pixel disparity range).

3 Principles and Methods for 3D Modeling

This section elaborates on principles and methods for generating 3D models.
Preprocessing of laser data is neglected in this brief note. A method for 3D sur-
face reconstruction, suitable for arbitrary sized raw data sets, is outlined. Then,
the task of texture mapping is addressed (needed because color information is re-
quired in the context of cultural heritage preservation or visualization). Medium
scale objects require that the sensor system is relocated for full coverage. There-
fore, these data sets from different view points need to be matched [10]. Finally,
stereo matching for the creation of large scale models is discussed.
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Fig. 5. Reconstruction pipeline

3.1 Surface Model Generation

In order to generate models from different modeling systems, an algorithm is
needed that is not specific to the sensor’s data format. Furthermore, it has to
cope with large input data sets. Therefore, an online triangulation tool is used,
that is able to generate and improve a triangle mesh directly from unorganized
3D sets of points. The algorithm processes sensor data by incremental insertion of
3D points, which suits generic 3D sensors. The reconstruction pipeline is divided
into four steps, input reduction, normal estimation, vertex selection, and re-
triangulation, as illustrated in Figure 5. The input points and the vertices of the
mesh are stored into separate point sets, each implemented in a hierarchical data
structure that allows fast insertion and search of local point neighborhoods. The
implemented structure only requires a small memory overhead, so it is perfectly
suited for very large data sets [2].

3.2 Mesh Optimization

The quality of the mesh, generated by the described method, is improved as
follows:

(i) Filters: Basically we consider two types of filters for improving 3D data.
Firstly, the system specific noise (e.g., measuring noise of the LRF) is reduced
by various filters (e.g., median filter, histogram filters, spike filters, Gaussian
pyramids, etc.), before we turn to the meshing algorithm. Errors not caused
by the system noise (e.g., errors caused by an unfavorable incident angle) and
known object geometry are expected. They are fixed subsequent to generating
the first initial dense mesh in a second filtering process. This is, in fact, the step
of repairing the mesh.

(ii) Filling Holes: Reasons for visible holes in triangle meshes are either missing
or false triangulation. If there are vertices with false normals or triangles with
false triangulation orientation, then they will be displayed as holes. Therefore,
the task is divided into filtering out “illegal” triangles, and filling by a recursive
algorithm considering the 3D relation between vertices and edges.

(iii) Mesh Reduction: The normal vectors of the surrounded triangles of
each vertex are analyzed. If their difference is below a certain threshold, the
vertex is deleted and the resulting hole is newly triangulated. (Experiments
showed that about 90% of triangles and vertices are reduced when reconstructing
Neuschwanstein Castle.)
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(iv) Smoothing: Because the topology is changed after mesh reduction, we use
a scale depended fairing algorithm to smooth the mesh.

3.3 Texture Mapping

Texture mapping adds a (photo-)realistic impression to a given 3D model by
linking each of its surface patches with an image, called texture. Often, pre-
defined synthetic textures are used for 3D models. Here, the real texture of the
model is gathered by moving a camera around the object in question. The se-
quence of texture images is then subsequently mapped to the real 3D model
acquired by the scanning device. The texture mapping process requires known
intrinsic (including distortion) and extrinsic camera parameters relative to the
3D model. This “image-to-model” registration is accomplished by measuring, i.e.
tracking the camera position in a world coordinate system, or by photogram-
metric determination of those. By knowing the exact position and direction of
the camera, the images can be projected onto the 3D-model. The determination
of texture coordinates for off-axis rotating cameras corresponding to a 3D model
is described in detail in [9]. The texture mapping for integrated cameras, as used
for the 3D-modeler is shown in [5], and for the Imager 5005 in [1].

3.4 Stereo Matching by Semi-Global Matching (SGM)

Corrected 2D pushbroom images can be used for stereo reconstruction. The re-
quired stereo matching method has to be efficient for operating on huge images
and disparity ranges. Furthermore, stereo matching must be accurate for main-
taining sharp object boundaries that are common in the anticipated scenes of
urban areas. Hierarchical, correlation-based stereo methods are often used in
these scenarios [15], due to their efficiency. However, these approaches are well
known for blurring sharp object boundaries [3]. However, global methods are
typically slow and memory intensive, which makes them unsuitable for the an-
ticipated application. The problem of accurate and efficient stereo matching is
solved by the Semi-Global Matching (SGM) method [4]. SGM aims to determine
the disparity image D, such that the cost E(D) is a minimum.

E(D) =
∑

p

C(p, Dp) +
∑

q∈Np

P1T [|Dp −Dq| = 1] +
∑

q∈Np

P2T [Dp −Dq > 1]

This cost function evaluates pixelwise matching costs C(p, Dp) at the pixel p
with the disparity Dp. Piecewise smoothness of the disparity image is supported
by adding a small cost P1 for all small disparity changes and a higher cost P2

for all higher disparity changes. Adding a constant cost for all higher disparity
changes preserves discontinuities. Finding the minimum of this energy is an NP-
complete problem. The SGM algorithm approximates the global minimization
by pathwise minimizations from all directions.

The complexity is only O(ND) like correlation based approaches, but the
memory consumption is also proportional to ND ( = number of pixels times the
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disparity range). The pixelwise matching cost C(p, Dp) is based on hierarchically
computing Mutual Information (MI) instead of intensity differences. This makes
it robust against recording differences and illumination changes, which is possible
since pushbroom cameras capture corresponding points at different times (during
the flight).

The SGM method has been adapted for matching huge HRSC images. Firstly,
the generally “curved epipolar lines” of aerial pushbroom images are explicitly
calculated in contrast to other methods [15]. This reduces the disparity range
from a 2D area to a 1D segment of the epipolar line and saves run time as well as
memory. Secondly, the huge images are split into manageable tiles for matching.
Tiles are defined slightly overlapping, and pixels near image borders are rejected,
because they receive support only from one side by the global cost function.
Thirdly, multi-baseline matching [4] is used for matching the five panchromatic
images of the HRSC, weighted by their recording angle. Optionally, the red and
green images are also matched against the panchromatic nadir image, which
is possible with MI matching. Finally, the disparity range is determined auto-
matically, by first processing downscaled images (e.g., by factor 16) with a very
large disparity range that is known to cover all situations. A reduced range is
determined from the result and used for higher resolutions. The disparity range
determination is done during the hierarchical computation of MI. The matching
result is used for calculating Digital Elevation Models (DEM), and subsequently
for the generation of true ortho-images based on the DEM.

4 Applications

This section illustrates applications for small (busts, using 3D Modeler), medium
(castle Neuschwanstein, using Z+F Imager and panoramic camera), and large
scale (the city of Berlin, using HRSC).

4.1 Small Scale Models

An example of a 3D Modeler result was shown in Figure 1 (right). Here, the focus
is on hand-guided acquisition. The operator sweeps the system manually over
the surface of the object, and the 3D-model is reconstructed simultaneously by
the surface generation algorithm in the above section. Immediate visual feedback
helps the user during the process of a complete digitization of the object; see [2]
for details. Images from the texture sensor are integrated into a visual feedback.

4.2 Medium Scale Models

The digitization of historic buildings is an example in this category. On the
historic site of castle Neuschwanstein near Füssen, Germany, maps and views
of approximately 450 rooms of the castle (see Figure 6) have been generated.
Multiple high resolution scans at several positions in the rooms are performed.
Number of scanner positions depends on the size and the complexity of each
room (i.e., occlusions by objects like stone columns).
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Preprocessing steps are applied before the data of a room can be merged to a
single 3D model. First, the raw scanner data is transformed into equidistant grids
(i.e., to an image with equidistant pixels) using the intrinsic parameters. Then
the camera transformation using the camera’s intrinsic parameters (distortion,
scale, color shift, and white balance) is applied to every picture, resulting in
calibrated cylindrical images; see Figure 6 (right).

Afterwards, the extrinsic parameters (i.e. camera and scanner positions and
orientations, as well as range scale, if necessary) are estimated. Now, all scans
of a room are transformed to a 3D point cloud in the world coordinate systems.
The 3D points are triangulated using the surface generation tool from Section
3.1. Afterwards, a mesh optimization process (hole filling algorithm and mesh
reduction from Section 3.2 are applied to further improve the mesh; see results
in Figure 7. Finally, the 3D model is textured with either the intensity image of
the scanner or the high resolution color image of the panoramic camera.

Starting in 2002, approximately 9 · 1010 3D-points in 1,800 scans of the Z+F
Imager have been acquired in multiple campaigns. The accuracy of the scanner
data after adjustment is about 2mm. A 3D-model of the King’s office in castle
Neuschwanstein is shown in Figure 7 whereas the figure (bottom-right) illustrates
the same model textured using panoramic camera images and intensity images
from the LRF itself.

4.3 Large Scale Models

Cities and landscapes have been reconstructed using the SGM stereo method
(Section 3.5), applied to pre-processed (Section 2.3) HRSC images. 3D visual-
izations are created directly from DEMs using ortho-images as top-view texture;

Fig. 6. Left: 450 rooms of Neuschwanstein Castle have been scanned with approxi-
mately 9 · 1010 3D-points in 1,800 scans of the Z+F Imager. Right: a laser scan of
the calibrated Z+F Imager 5003 (local polar coordinate system 360◦ × 180◦), and a
cylindrical calibrated panoramic image.
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Fig. 7. Floor plan of Ludwig II’s office, with orthophotos (top-left), a detail of a room
corner (top-right), the 3D-model (bottom-left), and the textured model (bottom-right)

see Figure 8. Additionally, side-view textures of buildings and other objects are
taken from the forward and backward looking stereo images; see Figure 4. For
a better quality of side-view textures, tests of data fusion with the panoramic
camera and the HRSC have started; see Figure 9.

The whole process of stereo matching, DEM, ortho-image, side-view texture
creation and visualization is fully automatically. A 110 km2 area of the city of
Berlin (see Figure 8) has been recorded in 6 parallel, partly overlapping flights
at an altitude of 4,100 m over ground. The images were scaled for a ground res-
olution of 20 cm per pixel, although the true resolution is less, due to the high

Fig. 8. Automatically generated 3D model of Berlin (different zoomings)
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Fig. 9. Extracted 3D model of the DEM data (HRSC) with (partially) mapped textures
captured by a terrestrial panoramic camera

recording altitude. Each flight contributed approximately 1 billion height values
and pixels to the DEM and ortho-image, which have a total size of around 2.7 bil-
lion values. The total processing time was 18 days on a 2.8 GHz Xeon computer.

5 Conclusions and Future Work

This paper briefly presented all aspects for recording, modeling and visualization
of cultural heritage. We stressed the methodical similarity between 3D model-
ing in robotics and or cultural heritage. Systems, algorithms and results were
presented for all scales of objects as defined in Section 2. For the acquisition of
small scale objects, a 3D modeling framework was developed, integrating tex-
ture mapping, mesh optimization, hole filling, and a generic sensor interface, as
well as providing visual feedback on surface reconstruction and color (texture)
acquisition. Future research is directed towards the improvement of algorithms
and sensor systems, in respect to accuracy and efficiency in generating photo-
realistic 3D-models. Currently, modeling of medium scale objects still involves
manual interference. The mesh optimization process needs to be simplified. Fu-
ture research in stereo processing deals with a comparison of DEM’s against
ground truth and DEM’s from other sources. Large scale model generation re-
quires high-performance computing, motivating the implementation of methods
on a processing cluster. A cluster of 12 double processor computers will finally
reduce the computation of huge areas (e.g. 400 km2) to reasonable times such
as a few days only.
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Abstract. The computation of a shape’s orientation is a common task
in many areas of computer vision and image processing applications.
It is usually an initial step or a part of data preprocessing. There are
several approaches to the problem – most of them could be understood
as the ‘area based’ ones. In spite of many unavoidable problems where
working with shape boundaries in discrete space, the demand for a pure
‘boundary based’ method, seems to be very reasonable. Such a method
for shapes having polygonal boundaries is presented in this paper. We
define the shape orientation by the line that maximises the total sum of
squared lengths of projections of all the shape boundary edges onto this
line. Advantages and disadvantages of the method are discussed.

Keywords: Shape, orientation, image processing, early vision.

1 Introduction

Many image processing and shape analysis tasks start with a normalisation pro-
cedure [4,5,6]. For a successful application (in robotics, medical imaging, industry
inspection tasks, etc) it is important that the reference frame is properly deter-
mined. Shape position and orientation define the frame of reference. Usually,
the shape position is defined by its gravity center and that is a very common
approach. On the other side, the computation of orientation is not a straightfor-
ward task and there are many approaches in defining the shape orientation.

Due to the variety of shapes as well as the diversity of applications there is not
a single method for computing the shape orientation that could be successfully
applicable to all shapes. For that reason, several methods have been developed
([1,3,7,8,12,13,14]). Different techniques have been used, including those based
on geometric moments, complex moments, and principal component analysis,
for example. Suitability of those methods strongly depends on the particular
situation in which they are applied, as they each have their relative strengths
and weaknesses.

The majority of existing methods for the computing orientation are ‘area
based’ – i.e. the computation takes into account all the points that belong to
� The author is also with the Mathematical institute of Serbian Academy of Sciences,

Belgrade.
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the shape, not only the boundary points. Among area based methods, the most
standard one says that shape orientation is determined by its axis of the least
second moment of inertia ([4,5,6]). The axis of the least second moment of inertia
of a shape is defined as a line that minimises the integral of the squared distances
of the shape points to the line. When working in discrete space where shapes are
represented by finite sets of points (set of pixels, for example) then the ‘integral’
should be replaced with the ‘sum’. Obviously, the method is motivated very
naturally and is simple to compute in both (‘real’ and ‘discrete’) versions.

Because the standard method is area based it is very robust with respect
to noise and boundary defects. The problem is that there are many situations
where the method does not give any answer what the shape orientation should
be. There are many regular and irregular shapes where this standard method
does not work ([14,15]). Also, in many situations the robustness of a method is a
desirable property, but sometimes it could be a disadvantage (in high precision
inspection tasks, for example). Further, it could happened that some shapes are
“nonorientable” (see [16] ) by the standard method, but they could be easily
oriented if narrow intrusions or scribble details on them exist. Those details cor-
respond to a relatively small percentage of pixels (when working with digital
images) and are not detectable by robust methods. In this paper we present a
method where the orientation is computed based on the shape boundary. Con-
sequently the method could overcome some of the mentioned problems. In a
typical situation, the new method takes into account the complete boundary –
not only parts belonging to the convex hull of the considered shape, as in [2,9],
for example. But the method can be applied to shapes whose boundaries are
partially detected and to shapes where scrabble details are considered as the
boundary parts.

The paper is organised as follows. Section 2 introduces the new method and
analyses its basic properties. Examples and related comments are in Section 3.
Concluding remarks are in Section 4.

2 Boundary Based Shape Orientation

In this section we define a new method for computing the orientation of shapes
with polygonal boundaries. The method is boundary based and takes into ac-
count all the boundary points. Let us mention that there are naive methods
that are also boundary based. For example, the orientation of a polygonal shape
having vertices P1, P2, . . . , and Pn could be defined as the average value of the
angles between the edges PiPi+1 (1 ≤ i ≤ n and Pn+1 ≡ P1) and the x-axis.
The method is extremely simple but it has many disadvantages. From such a
definition, each two shapes whose edges make identical angles with the x axis
must have the same computed orientation. But this is not a desirable property.
Edges of polygonal shapes presented on Fig.1 make identical angles with the
x-axis but their assigned orientations should be different.

It is not a surprise that such a trivial method would not give good results. It
is pretty presumable that the edge lengths have to play a significant role in the
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y

x

Fig. 1. The edges of presented polygons make identical angles with the x-axis but their
assigned orientations should be different

orientation definition. Here we define the orientation of a polygonal shape by the
direction that maximises the total sum of the squared lengths of the projections
of all boundary edges onto a line defined by this direction – see Fig.3 for an
illustration. We give the following formal definition.

Definition 1. Let a shape with a polygonal boundary P . The orientation of the
shape is defined by the angle α = α0 for which the total sum

F (α, P ) =
∑

e is an edge of P

|prα(e)|2 (1)

of squared lengths of projections of edges of P onto a line having the slope α
reaches its maximum.

α

a
−>

P2

P4

P3P1

x

y

Fig. 2. Projections of the edges of the polygonal shape (having vertices P1, P2, P3, P4)
onto lines having the slope α are presented

It is an adventage that the new definition is motivated naturally. Also, in canon-
ical cases, where the orientation of polygonal shapes seems to be very distinct,
the method gives expected results. For instance, the orientation of a rectangle
is expected to be coincident with its longer edge, while the orientation of a very
elongated triangle having exactly one axis of symmetry should be coincident with
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such a symmetry axis, etc. That is exactly what happens if the new method is
applied. Without loss of generality we can assume that an edge of the consid-
ered rectangle and one of the edges of the considered triangle are parallel to the
x-axis – for notations we reffer to Fig.3.

α

a
>−

1P

4P P3

P2P

P

P

2

3

3

1P

’

(b)(a)

y

x

Fig. 3. The computed orientation of �P1P2P3 is 90o. The computed orientation of
�P1P2P

′
3 is 0o. The computed orientation of the rectangle P1P2P3P4 is 0o.

– For the rectangle P having the vertices P1, P2, P3, and P4, let |P1P2| =
|P3P4| = p and |P2P3| = |P4P1| = q. The sum F (α, P ) of the squared lengths
of projections of the edges onto a line having the slope α is

F (α, P ) = 2 · p2 cos2 α + 2 · q2 sin2 α = 2 · (p2 − q2) · cos2 α + 2 · q2.

Consequently:
• If p > q then the maximum of F (α, P ) is 2 · p2 and it is reached for

α = 0, i.e., the rectangle is oriented in accordance with the longer edges;
• If p < q then the maximum of F (α, P ) is 2 · q2 and it is reached for

α = π/2. Again, the rectangle is oriented in accordance with the longer
edges;

• If p = q then the rectangle degenerates into a square and the method
does not suggest what the orientation should be. The sum of the squared
lengths of projections of all the edges is the same for all α, i.e. F (α, P ) =
constant.

– For the triangle T = �P1P2P3 let β = ∠(P2P1P3) = ∠(P1P2P3)). The sum
F (α, T ) of the squared lengths of projections of all the edges of T onto a line
having the slope α is

F (α, P ) = q2 · cos2 α + p2 · cos2(β + α) + p2 · cos2(β − α)

where p denotes the length of the edges P3P1 and P2P3 while q denotes the
length of P1P2. Taking into account cosβ =

q

2p
and by using elementary

transformations F (α, P ) can be expressed as

F (α, P ) = (q2 − p2) · cos2 α + p2 ·
(

1− q2

4 · p2

)
.
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So,
• If q < p then the maximum of F (α, P ) is reached for α = π/2 – i.e. the

computed orientation coincides with the axis of symmetry;
• If q > p then the maximum of F (α, P ) is reached for α = 0 and the

computed orientation is orthogonal to the axis of symmetry; The ob-
tained orientation is debatable if p is close to q, but it is very acceptable
if q is much bigger than p. Particularly, in the limit case when p → q/2
the triangle degenerates into a horizontal line segment whose measured
orientation should be 0 degrees (as computed by the method);

• If q = p then F (α, P ) is a constant function and does not depend on α.
Thus, the method does not tell what the orientation should be.

It is worth to mention that the exactly same orientations are obtained if
�P1P2P3 is oriented by the standard method.

In the previous two simple cases the orientation was easy to compute. The
question is: Is the orientation easy to compute in the case of an arbitrary polyg-
onal area? We will show that the method can be applied easily to all polygonal
shapes. Even more, it could be applied to not necessarily closed polygonal lines,
what can be of an importance if working with incomplete data, i.e. if some bound-
ary parts are missed or not extracted properly. We proceed with the following
theorem.

Theorem 1. Let an n-gon P with edges ei, i = 1, . . . , n. Also, let αi denote
the angle between ei and the x-axis. If the total sum

n∑
i=1

|prα(ei)|2

of the squared lengths of projections of the edges ei onto a line having the slope
α reaches its maximum for α = α0 then

tan(2 · α0) =

n∑
i=1

|ei|2 sin(2αi)

n∑
i=1

|ei|2 cos(2αi)
. (2)

Proof. Let ei and αi (1 ≤ i ≤ n) are as in the statement of the theorem. The
length |prα(ei)| of the projection of the edge ei onto a line having the slope α is

|prα(ei)| = |ei| · | cosαi cosα + sin αi sinα| = |ei| · | cos(αi − α)|

and the function that should be maximised is

F (α, P ) =
n∑

i=1

|prα(ei)|2 =
n∑

i=1

|ei|2 cos2(αi − a). (3)
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The maximum of F (α, P ) can be computed on a standard manner. The first
derivative dF (α, P )/dα can be expressed as

dF (α, P )
dα

= −
n∑

i=1

|ei|2 sin(2αi − 2α)

=
n∑

i=1

|ei|2(cos(2αi) sin(2α)− sin(2αi) cos(2α)). (4)

Setting dF (α, P )/dα = 0 we obtain that the angle α0 where F (α, P ) reaches
its maximum satisfies (2) . This establishes the proof. �

Now we give three remarks that follow directly form the proof of Theorem 1.
Those remarks clarify situations where the method can be applied.

Remark 1. Since F (α, P ) is a continuous function it reaches its extreme values
on the closed interval [0, 2π]. For each given polygon P those extreme values are
easy to compute (in accordance with (2)). Obviously, if the maximum is reached
at α = α0 then the minimum is reached at α = α0 + π/2.

Remark 2. Due to the simplicity of the method, it is expected that there
are situations where the method does not give an answer to what the shape
orientation should be. By the way, it was already shown in the case of a regular
triangle and in the case of a square. Now we can give a formal characterisation
of shapes that cannot be oriented by the new method. Looking at (4) we can see
that for each n-gon P with

n∑
i=1

|ei|2 cos(2αi) = 0 and
n∑

i=1

|ei|2 sin(2αi) = 0 (5)

the first derivative dF (α, P )/dα is identically equal to zero. Further, this implies
that F (α, P ) is constant and consequently, it does not suggest any particular
direction as the orientation of P .

Remark 3. Theorem 1 holds if P is an arbitrary polygonal curve (not necessarily
a closed polygon). The proof does not need any modification.

3 Discussion and Some Examples

In this section we illustrate how the method works in practice. For each shape
presented on Fig.4 both, orientation computed by the new method and orien-
tation computed by the standard method (the numbers in the brackets) are
given. It is obvious that in the case of essential intrusions or in the case of
long thin details a big difference between two computed orientations is possi-
ble. For instance, the new method gives that the orientation of the sketch of
rabbit strongly depends on the position of its ears – such an impact is lower if
the standard method is applied (see the first column). Also, the impact of the
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trunk position is much higher if the sketch of elephant is oriented by the new
method than if it is oriented by the standard method (see the second column).
The change in the intrusion position of the shape from the third column cannot
be detected by the standard method, while such a change has a big impact on
the computed orientation if the new method is applied. The last two shapes

172o

(73o)
93o

(165o)
113o

(110o)
140o

(152o)
103o

(100o)

132o

(67o)
100o

(162o)
104o

(110o)
67o

(134o)
72o

(830)

Fig. 4. Computed orientations by the new method. Orientations computed by the
standard method are in brackets.

from the first row, as well as the last shape in the second row, have reasonable
computed orientations in the sense of both methods. The sketch of Africa has
not distinct orientation and that is a reason for so big difference in computed
orientations.

Since the new method is boundary based, it has to be very sensitive to the
boundary defects caused by a noise or by boundary defects, for example. On
Fig.5 a shape is presented in order to illustrate possible noise effects to the com-
puted shape orientation. Some noise effects can be corrected by a suitable choice
of polygonal approximation (shape in the middle), but once again, big bound-
ary defects (third shape) must to lead to an essential change in the computed
orientation. The change in the computed orientation if the standard method
is applied (the numbers in brackets) are much smaller (as expected) since the
method is area based, what implies its robustness.

As stated in Remark 3, objects composed by one or more (not necessarily
closed) polygonal lines can be oriented by the new method. All the edges that
belong to the appearing poly-lines must be taken into account and the orienta-
tion is determined with the direction that maximises the total sum of squared
lengths of the projections of those edges onto a line coincident with this di-
rection. Of course, the area based methods (e.g the standard method) are not
directly applicable to such objects. A few examples are given on Fig. 6. The first
object is a poly-line by its nature. The second and third objects consist of several
poly-line parts – also by their nature. The last shape presents a microorganism
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172o

(0o)
174o

(176o)
110o

(4o)

Fig. 5. Noise effects illustration

84o 43o 17o 20o

Fig. 6. Polygonal line orientations computed by the new method

whose boundary is not extracted completely due to the fact that there was not
an essential contrast between the object pixels and the pixels that correspond
to the background .

At the end of this section we prove a very desirable property of the new
method which preserves that the computed orientation of reflective symmetric
shapes is either consistent or orthogonal to their symmetry axes. The result is
in accordance with the earlier discussion related to the triangles from Fig.3.

Lemma 1. Let a reflective symmetric polygonal shape P whose symmetry axis
has the slope β. Then the function F (α, P ) reaches its maximum (minimum)
either for α = β or for α = β + π/2.

Proof. Without loss of generality we can assume that β = 0 i.e., P is reflective
symmetric with respect to the x-axis. The edges e1, e2, . . . , en of P can be divided
into two disjoint groups that belong to two half planes determined by the x-axis.
(If an edge intersects x-axis it should be split onto two parts each one belonging
to the opposite half planes.)

Let e′1, e
′
2, . . . , e

′
m be edges lying above x-axis and let α′

i be the corresponding
angles between those edges and the x-axis.

Also, let e′′1 , e′′2 , . . . , e′′m be edges lying below the x-axis and let α′′
i be the

corresponding angles between those edges and the x-axis. Since P is symmetric
with respect to the x-axis, we have

|e′i| = |e′′i | and α′′
i = 180− α′

i for all i = 1, 2, . . . , m.

Then,

F (α, P ) =
∑

ei is an edge of P

|ei|2 cos2(αi − α)
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=
m∑

i=1

|e′i|2 cos2(α′
i − α) +

m∑
i=1

|e′′i |2 cos2(α′′
i − α)

=
m∑

i=1

|e′i|2
(
cos2(α′

i − α) + cos2(180− α′
i − α)

)
= 2 ·

m∑
i=1

|e′i|2
(
cos2 α′

i · cos2 α + sin2 α′
i · sin2 α

)
= 2 ·

m∑
i=1

|e′i|2 sin2 α′
i + 2 ·

m∑
i=1

|e′i|2
(
cos2 α′

i − sin2 α′
i)
)
· cos2 α

=
∑

ei is an edge of P

|ei|2 sin2 αi +

∑
ei is an edge of P

|ei|2
(
cos2 αi − sin2 αi

)
· cos2 α.

So, we distinguish three situations:

(1)
∑

ei is an edge of P |ei|2
(
cos2 αi − sin2 αi

)
< 0

then F (α, P ) reaches its maximum for α = 0. The minimum is reached for
α = π/2. (Note: The symmetry axis corresponds to the computed shape
orientation.)

(2)
∑

ei is an edge of P |ei|2
(
cos2 αi − sin2 αi

)
> 0

then F (α, P ) reaches its minimum for α = 0. The maximum is reached for
α = π/2. (Note: The symmetry axis is orthogonal to the computed shape
orientation)

(3)
∑

ei is an edge of P |ei|2
(
cos2 αi − sin2 αi

)
= 0

then F (α, P ) is a constant function. The minimum and maximum are the
same and reached at each point – what is also (formally speaking) in accor-
dance with the statement of the lemma. �

4 Concluding Remarks

In this paper we focused on the orientation of shapes presented by polygonal
boundaries. That is not a strong restriction. Indeed, In computer vision appli-
cations we work with discrete data and consequently there is always an inherent
loss of information. Many difficulties would appear if trying to recover informa-
tion about boundaries of original shapes. The curvature computation as well as
the curve length estimation (from the corresponding discrete data) are already
know as very difficult problems. On the other hand there are many efficient algo-
rithms for polygonal approximation of shapes (see [11]) and a suitable choice of
such an algorithm would increase the efficiency of the new method in practical
applications.

Particular problems that arise if the method is applied to many-fold rotation-
ally symmetric shapes will be discussed in furthcoming papers by the author.
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Just to notice that rotationally symmetric shapes appear very often in the in-
dustry (as machine made products) but also in the nature (e.g. microorganisms,
crystals) and that is a reason for an ongoing research interest ([7,8,10,13,14]).

The method can be applied to open polygonal lines or to the objects that are
composed of several polygonal lines. That is of an particular interest when work-
ing with incomplete data and with shapes whose boundaries are not extracted
completely.
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Abstract. In this paper, we concentrate on graph clustering by us-
ing graph spectral features. The leading eigenvectors or the spectrum
of graphs and derived feature inter-mode adjacency matrix are used.
The embedding methods are the Locality Preserving Projection(LPP)
and the mixtures of LPP. The experiment results show that although
both of the conventional LPP and the LPP mixtures can separate the
different graphs into outstanding clusters, the conventional LPP outper-
forms the LPP mixtures in the sense of compactness for graph clustering.

Keywords: Graph Clustering, Locality Preserving Projection, Mixture
models, Graph Spectra.

1 Introduction

Many pattern recognition and computer vision tasks can be charactorised by
relational graph analysis and recognition. These include image segmentation,
data-base organisation, object recognition and clustering. Although evolved for
several decade pattern recognition is powerful enough to handling many prob-
lems in practice, it is still difficult to deal with relational structures. The reasons
are two-fold. First, graphs are not in nature vectors. While conventional pattern
recognition techniques constructs shape-spaces from vectors. It is not straight-
forward to convert graphs into vectors. Second, In practical, usually there exists
structural noise or disturbance, and graphs are in difference size. Hence, graph
matching is inexact in nature, and graph clustering faces the difficulty of different
dimensional vectors.

Graph similarity and graph distance have attracted enormous research for
more than two decades. The idea of using graph edit distance was first explored
by Fu and his co-workers [7,17]. Here edit distances are computed using separate
costs for the relabeling, the insertion and the removal of both nodes and edges.
Recently, Bunke [1] has shown that the graph edit distance and the size of the
maximum common subgraph are related under certain restrictions on the edge
and node edit costs. Torsello and Hancock [19] have exploited this observation
to efficiently compute tree-edit distance. Another approach to computing graph
similarity is to adopt a probabilistic framework. Here there are two contributions

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 118–127, 2006.
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worth mentioning. First, Christmas, Kittler and Petrou [3] have developed an ev-
idence combining framework for graph-matching which uses probability distribu-
tion functions to model the pairwise attribute relations defined on graph-edges.
Second, Wilson and Hancock [20] show how to measure graph-similarity using a
probability distribution which models the number of relabelling and graph-edit
operations when structural errors are present.

A number of vector space embedding techniques can be found in literatures.
These include traditional Principle Component Analysis(PCA), Independent
Component Analysis(ICA) and Multidimensional Scaling. Locally Linear Em-
bedding method has been published by Roweis and Saul[16]. More recently, He
and his coworkers proposed the Locality Preserving Projection(LPP) method
[10]. To embed graphs in feature space, Luo, Wilson and Hancock[13] extracted
some graph features based on graph spectra. The spectral features are used to
embed graphs in the feature space. Several concrete examples of graph clustering
applications can be found in literatures. For example, the organisation of large
structural data-bases [18] or the discovery of the view-structure of objects [4].

In this paper, we propose a mixtures of LPP based on the conventional LPP
and the PCA mixture models. The LPP mixture model is used for graph clus-
tering together with the conventional LPP. The vector features are the graph
spectrum and the inter-mode adjacency matrix. Experiments on three model
house images are conducted. The Davies-Bouldin index serves for the cluster
validation.

2 Spectral Graph Representation

In this paper, we are concerned with a set of graphs G1, G2, .., Gk, ..., GN . The
kth graph is denoted by Gk = (Vk, Ek), where Vk is the set of nodes and Ek ⊆
Vk × Vk is the edge-set. Our approach in this paper is a graph-spectral one. For
each graph Gk we compute the adjacency matrix Ak. This is a |Vk|× |Vk| matrix
whose element with row index i and column index j is

Ak(i, j) =
{

1 if (i, j) ∈ Ek

0 otherwise
. (1)

From the adjacency matrices Ak, k = 1...N at hand, we can calculate the eigen-
values λk by solving the equation |Ak−λkI| = 0 and the associated eigenvectors
φω

k by solving the system of equations Akφω
k = λω

k φω
k , where ω is the eigenmode

index. We order the eigenvectors according to the decreasing magnitude of the
eigenvalues, i.e. |λ1

k| > |λ2
k| > . . . |λ|Vk|

k |. The eigenvectors are stacked in order to
construct the modal matrix Φk = (φ1

k|φ2
k| . . . |φ

|Vk|
k ).

With the eigenvalues and eigenvectors of the adjacency matrix to hand, the
spectral decomposition for the adjacency matrix of the graph indexed k is

Ak =
|Vk|∑
ω=1

λω
k φω

k (φω
k )T (2)
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If Λk = diag(λ1
k, ...., λ

|Vk|
k ) is the diagonal matrix with the eigenvalues of Ak as

diagonal elements, then the spectral decomposition of the adjacency matrix can
be written as

Ak = ΦkΛkΦT
k (3)

Associated with the eigenmode with index ω is the adjacency matrix

Sω
k = φω

k (φω
k )T (4)

For each graph, we use only the first n eigenmodes of the adjacency matrix. The
truncated modal matrix is

Φk = (φ1
k|φ2

k| . . . |φn
k ). (5)

2.1 Leading Eigenvalues

Our first vector of spectral features is constructed from the ordered eigenvalues
of the adjacency matrix. For the graph indexed k, the vector is

Bk = (λ1
k, λ2

k, ..., λn
k )T . (6)

This vector represents the spectrum of the graph Gk.

2.2 Inter-mode Adjacency Matrix

The second representation is found by projecting the adjacency matrix onto
the basis spanned by the eigenvectors. The projection or inter-mode adjacency
matrix is given by

Uk = ΦT
k AkΦk (7)

The element of the matrix with row index u and column index v is

Uk(u, v) =
∑
i∈Vk

∑
j∈Vk

Φk(i, u)Φk(j, v)Ak(i, j) (8)

These matrices are converted into long vectors. This is done by stacking the
columns of the matrix Uk in eigenvalue order. The resulting vector is Bk =
(Uk(1, 1), Uk(1, 2), ...., Uk(1, n), Uk(2, 1)....., Uk(2, n, ), ...Uk(n, n))T . Each entry
in the long-vector corresponds to a different pair of spectral eigenmodes.

3 Locality Preserving Projection(LPP)

Given a set of n-dimensional training samples xi, i = 1, 2, ..., N , a similarity
matrix S is constructed, which can be Gaussian weight or uniform weight of
Euclidean distance using k-neighborhood or ε-neighborhood. Considering the
problem of mapping a point in n-dimensional (Euclidean) space to a point in
d-dimensional space, connected points stay as close together as possible and the
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intrinsic geometry of the data and local structure is preserved. Let yi = wT xi

be the one-dimensional representation of original data vector xi. A reasonable
criterion for choosing this map is to minimize the following objective function
[8][9]:

min
∑
ij

(yi − yj)2Sij , (9)

By simple algebra operation, we see that
∑

i<j Sij(yi − yj)2 = wT XLXTw,
where X = [x1, x2, ..., xN ] and L = D−S is a Laplacian matrix. D is a diagonal
matrix with Dii being column (or row) sum of S, Dii =

∑
j Sij . Matrix D

provides a natural measure on the vertices of the graph, corresponding to the
original images. The bigger the value Dii (corresponding to the ith sample) is,
the more ”important” is the vertex yi. Furthermore, to remove an arbitrary
scaling factor in the embedding, a constraint is imposed as the following:∑

i

Diiy
2
i = 1 ⇒ wT XDXT w = 1. (10)

Now the minimization problem is reduced to be:

arg min
wT XDXT w=1

wT XLXT w. (11)

The transformation vector w that minimizes the objective function is given by
the minimum generalized eigenvector solution to the generalized eigenvalue prob-
lem:

XLXT w = λXDXT w. (12)

Note that the matrices XLXT and XDXT are both symmetric and positive
semidefinite. And the vectors wi(i = 1, 2, ..., d) that minimize the objective func-
tion are the generalized eigenvectors associated with the d smallest generalized
eigenvalues.

4 LPP Mixture Models

In a mixture model, a set of n-dimensional data x1, ...xN is partitioned into
several clusters. They are assumed to be random observations generated inde-
pendently from a mixture of M -component probability density function with
unknown proportion π1, ..., πM

f(x; Θ) =
M∑

j=1

πjfj(x; θj), (13)

where mixing proportions πj are nonnegative and sum to one and where fj(x; θj)
denotes the conditional probability density function (p.d.f.) of x belonging to the
jth component parameterized by θj . Usually these fj(x; θj) are assumed to be
Gaussian density, that is

fj(x; θj) =
1

(2π)n/2|Σj|1/2
× exp{−1

2
(x− µj)T Σ−1

j (x− µj)}, (14)
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where µj and Σj are the mean and covariance of the jth component (cluster),
respectively.

The number of data required to estimate the parameters of density func-
tions defined on high dimensional spaces increase at least proportionally to
the square of the dimensionality, which is curse of dimensionality. So we use
the PCA technique here to reduce the dimensionality of the feature space. Let
E(x) be the expectation of the random vector x. Then by PCA, a set of n-
dimensional data xi, i = 1, ..., N is reduced to a set of m-dimensional feature
data si = T T (xi − E(x)), i = 1, ..., N , where m ≤ n, T = (w1, ..., wm) and wi

is the eigenvector corresponding to the ith largest eigenvalue of the sample co-
variance C = (1/N)

∑N
i=1(xi − E(x))(xi − E(x))T . Two properties of PCA are

maximizing retained variance and minimizing the squared reconstruction error.
We construct PCA mixture model which combines the above mixture model

and PCA technique in a way that the component density of the mixture model
can be estimated on the PCA transformed space as{

f(x; Θ) =
∑M

j=1 πjfj(x; θj)
fj(x; θj) = fj(sj ; θj)

(15)

where sj = T T
j (x− µj). Due to the orthogonality of the transform matrix Tj, sj

are decorrelated and have diagonal covariance Σs
j =E(sjs

T
j )=diag(λj,1, ..., λj,m),

where λj,i is the ith largest eigenvalue of the feature covariance matrix Σs
j in the

jth cluster. So the conditional density fj(sj ; θj) of the PCA feature vectors in the
jth cluster can be simplified as

fj(sj ; θj) =
1

(2π)m/2|Σs
j |1/2

× exp{−1
2
sT

j Σs−1
j sj} (16)

=
m∏

i=1

1

(2π)1/2λ
1/2
j,i

× exp{−
s2

j,i

2λj,i
} (17)

Here no Gaussian error term is occurred and can be considered as a simplified
form of the Tipping and Bishop model [14].

The parameters of PCA mixture model can be estimated by an EM algorithm
[6]. E-step and M-step are executed alternately until the likelihood undergoes
no further changes. Suppose Θ(k) is the estimation of Θ obtained after the kth
iteration of the algorithm. Then at the (k + 1)th iteration,
E-step: The posterior probability that xi belongs to the jth component zij is
computed as

ẑ
(k)
ij =

π̂
(k)
j fj(xi, θ

(k)
j )∑M

l=1 π̂
(k)
l fl(xi, θ

(k)
l )

. (18)

M-step: The mixing proportions πj are updated as

π̂
(k+1)
j =

N∑
i=1

ẑ
(k)
ij /N. (19)
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And the estimates of µj and Σj are updated as

µ̂
(k+1)
j =

∑N
i=1 ẑ

(k)
ij xi∑N

i=1 ẑ
(k)
ij

, (20)

Σ̂
(k+1)
j =

∑N
i=1 ẑ

(k)
ij (xi − µ̂

(k+1)
j )(xi − µ̂

(k+1)
j )T∑N

i=1 ẑ
(k)
ij

. (21)

The new eigenvalue parameters λj,iand the new eigenvector (PCA basis) param-
eters wj,i are obtained by selecting the largest m eigenvalues as

Σ̂
(k+1)
j w

(k+1)
j,i = λ

(k+1)
j,i w

(k+1)
j,i , (22)

for all i = 1, ..., m, j = 1, ..., M . Repeat the above two steps until convergence
and we will get the parameters of the mixture model.

LPP has only one transformation matrix over all data, which is not enough
for the recognition of complex data with many classes and high variations. To
improve the performance of LPP, we propose to use LPP mixture model that
uses several transformation matrices over all data. PCA mixture model is used
to partition the set of all data into an appropriate number of clusters and LPP
is applied to each cluster, independently.

After applying PCA mixture model, we obtain several clusters of training
samples by posterior probability. For each cluster, we then apply the locality
preserving projections algorithm via QR decomposition (LPP/QR)[2]. Note that
QR decomposition is more efficient than SVD numerically. It takes QR decompo-
sition of original data matrix and turns to solve generalized eigenvector problem
of matrices with (Nk×Nk) size at most, where Nk is the number of training sam-
ples in the kth cluster. This algorithm is especially efficient for under-sampled
problem of high dimension data such as images and text data, where the dimen-
sion of sample n is greater than the number of training samples N .

5 Cluster Validities

To compare the performances of different clustering methods, researchers have
developed many cluster validation methods. These include Davies-Bouldin
index[5], Silhouette index[15], Dunn index[11] and C index[12]. The cluster val-
idation indices measure the quality of clusterings. The smaller the index value,
the more compact the clusters, the well separated the clusters, and hence the
better performance the clustering.

In this paper, we only used traditional k-means clustering. Instead of com-
paring different clusterings, we compare difference graph features and projection
methods by using the clustering validation indices. The validation index values
reflect the quality of the graph features and the projection methods.

We adopt Davies-Bouldin index in this paper. Given a set of graph feature vec-
tors G = g1, g2, ..., gn and a k-means clustering of G stored in C = c1, c2, ..., cM ,
where M is the number of clusters, the Davies-Bouldin is defined as follows:
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DB =
1
M

M∑
i=1

max
j=1,2,...,Mandj �=i

dij , (23)

where
dij =

σi + σj

d(ci, cj)
, (24)

σi is the average distance of all the points in cluster i to it’s cluster centre ci

in the projected feature space, d(ci, cj) is the distance between the two cluster
centres ci and cj . If the clustering is good, the validation index will be small.

6 Experiments

The aim in this section is to test the proposed LPP mixtures and the LPP
projecting methods on graph clustering. The two graph spectral features used
are the graph spectrum or the eigenvalues and the inter-mode adjacency matrix
of the graphs which were suggested by Luo and Hancock[13]. Two kinds of
projecting methods LPP and LPP mixture models are used for the experiments.

The graphs are generated from three model house images. Corner points are
extracted as the feature points serving as the nodes of the graphs. The edges
of the graphs are generated by using Delauney triangulations on the node set.
Examples of the model house images are shown in Figure 1. The first row is the
CMU house images, the second row is the INRIA MOVI house images and the
last row is the chalet images. The generated graphs are shown in Figure 2 as the
same order of Figure 1.

Two sets of experiment are conducted in this paper. The first experiment
aims to compare the performance of the two projecting methods LPP and
LPP mixtures on the graph spectrum or leading eigenvalues of the graphs.

Fig. 1. Test images of the three house sequences. The first row is the CMU sequence,
the second row is the MOVI sequence, the last row if the chalet sequence.
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Fig. 2. Graph representation of the three house sequences. The first row is the CMU
sequence, the second row is the MOVI sequence, the last row if the chalet sequence.

Eigen-decomposition is conducted on the graph adjacency matrices. The leading
eigenvalues are used for graph embedding. The configuration of the projected
feature points in 3D space is shown in Figure 3. From the plot we can see that the
three types of houses are well separated in both cases, but the compactness and
the separation of different clusters of the results from LPP is generally better
than the LPP mixtures.

The next experiment uses the spectral feature of the inter-mode adjacency
matrix for the embedding. From Figure 4, we can see that both of the embedding
are less as compact as the one from the LPP embedded graph spectrum.

To compare the different methods quantitatively, Davies-Bouldin index cluster
validation is used to verify the compactness of the resulting clusters. From Table
1 we can see that in both cases of the graph spectrum and inter-mode adjacency
matrix features, LPP outperforms LPP mixture for graph clustering in the sense
of cluster compactness. Although in some cases the process of LPP is slower than
that of the LPP mixture model.
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Fig. 3. Graph spectrum feature space embedding (a)LPP (b)LPP mixture
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Fig. 4. Inter-mode adjacency matrix feature space embedding (a)LPP (b)LPP mixture

Table 1. Comparison of the LPP amd LPP mixtures for graph clustering

Features Graph Spectrum Inter-mode Adjacency Matrix

Embedding LPP LPP Mixtures LPP LPP Mixtures

DB 0.4288 0.5172 0.4934 0.8431

Time(s) 3.3750 2.4840 2.6710 2.8120

7 Conclusions

In this paper, we proposed the mixtures of Locality Preserving Projection based
on He’s LPP model. We aim to use LPP and LPP mixture for graph embed-
ding which is an important issue for structural pattern recognition. We pursue
a spectral method of extracting graph spectrum and inter-mode adjacency ma-
trix. The experimental results show that although both of the conventional LPP
and the LPP mixtures can separate the different graphs into outstanding clus-
ters, the conventional LPP is outperforms LPP mixtures in the sense of cluster
compactness and cluster separations.
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Abstract. An approach to analyzing the degrees of invariance of chromatic 
characteristics is proposed in this paper. In many vision applications, it is 
desirable that the chromatic characteristics of objects in images taken under 
different lighting conditions could remain constant. However, the invariance 
properties of chromatic characteristics are subject to the lighting conditions. In 
order to be able to apply to dynamic scenes, we consider three fundamental 
lighting sources: diffuse, ambient, and directed lightings. Any illumination 
condition can be approximated as a combination of the three lighting sources. 
The proposed degree of chromatic invariance is defined based on the chromatic 
characteristic behaviors under different illumination conditions. A lot of image 
samples under different illumination conditions are utilized, and from 
experimental results, we conclude that chromatic characteristics {H, C, Cλ} are 
most stable and suitable for the vision applications. 

Keywords: Chromatic characteristic invariant, photometric reflectance model, 
degree of chromatic invariance. 

1   Introduction 

The colors of an object in images provide lots of information for vision applications, 
such as object recognition [2], scene interpretation [4], intrinsic images extraction [3], 
and visual surveillance [9]. The colors in images are determined by the receiving 
lighting energy in the camera, and actually the intensity of images reflects the 
brightness of the object that in turn is determined by two essential factors: the amount 
of light incident on the object and the albedo of the object. It is obviously that even if 
the same object is pictured, the colors may vary under different illumination 
conditions. 

In many vision applications, it is desirable that the chromatic characteristics of 
objects could be constant under different lighting conditions. For the purpose to vision 
applications, we usually want to keep colors of the same object under varying 
illumination conditions be constant. For example, the license plate recognition 
algorithm may depend on the colors of the license plate [2], and land mark detection 
algorithm may rely on the colors of the land marks [4]. In vision applications, the 
reliable color information under different illumination conditions is important. 
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Many chromatic characteristics that are invariant to scene geometry and incident 
illumination have been reported in literature [1, 5, 7]. In this paper, four groups, 
denoted by {H, C, W, and N} of chromatic characteristics [7] are considered, which 
can be effectively calculated from the input image. The fundamental invariant 
chromatic characteristics of the above groups are discussed in later sections. These 
chromatic characteristics are invariant under some specific imaging conditions. There 
were five imaging conditions considered in this paper, including uniform 
illumination, equal energy illumination, colored illumination, matte, dull surfaces, and 
uniformly colored surfaces. The first three conditions are related to illumination, and 
the remaining two conditions are associated with object surfaces. We have 11 
associated chromatic characteristics from the above imaging conditions, i.e., {H, Hp, 
C, Cλ, Cp, Cλp, W, Wλ, Wλλ, N, and Nλ}. 

In order to be able to apply to dynamic scenes, instead of directly considering the 
specific illumination conditions, we turn to three fundamental lighting sources: 
diffuse, ambient, and directed lightings. Any illumination condition can be 
approximated as a combination of the three lighting sources. We provide a method to 
verify the stabilities of the 11 invariant chromatic characteristics under varying 
illumination conditions. The proposed method calculates the degree of chromatic 
invariance.  

The degree of chromatic invariance is defined based on the chromatic characteristic 
behaviors under different illumination conditions. In addition, a lot of image samples 
under different illumination conditions are utilized to verify the degree of chromatic 
invariance. Finally, from experimental results, we conclude that chromatic 
characteristics {H, C, Cλ} are most stable and suitable for the vision applications. After 
first introduction section, we detail the image formation model in Sec. 2, and 
photometric reflectance model in Sec. 3. Sec. 4 is devoted to the discussion of invariant 
chromatic characteristics. We then present the experimental results of the degree of 
chromatic invariance in Sec. 5 and finally give concluding remarks in Sec. 6. 

2   Image Formation Model 

To illustrate the properties of the chromatic characteristics, we start with an image 
formation model of a color CCD camera.  

                          ( ) ( ) ( , ) ( , )
p

k
k

D

I p T q d E d d
λ

λ η λ λ λ
∈

= p
p

p p , , ,k r g b= , (1) 

where Ik is the response of the kth camera sensor, p is any image pixel, λ is the light 
wavelength, T is the exposure time, Dp is the spatial domain of the image pixel p, p is 
a scene point in Dp, qk(λ) is the spectral sensitivity of the kth camera sensor, η(λ, dp) 
specifies the spectral energy attenuation of the atmosphere, and E(λ, p) is the amount 
of spectral energy reflected from scene point p. 

In the above image formation model, function qk(λ) relating incident spectral 
energy to camera response is often modeled as qk(λ) = akG(λ-λk), where ak is a 
positive constant and G(λ-λk) is the Gaussian positioned at λk. The atmosphere energy 
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attenuation function η(λ, dp) depends on both the light wavelength λ and the distance 
dp between the scene point p and the camera. According to Allard’s law of 
attenuation, ( ) 2( , ) /dd e dβ λη λ −= p

p p , where β(λ) is the scattering coefficient. Assu-

ming homogeneous medium, β(λ) is constant and as a consequence η(λ, dp) is 
independent of λ, i.e., η(λ, dp)≈η(λ, dp), ∀λ. Furthermore, if the scene’s relief is small 
compared to the average distance from the camera, the scene point p’s within the 
spatial domain Dp of image pixel p can be assumed having similar distances from the 
camera, i.e., dp≈d, ∀p∈Dp, and as a consequence η(dp)≈η, ∀p∈Dp. In reality, the 
above assumptions seem to be justified. We hence simplify Eq. (1) as 

                             ( ) ( , ) ( )
p

p p
p

k
k k

D

I p c E G d d
λ

λ λ λ λ
∈

= − , (2) 

where 
k kc Ta η= . 

3   Photometric Reflectance Model 

Many photometric reflectance models [1, 8, 7, 10] have been proposed for describing 
the spectral energy E(λ, p). In this study, the model introduced by Geusebroek et al. 
[7] is recruited. The reason we choose the Geusebroek et al. model is in view that it 
generalizes several existing models, including Lambertian reflectance model, Shafer’s 
dichromatic reflectance model [10], and Lambert-Beer transmissive absorption 
model. The Geusebroek et al. model was primarily grounded on the Kubelka-Munk 
theory [6], which has been shown to be applicable to a wide variety of materials and 
is well-suited for describing material properties from color measurements. The 
Kubelka-Munk theory models the reflection and transmission of light in colored 
layers based on a material dependent scattering and absorption function, through 
which spectral color formation for both reflecting and transparent materials is 
integrated into one photometric model. According to Geusebroek et al., the reflected 
spectral energy E(λ, p) is described as 

                2( , ) ( , )[(1 ( )) ( , ) ( )]p p p p pE i Rλ λ ρ λ ρ= − + ,              (3) 

where i(λ, p) is the illumination spectral energy, ρ(p) is the Fresnel surface 
reflectance, and R(λ, p) is the material reflectivity depending on the surface geometry, 
and the viewing and incidence angles of light. Inevitably, the Geusebroek et al. 
reflectance model is still ideal because of diverse complex scenes. Several 
assumptions have been incorporated in the Geusebroek et al. model, including  
1) thick materials, 2) planar surface patches, and 3) uniform colored patches. For 
outdoor scenes, these assumptions seem to be feasible. In addition to the above 
assumptions, different imaging conditions were imposed when Geusebroek et al. 
deriving invariant chromatic characteristics based on their proposed model. The 
imaging conditions considered include equal energy illumination, matte, dull surfaces, 
uniform illumination, colored illumination, and uniformly colored surfaces.  
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Accordingly, five groups of invariant chromatic characteristics, denoted by H, C, W, 
N, and U, are derived. Each group consists of a fundamental invariant chromatic 
characteristic and a hierarchy of spectral and spatial derivatives of the fundamental 
characteristic. 

4   Chromatic Characteristics 

Many chromatic characteristics that are invariant to scene geometry and incident 
illumination have been reported in literature [1, 7]. In this paper, four groups, denoted 
by H, C, W and N, of chromatic characteristics are considered, which can be 
effectively calculated from the input image. The fundamental invariant chromatic 
characteristics of the five groups are given below. 

                              E
H

E
λ

λλ

= , E
C

E
λ= , pE

W
E

= , 
2

p pE E E E
N U

E
λ λ−

= = .      (4) 

They are invariant under different imaging conditions. For example, assuming an 
equal energy illumination, the spectral components of the light source, i(λ, p), are 
constant over the wavelengths, i.e., i(λ, p)= i(p). Eq. (3) becomes 

                            2( , ) ( )[(1 ( )) ( , ) ( )]p p p p pE i Rλ ρ λ ρ= − + .             (5) 

Differentiating the above equation with respect to λ twice, we obtain 

     2( , ) ( )(1 ( )) ( , )E i Rλ λλ ρ λ= −p p p p  and 2( , ) ( )(1 ( )) ( , )E i Rλλ λλλ ρ λ= −p p p p . (6) 

Substituting these equations into H=Eλ /Eλλ, we obtain ( , ) / ( , )H R Rλ λλλ λ= p p . It 

is clear that H depends only on the material reflectivity R(λ, p). If we repeatedly 
differentiate H with respect to λ and p, a hierarchy 

pm nHλ
 of spectral and spatial 

derivatives of H can be obtained. The hierarchy 
pm nHλ

 also depends on R(λ, p) 

only.  
Let us continue to further assume matte, dull surfaces constituting the scene. Since 

the Fresnel reflectance coefficients of matte, dull surfaces are close to zero, i.e., 
( ) 0ρ ≈p , Eq. (5) is reduced to ( , ) ( ) ( , )E i Rλ λ=p p p . Differentiating this equation 

with respect to λ gives rise to ( , ) ( ) ( , )E i Rλ λλ λ=p p p . Substituting this equation into 

C=Eλ /E, we arrive at ( , ) / ( , )C R Rλ λ λ= p p  and know that characteristic C and its 

hierarchy depend only on the material reflectivity R(λ, p) too. The same discussions 
can be applied to the other groups of chromatic characteristics under different 
imaging conditions.  

Rather than using all the invariant chromatic characteristics suggested by 
Geusebroek et al., eleven chromatic characteristics, H, Hp, C, Cλ, Cp, Cλp, W, Wλ, Wλλ, 
N, and Nλ, are shown for study. Their mathematically formulations are given below 
and in Eq. (4).  
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2 2
r cH H H= +p
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2 2
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2 2
r cC C Cλ λ λ= +p , where 

2

i i
i

E E E E
C

E
λλ λλ

λ
−= , ,i r c= ,           (7) 

2 2
r cW W Wλ λ λ= + , where i

i

E
W

E
λ

λ = , ,i r c= , 

2 2
r cW W Wλλ λλ λλ= + , where i

i

E
W

E
λλ

λλ = , ,i r c= , 

2 2
r cN N Nλ = + , where 

2 2

3

2 2i i i i
i

E E E E E E E E E E
N

E
λλ λλ λ λ λ− − += , ,i r c= . 

Note that the hue component of a color is defined as 1
maxtan λ−  where 

max /E Eλ λλλ = − . The characteristic H expressed as H=Eλ /Eλλ is related to the hue and 

the dominant color of the material. The characteristic Hp, which is the spatial 
derivative of H, is hence associated with the hue gradient and can be used to detect 
color edges. The characteristic C defined as C=Eλ /E stands for normalized color; its 
spectral derivative Cλ, spatial derivative Cp, and spatio-spectral derivative Cλp can be 
use to detect spectral/spatial transitions in object reflectance. The chromatic 
characteristic W formulated as W=Ep /E indicates intensity normalized edge 
magnitude. The associated Wλ and Wλλ reflect the spectral slope and curvature of 
normalized edge magnitude, respectively. Finally, the characteristics N and Nλ 
determine material transitions by detecting changes in object reflectance. 

4.1   Measurements 

The above chromatic characteristics can be effectively calculated from the input 
image. Referring to Eqs. (4) and (7), all the formulations of the chromatic 
characteristics are formed from the terms of E, Eλ , Eλλ and their spatial derivatives. 
The spatial derivatives of E, Eλ , and Eλλ will easily be obtained by convolving the 
values of E, Eλ , and Eλλwith spatial derivative filters. Therefore, once we determine 
E, Eλ , and Eλλ, all the chromatic characteristics are readily calculated. In the 
following, we concentrate on how to evaluate E, Eλ , and Eλλ from the input image.  

Referring to Eq. (2), this equation states that the response of the kth camera sensor, 
Ik(p), is obtained by integrating the reflected spectral energy E(λ, p) over a certain 
spatial extend and a certain spectral bandwidth. Along the inverse line of thought, 
Geusebroek et al. introduced a chromatic measurement model characterized by a 
Gaussian aperture function ( ; , )kG λλ λ σ  to estimate the spectral energy ( )kE λ  from 

image intensity I(λ), i.e., 
 

                              ( ) ( ) ( ; , )k kE I G dλ
λ

λ λ λ λ σ λ= . (8) 
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The first-order ( )kEλ λ  and second-order ( )kEλλ λ  spectral derivatives of ( )kE λ  

are then 

( ) ( ) ( ; , )k kE I G dλ λ λ
λ

λ λ λ λ σ λ=  and ( ) ( ) ( ; , )k kE I G dλλ λλ λ
λ

λ λ λ λ σ λ= .  (9) 

In discrete cases ( , ,k r g b= ), E, Eλ and Eλλ are actually estimated by linear 

combinations of given (R, G, B) values. It is also found that E, Eλ and Eλλ are close to 
the CIE XYZ basis when taking 55nmλσ =  for ( ; , )kG λλ λ σ . Explicitly, 

0.06 0.63 0.27

0.3 0.04 0.35

0.34 0.6 0.17

E R

E G

E B
λ

λλ

= −
−

.

 

Based on the above equation, we compute the (E, Eλ, Eλλ) values of any image 
pixel when given its (R, G, B) values.  

5   Experimental Results 

In the previous sections, a number of chromatic characteristics were introduced, and 
the calculation involves a number of uncertainties. First, approximate imaging, 
photometric reflectance, and chromatic measurement models were employed for 
calculating chromatic characteristics. Second, high-order spatial and spectral 
derivatives were involved in the calculation of chromatic characteristics. Third, the 
invariance properties of chromatic characteristics depend on imaging conditions. 

The chromatic characteristics introduced in Sec. 4 include H, Hp, C, Cλ, Cp, Cλp, W, 
Wλ, Wλλ, N, and Nλ. Each characteristic can only be invariant under certain imaging 
conditions. There were five imaging conditions considered in this study, including 
uniform illumination, equal energy illumination, colored illumination, matte, dull 
surfaces, and uniformly colored surfaces. The first three conditions are related to 
illumination, and the remaining two conditions are associated with object surfaces. 
Since general scenes are considered in this study, the objects constituting a scene can 
not be known a priori. The imaging conditions concerning object surfaces become 
impractical and so do the chromatic characteristics, whose invariance properties are 
subject to the conditions.  

Instead of directly considering the three illumination conditions, we turn to three 
fundamental lighting sources: diffuse, ambient, and directed lightings. Any 
illumination condition can be approximated as a combination of the three lighting 
sources. Diffuse lighting comes from the lights refracted from environmental objects. 
Ambient lighting results from surrounding light sources. Directed lighting comes 
from a single intense light source. Fig. 1 shows three images of a doll illuminated by a 
diffuse, an ambient, and a directed light, respectively. The images came from the 
RVL SPEC-DB database available in the Robot Vision Laboratory at Purdue  
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University [11]. There are more than 300 color images in the database, which were 
taken for 100 objects under the three lighting conditions. Objects were made of 
various kinds of materials. We study the properties of chromatic characteristics using 
the images provided by the RVL SPEC-DB database. 

   
 (a)              (b) (c) 

Fig. 1. A doll under (a) diffuse, (b) ambient, and (c) directed lighting conditions 

Let I1, I2 and I3 be the images of the same scene S taken under diffuse, ambient and 
directed lighting conditions, respectively. Let C specify any chromatic characteristic 
and C1(p), C2(p) and C3(p) represent the values of the chromatic characteristic at pixel 
p of the three images, respectively. Ideally, C1(p) = C2(p) = C3(p), i.e., the chromatic 
characteristic of the same material should be invariant under different lighting 
conditions. Let σC(p) denote the standard deviation of C1(p), C2(p) and C3(p), i.e.,  

                                 
3

2 1/ 2

1

1
( ) [ ( ( ) ( )) ]

3
p p pC i

i

C Cσ
=

= − ,   (10) 

where 
3

1

1
( ) ( )

3 i
i

C C
=

=p p . 

We define the degree of invariance of chromatic characteristic C for scene S as 

                    ( )
( )

p

p

pC
C

n
S

ε σ
=

+
A

,   (11) 

where np is the number of image pixels and ε is a small positive number for 
preventing the denominator from zero.  

Figure 2 shows the calculated degrees of invariance of distinct chromatic 
characteristics. In this figure, the horizontal and the vertical axes represent “scene 
object” and “logarithm of degree of invariance”, respectively. There are eleven curves 
in the figure, each corresponding to a particular chromatic characteristic. The curves 
can be roughly divided in terms of variation of degrees of invariance into two groups, 
one including the curves associated with the characteristics {Cp, Cλp, W, Wλ, Wλλ, N, 
Nλ.} and the other including the curves associated with {H, Hp, C, Cλ}. The former 
group has a much larger variation of degrees of invariance than the latter group. A 
large variation indicates a large instability in degree of invariance with respect to 
different scene objects. Accordingly, we choose the characteristics {H, Hp, C, Cλ} for 
further experiments. 
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Fig. 2. Degrees of invariance of chromatic characteristics of the same objects under different 
lighting conditions 

The above experiment investigated the invariance properties of chromatic 
characteristics with the same objects under different lighting conditions. In the next 
experiment, we examine the invariance properties of chromatic characteristics with 
different objects under the same lighting conditions. Let I1, I2 and I3 be the images of 
three different objects under the same lighting condition L. First of all, we compute 
the standard deviation, ( )Cσ p , of the values of chromatic characteristic C at pixel p of 

the three images. Next, compute the degree of invariance, ( )C LA , of chromatic 

characteristic C by ( )
( )

p

p

pC
C

n
L

ε σ
=

+
A .  

Figures 3 show the calculated ( )C LA  values of chromatic characteristics {H, Hp, C, 

Cλ} under diffuse, ambient and directed lighting conditions, respectively. In this 
figure, the vertical axes represent “degree of invariance” and the horizontal axes 
represent “set of three distinct objects”. There are four curves corresponding to the 
four chromatic characteristic {H, Hp, C, Cλ}, respectively, in each of the four plots in 
the figure. In all the plots, the curve associated with the characteristic {Hp} has a 
larger variation of degree of invariance than those associated with {H, C, Cλ}.  

                  

Fig. 3. Degrees of invariance of chromatic characteristics of distinct scene objects under (a) 
diffuse lighting condition, (b) ambient lighting condition, and (c) directed lighting condition    

(a) 
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Fig. 3. (Continued) 

The similar situation is also observed for the case of distinct scene objects under 
different lighting conditions (see Fig. 4). We then conclude that chromatic 
characteristics {H, C, Cλ} are most stable and suitable for the vision applications. 

 

Fig. 4. Degrees of invariance of chromatic characteristics of distinct scene objects under 
different lighting conditions 

6   Concluding Remarks 

In this paper, we presented an approach to analyzing the degrees of chromatic 
invariance. The imaging conditions concerning object surfaces become impractical 
and so do the chromatic characteristics, whose invariance properties are subject to the 
conditions. In order to be able to apply to dynamic scenes, we consider three 

(b) 

(c) 
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fundamental lighting sources: diffuse, ambient, and directed lightings. Any 
illumination condition can be approximated as a combination of the three lighting 
sources. The degree of chromatic invariance is defined based on the chromatic 
characteristic behaviors under different illumination conditions. The degrees of 
chromatic invariance are examined with more than 100 sets of image samples. The 
chromatic characteristics set includes {H, Hp, C, Cλ, Cp, Cλp, W, Wλ, Wλλ, N, and Nλ} 
is tested, and finally, we conclude that chromatic characteristics {H, C, Cλ} are most 
stable and suitable for the vision applications. The procedure of degree of chromatic 
invariance calculation can be applied to other chromatic characteristic set, and it is 
suggested to exam the stabilities of the chromatic characteristics before utilizing them 
into vision applications. 
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Abstract. In this paper we introduce a new scale invariant curvature
measure, similarity curvature. We define a similarity curvature space
which consists of the set of all possible similarity curvature values. An
estimator for the similarity curvature of digital surface points is devel-
oped. Experiments and results applying similarity curvature to synthetic
data are also presented.

1 Introduction

There exist numerous well known practical 3D shape applications in computer
vision including 3D scan matching, alignment and merging [1], 3D object match-
ing, and 3D object classification and recognition [2]. 3D object databases are an
active research area.

It is generally useful to seek invariant properties when characterizing 3D ob-
jects. At a minimum, translation and rotation invariant characterization are
desired as clearly neither of these transformations alters the essential shape
property of an object. Surface curvature, a rotation and translation invariant
property, meets this requirement [3].

Any characterization that is additionally scaling invariant enables determin-
ing the equivalence of shapes independent of size. Perhaps not so obvious, prac-
tically speaking, this scale invariance would also enable the use of uncalibrated
measurement units in 3D digitization (e.g. scanning).

1.1 Curvature

A number of different curvature measures are defined in differential geometry.
Curvature is well defined for continuously differentiable lines and surfaces [3].
Planar lines have only a single curvature measure whilst surfaces have a number
of curvature measures, all of which are based on normal curvature.

On surfaces, two principle curvatures, κ1 and κ2, are defined, where κ1 is the
minimum normal curvature and κ2 is the maximum normal curvature at a given
point.

Historically, the mean curvature has then been defined as

H = (κ1 + κ2)/2

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 138–147, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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and the Gaussian curvature defined as

K = κ1κ2

Additionally, the curvature measure curvedness has been defined as

C =
√

(κ2
1 + κ2

2)/2

None of the above curvature measures are scale invariant. Also note that,
with digital data, there is inherent discontinuity and curvature can only be
estimated [4].

1.2 Geometric Invariants

As previously noted, with existing surface curvature definitions we already have
translation and rotation invariance. What we now seek is scaling invariance.
Shape characterization based on moments has been studied since [5], with vary-
ing emphasis on invariance with respect to translation, rotation, reflection, or
scaling.

Related work [6], among other things, generalizes and extends the invariance
concepts contained in affine differential geometry. Affine invariance is stronger
than what we seek in that it includes, for example, squash and stretch transfor-
mations.

A number of authors touch on scaling invariant properties in their exploration
of multi-scale properties. For example, in [2], firstly surface feature points such
as maximum curvature locations are identified. Then triples of feature points are
combined using a geometric hashing algorithm in a way that is scaling invariant.
Hash tables for various objects of interest are statistically compared to check for
similarity matches between different objects.

2 A Scale Invariant Curvature Measure

In this paper, we present a scale invariant curvature measure that can be assigned
at every point on a surface. We keep in mind that any definition of scale invariant
surface curvature must be related to geometric similarity in which it is well known
that 1) angles are preserved and 2) ratios of lengths are preserved.

2.1 Similarity Curvature

We begin with some definitions.

Definition 1. The curvature ratio κ3 is defined as

κ3 =
min(|κ1|, |κ2|)
max(|κ1|, |κ2|)
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In the case when κ1 and κ2 are both equal to zero, κ3 is defined as being equal
to zero. Note that 0 ≤ κ3 ≤ 1.

Definition 2. The curvature measure R at a frontier point p is defined as

R(p) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(κ3, 0) if signs of κ1 and κ2 are both positive,
(−κ3, 0) if signs of κ1 and κ2 are both negative,
(0, κ3) if signs of κ1 and κ2 differ, and |κ2| ≥ |κ1|,
(0,−κ3) if signs of κ1 and κ2 differ, and |κ1| > |κ2|.

Note that R(p) ∈ R
2.

We define a smooth compact 3D set such that it is compact (i.e., connected,
bounded and topologically closed) and curvature is defined at any point of its
frontier (i.e., its surface is differentiable at any point).

Theorem 1. The curvature measure R is (positive) scaling invariant, for any
smooth 3D set.

Proof. Consider a point on a surface and any associated normal curvature κ, as
well as the resultant normal curvature κ′ after scaling the surface by a factor s.
Since, by definition, κ = dα/dl, and scaling alters length but not angle, we have
κ′ = κ/s. (Note that the proof could also proceed by considering the effect that
scaling has on the osculating circle associated with planar curvature.) Therefore,
after scaling, both of the principle curvatures change by the same factor, and
the ratio of the principle curvatures is unchanged. Also, neither the signs, nor
the relative magnitudes of the principle curvatures are changed by scaling. ��

Henceforth, we will refer to the curvature measure R as the similarity curvature.

2.2 The Similarity Curvature Space

Since the set of all possible values of the similarity curvature R is a subset of R
2,

it is natural to consider a two-dimensional plot representation. Also recall, from
differential geometry, that all surface patches on continuous smooth surfaces are
locally either elliptic, hyperbolic (saddle-like) or planar.

We introduce the similarity curvature plot template in Figure 1. The horizon-
tal E-axis is for curvature values at locally elliptic surface points. The vertical
H-axis is for curvature values at locally hyperbolic surface points. Plotted simi-
larity curvature values will never be off the axes.

Note that the similarity curvature at every point on all spheres from the
outside is constant and equal to (1, 0). The similarity curvature on all spheres
from the inside is (−1, 0). The similarity curvature on every planar surface, every
cylinder and every cone is constant1 and equal to (0, 0). Note that this is exactly
where the Gaussian curvature is equal to zero.

1 Excluding the cylinder and cone edges and the cone apex.
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e

h

(1,0)(-1,0)

(0,1)

(0,-1)

Fig. 1. EH-plot space for similarity curvature

Continuous motion through points on a smooth surface, taking the similarity
curvature at each point, results in a related continuous motion in the similarity
plot space. We observe, for example, that it is not possible to traverse from
similarity curvature (-1,0) to similarity curvature (1,0) without going through
similarity curvature (0,0).

However, it is possible to traverse from (0,1) directly to (0,-1). This can be de-
scribed by saying that the H axis wraps around. An example where this wrapping
occurs will be given later in this paper.

2.3 Similarity Curvature Estimation

Similarity curvature is estimated using the following process. Firstly the mean
and Gaussian curvatures are estimated. The principle curvatures are calculated
from the mean and Gaussian curvatures as follows:

κ1 = H −
√

H2 −K

κ2 = H +
√

H2 −K

Then the (estimated) similarity curvature is calculated from the principle
curvatures using the definition given earlier in this paper.

The mean and Gaussian curvatures are estimated as done by other authors
[7]. Firstly, with reference to the left side of Figure 2, we consider a scan point
and, say, six adjacent points. The points are thought to be connected by edges,
and edges enclose, in this case, six faces. We also identify a central angle αn

associated with each face fn, and each face fn has area A(fn).
The Gaussian curvature is estimated by

K̃ =
3(2π −

∑
αn)∑

A(fn)

On the right side of Figure 2, we identify a surface normal vector associated
with each face from an edge-on view point. The angle between adjacent face
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βn

Nn-1 Nn

fn-1 fn

Fig. 2. Curvature estimators: point adjacency on the left and face normals on the right

normals is designated as β. Angle β is positive if the faces form a convex surface
(i.e., when viewed from the outside) and β is negative if the faces form a concave
surface (i.e., when viewed from the outside).

The mean curvature is estimated by

H̃ =
3
∑
||en||βn

4
∑
A(fn)

3 Similarity Curvature Experiments

Synthetic digital data has been created for a number of objects. Each object was
digitized by orthogonally scanning from above using a hexagonal grid pattern.
The hexagonal scan grid has a pitch dimension as shown in Figure 3. Note that,
with this scanning method, only the portion of an object that faces towards the
scanning source direction gets digitized.

Reference shapes included a sphere, cylinder, ellipsoid and torus. To evaluate
the similarity curvature estimation, we considered each reference shape in turn
with a scan pitch of 1, then a 10X scaling, and finally a 10X scan resolution. For
the 10X scaling, all dimensions and the scan pitch were increased by a factor of
10. For the 10X resolution, the scan pitch was decreased by a factor of 10.

pitch

Fig. 3. Scan grid
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Fig. 4. Sphere EH-histogram: reference, 10x scale, 10x resolution

The resultant similarity curvature values have been accumulated for summary
in associated E-axis and H-axis histograms.

Sphere results are shown in Figure 4. The reference sphere has a radius of 5.
Observe that the similarity curvature has the constant value of 1 in the E his-
togram regardless of scale. There are a small number (approximately 0.5 percent)
of noise values in the high resolution H histogram.
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Fig. 5. Cylinder EH-histogram: reference, 10x scale, 10x resolution

Cylinder results are shown in Figure 5. The reference cylinder has a radius of
5 and a height of 4. As expected, in all cases the E and H values are constant at
zero.
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Fig. 6. Ellipsoid EH-histogram: reference, 10x scale, 10x resolution

Ellipsoid results are shown in Figure 6. The reference ellipsoid has axes equal
to 6 and 12. As expected, the E values are bounded by 0.5 and 1. Approximately
2 percent noise has accumulated in each of the H histograms.
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Fig. 7. Torus EH-histogram: reference, 10x scale, 10x resolution

Torus results are shown in Figure 7. The reference torus has an inner radius
of 6 and an outer radius of 14. As expected, based on the associated minimum
and maximum curvatures, the E values are bounded by 0 and 0.29, and the H
values are bounded by 0 and 0.67.
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Fig. 8. Shading coded EH-plot axis. (For color see the online version of this LNCS
publication.)

3.1 Shading Coded Similarity Curvature

It is possible to assign color coding to similarity curvature values. A color coding
of EH-plot axis is shown in Figure 8 where negative E values are green, positive
E values are red, negative H values are blue and positive H values are yellow.
Shading coded values for similarity curvature can also be used to color each
surface point on test objects.

Fig. 9. Shading coded similarity curvature maps: sphere, cylinder, ellipsoid, torus

Shading coded curvature maps have been introduced in previous work by
the authors [8,9]. A shading coded similarity curvature map for each of the
test shapes is shown in Figure 9. The constant curvature of the sphere and
the cylinder as well as the smooth transition through curvature values in the
curvature maps of the ellipsoid and the torus are readily apparent.

Figure 10 shows the case of a torus having an inner radius of zero. Note the
H-axis wrapping near the center of the torus. The bright yellow color transi-
tions change abruptly to bright blue when the H-axis similarity curvature wraps
around, changing sign.

3.2 3D Object Detection

Similarity curvature can be used to identify and extract 3D shapes from within
complex 3D scan scenes. We may wish to, for example, identify all spheres and
spherical patches within a scene no matter what the sphere size or scan resolution.
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Fig. 10. Torus cross section on left and shading coded similarity curvature

Fig. 11. Test scene depth map, curvature map, and extracted spherical patches

We have constructed a test scan scene containing a surface with five each
spherical, ellipsoid and toroid bumps as well as five pits having those same
shapes. Some of the pits and bumps overlap. Several representations of the scene
are shown in Figure 11. On the left is a shading coded depth map in which points
closer to the scan source are white color shaded, and more distant points are
shaded black. A color coded similarity curvature map is shown in the middle.
Spherical bumps are bright red and spherical pits are bright green. Finally, all
of the spherical bump surface patches have been identified and color coded as
white in the image on the right.

4 Conclusion

Similarity curvature measure has been defined and an estimator has been intro-
duced and tested. EH-plots as well as a color shaded coding have been presented.



A Scale Invariant Surface Curvature Estimator 147

Experiments have demonstrated that similarity curvature can be used to charac-
terize and identify simple synthetic digitized shapes. Further work is anticipated
to include applying similarity curvature measure to real world scans and ad-
dressing the issue of noisy data.

Acknowledgements. The first author acknowledges financial support from the
Department of Electrical and Computer Engineering at Manukau Institute of
Technology.
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Abstract. We propose an extension of the three-point Randomized Hough trans-
form. Our new Hough transform, which permits a continuous voting space with-
out any cell-tessellation, uses both one-to-one mapping from an image plane to
the parameter space and from the parameter space to the image plane. These
transforms define a parameter from samples and a line from a parameter, re-
spectively. Furthermore, we describe the classical Hough transform, the random-
ized Hough transform, the three-point randomized Hough transform and our new
Hough transform in a generalized framework using geometric duality.

1 Introduction

In this paper, we propose an extension of the three-point Randomized Hough transform.
Our method permits a continuous voting space without any cell-tessellation. Three-
point Randomized Hough transform speeds up the computation time and shrinks a
search space by selecting randomly three collinear points for the parameter compu-
tation in the Randomized Hough transform. There are two possibilities for the selec-
tion of three-collinear points. The first method selects three-collinear points for the
preprocessing of voting. The second method selects the third point on the line es-
timated from the first two points as illustrated in Fig. 1 (a). Our method is an ex-
tension of the second method, that is, we evaluate the cardinality of sample points
on the line estimated from the first two samples as illustrated in Fig. 1(b). In this
sense, it is possible to categorize our method into N-points Randomized Hough trans-
form.

The Hough transform, HT in abbreviated form, provides an efficient strategy for the
detection of many lines in noisy images [1,2,3,4]. The main idea of the HT is the es-
timation of parameters of lines by voting. The voting enables us to classify samples in
the original image by accumulating the voting and detecting the peaks in the accumu-
lator. Therefore, the detection of the peaks in the accumulator transforms the param-
eter estimation to search problem. For the detection of the peaks in the accumulator,
we traditionally use the accumulator with finite resolution, that is, the accumulator is
tessellated to a collection of cells. Therefore, the computation of numbers of accumu-
lation on the cells enables us to detect the peaks of the voting and derive the parameter
of lines. The robustness and accuracy of the detected lines depend on the resolution,

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 148–157, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. The three-point randomized Hough transforms and backvoting. (a) The three-point ran-
domized Hough transform with backvoting selects the third point on the line estimated from the
first two points. (b) Our method is an extension of (a), that is, we evaluate the cardinality of
sample points on the line estimated from the first two samples.

that is, the size of cells. Therefore, the determination of the cell size of the voting
space [5,6,7] is a fundamental problem in the derivation of an accurate system for line
detection.

The randomized Hough transform, RHT in abbreviated form, is proposed by Oja
[8,9] and the three-point Randomized Hough transform is proposed by [10] as an ex-
tension of the Randomized Hough transform. The Hough transform is mathematically
based on the geometric duality [3,4], which defines one-to-one correspondence between
a line on an image plane and a point in the parameter space as illustrated in Fig. 2 (a).
Furthermore, conversely geometric duality defines one-to-one inverse correspondence
between a line on the parameter space and a point on an image plane as illustrated in
Fig. 2 (b). The first mapping derives the Randomized Hough transform, which vote
points, and the second inverse mapping defines the classical Hough transform, CHT in
abbreviated form, which votes lines. Therefore, the RHT for line detection estimates
the parameters using a pair of samples in the original image and a point in the voting
space as illustrated in Fig. 3 (a), though the CHT, uses a sample in the original image
and a line in the voting space as illustrated in Fig. 3 (b).

In the RHT, the pre-screening process in the sampling phase guarantees the robust
estimation of parameters. The three-point RHT is a version of RHT with pre-screening
process in the sampling phase [10]. In voting process of the RHT, there exists the vot-
ing which are yielded by meaningless selection of samples in the original image, since
any two points yield a point in the voting space. For avoiding the meaningless sam-
plings, the three-point RHT tests the collinearity of the selected three points because
the samples, which express a line in the original image, must satisfy the collinearity.
This preprocessing before voting avoids selecting the meaningless sampling of points
in the original image.

Our new Hough transform uses both one-to-one mappings from an image plane to
the parameter space and from the parameter space to the image plane as illustrated in
Fig 4. The first and second transforms in this process defines a parameter from sam-
ples and a line from a parameter, respectively. In the following, we first describe the
randomized Hough transform and the three-point randomized Hough transform in our
terminology. Second, we define a new randomized Hough transform.
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Fig. 2. Geometric duality of a point and a line. (a) If we affix a point in S2
+, f(a, ξ) = 0 defines

a line on the plane z = 1. (b) If we affix a point in R
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Fig. 3. Hough transform expressed by geometric duality. (a) The randomized Hough transform
selects pairs of points on the original image. In the voting space, the randomized Hough transform
uses points. (b) The classical Hough transform selects points on the original image. In the voting
space, the classical Hough transform uses lines.

2 Hough Transform for Images on a Plane

For ξ = (x, y, 1)	 ∈ R
3 and a = (a, b, c)	 ∈ S2

+, we define a function

f(a, ξ) = a	ξ. (1)

If we affix a ∈ S2
+, f(a, ξ) = 0 defines a line on the plane z = 1 as illustrated in Fig.

2 (a). Conversely, if we affix ξ ∈ R
3, f(a, ξ) = 0 defines a half of a great circle on

S2
+ in Fig. 2 (b). This property is called geometric duality. Hereafter, we call a half of

a great circle on S2
+ as a great circle on S2

+. Using this geometric duality, we formulate
the CHT and RHT, and show these advantages. Since the plane z = 1 is topologically
equivalent to R

2, we can deal with the lines on the plane z = 1 as lines on R
2 when we

set ξ = (x	, 1)	 for x = (x, y)	 ∈ R
2.

Let the function u(τ) be

u(τ) =
{

1, if τ = 0,
0, otherwise.

(2)

Setting P = {ξi = (xi, yi, 1)	}n
i=1 to be samples in the image plane, u(a	ξi) = 1

defines a plane a	ξi = 0 which passes through the origin of (a, b, c)-space. Since, for
λ �= 0, (λa, λb, λc) defines the same line, we normalize (a, b, c) as |a| = 1, c > 0 on
S2

+. A system of equations,
a	ξi = 0, |a| = 1 (3)
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Fig. 4. The randomized Hough transform with a continuous voting space. Our randomized Hough
transform uses both one-to-one mappings from an image plane to the parameter space and from
the parameter space to the image plane.

expresses the common curve with a plane, which passes through the origin, and the
sphere. This geometrical property is called duality of a line and a point on S2.

For a given point ξi, the solution of the system of equations,

u(a	ξi) = 1, a ∈ S2
+, (4)

defines a great circle on S2
+, which is a line on the positive constant-curvature manifold.

Furthermore, the solution of the system of equations,

u(a	ξi) = 1, u(a	ξj) = 1, (5)

that is equivalent to the system of equations,

a	ξi = 0, a	ξj = 0, (6)

where a = (a, b, c)	 ∈ S2
+, defines a point as the common point of a pair of the great

circles on S2
+. This geometrical property defines the transform from (x, y)-plane to a

point on S2
+, for

aij = λ
ξi × ξj

|ξi × ξj |
. λ = ±1, (7)

where λ is selected so that aij ∈ S2
+. These mathematical properties derive the voting

for RHT expressed by

g(a) =
∑
i�=j

u(a	aij), a ∈ S2
+ (8)

as a transform from S2
+ to Z. These processes are a mathematical expression of point-

to-point voting. This procedure provides the RHT for the detection of many lines.

Algorithm 1. RHT for Line Detection
1 For P = {xi = (xi, yi)}n

i=1

2 Compute Eq. (7) for randomly selected xi and xj ∈ P . Repeat this step for
N-times where N is a given constant.

3 Compute Eq. (8) as the results of Step 2.
4 Detect a ∈ S2

+ such that g(a) > T for a given real constant T.
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In Eqs. (7) and (8), elimination on the meaningless sampling and voting enables us
to detect robustly the lines. For the robust computation of parameter a, we modify Eq.
(8) to the function,

g(a) =
∑

i�=j �=k

u(a	aijk), a ∈ S2
+ (9)

where

aijk =
1
3
(aij + ajk + aki), (10)

for three sample points on R
2. Furthermore, Steps 2 and 3 in Algorithm 1 is modified

as follows.

Sub Algorithm 1-1. Three-Point RHT
2’-1 Repeat Step 2’-2 and Step 2’-3 for N-times where N is a given constant.
2’-2 Select three point xi, xj and xk randomly.
2’-3 If |(ξi × ξj)	ξk| < δ, then compute aij , ajk and aki on Eq. (7) and output

aijk on (10). Else go to Step 2”-1.
3’ Compute Eq. (9)

These modified steps select a triplet of collinear points which may lie on the same
line. The RHT with step 2’ is called three-point RHT [10].

On the basis of the geometric duality, it is possible to draw a line on the original
image plane using a point on the voting space such that, for a ∈ S2

+ and ξ = (x, y, 1)	,

a	ξ = 0. (11)

This process is called the back-voting. For the selection of the third point, it is possible
to use the back-voting operation. In practical applications, we select a point in string

|a	ξ|√
a2 + b2

≤ δ, (12)

for a ∈ S2
+, ξ = (x, y, 1)	 and a fixed parameter δ. By adapting the back-voting oper-

ation, Step 2’ in Sub Algorithm 1-1 is modified as follows.

Sub Algorithm 1-2. Back-Voting Three-Point RHT
2”-1 Repeat Step 2”-2 to 2”-4 for N-times where N is a given constant.
2”-2 Compute Eq. (7) for randomly selected xi and xj ∈ P .
2”-3 Select xk such that xk �= xi and xk �= xj .

2”-4 If |a�ξk|√
a2+b2

≤ δ, then compute ajk and aki, output aijk on (10), and go to Step
2”-1. Else repeat going to Step 2”-3 for N’-times where N’ is a given constant.

Three-point RHT selects a triplet of points which may lie on a line. However, the
three-point RHT with the back-voting selects the third point, which passes through a
line yielded by the first pair of points. This additional operation enables to shrink the
search space for the third point.
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3 RHT with a Continuous Voting Space

For samples P = {(xi, yi, 1)	}n
i=1 in the image plane, the RHT with the tessellated-

cell accumulator is constructed by three procedures as follows.

(a) Sampling and voting based on Eq. (7), that is, transform from a pair of points in the
original image to a point on S2

+.

(b) Accumulation of the voting to tessellated cells based on Eq. (8).

(c) The peak detection in the accumulator.

For the construction of RHT with the continuous voting space, we employ the three
procedures as follows.

(A) Sampling and voting based on Eq. (7), that is, transform from a pair of points in
the original image to a point on S2

+.

(B) Back-voting and computation of the cardinality of sample points in the back-voted
strip for the estimation of the reliable voting point.

(C) Selection of the reliable voting points on S2
+ for the determination of lines in the

original image.

On the RHT with the continuous voting space, first, we operate the sampling and voting
in (A) in the same way of the RHT with the tessellated-cell accumulator in (a). In this
procedure, the voting space S2

+ is continuous. Second, instead of the accumulation in
(b), we operate the back-voting and the computation of the cardinality of sample points
in the back-voted strip in (B). On the basis of Eq. (11), it is possible to draw a line on
the original image plane using a voting point on S2

+ computed by Eq. (7). For the line
drawn by the back-voting, we generate a strip expressed by Eq. (12) as illustrated in
Fig 4. Using this strip, we compute the numbers of points, which lie on the strip, in the
original image. We express the computation of cardinality as follows.

C(P , a, δ) = |P ∩ {ξ| |a	ξ|√
a2 + b2

≤ δ}|. (13)

This cardinality of sample points in the back-voted strip enables us to express the reli-
ability of the parameter of the line generated from a pair of points. If this cardinality is
large, the line may exist as a line in the original image. Conversely, if the cardinality of
sample points in the back-voted strip is less than three, the line may not exist as a line
in the original image. Finally, instead of the peak detection in (c), we select the points
on S2

+, that satisfy the relation, C(P , a, δ) > T, for a given real constant T.
If there do not exist noises in the sample points and the selection of the meaningless

sampling of pairs of points, δ in Eq. (13) satisfies δ = 0. Furthermore, for each line,
the points a in S2

+ become identical. Therefore, the cardinality of sample points in the
back-voted strip yielded by the points a in S2

+, which express the same great circle,
have the same number.
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Since we assume that the sample points in the original image have noise, a line in the
original image might be expressed as collection of points in the voting space. However,
it is possible to determine a point from the collection of points as the parameter of a
line using the cardinality in Eq. (13). The point, which has the largest cardinality, in
the voting space is the most reliable as parameter of a line in the original image. On
the basis of this reliability, we determine the parameter of lines step-by-step. First, we
compute Eq. (13) for all points in the voting space. Second, we select the point, which
has the largest cardinality, as the parameter of a line. Third, we remove the collection
of points, which lie on the strip defined by the selected point in the voting space, in the
original image. This operation merges the collection of points, which may express the
same line, in the voting space. Finally, we repeat these operations for the rest of points
in the voting space and collection of points in the original image.

These properties based on the geometric duality provide the RHT with the continu-
ous voting space for line detection.

Algorithm 2. RHT with Continuous Voting Space
1 For P = {xi = (xi, yi)}n

i=1

2 Compute Eq. (7) for randomly selected xi and xj ∈ P . Repeat this step for
N-times where N is a given constant.

3 Compute Eq. (13) for all points aij on S2
+.

4 Select amax ∈ S2
+ such that max(C(P , a, δ)).

5 If C(P , amax, δ) > T for a given real constant T, then output amax, remove
xk from P which lie on the strip yielded by amax and go to Step 2. Else exit.

The back-voting three-point RHT in Sub-Algorithm 1-2 selects the third point,
which passes through a line yielded by the first pair of points, and avoids the selec-
tion of the meaningless sampling of points in the original image. We extend this idea
on the RHT with a continuous voting space. For a point aij computed by Eq. (7), we
operate the back-voting and generate the strip in the original image. If the cardinality of
sample points in this back-voted strip is larger than three, the point aij is voted to the
voting space S2

+. Therefore, for a point aij computed by Eq. (7), this procedure operates
the back-voting and computation of the cardinality of sample points in the back-voted
strip before the determination of the voting to the voting space S2

+. For adapting this
back-voting before voting Step 2 in Algorithm 2 is rewritten as follows,

Sub Algorithm 2-1. Back-Voting Before Voting
2’-1 Repeat Step 2’-2 and Step 2’-4 for N-times where N is a given constant.
2’-2 Compute Eq. (7) for randomly selected xi and xj ∈ P .
2’-3 Compute Eq. (13) for aij .
2’-4 If C(ξ; aij) > 3, then vote aij on S2

+.

We summarize the RHT with a continuous voting space for the detection of many
lines as follows.
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Algorithm 3. Back-Voting RHT with Continuous Voting Space
1 For P = {xi = (xi, yi)}n

i=1

2-1 Repeat Step 2’-2 and Step 2’-4 an appropriate time.
2-2 Compute Eq. (7) for randomly selected xi and xj ∈ P .
2-3 Compute Eq. (13) for aij .
2-4 If C(ξ; aij) > 3, then vote a on S2

+.
3 Compute Eq. (13) for all points aij on S2

+.
4 Select amax ∈ S2

+ such that max(C(ξ; a)).
5 If C(ξ; a) > T for a given real constant T, then output amax, remove xk from

P which lie on the strip yielded by amax and go to Step 2. Else exit.

Setting ξ̂i = ξi + ε and ξ̂j = ξj + ε to be the points on a sphere that includes noise
ε, the normal vector is computed as

âij = λ
ξ̂i × ξ̂j

|ξ̂i × ξ̂j |
= aij + εāij + O(ε2). (14)

If âij is voted and accumulated to the voting space with finite resolution, the noise
described in Eq. (14) definitively affects the result of estimation of the normal vector
through the voting procedure. The RHT with a continuous voting space employs S2

+

as the voting space. Therefore, in the sense of numerical computation, it is possible to
compute the voting point aij accurately.

Furthermore, the robustness of the RHT with continuous voting space depends on δ,
that is, the width of the strip defined for the computation of cardinality. The robustness
of the RHT the tessellated-cell accumulator depends on the sizes of cells. Mathemati-
cally, the evaluation of robustness in the RHT with continuous voting space is simple
compared to the evaluation in the RHT with finite resolution, since it is difficult to
tessellate S2

+ to equi-areal cells as voting cells.

4 Numerical Examples

Fig. 5 shows the result of numerical experiment for line detection using the Hough trans-
form of our new randomized and classical methods. For the experiment, we prepared “A
House” as shown in Fig. 5 (a). For the preprocessing of line detection, edge-points are
extracted by Canny operator [11,12]. There are 1109 points extracted by Canny opera-
tor as shown in Fig. 5 (b). Our randomized Hough transform with a continuous voting
space detected 10 lines from the input 1109 points as shown in Fig. 5 (c). For the numer-
ical evaluation of robustness and accuracy of our result, we applied cvHoughLines2
function, which uses the classical Hough transform, in openCV library [12] to the
same edge images. Fig. 5 (d) shows the result detected by the cvHoughLines2
function.

In the practical experiment, the robustness and accuracy of line detection depend on
the parameters in the algorithms. Our randomized Hough transform uses the parameters
δ1, δ2 and T. The parameter δ1 is the size of strip in Sub Algorithm 2-1. Theoretically,
the parameter δ1 is set as 0 since at least three points should pass through an estimated
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(a) (b) (c) (d)

Fig. 5. Numerical examples for “A House”. (a) Original image. (b) Edge image extracted by
Canny operator. (c) The result using our randomized Hough transform with a continuous voting
space. (d) The result using cvHoughLines2 function in openCV. In (c), we can observe that 10
lines are successfully detected by our method. In (d), some lines are over-detected by the classical
Hough transform, since it is difficult and sensitive to determine the parameters of the cell size and
threshold of peak detection.

line exactly. However, practically, the points in the digital images are expressed as pix-
els. This geometric propertiy of points in the digital image implies that the edge-points
in the digital image are expressed in the integer coordinates. The line estimated from
two integer points may not pass through the third point, which is also expressed as inte-
ger, in the digital image, even though these three points express a line in the Euclidean
space. Therefore, we set the parameter δ1 as 0.5 pixel units. The parameter δ2 is the
size of strip in Algorithm 2. We set the parameter δ2 as 2 pixel units. Theoretically, it is
possible to define this parameter δ2 if we know the variance of points to the line. How-
ever, it is impossible to compute the variance before the estimation of the line itself. The
parameter T is the minimum number of collections of points, which express a line in
the image. We set the parameter T as 30 in Fig. 5 since we assumed that the minimum
numbers of collection of points should consist of at least 3 % input edge-points. On the
other hand, in cvHoughLines2 function which uses the classical Hough transform,
we need to analyze mathematical and practical relations among the sizes of cells in the
accumulator and the thresholds of the peak detection in the accumulator. Therefore, it
is difficult to define the parameters of the size of cells and the threshold. In this ex-
periments, the selections of the parameters for cvHoughLines2 function are solved
ad-hoc.

In our randomized Hough transform, the geometric properties of parameters are
clearly well-defined since our algorithm is constructed based on the geometric du-
ality. Therefore, it is possible to define the appropriate parameters theoretically and
practically. Furthermore, for the line detection from edge-points in Fig. 5 (b), there ex-
ists two kinds of noises. One is yielded in digitization process and included in each
line element. The other is the outliers to each line. The difference in Figs. 5 (c) and
(d) can promise that our new randomized Hough transform is robust against both two
kinds of noises. Therefore, our new randomized Hough transform detects sufficient
numbers of lines from real images compared to the results by cvHoughLines2
function.
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5 Conclusions

We proposed new randomized Hough transform, which permits a continuous voting
space without any cell-tessellation. Furthermore, using geometric duality. we described
the classical Hough transform, the randomized Hough transform, the three-point ran-
domized Hough transform and our new Hough transform in a generalized framework. In
this generalized framework, we geometrically clarified the voting, accumulation, peak-
detection and back-voting. Moreover, in the numerical experiments, we showed that
our new randomized Hough transform detects lines in images robustly and accurately
compared to the traditional method.
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Abstract. Linearestimationbasedsequential importancesamplingmeth-
ods for particle filters are proposed that can be used to model the rapid
change of object motion in a video sequence. First a linear least–squares
estimation is used to build a proposal function from observations, and
then it is extended to a robust linear estimation. These sampling meth-
ods give a framework for tracking objects whose motion cannot be well
modeled by a prior model. Finally a switching algorithm between the
proposed method and the prior model based sampling method is pro-
posed to achieve a filtering of both smooth and rapid evolution of the
state. The ability of the proposed method is illustrated on a real video
sequence involving a rapidly moving object.

1 Introduction

Visual tracking is the problem of estimating the motion of an object in an im-
age sequence. State space approaches to visual tracking are attractive because
they do not suffer from local minimum problems and incorporate prior knowl-
edge available into the system [1]. The Kalman filter has been widely used for
visual tracking with linear and Gaussian state space models [2,3]. Over the last
decade, nonlinear and non–Gaussian state space methods with Monte Carlo ap-
proximation [4,5,6,7], called particle filter, has attracted much attention in visual
tracking (e.g. [8,9,10]), because this approach allows to flexibly describe the state
of targets with a wide range of models and gives an approximation of optimal
solution from a Bayesian statistics point of view.

The basic idea of particle filters is to approximately represent the filtering
distribution with a finite number of samples, referred to as particle, and to prop-
agate the set of the particles according to an appropriate probability distribution
over time. The most common probability distribution used for propagation in
visual tracking is the prior model p(xt|xt−1), which describes the system dy-
namics, because it is simply implemented and this may be because the pioneer
works [4,5,8] use p(xt|xt−1). However this often gives a poor estimate if the
state transition which cannot be well modeled by the prior model occurs, which
situation often happens due to rapid motion change of an object of interest.

We propose two proposal distributions, referred to as importance function,
to track a rapidly moving object. The proposal distributions guide particles

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 158–167, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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to give a good approximate of the filtering distribution. To do this, a linear
estimate of motion parameters, which describes the state of the object, is first
calculated from optical flows and then particles are generated from a distribution
conditional on the linear estimate. Our motivation relies on the assumption
that the linear estimate gives a rough estimate of the mode of the filtering
distribution. First we present a proposal distribution based on a linear least–
squares method and then extend it to a robust linear estimation method. Finally
we present a switching algorithm between the proposed distribution and the prior
distribution to achieve both smooth and rapid motion estimation by detecting
rapid change of motion.

2 Particle Filtering for Visual Tracking

This paper focuses on the state space approach for visual tracking, which esti-
mates recursively in time the filtering distribution p(xt|y1:t) of the state xt ∈
Rnx , given the sequence of observations y1:t ≡ {yk|k = 1, 2, . . . , t}, yk ∈ Rny .
The states xk, k = 1, 2, . . . , t are assumed to be Markovian given an initial
distribution p(x0) and a transition distribution p(xk|xk−1). The observations
yk, k = 1, 2, . . . , t, are conditionally independent of distribution p(yk|xk) given
the state. A recursive estimation for p(xt|y1:t) consists of two steps: predic-
tion p(xt|y1:t−1) =

∫
p(xt|xt−1)p(xt−1|y1:t−1)dxt−1 and filtering p(xt|y1:t) ∝

p(yt|xt)p(xt|y1:t−1)
Particle filters give a numerical solution to this recursive estimation with

Monte Carlo methods. The basic idea of particle filtering is that one approxi-
mately represents the filtering distribution in the pointwise form p(xt|y1:t) ≈∑N

i=1 w
(i)
t δ(xt−x

(i)
t ),

∑N
i=1 w

(i)
t = 1, where δ(·) denotes the delta-Dirac function.

x
(i)
k is independent and identically distributed random sample, called particle,

according to p(xt|y1:t), and w
(i)
t is the normalized weight associated with x

(i)
k .

It is usually impossible to efficiently sample points from p(xt|y1:t). An al-
ternative solution is the use of sequential importance sampling [7]. Instead of
sampling from p(xt|y1:t) directly, a so-called proposal distribution (or referred
to as importance function), denoted by π(xt|y1:t), is used to mimic random sam-
ples from p(xt|y1:t). The proposal distribution π(xt|y1:t) leads to the update rule
of the weight

w
(i)
t =

w
∗(i)
t∑N

i=1 w
∗(i)
t

, w
∗(i)
t = w

(i)
t−1

p(yt|x̃
(i)
t )p(x̃(i)

t |x̃(i)
t−1)

π(x̃(i)
t |x̃

(i)
t−1, y1:t)

. (1)

There are many choices of proposal distributions, dependent on applications of
interest. The widely used proposal distribution is the prior distribution p(xt|xt−1),
whichdescribes the systemdynamics [5,4,8]. In this case eq. (1) reduces to w

∗(i)
t =

w
(i)
t−1p(yt|x

(i)
t ) and the algorithm is then easily implemented. As system models

for visual tracking, low–dimensional autoregressive models such as xt+1 = xt+vt

and xt+1 = 2xt − xt−1 + vt are widely used [9], where vt is a random noise,
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λt−1Rt−1, tt−1

λtRt, tt

uα1, α = 1, . . . , M(0)

uαt−1,

uαt, α = 1, . . . , M(t)

α = 1, . . . , M(t − 1)

(a) (b)

Fig. 1. (a)Region of interest selected by hand and feature points detected in the region.
(b)Motion model by similar transformation.

because one does not normally have specific knowledge on object motion. These
system models however cannot deal with rapid motion change of an object,
because they trend to smoothly estimate the state trajectory.

Hence an alternative proposal distribution is necessary. ICondensation [11]
constructs a proposal distribution by detecting skin color regions in the image
for hand tracking. Specific knowledge about object appearance is however not
always available for a wide range of objects.

3 Motion and Observation Models

This section specifies the motion and observation models used in this paper.
We represent an object of interest by its bounding box and assume some feature
points in the box are tracked by an appropriate image processing through the im-
age sequence, as shown in Fig. 1 (a). In experiments, we use the Lucas–Kanade–
Tomasi tracker [13] with pyramidal implementation [14] for point tracking.

We model the motion of the object as the similar transformation. Since the
similar transformation is parameterized by (θ, λ, t1, t2), the state vector xt at
time t is defined by xt = (θ(t), λ(t), t1(t), t2(t))	. Assuming that the state evolves
smoothly with time, we adopt a simple system model

xt = xt−1 + vt, vt ∼ N(0, Σv), (2)

where vt is a white Gaussian noise with mean 0 and covariance matrix Σv =
diag(σ2

θ , σ2
λ, σ2

t1 , σ
2
t2). Of course this simple model can be replaced with other

models. However, in visual tracking, the best model cannot be available because
the sequence of the state is normally nonstationary and changeable. Hence we
use this simple model.

We denote the αth feature point at time t by yαt = (xα(t), yα(t))	, α =
1, . . . , M(t), where M(t) is the number of the feature points at time t. For nota-
tional simplicity, we denote the set of the observations by yt ≡ {y1t, . . . , yM(t)t}.
We define the observation model by a mixture distribution

p(yt|xt) ∝
1

M(t)

M(t)∑
α=1

exp
(
−1

2
(yαt − uαt)	Σ−1

w (yαt − uαt)
)

,
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where Σw = diag(σ2
x, σ2

y) and uαt = (uα(t), vα(t))	 is obtained by the similar
transformation uαt = λ(t)Rtuα1 + tt. Note that uα1 is the position of the αth
feature point detected in the first frame, and is moved in such a way that the
center of the bounding box in the first frame is coincided with the origin of an
image coordinate, as shown in Fig.1 (b).

4 Importance Sampling Guided by Linear Estimation

The prior distribution p(xt|xt−1) explores the state space without any knowledge
of the observation yt, because p(xt|xt−1) is independent of yt. This characteristic
is not appropriate for rapidly changing time–series data. An solution to this
problem is the use of a proposal distribution conditional on observation. We
propose two proposal distribution conditional on the observation yt, formally
expressed by π(xt|yt). First we present a linear least–squares estimation based
distribution and then we extend it to a linear robust estimation.

4.1 Proposal Distribution Based on Least–Squares Estimation

We first build an overdetermined system of linear equations⎛⎜⎜⎜⎜⎜⎝
u1(1) −v1(1) 1 0
v1(1) u1(1) 0 1

...
uM(1)(1) −vM(1)(1) 1 0
vM(1)(1) uM(1)(1) 0 1

⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎝

s11(t)
s12(t)
t1(t)
t2(t)

⎞⎟⎟⎠ =

⎛⎜⎜⎜⎜⎜⎝
x1(t)
y1(t)

...
xM(1)(t)
yM(1)(t)

⎞⎟⎟⎟⎟⎟⎠ or M tat = bt, (3)

where s11 = λ cos θ and s12 = −λ sin θ. Calculating θ = tan−1(s11/s12) and
s =

√
s2
11 + s2

12, we obtain the linear estimate, denoted by x̂t = (θ̂(t), ŝ(t), t̂1(t),
t̂2(t))	, from the observations yt. Using x̂t, we define the proposal distribution
by

π(xt|yt) ≡ N(x̂t, Σx̂), (4)

where Σx̂ = diag(σ2
θ̂
, σ2

λ̂
, σ2

t̂1
, σ2

t̂2
). This proposal distribution generates particles

in the vicinity of x̂t, i.e., according to object motion, because x̂t is dependent on
the observation. If x̂t is near the mode of the filtering distribution, the particles
can well approximate the filtering distribution.

The computational cost depends on the cost of solving Eq. (3). If the number
of the feature points M(t) is constant over time, i.e., all of the points detected in
the first frame are successfully tracked through the image sequence, the matrix
M t is also constant with respect to time. Therefore if we calculate the generalized
inverse matrix of M t, denoted by M−

t , at time 1, it is only necessary to calculate
at = M−

t bt at each time step. This is done more efficiently. If some of the points
are invisible or lost, we need only to recalculate M−

t at that time.
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4.2 Proposal Distribution Based on Robust Estimation

Generally the least-squares methods are sensitive to outliers. Thus the previous
approach gives a poor estimate if some of the feature points fail to be tracked. To
deal with this problem, we introduce a RANSAC (Random Sample Consensus)
[15] –like robust estimation method.

Our robust estimation method is as follow. Instead of using all of the feature
points which may contain outliers to calculate the linear estimate, we randomly
select the minimum number of the feature points that uniquely determines sim-
ilar transformation, i.e., in this case two points, and calculate the parameters of
similar transformation from these two points. Then we iterate this estimation a
number of times. With an appropriate number of iterations, we expect to obtain
at least one estimate free from outliers. To ensure this with probability γ, the
number of iterations is set to

K =
log(1− γ)

log(1− (1 − ε)2)
, (5)

where ε is the outlier proportion. Finally,we obtainK linear estimates x̂1t, . . . , x̂Kt

at time t, at least one of which is free from outliers with probability γ.
From x̂1t, . . . , x̂Kt, we define the proposal distribution by a mixture distribu-

tion

π(xt|yt) ≡
1
K

K∑
β=1

N(x̂βt, Σx̂). (6)

Unlike RANSAC, we do not search the best fitting estimate, because this is likely
to lead to a loss of the diversity of particles. This mixture distribution generates
some particles in the vicinity of the linear estimate which are calculated from
outlier-free observations. On the other hand, it generates some particles in the
tail of the filtering distribution because some of x̂1t, . . . , x̂Kt are wrong estimates
due to outliers. However such particles can be removed by resampling because the
weights are low. The construction of the proposal distribution requires solving
K systems of linear equations in four unknowns but does not need numerical
search.

4.3 Combination of Smooth and Rapid Motion Estimation

The proposed proposal distribution π(xt|yt) is superior to tracking a rapidly
moving object than the prior distribution p(xt|xt−1), as discussed above. How-
ever, when the object is slowly moving, i.e., the state transition is well modeled
by p(xt|xt−1), the prior distribution can give a good approximation of the filter-
ing distribution. Contrary, an estimate from π(xt|yt) trends to overfit the state
sequence corrupted by noise, because samples from π(xt|yt) are generated only
based on the observation. To sum up, a switching algorithm between p(xt|xt−1)
and π(xt|yt) is preferable; p(xt|xt−1) is used when the object is slowly moving
and π(xt|yt) is used when the object is rapidly moving.
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To detect rapid motion change of the object, we use an estimate of the effective
sample size [6]

N̂eff =
1∑N

i=1(w
(i)
t )2

≤ N. (7)

This is normally used to detect degeneracy phenomena in which almost all of the
weights are close to zero with time. A degeneracy phenomenon can be detected
by thresholding N̂eff < NT because N̂eff becomes small if such a phenomenon
happens. Here we use it as an indicator of detecting rapid motion change.

The procedure is as follows. First one tries to make a predictive distribution
p(xt|y1:t−1) by choosing the prior distribution p(xt|xt−1) as a proposal distri-
bution. If the prediction is correct, a degeneracy phenomenon does not happen,
i.e., the value of N̂eff is not small. Otherwise it is recognized that the prediction
fails and then one tries to use the particles from π(xt|yt) to estimate the filter-
ing distribution. To sum up, we show an switching algorithm between p(xt|xt−1)
and π(xt|yt) as follow.

1. Initialization (t = 0):
– For i = 1, 2, . . . , N draw x

(i)
0 ∼ p(x0), and set t ← 1.

2. Importance sampling (t ≥ 1):
2.1 Prior model based sampling

– For i = 1, 2, . . . , N draw x̃
(i)
t ∼ p(xt|x(i)

t−1) and calculate the weight by
w

∗(i)
t = w

(i)
t−1p(yt|x̃

(i)
t ).

– For i = 1, 2, . . . , N normalize the weight w
(i)
t = w

∗(i)
t /

∑Nx

i=1 w
∗(i)
t .

2.2 Rapid change detection
– Calculate N̂eff by eq. (7).
– If N̂eff > NT , go to 3.

2.3 Linear estimation based sampling
– For i = 1, 2, . . . , N draw x̃

(i)
t ∼ π(xt|yt) and calculate the weight w

(i)
t by

eq. (1).
3. Resampling:
– For i = 1, 2, . . . , N resample with replacement the particles x

(i)
t from {x̃(i)

t |i =
1, . . . , N} according to w

(i)
t and set w

(i)
t = 1/N

– t ← t + 1, go to 2..

5 Experimental Comparison with Real Video Sequence

Using a real video sequence involving a rapidly moving object, we compare the
three proposal distributions: (a) the prior distribution p(xt|xt−1), (b) the linear
least–squares estimation based distribution in Eq. (4), and (c) the robust lin-
ear estimation based distribution in Eq. (6). Finally we show the result of the
switching algorithm, described in Sec. 4.3.
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(a) Prior model

(b) Linear least–squares estimation

(c) Robust linear estimation

Fig. 2. Mean estimate of the state with the three proposal distributions

5.1 Experimental Setting

The video sequence consists of 450 frames (15s) at 320 × 240 pixels resolution,
in which a book is moved quickly by hand. Figures 2 show some examples of
the video sequence. In the first frame, feature points are detected by the Harris
detector [12] within a manually selected region, shown in Fig. 1(a). Then the
feature points are tracked through the video sequence by the Lucas–Kanade–
Tomasi tracker [13] with pyramidal implementation [14]. This implementation
can deal with large displacements of feature points using pyramidal search.

The number of particles is set to 2000. The variances of the system and the
observation noises are set to σθ = 3.0 (degree), σλ = 0.1, σtx = σty = 3.0 (pixel)
and σx = σy = 3.0 (pixel), respectively. For the robust estimation method, the
probability γ and the outlier proportion ε are set to γ = 0.95 and ε = 0.3, i.e., the
iteration number K is 5 from Eq. (5). In this setting, even if 30% of the feature
points are outliers, we obtain at least one robust estimate with probability 0.95.
For the switching algorithm, the threshold N̂T is set to N̂T = N/10 = 200. The
algorithms are implemented on a computer with Pentium 4 (3.4GHz) and 2 GB
main memory.

5.2 Comparison of the Three Proposal Distributions

Figures 2 (a), (b), and (c) show the mean estimates (the white rectangles) of
the particles at frames 70, 75, 80, 85 in a left-to-right fashion. These results are
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Fig. 3. Trajectory of the mean estimate for rotational angle with (top) the three pro-
posal distributions and (bottom) by the switching algorithm

selected to show typical difference between the prior model and the proposed
distributions, because around these frames the book is rapidly moving from
right to left. Figures 2 (a) shows that the prior model based sampling method
does not capture the rapid object motion, whereas the proposed methods do
successfully. Figures 3 and 4 show the trajectories of the mean estimates for the
rotational angle and the scale, respectively, of the state (owing to limited space,
we do not show the results of the translational parameters here).

From Fig. 3 (top) and Fig. 4 (top), we confirm the prior model, labeled by
“Prior Model”, smoothly estimates the state trajectory around 75 frame, which
correspond to Fig. 2, i.e., the prior model fails to correctly model the rapid mo-
tion of the object. We also find similar results around 140, 260, 330, 350, and
380 frames when the book is swing quickly. On the contrary, the proposed meth-
ods, labeled by “Least-Squares Estimation” and “Robust Estimation”, trends to
overfit the state trajectory corrupted by noise in Fig. 3 (top) and Fig. 4 (top). In
addition, after around 390 frame, the linear least-squares estimation based sam-
pling method fails to track the object because of outliers. These results with the
three proposal distributions show their distinctive characteristics. The average
execution times per frame are (a) the prior distribution: 5.17ms, (b) the linear
least–squares estimation: 5.24ms, and (c) the robust linear estimation: 5.39ms.

Finally we show the results by the switching algorithm in Fig. 3 (bottom) and
Fig. 4 (bottom). In the algorithm, we use the robust estimation based distribution
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Fig. 4. Trajectory of the mean estimate for scale with (top) the three proposal distri-
butions and (bottom) by the switching algorithm

in Eq. (6) as the proposal distribution. These results shows that the switching
algorithm achieves smooth and rapid motion estimation, compared to those of
the other methods in Fig. 3 (top) and Fig. 4 (top). The average execution times
per frame is 6.26ms.

6 Conclusions

We have proposed the two proposal distribution for tracking rapidly moving
objects in image sequences and the switching algorithm for smooth and rapid
motion estimation. The optimal proposal distribution for sequential importance
sampling is π(xt|y1:t) ≡ p(xt|x(i)

t , yt) which minimizes the variance of the weight
wt [7]. The analytical evaluation is impossible except a few special models. Our
motivation is to provide an alternative solution. We design the proposal distri-
butions conditional on the observation, whereas the prior distribution does not
depend on the observation. This provides an advantage of tracking a rapidly
moving object. Both the linear least-squares and the robust linear estimations
are carried out by solving the system of linear equations. It is not difficult to im-
plement the procedure on a computer because there are many program libraries
and packages for linear algebra available. This fact yields practical benefit. We
also have proposed the switching algorithm between the prior model and the
proposed proposal distributions to combine the strengths of them.
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Our approach can be extended to 3D motion estimation in a straightforward
manner. This is a future work. In addition it is easy to use other image features
such as contour and color together with feature points. This combination can
improve the robustness of the tracking algorithm.
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(No.16700169).
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Abstract. In this study, a novel method for spot detection is proposed
with the addition of confidence evaluation for each detected spot. The
confidence of a spot will give useful hints for subsequent processing such
as landmark selection, spot quantification, gel image registration, etc.
The proposed method takes slices of a gel image in the gray level di-
rection and build them into a slice tree, which in turn is used to per-
form spot detection and confidence evaluation. Moreover, the proposed
method is fast. Building slice tree for a gel image of 1262×720 take about
3.2 sec. Spot detection take about 66 ms after the slice tree was built.
Experimental results show that confidence values are close to subjective
judgement.

Keywords: 2-DE gel, Protein, Spot detection, Slice tree.

1 Introduction

Proteomics is the study of proteme, especially how the proteins are functioning
in and around cells. Protein separation is one of the most important stages in
the proteomics study. Among all separation techniques, two-dimensional elec-
trophoresis (2-DE) [1,2,3,4] is the best method to separate complex protein mix-
tures according to their charge and size. Spots in the gel are proteins migrated
to specific locations. According to the differential expression of protein mixtures
from control and experimental samples, the spots in gel may disappear, appear
or chang in size and intensity. By analysis of spot appearance in gel, differential
protein expression between various samples are obtained.

Due to the volume data and technical noise originating from the image ac-
quisition process, manual analysis of gel image is difficult without the help of
computer software. Analysis of gel image by image processing software requires
an image pipeline which may contain image correction, spot detection, spot
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Fig. 1. Slices of spot. (a) A spot in gel image. (b) A spot in three dimension view. (c)
Slices of spot and corresponding central points.

quantification, spot registration, data presentation and interpretation. Quality
of spot detection is one of the most important factors that will influence the per-
formance of the image pipeline. A comprehensive review of those computation
techniques can be referred to [3].

In this study, a novel method for spot detection is proposed with the addition
of confidence calculation for each detected spot. The confidence of a spot will give
useful hints for subsequent processing such as landmark selection, spot matching,
gel image registration, etc. The proposed method takes slices of a gel image in
the gray level direction and build them into a slice tree, which in turn is used to
perform spot detection and confidence calculation.

This paper is organized as follows. The idea to detect spots in gel images by
slice tree is presented in Section 2. The detailed description about our algorithm
is presented in Section 3. Finally, experimental results and conclusions are given
in Sections 4 and 5, respectively.

2 Approach

The key concept of the proposed approach is introduced in this section. Unlike
other spot detection method, our method slices the gel image, builds them into
a slice tree, and then detects spots on the basis of slice tree.

Let the intensity be the third-dimension (Z axis), the intensity of a sliver-
stained spot is approximately Gaussian distributed with the lowest intensity at
center as shown in Fig. 1(b). A series of slices of the spot can then be obtained
in the intensity direction as shown in Fig. 1(c). Each slice has its own features
such as size, shape, central point, boundary smoothness and so on. If we project
the central points of slices onto the X-Y plan. The projected points belong to
the same spot will fall in a neighborhood. The distribution and the number of
projected points depend on the shape and appearance of the spots in a gel image
which can be used for spot detection.

In fact, spots may be distorted [1,5], overlapping [6] and suffered with noise.
These factors make spot detection more difficult and un-reliable. The relationship
between the slices of the spots can be incorporated into the slice tree so as to
resolve these problems and then obtain a robust spot detector.
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(a) (b) (c) (d) (e)

Fig. 2. Border tracing to detect regions in binary images. (a) Sample gel image with
gray levels from 90 to 218. (b)-(e) are detected results of B187, B162, B108 and B96

respectively. A border is a contour labeled by red color and all the pixels with green
color inside the border compose the corresponding region.

3 Methods

3.1 Gel Image Slicing

For a 2D-gel image I, the binarized image Bg related to gray level g is defined
by

Bg(x, y) =
{

1 if I(x, y) ≤ g,
0 otherwise, (1)

where I(x, y) is the intensity of pixel at coordinates (x, y) and g is one of the
gray levels between the maximum and minimum gray levels of I, denoted by
gmax and gmin, respectively.

Definition 1. Regions. Let r be a subset of pixels in a binary image. We call r
a region in a binary image if r is a connected set.

Regions can be detected in the following way. Region borders in a binary image
are first detected by border tracing. The set of pixels enclosed by a border is
then denoted as the corresponding region. Some results of border tracing and
the detected regions are shown in Fig. 2. From this figure, we can also find that a
candidate spot with minimum gray level gsmin will appear as sequence of regions
in binary images Bgs for gmax ≥ gs ≥ gsmin . Intuitively, the sequence of binary
images from Bgmax to Bgmin can be regarded as computerized tomography (CT)
images of all the spots in the gray level direction, i.e. Z axis.

Definition 2. Region set. All regions in a binary image is called a region set of
the binary image.

For the gel image I, there are Nb = gmax − gmin + 1 binary images. We sort
binary images Bg in the descending order of g and let R1,R2, . . . ,RNb be the
region sets related to the binary images Bgmax , Bgmax−1, . . . , Bgmin , respectively.
i.e.

Rs = {rs,i|i = 1, 2, . . . , ns} , s = 1, 2, . . . , Nb (2)

where rs,i are the regions in binary image Bgmax+1−s and ns is the number of
regions in the binary image Bgmax+1−s. Note that the value of s can be regarded
as the layer index of the region sets. A sample gel image to illustrate the rela-
tionship between Bg and Rs is shown in Fig. 3(b).
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Fig. 3. Slice tree of gel image. (a) Sample gel image. (b) 3D view of (a), relationship
between Bg and Rs are shown beside the cube. (c) Corresponding slice tree of (a).
Central points of regions are shown by black circular points, parent and children region
are connected by green links, detected spots are shown by triangular marks. Projections
of region centers and spots are also shown in Bgmin .

3.2 Properties of Regions

Some properties of regions are described in this section.

Definition 3. Binary image projection. For a binary image Bg, the projection
of Bg, Ψ(Bg), is defined as a set of coordinates whose corresponding pixel values
are 1. i.e.

Ψ(Bg) = {(x, y)|Bg(x, y) = 1} . (3)

Since a region is a subset of a binary image, the operation Ψ can also be applied
to a region. i.e.

Ψ(rs,i) = {(x, y)|rs,i(x, y) = 1} . (4)

Definition 4. Ancestor region and descendant region. For two regions rs1,i and
rs2,j, with s1 < s2, if Ψ(rs1,i) ⊇ Ψ(rs2,j), then we say rs1,i is ancestor region of
rs2,j and rs2,j is descendant region of rs1,i, and denoted by

rs1,i � rs2,j . (5)

Definition 5. Child region and parent region. For two regions rs1,i and rs2,j, if
s1 = s2 − 1 and rs1,i � rs2,j, then we say rs2,j is a child region of rs1,i and rs1,i

is the parent region of rs2,j.

Property 1. All regions in a binary image are mutual exclusive. i.e.

Ψ(rs,i) ∩ Ψ(rs,j) = ∅ if i �= j . (6)

Property 2. Every region in R2,R3, . . . ,RNb has exactly one parent region. i.e.
For s = 2, 3, . . . , Nb

∀rs,i ∈ Rs, ∃!rs−1,k ∈ Rs−1, s.t. Ψ(rs,i) ⊆ Ψ(rs−1,k) . (7)

Property 3. For two regions rs,i and rs−1,k, rs,i is a child region of rs−1,k if and
only if their projection are overlapping. i.e.

Ψ(rs,i) ⊆ Ψ(rs−1,k) ⇐⇒ Ψ(rs,i) ∩ Ψ(rs−1,k) �= ∅ . (8)



172 Y.-S. Liu et al.

Property 3 will simplify the procedure of finding child regions. For a region rs,i ∈
Rs, the child regions of rs,i can be found in the area Ψ(rs,i) of binary image
Bgmax−s. Let the set of all child regions of rs,i be denoted by Rs,i, then it is
obvious that Rs+1 =

⋃ns

i=1 Rs,i. By Property 3, Rs,i can be constructed as

Rs,i = {rs+1,j |Ψ(rs+1,j) ∩ Ψ(rs,i) �= ∅}, j = 1, 2, . . . , ns+1 . (9)

3.3 Slice Tree

Regions in binary images are the basic units for spot detection and confidence
calculation in our method. To increase the robustness of spot detection, the
relationship between regions in successive binary images related to the same
spot are organized in a slice tree.

Definition 6. Slice tree. A slice tree for gel image I can be defined as T =
(V,E), where V is a set of nodes and E is a set of links between the nodes.

Each node in the slice tree corresponds to a region. Hence, the node related to
the region rs,i is denoted as V(rs,i). According to the layer structure of region
sets in (2), V can be further divided into Nb exclusive subsets, that is

V =
Nb⋃
s=1

Vs . (10)

Nodes in Vs correspond to regions in Rs, i.e.,

Vs = {V(rs,i)|i = 1, 2, . . . , ns} . (11)

Note that nodes in Vs have depth s− 1 in the slice tree.
Each link in E is an ordered pair of nodes (V(rs−1,k),V(rs,i)), where rs−1,k is

a parent region and rs,i is a child region, i.e.,

E = {(V(rs−1,k),V(rs,i))|rs−1,k � rs,i} , s = 2, . . . , Nb . (12)

The slice tree for the sample gel image in Fig. 3(a) is shown in Fig. 3(c).

3.4 Slice Tree Construction

A slice tree for gel image I is constructed in the sequence of Bgmax , . . . , Bgmin

accompanied by the establishment of relations between every two successive
region sets Rs and Rs+1 for s = 1, 2, . . . , Nb − 1. More specifically, the slice
tree is built by recursively performing procedure ProcessChildSlice(rs,i) with
parameter as the region rs,i in Rs. The pseudo code of the procedure is outlined
as follow.
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Procedure ProcessChildSlice(rs,i)

1. Get child region set Rs,i of rs,i using (9).
2. If Rs,i = ∅ then return,

else for all child regions rs+1,j ∈ Rs,i, do
2.1 Create a tree node V(rs+1,j).
2.2 Set parent-child link between V(rs,i) and V(rs+1,j).
2.3 If s < Nb − 1 then call ProcessChildSlice(rs+1,j).

To build slice tree for a gel image, we first create a root node V(r1,1), then
call ProcessChildSlice(r1,1). From (1), r1,1 = Bgmax covers the whole gel image
and is the only region in R1.

3.5 Slice Tree Terminology

Let N(Rs,i) denotes the number of child regions for rs,i, then node V(rs,i) has
N(Rs,i) children in the slice tree. Nodes in slice tree can be divided into three
categories according to the number of children:

1. Leaf nodes: N(Rs,i) = 0.
2. Solitary nodes: N(Rs,i) = 1.
3. Manifold nodes: N(Rs,i) > 1.

Definition 7. Sticks. If we remove all links between manifold nodes and their
child nodes, the slice tree is divided into subgroups namely sticks.

Note that all nodes in a stick have no more than one link. It is obvious that each
spot in the gel image has a corresponding stick in the slice tree.

Definition 8. Stick root, leaf stick, internal stick, sibling sticks, parent stick
and child sticks. The node with minimum depth in a stick is called stick root. A
stick is called a leaf stick if it contains leaf node, otherwise the stick is called an
internal stick. Sticks whose stick roots have the same parent node in the original
slice tree are called sibling sticks and also called child sticks of the stick where
the parent node resides, which in turn is called parent stick.

Definition 9. Stick length. For a node V(rs,i), the stick length of V(rs,i) is
defined as

L(rs,i) = 1− s + arg
Nb

min
d=s

(N(Rd,id
) �= 1) . (13)

Note that for the case of d = s, the value of id is just i. For the other cases of d,
id is an index such that rd−1,id−1 � rd,id

. It is obvious that the stick length of a
stick root is equal to the number of nodes in the stick and stick length of each
leaf node is 1.

Definition 10. Extended stick length. For a node V(rs,i), the extended stick
length of V(rs,i) is defined as

Le(rs,i) = 1− s + arg
Nbmax
d=s

(N(Rd,id
) = 0) . (14)
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The values of id are defined as those in (13). It is obvious that L(r) = Le(r) if
V(r) is a node in a leaf stick. Stick length of a stick is defined as the stick length
of its stick root.

3.6 Spot Detection

Human recognize spots of gel image by size, shape and intensity variation of
the spots. To utilize slice tree for spot detection, region size and stick length
are used. The region size is expressed by the number of pixels in the region.
If a region belong to a spot, it should have reasonable region size. Thus region
size should be restricted to reduce image noises in spot detection. Stick length
of each node in the slice tree corresponds to intensity gradient of the spot in
gel image. A confident spot should have larger stick length but a faint spot has
smaller stick length in the slice tree.

More specifically, spot detection using slice tree is done by performing two re-
cursive procedures FindSpotInTree(rsr,i) and ProcessStick(rs,j) where
V(rsr,i) is a stick root while rs,j could be rsr,i or a descendant region of rsr,i.
Three thresholds d, wt and ht are involved in the spot detection where d is the
minimum stick length of a node to be recognized as a spot and wt and ht are
the minimum width and height of a region which could be processed for spot
detection. The sensitivity of spot detection can be controlled by adjusting the
three threshold values. The pseudo code for spot detection is outlined as follow.

Procedure FindSpotInTree(rsr,i)

1. Call ProcessStick(rsr,i).
2. If no spots are found in all child sticks of V(rsr,i) and Le(rsr,i) is greater

than or equal to d, then a spot is found at Ψ(rsr,i).

Procedure ProcessStick(rs,j)

1. If width of rs,j ≥ wt and height of rs,j ≥ ht

then initiate L(rs,j) = 1,
else initiate L(rs,j) = 0.

2. If N(Rs,j) = 1 then do
2.1 For rs+1,k ∈ Rs,j , Call ProcessStick(rs+1,k).
2.2 Set L(rs,j) = L(rs,j) + L(rs+1,k).
2.3 Goto step 4.

3. If N(Rs,j) > 1 then
for all rs+1,k ∈ Rs,j, call FindSpotInTree(rs+1,k).

4. Le(rs,j) = L(rs,j) + maxr∈Rs,j (Le(r)).

Parameters rsr,i passed to FindSpotInTree(rsr,i) are regions corresponding
to stick roots. FindSpotInTree(rsr,i) calls ProcessStick() to calculate stick
length of V(rsr,i) and check spot criteria for the node. If V(rsr,i) belongs to a
leaf stick and its stick length is greater than or equal to d, then a spot is found
at Ψ(rsr,i). If no stick roots of sibling sticks satisfy the criteria, shorter sticks are
pruned and the longest stick is merged with the parent stick, which in turn is
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(a) (b)

0.0 ≤ Cf < 0.2
0.2 ≤ Cf < 0.4
0.4 ≤ Cf < 0.6
0.6 ≤ Cf < 0.8
0.8 ≤ Cf ≤ 1.0

(c)

Fig. 4. Results of spot detection using slice tree. (a) The detected spots were marked
with red crosses. (b) Confidence of detected spots are shown in various colors. (c) The
mapping between confidence values and colors.

used for criteria testing. The pruning and merging procedure is repeated until a
merged stick satisfies the criteria or the root node is reached.

ProcessStick(rs,j) checks the region size of rs,j and calculates stick length
for node V(rs,j) by recursively calling itself with child region as parameter until
a non-solitary node encountered. Those regions smaller than a specified size
are eliminated during the calculation of stick length. When a manifold node is
encountered, FindSpotInTree() is called to check spot criteria for child sticks
originated from the manifold node. The results of spot detection for the gel image
in Fig. 3(a) are shown in Fig. 4.

3.7 Confidence Evaluation for Spots

Since spots in the gel image have specific characteristics in the slice tree, their
confidence can be computed by the features of the corresponding regions. More
specifically, the confidence values of spots are computed on the basis of slice tree
by the following equation.

Cf =

√
(αl)2 + (βs)2 + (γc)2

α + β + γ
(15)

where l, s and c are metrics for stick length, smoothness and compactness related
to the spots, and α, β and γ are the respective weighting factors. If we identify
spots by the regions where the spots have been detected, then the metrics are
defined as follow.

l = min(1.0,
le√
np

) (16)

s = max(0.0, 1.0− δ × nr

nb
) (17)

c = min(1.0,
2√πnp

nb
) (18)

where le is the extended stick length related to the spot, np is the number of
region pixels, nb is the number of border pixels of the region, nr is the number
of one-pixel-width knobs extended from the region and δ is a constant factor.
The metrics are normalized to the range from 0 to 1. The larger are the metrics,
the more confident spots are obtained.
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(a) (b) (c)

Fig. 5. Gel images [7] used for performance evaluation. (a) 031403-ctrl2.tiff (1262×724)
(b) 031403-ctrl3.tiff (1262 × 720) (c) 031403-ctrl4.tiff (1262 × 700)

4 Experimental Results

The proposed method has been implemented on a notebook equipped with Intel
Pentium III CPU 1.2GHz, 256MB RAM. The gel images [7] used for performance
evaluation are shown in Fig. 5. The input gel images are first pre-processed by a
7× 7 Gaussian filter. The average time took to build slice tree and detect spots
for these images is 3.2 sec and 66 ms, respectively.

(1)

(2)

(3)

(a) (b) (c) (d)

Fig. 6. Comparison of spot detection. Columns for (a) Delta2D, (b) Progenesis, (c)
Proteomweaver and (d) Our method. (The mapping between confidence values and
colors are as specified in Fig. 4(c)) Rows for (1) 031403-ctrl2.tiff, (2) 031403-ctrl3.tiff
and (3) 031403-ctrl4.tiff.

To show the performance of spot detection using slice tree, the results of the
proposed spot detection are compared to those of three commercial software [7]:
Delta2D 3.2, Progenesis Discovery v.2005 and Proteomweaver 3.0.1.1. Most of
the existing spot detection methods including the three methods adopted Wa-
tershed [8] algorithm for spot segmentation. After a gel image is segmented, spot
models are employed to eliminate segments not being fitted by the model. Wa-
tershed is the most popular technique for spot segmentation, over segmentation



Intelligent Spot Detection for 2-DE Gel Image 177

is its well-known problem. Thus, the effectiveness of spot model are crucial to
the results of spot detection based on watershed. Subblocks of 429 × 279 from
the results of spot detection of the software packages are shown in the first three
columns of Fig. 6.

Unlike other approaches, spot detection using slice tree does not relay on spot
models. Instead, the stick length of each leaf stick corresponding to intensity dif-
ference between spots and background is used as the criterion of being confident
spot. Results of our method are shown in the fourth column of Fig. 6. In our
results, spot centers are marked with red crosses and the boundaries of spots are
shown in different color according to their confidence values. It can be seen that
the boundaries of spots in our method are more compact.

5 Conclusion

Slice tree is effective for representing a gel image in a systematic organization.
Nodes in slice tree contain refined features about the spots and links between
nodes contain corresponding characteristic expression of the gel image. Thus, gel
image analysis can be done by analyzing the slice tree based on the systematic
organization. In this paper, we have shown how to detect spots using slice tree. In
addition slice tree with confidence evaluation can provide plentiful information
for other applications such as spot quantification, gel image registration, etc.
These will be the future research issues.
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Abstract. The purpose of this study is to develop an appearance-based method
for estimating gaze directions from low resolution images. The problem of es-
timating directions using low resolution images is that the position of an eye
region cannot be determined accurately. In this work, we introduce two key ideas
to cope with the problem: incorporating training images of eye regions with arti-
ficially added positioning errors, and separating the factor of gaze variation from
that of positioning error based on N -mode SVD (Singular Value Decomposi-
tion). We show that estimation of gaze direction in this framework is formulated
as a bilinear problem that is then solved by alternatively minimizing a bilinear
cost function with respect to gaze direction and position of the eye region. In this
paper, we describe the details of our proposed method and show experimental
results that demonstrate the merits of our method.

Keywords: gaze estimation, low resolution, appearance-based method, position-
ing, N -mode SVD.

1 Introduction

Gaze direction is an important cue for understanding human activities since they are
considered to be well correlated with our focus of attention. Thus robust and nonintru-
sive estimation of gaze direction, hereafter referred to as gaze estimation, can be used
effectively for a wide variety of applications. For instance, gaze estimation techniques
can be used for determining how often and which part of a billboard is being looked at
in a public space such as a shopping mall.

One of the key challenges for gaze estimation for such applications is that it is not al-
ways possible to capture high resolution images due to limitation of camera placement.
Therefore, it is important to have techniques for gaze estimation from low resolution
images. For example, consider the case of estimating gaze directions by using images
captured by a surveillance camera already installed in an environment. It is likely that
the camera is far from a subject, and thus only low resolution images of the subject’s
face are available.

Previously proposed methods for gaze estimation, which are classified into two ap-
proaches: model-based methods and appearance-based methods, are not suitable for
the purpose of gaze estimation from low resolution images for several reasons.

Model-based methods usually require high resolution images of human faces to esti-
mate gaze direction accurately. This is because gaze directions are determined from the

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 178–188, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. Images of an eye with (a) high and (b) low resolutions. It is not trivial to accurately
extract geometric features of the eye and feature points for positioning from the low resolution
image.

eye’s geometric features localized in images. Among model-based methods, the most
commonly used techniques are the ones based on pupil corneal reflection [2,4,7,17,18].
A gaze direction is determined from the relative position of the pupil center and a glint
reflected on the cornea of an eyeball. Other techniques use the position of an iris cen-
ter or a pupil center obtained from edge detection or ellipse fitting for estimating gaze
direction [5,6,14]. As we see in Figure 1, it is not trivial to extract the above features
from low resolution images of an eye. In contrast, appearance-based methods can be
used for estimating gaze directions from low resolution images because these meth-
ods use pixel values of eye regions for estimating gaze directions, and therefore it
is not necessary to find the eye’s geometric features in input images. Unlike model-
based methods, appearance-based methods have had very few studies devoted to them.
Some researchers have proposed gaze estimation methods using a neural network that
is trained with eye images of known gaze directions [1,10,15]. Recently, Tan et al. de-
veloped a method based on nearest neighbor search that essentially looks for the nearest
training image for a given input image in order to determine gaze direction for the input
image [11].

Unfortunately, the previously proposed appearance-based methods share a common
problem. They require eye regions to be accurately positioned in input images, which
is not always easy due to the nature of low resolution images as we see in Figure 1.
Even a slight positioning error, i.e., error in the position of a cropped eye region, can
degrade the accuracy of gaze estimation significantly. This important problem has not
been addressed in the previous studies.

In this work, we introduce two key ideas in order to cope with the problem. One is
to incorporate training images of eye regions with artificially added positioning errors.
The other is to separate the factor of gaze variation from that of positioning error based
on N -mode SVD (Singular Value Decomposition), which was recently introduced to
the computer vision community by Vasilescu et al. [12]. We show that estimation of
gaze direction in this framework is formulated as a bilinear problem that is then solved
by alternatively minimizing a cost function with respect to gaze direction and the eye
region’s positioning. In order to examine how well the effect of positioning errors is
removed by our method, we compared our method with an appearance-based method
using PCA (Principal Component Analysis). As a result, we found that our method is
able to estimate gaze directions with significantly higher accuracy than the PCA-based
method.

The rest of this paper is organized as follows. In Section 2, we explain our proposed
method for estimating gaze directions from low resolution images. In Section 3, we
show experimental results demonstrating the merits of our proposed method. Finally,
we present our concluding remarks in Section 4.
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2 Proposed Method

2.1 Overview

The appearance of an eye depends not only upon gaze direction but also upon identities
of subjects, poses of a head, and imaging conditions such as image resolution, response
of a camera, and illumination conditions. In the present study, we focus on the problem
of estimating gaze direction from low resolution images of an eye. Therefore, we do
not consider appearance variations due to other factors such as identities of subjects and
poses of a head. We will describe our plan for future study to deal with those factors in
the Conclusions section of this paper.

(1-a) Capturing face images (Sec. 2.3)

(1-c) Constructing third order tensor      (Sec. 2.2)

Training step

i
a

(2-b) Computing gaze vector

(2-c) Estimating gaze direction

(2-a) Obtaining test image

Test step (Sec. 2.4.)

â

(1-b) Obtaining training images

Computing

j
b

with artificially added positioning errors (Sec. 2.3)

Computing

gaze vectorspositioning vectors

Fig. 2. Flowchart of our proposed method

Our proposed method consists of two steps: the training step and the test step as
summarized in Figure 2. In the training step, we first capture face images with different
gaze directions (1-a), and obtain an enlarged set of training images of eye regions with
artificially added positioning errors (1-b). Appearance variations due to gaze direction
and positioning are then modeled based on 3-mode SVD (1-c). More specifically, we
construct a third order tensor from the training images, and compute a pair of two fea-
ture vectors describing gaze direction and positioning, which we call a gaze vector and
a positioning vector respectively, for each training image. In the test step, we extract the
gaze vector of a test image (2-b), and finally estimate the gaze direction by comparing
the extracted gaze vector with those of the training images (2-c). In Section 2.2, we
explain how the appearance variation of an eye for different factors is modeled by using
3-mode SVD. Then, in Sections 2.3 and 2.4, we describe the training step and the test
step of our proposed method in detail.
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2.2 Appearance Modeling Using 3-Mode SVD

N -mode SVD is one of the natural extensions of ordinary (2-mode) SVD to multiple
modes. Here, a mode is a factor affecting data. For instance, identities, viewpoints,
illumination conditions, facial expressions, and also image pixels can be considered as
modes in face recognition [12].

Our proposed method models variations in the eye region’s appearance related to
three factors, i.e., gaze directions, positionings, and image pixels, by using 3-mode
SVD. Here, positioning means how eye regions are cropped in input images. Let us
consider a set of images of the eye region with different gaze directions and position-
ings. We represent those images by using a third order tensor D. Here, the component
Dijk (1≤i≤I, 1≤j≤J, 1≤k≤K) of the tensor is the k-th pixel value in the image with
the i-th gaze direction and the j-th positioning. I , J , and K are the total numbers of
different gaze directions, different positionings, and image pixels.

We can represent the third order tensor as

Dijk =
I∑

l=1

J∑
m=1

K∑
n=1

Zlmn (UG)il (UPOS)jm (UPIX)kn , (1)

where UG∈ I×I , UPOS∈ J×J , and UPIX∈ K×K are basis matrices for gaze mode,
positioning mode, and pixel mode respectively, and Zlmn, which represents interaction
among basis matrices, is called the core tensor. Basically, they correspond to two or-
thonormal matrices and one diagonal matrix in ordinary SVD. We also denote Eq. (1) as

D = Z×1UG×2UPOS×3UPIX. (2)

The basis matrix for each mode is computed as follows. First, we unfold the tensor
D and construct a matrix. For instance, we unfold the tensor with respect to the gaze
mode G to obtain the matrix DG∈ I×KJ as DG = [F1F2...FK ] . Here, the matrix
Fk∈ I×J (1≤k≤K) is a slice of the tensor D with a fixed value of k. Then, by apply-
ing SVD to the matrix DG as DG = UGΣGV 	

G , we obtain the basis matrix UG∈ I×I

of the gaze mode. The basis matrices UPOS for the positioning mode and UPIX for the
pixel mode are computed similarly.

The core tensor Z in Eq. (2) is computed by using the tensor D and basis matrices
UG, UPOS, and UPIX as Z = D×1U

	
G×2U

	
POS×3U

	
PIX.

We define gaze vectors ai∈ I (1≤i≤I) and positioning vectors bj∈ J (1≤j≤J)
as

[a1, a2, ..., aI ]
def= U	

G , [b1, b2, ..., bJ ] def= U	
POS. (3)

In other words, ai∈ I , for example, represents the i-th gaze direction in the feature
space of gaze direction.

For each pair of the gaze vector a and the positioning vector b, the image d of a
corresponding eye region is given by using a third order tensor B

Bijk
def=

K∑
l=1

Zijl (UPIX)kl (4)
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as
dk =

I∑
i=1

J∑
j=1

Bijkaibj =
I∑

i=1

J∑
j=1

Bk(ij)aibj . (5)

Here, we represent the tensor B in the matrix form B. Bk(ij) is the (k, I×(j − 1) + i)
component of the matrix BPIX, which is obtained by unfolding B with respect to the
pixel mode.

2.3 Training Step

In the training step, variations in appearance of eye regions are learned from train-
ing images that are down-sampled from high resolution images of eyes. This is done
because, unlike test images, high resolution training images are easily available, and,
more importantly, the position of an eye can be found accurately in high resolution im-
ages by using existing techniques. For the present study, we used our feature-based face
tracker [8] for finding eye corners.

We first capture a set of high resolution images of an eye with different but known
gaze directions. Then, eye region images without positioning errors are obtained by
cropping rectangular regions from down-sampled images by using the positions of eye
corners. In addition, eye region images with artificially added positioning errors are
obtained by moving the positions of eye corners.

After a set of training images of eye regions is created, we construct the third order
tensor D from the training images and obtain the gaze vectors ai (1≤i≤I) and the
positioning vectors bj (1≤j≤J) from Eq. (3) as described in Section 2.2. Additionally,
we prepare the matrix Bk(ij) from Eq. (4).

2.4 Test Step

For each test image, an eye region is found first. It should be noted that, unlike in
the training step, the image resolution of the eye region is not necessarily high. How-
ever, some existing techniques for facial component detection, e.g., the AdaBoost algo-
rithm [3] and the Gabor-like feature filtering scheme [16], can find eye regions even in
low resolution test images.

After an eye region is found, the gaze vector is computed for the eye region. Then,
the gaze direction for the test image is determined from the gaze vector. We will explain
each of the steps in this section.

(1) Extraction of Gaze Vectors. In order to extract feature vectors from test im-
ages, two methods based on projections have been proposed. The first one proposed
by Vasilescu [12] for face recognition projects a test image into the feature space of
face identity by using a set of matrices. The method uses one matrix per each combi-
nation of indices except for that corresponding to identity mode, and thus only yields a
set of candidates for the correct feature vector.

The second method recently proposed by Vasilescu [13] uses a single matrix inde-
pendent of specific values of modes. This method is more elegant than the first one in
the respect that it can simultaneously extract unique feature vectors of all modes from a
test image. However, the method is not applicable to our purpose of extracting feature
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vectors from low resolution images. The method assumes that the number of pixels is
larger than the product of the number of indices in each mode. This assumption, which
requires K ≥ IJ in our case, is not satisfied.

Accordingly, we introduce an algorithm for extracting feature vectors from low res-
olution images in the context of 3-mode SVD. Let us consider a test image d̂, and an
image constructed from a gaze vector a′ and a positioning vector b′ through Eq. (5).

Then, we define a cost function f(a′, b′) by f(a′, b′) def=∑K
k=1

(
d̂k −

∑I
i=1

∑J
j=1

(
Bk(ij)a

′
ib

′
j

))2

, and estimate the feature vectors of the test

image (â, b̂) by minimizing the cost function as (â, b̂)=arg mina′∈�I ,b′∈�J f(a′, b′).
This cost function is bilinear, that is, it is linear with respect to one variable a′ when

the other variable b′ is fixed, and vice versa. Therefore, we can directly and uniquely
extract the feature vectors by alternatively minimizing the bilinear cost function in a
similar manner to Shum [9]. Our proposed method thus relaxes the requirement with
respect to the number of pixels from K ≥ IJ to K ≥ (I + J). In other words, for test
images with a fixed image resolution, our method can use a wider variety of training
images than the previously proposed method [13].

More specifically, the solutions of linear problems with respect to one variable
∂f/∂a′

i = 0 (1≤i≤I) and ∂f/∂b′j = 0 (1≤j≤J) result in

a′ = M+d̂, b′ = N+d̂, (M)ki
def=

J∑
j=1

Bk(ij)b
′
j , (N)kj

def=
I∑

i=1

Bk(ij)a
′
i, (6)

where the matrix M+ is the pseudoinverse of M . Therefore, we can assign, for exam-
ple, the initial value of b′ to b′(0), and alternatively update the feature vectors according

to Eq. (6) until they converge. Actually, we terminate the iteration when ∆f(n) def=
f(a′(n), b′(n))− f(a′(n−1), b′(n−1)) is less than the predefined threshold. Here, we de-
note the feature vectors at the n-th iteration as a′(n) and b′(n). In this way, the gaze
vector is determined up to an unknown scale factor. Therefore, we normalize a′ by
using the L2 norm to obtain the gaze vector â for the given test image.

In the current implementation, we choose the initial value of b′ according to
(a′(0), b′(0)) = arg mina′∈{a1,a2,...,aI},b′∈{b1,b2,...,bJ} f(a′, b′). Namely, we search
for the combination of the gaze and positioning vectors of training images that yields the
image most similar to the test image in the least-square sense. Though the combination
of the initial value might provide local minima of the cost function, our experimental
results imply that the local minima do not affect the results seriously.

(2) Estimation of Gaze Direction. Finally, we determine the gaze direction for the
given test image by using the obtained gaze vector. We find three gaze directions of
the training images nearest to that of the test image, and calculate the gaze direction of
the test image by interpolating them. We do this because we need at least three gaze
directions to represent an arbitrary gaze direction by interpolation. First, we find the
index of the gaze vector of the training image that is the closest to the obtained gaze
vector as i (1) = argmini∈{1,2,...,I} |â − ai|2. Similarly, we find the indices i(2) and
i(3) of the second and third closest gaze vectors. Then we determine the gaze direction
by interpolating the three gaze directions such that the interpolated gaze vector becomes
the closest to the obtained gaze vector of the test image. This is done by choosing the
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three weights wp (p = 1, 2, 3) that minimize |â−
∑3

p=1 wpai(p)|2 subject to 0≤wp≤1
and

∑3
p=1 wp = 1. Then the gaze direction g is given as g =

∑3
p=1 wpg(p), where

g(p) is the gaze direction of i(p).

3 Experiments

3.1 Eye Images for Experiments

(1) Imaging Conditions. We captured facial images of five individuals, and estimated
gaze direction of each subject using our proposed method. In our experiments, we eval-
uated the accuracy of gaze estimation for each subject separately, i.e., using training
and test images of the same subject for gaze estimation. This was done because we do
not deal with appearance variation due to different identities of subjects. To quantita-
tively evaluate the accuracy of our method, we captured images while subjects stared
at targets appearing on an 18-inch SXGA monitor placed at a distance of 50cm from
the subject’s face. Since we calibrated the relative position of the monitor in advance of
capturing images, we could calculate gaze direction corresponding to a 2D position on
a monitor when a user was looking at the position.

Figure 3 shows the target positions displayed on the monitor: circles for training and
crosses for test. Twenty training images and 32 test images were taken for each subject.
Since we do not consider face pose change in this study, we asked subjects not to move
their heads while images were being taken. Each subject was asked to move a mouse
pointer to a randomly appearing target and press the mouse button while the pointer
was placed on the target to capture a face image of the subject staring at the target.

Fig. 3. A layout of targets displayed on the surface on an LCD monitor: circles for training and
crosses for test

Fig. 4. (a) A schematic illustration of the correct corners of an eye (crosses) and the points used for
artificially representing incorrect positioning (dots). (b) An illustration of an eye image cropped
based on the correct positioning. (c) and (d) show those cropped with the incorrect positionings.
We cropped eye regions so that the feature points in Figure 4 (a) are aligned to the crosses on
both sides.
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Fig. 5. Example images of an eye with (a) 16 × 48, (b) 8 × 24, and (c) 4 × 12 pixels

Fig. 6. (a) Images cropped based on the correct positioning with various gaze directions. (b)
Images cropped based on the various positionings with a fixed gaze direction.

(2) Cropping Eye Regions. After all face images were captured, we prepared eye
region images for both training and testing. Note that we used down-sampled images for
test images instead of images captured at low resolution in our experiments. This was
necessary for evaluating the accuracy of our method quantitatively. The use of down-
sampled test images enables us to investigate (i) how the accuracy of gaze estimation is
affected by inaccurate positioning of eye regions, and (ii) how the estimation accuracy
changes depending on the resolution of test images.

Eye regions were cropped from down-sampled images by using positions of eye
corners found by our feature-based face tracker [8] and additional positions that were
shifted diagonally from those true eye corners by one step1. Figure 4 (a) shows a
schematic illustration of true eye corners and additional positions with artificially added
positioning errors. In this way, we prepared 25 (= 5 × 5) eye region images per gaze
direction. All the images were aligned by affine transformations as illustrated in Figure
4 (b), (c), and (d).

For testing our method with different image resolutions, we used images with 16×48,
8×24, and 4×12 pixels as shown in Figure 5. As we see in those figures, it is impossible
to localize geometric features such as the iris and cornea of an eye if image resolution
is too low.

We show examples of eye regions for different gaze directions in Figure 6 (a). Those
regions were cropped by using correct positions of eye corners. We also show eye re-
gions for the same gaze direction but cropped with positioning errors in Figure 6 (b).
From these examples, we see it is not trivial to estimate gaze directions from low reso-
lution images without being affected by poor positioning accuracy.

3.2 Experimental Results

We quantitatively evaluated the performance of our proposed method, and compared
the performance with that of a method based on conventional PCA from three aspects:

1 We define one step as 4 pixels, 2 pixels, or 1 pixel for each eye image with 16 × 48, 8 × 24,
or 4 × 12 pixels respectively.
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Fig. 7. (a) Errors of gaze estimation against image resolution. (b) Gaze estimation error for each
positioning. Index 12 indicates the correct positioning.
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Fig. 8. (a) Gaze estimation errors for each individual and (b) gaze estimation error averaged over
all individuals

how the estimation accuracy changes depending on image resolution, positionings, and
individuals. The PCA-based method does not treat variations due to changes in gaze
direction and position separately, and projects a test image into the feature space de-
fined by the principal axes computed by using all training images with various gaze
directions and positionings. The feature vector of one gaze direction is defined by the
average of feature vectors computed for images with the same gaze direction but var-
ious positionings. In order to alleviate any bias due to brightness variation among im-
ages, we normalized training and test images for both our method and the PCA-based
method so that pixel values in each image have zero mean and unit variance. We used 3-
dimensional feature space for both our method and the PCA-based method to estimate
gaze direction.

Estimation Error Against Image Resolution. First, we show errors of gaze estima-
tion against image resolutions in Figure 7 (a). The horizontal axis indicates the number
of pixels in the eye images (4× 12 = 48, 8 × 24 = 192, and 16× 48 = 768), and the
vertical axis represents the average and standard deviation of errors over five subjects.
This figure shows that the accuracy of our proposed method is higher than that of the
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PCA- based method. Hereafter, we show results for eye images with the lowest resolu-
tion, that is, with 4× 12 pixels.

Estimation Error for Each Positioning. Second, we show errors for test images with
various positionings in Figure 7 (b). The horizontal axis indicates the index number j for
the positionings of the eye regions. Here, j = 12 corresponds to the correct positioning.
The vertical axis represents the averaged error of five subjects.

Comparing the error at j = 12 with those for other indices, it is clear that the PCA-
based method is sensitive to positioning errors. On the other hand, the errors of our
proposed method are almost the same for all positionings. Therefore, we can conclude
that our method is robust against positioning errors.

Estimation Error for Each Individual. Finally, we show the estimation error of five
subjects A, B, C, D, and E in Figure 8 (a), and the error averaged over the five subjects
in (b). This figure shows that the performance of our proposed method is better than
that of the PCA-based method for all subjects.

Note that the averaged error—2.4 degrees in Figure 8 (b)—is less than half of the
sampling distance of the training images—6.4 degrees, the distance between the nearest
two circles in Figure 3. The experimental results demonstrate that our bilinear model
of two factors, gaze direction and eye region’s positioning, can accurately represent the
appearance variations resulting from the different gaze directions and positionings.

4 Conclusions

In this study, we proposed a new appearance-based method for gaze estimation from low
resolution images, and demonstrated the merit of our proposed method via a number of
experiments. One of the key challenges for gaze estimation from low resolution images
is that eye regions cannot be found accurately due to limited image resolution, which
results in inaccurate estimation of gaze directions. Unlike previously proposed methods,
our method is able to estimate gaze directions accurately even when eye regions are
found inaccurately in input images.

In order to realize gaze estimation that is insensitive to positioning errors, our method
models appearance variation of eye regions due to not only changes in gaze direction
but also changes in positioning of eye regions. This is done by incorporating training
images of eye regions with artificially added positioning errors, and separating the factor
of gaze variation from that of positioning error with a method based on N -mode SVD.
In addition, we showed how the problem of gaze estimation can be formulated as a
bilinear problem which is solved by alternatively minimizing its cost function with
respect to gaze direction and localization of eye regions.

In the present study, we focused on the problem caused by inaccurate positioning
of eye regions in low resolution images. Therefore, we did not consider appearance
variations due to other factors such as subject identities and head poses. For our future
work, we are planning to extend our method to deal with those factors by incorporating
additional modes in the N -mode SVD framework.
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Abstract. An image similarity comparison method for images with minor 
distortions is introduced in this paper. The proposed image similarity metrics is 
based on a new method to measure structure similarity for image quality 
comparisons. We make use of the fact that Dual-Tree wavelet Transform 
(DTWT) can provide direction selectivity and keep the structure features 
between the original and images with minor distortions. Despite the simplicity 
of our method, our experimental results demonstrate the effectiveness of the 
proposed method. 

Keywords: Image similarity, Wavelet transform. 

1   Introduction 

Over the last decade or so, the discrete wavelet transform (DWT) has been 
successfully used in the signal processing field for a variety of reasons: The wavelet 
transform is fast, local in the time and frequency domain, and it provides multi-
resolution analysis of real world signals and images. Unfortunately, the DWT also has 
some disadvantages that undermine its broader use in signal and image processing 
applications. First, it is shift sensitive, and small shifts in the input signal can cause 
abrupt variations in the distribution of energy between wavelet coefficients at 
different scales. Second, the DWT coefficients have poor directional selectivity. To 
overcome these problems, some other wavelet transforms have been studied recently. 
For example, over-complete wavelet transform, discard all down-sampling in DWT to 
achieve shift invariance. Unfortunately, this method incurs great computational cost, 
and the issue of poor directional selectivity remains unsolved. Several authors[2], [6] 
have proposed that in a formulation where two dyadic wavelet bases form a Hilbert 
transform pair, the DWT can provide the answer to some of the aforementioned 
limitations. The Kingsburg’s dual-tree wavelet transform (DTWT) generates complex 
coefficients by using dual tree filters to obtain their real and imaginary parts. 

Image similarity measurement is one of the important issues in information 
processing, and a major challenge for computer science. For example, finding the 
appropriate similarity measures between extracted features is the key task for content-
based image retrieval.  

A simple but inefficient way to evaluate the similarity between two images is to 
use a simple distance measure, such as the mean square error (MSE), which is easy to 
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calculate and is mathematically convenient. However, it does not provide a consistent 
relationship with the quality perceived by the human visual system (HVS). Recently, 
Wang et al. [8] have developed a measure of structure similarity (SSIM) for image 
quality assessment. The SSIM metrics models perception implicitly by taking into 
accounts high-level HVS characteristics. They showed that the simple SSIM 
algorithm provides excellent image quality prediction performance for various 
distorted images. The proposed approach for similar images comparison is motivated 
by the fact that the DTWT provides good directional selectivity for extracting the 
global features of images, and therefore they are directly related to structure similarity 
in the image match. In this paper, our goal is to extend the current SSIM method to 
the dual-tree wavelet transform domain, and make it become an image similarity 
metrics, called dual-tree wavelet transform SSIM (DTWT-SSIM). We model the 
distorted images by the familiar affine transformations and show that the introduced 
DTWT-SSIM index is stable under the affine transformations. Our experimental 
results illustrate that the proposed image similarity measure yields a significantly 
superior identification rate than the MSE and SSIM methods when the distortion of 
translation, scaling and rotation is small. 

2   Dual-Tree Wavelet Transform 

As shown in Fig. 1, in the one-dimensional DTWT, two real wavelet trees are used, 
each capable of perfect reconstruction. One tree generates the real part of the transform 

and the other one is used in generating the complex part. In Fig. 1, 0( ) h n  and 

1( )h n are the low-pass and high-pass filters of a Quadrature Mirror Filter (QMF) pair 

in the analysis branch. For the complex part, 0 1{ ( ), ( )}g n g n is another QMF pair in 

the analysis branch. All filter pairs discussed here are orthogonal and real-valued. Each 

tree produces a valid set of real DWT coefficients iu  and iv , and together they form the 

complex coefficients iii jvud += .  It has been shown [7] that if filters in both trees 

can be made to be offset by a half sample, then the two wavelets satisfy the Hilbert 
transform pair condition.  

A separable two-dimensional DWT can be computed efficiently in discrete space 
by applying the associated one-dimensional filter to each column of the image, and 
then applying the filter to each of the resultant coefficients. Therefore a normal two-
dimensional DWT produces four band-pass sub-images at each level, corresponding 
to low-low, low-high, high-low, and high-high filtering. As with one-dimensional 
DWT, the low-low parts coefficients represent the smooth version of the original 
function. However, the other three sub-bands wavelet coefficients of two-dimensional 
DWT capture features along lines at angles of {   To overcome the 
drawbacks of DWT, Kingsbury [2] have developed the DTWT, which allows perfect 
reconstruction while still providing shift invariance and directional selectivity. The 
DTWT transform has the ability to differentiate positive and negative frequencies, and 
it produces six band-pass sub-images of wavelet coefficients at each level, all of 
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which are strongly oriented at angles of The DTWT expansion of 
an image ( )f x  is given by 

0

0

0 , ,
( ) ( , ) ( ) ( , ) ( ), where 15 , 45 ,  and 75.i

j k j k

k i j j k

f x c j k x d j k x iφ ψφ ψ
≥

= + = ± ± ±  

0
( , ) c j kφ and ( , )d j kψ  are the scaling and wavelet coefficients of the DTWT, using 

dual-tree scaling functions 
0

,j k
φ  and wavelet functions 

,

i

j k
ψ , respectively. For the sake 

of simplicity of notation, from here on we will denote the wavelet coefficients 
( , )d j kψ  of an image ( )f x  as 

x
d  later.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Kingsbury’s Dual-Tree Wavelet Transform with three levels of decomposition 

 

 

 

 

 

 

 

 

 
 

Fig. 2. (a) The star image. (b) The reconstructed images, from left to right, at levels 1, 2, and 3 
for the DTWT. (bc) The reconstructed images, from left to right, at levels 1, 2, and 3 for the 
DWT. 
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For the sake of comparison, the reconstructed images, from left to right, at levels 1, 
2, and 3 for the DWT are shown below the DTWT in Fig. 2. Clearly, the presence of   
directional selectivity in the DTWT shows its ability to extract the structure or 
connectedness of natural images.   

3   Image Similarity 

3.1   DTWT-SSIM Index 

This application of the DTWT for image similarity assessment is inspired by the 
success of the spatial domain structural similarity (SSIM) index algorithm [8]. The 
principle of the structural approach is that the human visual system is highly adapted 
and capable of extracting structural information (the structure of the objects) from a 
visual scene. As a result, a measure of structure similarity should be a good 
approximation of image similarity. In the spatial domain, the SSIM index that 
quantizes the luminance, contrast and structure changes between two image patches 
x }... ,1|{ Mixi ==  and y { | 1,  ... }iy i M= =  is defined as [8] 

1 2

2 2 2 2

1 2

(2 )(2 )
( , ) ,  

( )( )

x y xy

x y x y

C C
S x y

C C
 

(1) 

where 
1

C and
2

C are two small positive constants;  

2 2

1 1

1 1
,  ( )

M M

x i x i xi i
x x

M M
µ σ µ

= =
= = − , and 

1

1
( )( )

M

xy i x i yi
x y

M
σ µ µ

=
= − − . 

Roughly speaking  
x

µ and  
x

σ  can be regarded as estimates of the luminance and 

contrast of ,x  while  
xy

σ  measures the tendency of x and y   to vary together. It 

can be shown that the maximum SSIM index value equals 1 if and only if x and y are 
identical.  

A major drawback of the spatial domain SSIM algorithm is that it is highly 
sensitive to translation, scaling and rotation of images. It must be remembered that the 
DTWT is approximately shifted invariant and directionally selective. So, hopefully 
the similar global structure of minor distorted images can be extracted by comparing 
their DTWT coefficients. Therefore we attempt to extend the current SSIM approach 
to the dual tree wavelet transform domain and make it insensitive to small  
“non-structure” geometric distortions caused by the image capturing process, rather 
than by the changes of the structures of the objects in the visual scene.  

In the dual tree wavelet transform domain, let us suppose that 

{ | 1, 2 , ...,  a nd  1, ..., 6}
,

j
d d i N j

x x i
= = =  and 

,
{ | 1, 2, ...,  and 1, ..., 6}j

y y i
d d i N j= = =  

are two sets of the DTWT wavelet coefficients extracted from one of the 
decomposition levels at the six sub-bands of the images x and y . We replace the 

 
x

µ and  
y

µ in the Eq. (1) by summing all the six sub-bands of DTWT coefficients. 
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The concept of total sum is precisely equivalent to the average when the numerator 
and the denominator in Eq. (1) have the same divisor. Now the spatial domain SSIM 
index is naturally extended to a DTWT domain SSIM as follows. 

1 2

2 2 2 2
1 2

(2 )(2 )
( , )

( )( )
x y x y

x y x y

d d d d

d d d d

K K
DTWT SSIM x y

K K

µ µ σ
µ µ σ σ

+ +
− =

+ + + +
 

          , ,
, ,

,
, , ,

6

1 , , 2
1 1

6 6
2 2 2 2

1 , , 2
1 1 1 1

2 2 (| | )(| | )

( ) ( ) (| | ) (| | )

j j
j jx i y i d dx i y i

j
j j jx id d dx i y i y i

N
j j

x i y id d
j i

N N
j j

x i y id
j i j i

K d d K

K d d K

µ µ µ µ

µ µ µ µ

= =

= = = =

+ − − +
=

+ + − + − +

        (2) 

Here ,| |j
x id  denotes the modulus (absolute value) of the complex numbers

,
j

x id  , 

and 
1  K and

2K  are small positive constants to avoid instability when the denominator 

is very close to zero. 

3.2   Sensitivity Measure 

The affine transformation is a convenient way to describe geometric distortion in 
many imaging system. A planar affine transformation is equivalent to the composed 
effect of three linear transformations, translation, rotation and scaling. Now we can 
describe the image translation, rotation and scaling operation by matrices and 
coordinate system as follow. The general affine transformation is commonly written 
in the familiar x,y-notation for coordinates in the plane. 

2 1

2 1

x x
A B

y y
= + , 

where
1

1

x

y
2

2

x

y
 represents the pixel intensity located at position

1

1

x

y
in the 

reference and altered version, respectively, and matrix A  and vector B  specify the 

desired operation. For example, by defining 
1 0

0 1
A =  and

1

2

b
B

b
= , this 

transformation, can carry out pure translation. Pure rotation uses 

the
cos sin

sin cos
A

θ θ
θ θ

−
= and

0
.

0
B =  Similarly, the pure scaling operation 

is
11

22

0

0

a
A

a
= ,

0
.

0
B =   
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                     (a)                                        (b)                                             (c) 
 

    
                         (d)                                            (e)                                             (f) 

Fig. 3. DTWT-SSIM results under different value of translation, scaling (zooming) and rotation 

We also know that the condition number ( )Aκ  quantifies the sensitivity of a 

specified transformation problem. Define the condition number ( )Aκ  by 

1( ) || || || ||A A Aκ −
∞ ∞= , where A is a n n×  matrix and 

1
1

|| || max | |
n

ij
i n

j

A a∞ ≤ ≤ =

= . 

For a non-singular matrix, 1 1( ) || || || ||  || || || || 1A A A A A Iκ − −
∞ ∞ ∞ ∞= ≥ ⋅ = = .In 

general matrices with small condition number, ( ) 1Aκ ≅ , are said to be well- 

conditioned. It is obvious to see that all the pure affine transformation matrices are 
well-conditioned. Furthermore, we have that the composition matrix of these well-

conditioned affine transformations still satisfies ( ) 1Aκ ≅ . Let 1A , 2A  be any of the 

pure affine transformation, by using 1 2 1 2( ) ( ) ( )A A A Aκ κ κ≤ , we conclude that the 

composition of any two of these affine transformations also satisfies 

1 2( ) 1A Aκ ≅ .Therefore the affine transformation is insensitive to small distortions. 

An example of showing the stability of DTWT-SSIM index under different affine 
transformation is depicted in Fig. 3. The original digit image “5” is shown in the 
leftmost of Fig. 3(a), 3(b), and 3(c), then with the different numbers of distorted images, 
including translation, scaling (zooming) and rotation. The DTWT-SSIM values under 
different affine transformations are shown in Fig. 3(d), 3((e), and 3(f), respectively. We 
can see that the DTWT-SSIM index between the original image and the distorted image 
steadily decreases as the distortion increases. Besides that, the DTWT-SSIM has various 
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decreasing rates corresponding to the translation, scaling and rotation transformation as 
the distortion of the three affine transformations increases.  

4   Test Results 

To demonstrate the efficiency of the DTWT domain SSIM measure task, we conduct 
a handwritten digit matching experiment using the MNIST handwritten digit data 
base. In the case of handwritten digit recognition, this means that digits of each test 
class contain position displacement, size change, slight rotations distortion or changes 
in line thickness. As shown in Fig. 4(a), we have ten standard digit templates (MNIST 
samples) with each size of 32x32 pixels. 
 

 
                                                                   (a) 
 

 
 
                                                                   (b) 

Fig. 4. (a) Standard digit templates. (b) Subset of test images (randomly selected from 4860 
images). 

To evaluate the DTWT-SSIM measure for comparing images, we apply the Q-shift 
version of the DTWT with three levels of decomposition to the two given image 
being compared. It is well known that the amount of energy increases toward the low 
frequency sub-bands after decomposing the original image into several sub-bands 
with general wavelet transforms [4]. Therefore we calculate the DTWT-SSIM index 
using Eq. (2) with only the lowest sub-band coefficients. Also we compute the 
DTWT-SSIM index using the original image size 32x32 because the window size 
from 4x4 to 32x32 is feasible to compute the distortions. 

To model some possible instances of a category, it must be present in the prototype 
set. So, we create a total of 4860 artificial images by combing shifting to the right or 
left (three pixels), scaling (10%), rotating (up to 20 degrees clockwise or counter-
clockwise), and blurring the standard templates (see Fig. 4(b)).  

MSE, SSIM, and DTWT- SSIM are used as the matching criterion in the following 
matching procedure. We first choose one image from the 4860 distorted images as the 
test image, and then a 3-level DTWT is applied to decompose the test image. The next 
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step is to compute the similarity index between the test image and the ten standard 
digit templates. The test digit image is then “identified” as belonging to the category 
that corresponds to the highest similarity score among the ten standard templates. If 
the resulting test digit image is in the same category as it should be, then we say it 
matched, otherwise we say it is unmatched (Fig. 5.). 

 

 

Fig. 5. Block diagram of the proposed matching procedure 

Table 1. Correct identification rate using different similarity metrics (%) 

digit MSE SSIM 
DTWT-
SSIM 

1 68.11% 34.36% 94.03% 

2 19.55% 36.83% 92.18% 

3 12.96% 20.58% 90.95% 

4 19.96% 34.57% 87.24% 

5 13.58% 21.19% 95.27% 

6 19.14% 17.90% 94.44% 

7 22.63% 18.93% 78.19% 

8 8.02% 16.67% 82.30% 

9 9.88% 15.23% 86.01% 

0 17.70% 38.27% 93.00% 

Average 21.15% 25.45% 89.36% 

The identification performance is significantly different when different similarity 
measures are employed. The resulting correct identification rates are shown in Table 1. 
The identification match rate of the MSE and the spatial domain SSIM are low, as 
expected, since both measures are sensitive to translation, scaling and rotation of 
images. Table 1 shows the correct identification rate of the MSE and the SIM is as low 
as 25%. By contrast, the correct identification rate of the DTWT domain SSIM gives the 
best result, 89%. 
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5   Conclusion 

The proposed DTWT domain SSIM image similarity index method is easy to 
implement. Even though hardly any pre-processing or training is required, the 
performance result of the presented method is considerable better than those of the 
traditional MSE or SSIM method. It is our conclusion that the main reasons for this 
success are first due to the fact that the dual-tree wavelet transform provides good 
directional selectivity in six orientations at dyadic scales. Secondly, the image 
translation, rotation and scaling transformations are stable to the small perturbations. 
They all contribute the ability to substantiate the image structure similarity index. 

This introduced method is still in its infancy. We are working on developing it into 
a more systematic approach that can potentially be employed in a much broader range 
of applications, such as face recognition, or content-based image retrieval. Both of 
these two research areas put emphasis on finding similar geometric structure of 
objects or scenes and thus, it is suitable for the proposed DTWT-SSIM to gain 
exploitations.  
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Abstract. Image recognition on streaming data is one of the most challenging 
topics in Image and Video Technology and incremental dimensionality 
reduction algorithms play a key role in online image recognition. In this paper, 
we present a novel supervised dimensionality reduction algorithm—Incremental 
Weighted Karhunen-Loève expansion based on the Between-class scatter 
matrix (IWKLB) for image recognition on streaming data. In comparison with 
Incremental PCA, IWKLB is more effective in terms of recognition rate. In 
comparison with Incremental LDA, it is free of small sample size problems and 
can directly be applied to high-dimensional image spaces with high efficiency. 
Experimental results conducted on AR, one benchmark face image database, 
demonstrate that IWKLB is more effective than IPCA and ILDA.  

Keywords: Dimensionality reduction, supervised learning, image recognition, 
streaming data, incremental algorithm. 

1   Introduction 

One of the most challenging problems in image recognition is the high dimen-
sionality of an image space. The dimensionality of a high-resolution image is so 
large that conventional recognition algorithms are no longer technically feasible due 
to the curse of dimensionality and the heavy burden of computation. The result is 
that a high-dimensional image space has to first be compressed into a low-
dimensional feature space, a procedure known as dimensionality reduction or 
feature extraction. 

Dimensionality reduction algorithms are well studied in the past several decades. 
There are two main kinds of dimensionality reduction methods: unsupervised and 
supervised. Principal Component Analysis (PCA) and Linear Discriminant Analysis 
(LDA) are typical examples of unsupervised and supervised dimensionality reduction 
methods respectively. In general, PCA is more suitable for concise representation or 
visualization of high-dimensional image data whereas LDA is more appropriate for 
pattern classification or recognition.  
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The typical implementation of various dimensionality reduction methods assumes 
that a complete training dataset is given in advance, and learning is carried out in one 
batch. However, in real-world applications of image recognition such as online image 
retrieval, robot vision, and surveillance, we often confront situations where a training 
set is not complete. Actually in most cases, data are presented as a stream of sample 
chunks. Streaming data are different from persistent data in that (a) they are transient, 
(b) usually they can only be read once, and (c) any systems working on them have no 
control over the order in which data streams arrive. To deal with streaming data, 
various incremental algorithms for unsupervised and supervised dimensionality 
reduction have been proposed.  

Incremental Principal Component Analysis (IPCA) is a well studied technique and 
has a long history. Existing IPCA algorithms fall into two categories. The first 
category of IPCA [1-3] computes principal components directly from training 
samples by iteration. The second category of IPCA [4-6] computes principal 
components by performing matrix decomposition on an approximated total scatter 
matrix.  

Due to the low effectiveness of IPCA algorithms, researchers pay more attentions 
to incremental supervised dimensionality reduction methods in recent years. Pang et 
al. proposed an Incremental Linear Discriminant Analysis (ILDA) algorithm for 
online face recognition [7]. Unfortunately, this ILDA method has some shortages. 
First, its updating scheme is memory-consuming. Second, it confronted with the so-
called small sample size (SSS) problem and the strategy used to address SSS problem 
was not clearly stated. Later, Yan et al. proposed an Incremental Orthogonal Centroid 
(IOC) algorithm to extract discriminant features for text categorization [8]. IOC 
algorithm has two characteristics. First, it computes discriminant vectors directly from 
training samples by iteration. Second, its calculation procedure involves products of 
column vectors and row vectors both with high dimensionalities. The first 
characteristic of IOC leads to low effectiveness and poor efficiency for high-
dimensional data, and the second property of IOC makes it inapplicable for high-
resolution image recognition.  

To overcome shortages of existing incremental feature extraction techniques, a 
new supervised dimensionality reduction algorithm for online image recognition—
Incremental Weighted Karhunen-Loève expansion based on the Between-class scatter 
matrix (IWKLB) is proposed in this paper. In comparison with Incremental PCA, 
IWKLB is more effective in terms of recognition rate. In comparison with 
Incremental LDA, it is free of small sample size problems and can directly be applied 
to high-dimensional image spaces with high efficiency. Experimental results 
conducted on AR, one benchmark face image data-base, demonstrate that IWKLB is 
more effective than IPCA and ILDA. 

2   Problem Definitions and Notations 

For better comprehension, some important notations are introduced at first. Following 
that, the formal definition of our problem is given in this section. 
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2.1   Important Notations  

Let Nd
N RX ×∈= ],...,[ 1 xx  be a data matrix of N  training samples with c 

classes, where the ith training sample is represented as a d-dimensional column vector 

ix , and c
c RNN ∈= ],...,[ 1n  be the count vector whose elements are numbers of 

training samples from each class. It is obvious that  
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Here, M  is the centroid matrix defined as 

cd
c RM ×∈= ],...,[ 1 mm . (3) 

The between- and the within-class scatter matrices are defined as follows: 
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Where 

cd
ccb RNNH ×∈−−= )](),...,([ 11 mmmm , (6) 

Nd
kNNkw RH ×∈−−= ],...,[ 11 mxmx , iikj Ij ∈= if,mm . (7) 

2.2   Problem Definitions  

Let us consider an initial training dataset d
N RT ⊂= },...,{ 11 xx  with class labels in 

the set of class label },...,1{ cL = , and streaming data 
dRkkT ⊂== ,...}2,1),({2 x . Formally, the online image recognition problem on 
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streaming data consists of four steps: (1) Preprocessing, (2) Feature extraction, (3) 
Recognition, and (4) Updating. In the step of preprocessing, the initial training dataset is 

used to construct the initial discriminant model ),,,,( LMHH bw n=Ω . In the step of 

feature extraction, the discriminant matrix W  is first derived from the current 
discriminant model and then used to compress the centroid matrix  M  and the new 

coming sample 2T∈x  to MW T  and xTW . In the step of recognition, 

)(minarg
1

xm −
≤≤ i

T

ci
W  is predicted to be the class label of  x  based on the centroid 

or the minimum distance classifier. In the step of updating, the new coming sample x  
with its true class label )(xl  is joined in the training dataset, and the discriminant model 

),,,,( LMHH bw n=Ω is updated. 

3   Incremental Weighted KLB 

In this section, the concept of Weighted Karhunen-Loève expansion based on the 
Between-class scatter matrix (WKLB) is studied. Following that, an incremental 
algorithm of WKLB is presented. 

3.1   Concept of WKLB 

Karhunen-Loève (KL) expansion is widely used as a dimensionality reduction tool in 
data processing. Principal Component Analysis is actually a typical KL-expansion 
based on the total scatter matrix. Unlike PCA, which is an unsupervised feature 
extraction method, KL-expansion based on the Between-class scatter matrix (KLB) 
exploits the class label information. As a result, KLB is more effective than PCA in 
terms of recognition rate. In fact, as a feature extraction method, KLB is equivalent to 
Orthogonal Centroid (OC) [8] and its favorable performance has been confirmed by 

Park et al. [9]. The discriminant matrix of KLB, V  consists of eigenvectors of bS  

corresponding to nonzero eigenvalues. 
KLB has two major advantages over other supervised feature extraction methods 

such as LDA for high-resolution image recognition. First, it is free of the SSS 
problem. That is, it can directly be applied to high-dimensional image space without 
the need to first apply other dimensionality reduction techniques such as PCA 
transformations in Fisherfaces [10] or pixel grouping in Null Space Method [11]. 
Second, by use of Singular Value Decomposition Theorem as in [12], its time- and 
memory-complexities are very low. Since KLB only uses the discriminant 
information between classes, however, its effectiveness might be promoted by 
exploiting the discriminant information within classes as well. 

The Weighted KLB has two key points. First, the discriminant matrix of KLB, V  

is multiplied by an orthogonal matrix U . That is, discriminant vectors of KLB is 

rotated to eigenvectors of wS
~

. Second, each eigenvector of wS
~

 is weighted according 

to its corresponding eigenvalue. 
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The detailed calculation procedure of WKLB is as follows: 

Step 1. Perform eigenvalue decomposition on the between-class scatter matrix bS  

to obtain the discriminant matrix of KLB, V  

Step 2. Map each sample vector x  to obtain its intermediate representation xTV  
Step 3. Perform eigenvalue decomposition on the within-class scatter matrix of 

project-ed samples, wS
~

 which is given by 

VSVS w
T

w =~
. (8) 

Let ),...,( 1 rdiag µµ=Ν  be the eigenvalue matrix of wS
~

 in ascending order and 

=U  ],...,[ 1 ruu  be the corresponding eigenvector matrix. It follows that 

Ν=USU w
T ~

. (9) 

Step 4. Choose a weighting function f  and calculate the weighting matrix )(Νf  

using the following formulae 

))(),...,(()( 1 rffdiagf µµ=Ν . (10) 

Step 5. Calculate the discriminant matrix of WKLB, W which is given by 

)(Ν= VUfW . (11) 

Since, the eigenvalue iµ  reflects the separability of samples when they are 

projected onto the projection vector iu . The smaller the eigenvalue iµ , the better the 

projection vector iu . Thus, the weighting function f  should be a non-increasing 

function and it should not overemphasize projection vectors with tiny eigenvalues and 
not over-depress projection vectors with huge eigenvalues. 

In this paper, the following weighting function is used in all experiments. 

αµµ ))1log(1()( ++=f . (12) 

Due to space limitation, detailed discussion on the selection of the weighting 
function is omitted from this paper. 

3.2   IWKLB Algorithm 

To describe the Incremental WKLB algorithm more clearly, we divide the alg-
orithm into three sub-algorithms: preprocessing, feature extracting and updating  
as follows. 
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Algorithm 1.1. Preprocessing of IWKLB 

Input: Data matrix ],...,[ 1 NX xx=  and class labels of the initial N  

samples,  )(),...,( 1 Nll xx  

// },...,1{)( cLl j =∈x  is the class label of the jth sample jx  

Output: Discriminant model ),,,,( LMHH bw n=Ω  

1. Compute bH , wH , M , n , and L  using the formula in section 2.1 

Algorithm 1.2. Feature Extracting 

Input: Precursors of the between- and within-class scatter matrix, bH  and wH  

Output: Discriminant matrix of WKLB, W  

1.   Perform eigen decomposition to b
T
b HH  as PPHH T

b
T
b Λ=  

2.   Calculate the discriminant matrix of T
bbb HHS =  using the formulae 

2/1−Λ← bbb PHV . 

      // Here bΛ  is a diagonal matrix with all nonzero eigenvalues, bP  the  

corresponding eigenvector matrix 

3. Compute the within-class scatter matrix wS
~

 of projected samples using the 

formulae 

))((
~

VHHVS T
ww

T
w ←  

4.   Perform eigen decomposition to wS
~

 as UUS T
w Ν=~

 

5.   Calculate the discriminant matrix of WKLB using formula (10-12) 

Algorithm 1.3. Updating 

Input: Discriminant model ),,,,( LMHH bw n=Ω , new training sample x , 

and its class label )(xl  

Output: Renewed discriminant model ),,,,( LMHH bw n=Ω  

1.   If x  is from a newly introduced class, i.e. Ll ∉)(x   

2.   Update the set of class label, L  using the formulae 

)}(,{ xlLL ←  

3.   Update the centroid matrix, M using the formulae 

],[ xMM ←  
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4.   Update the count vector, n  using the formulae 

]1,[nn ←  

5.   Compute the global average sample m  using the formulae (2) 

6. Update the precursor of the between-class scatter matrix, bH  using the 

formulae 

],[ mx −← bb HH  

7.   Else // Suppose jl =)(x  

8. Update the precursor of the within-class scatter matrix wH  using the  

formulae 

)](
1

,[ j
j

j
ww N

N
HH mx −

+
←  

9.  Update the centroid matrix, M using the formulae 

1+
+⋅

←
j

jj
j N

N xm
m

 
10. Update the count vector, n  using the formulae 

1+← jj NN  

11. Compute the global average sample m  using the formulae (2) 

12.  Compute the matrix, bH  using the formulae (6) 

13.  End if 

4   Performance Evaluation 

To evaluate the performance of IWKLB, we compare the recognition rates of 
IWKLB, IPCA [6], and a refined version of Pang’s ILDA [7] on the AR face  
image database when the Centroid classifier is used. In this section, we first discuss 
how to calculate the value of the parameter α  in WKLB. Following that, we 
present experimental results of these three incremental dimensionality reduction 
algorithms. 

4.1   Optimal Value of the Parameter Alpha 

We try to experientially estimate the optimal value of α . In the following 
experiment, we use ORL face image database which contains 10 different images 
for 40 individuals. All images are grayscale and normalized with a resolution of 
112×92. Five randomly selected images of each person are used for training and the 
remaining five for testing. Thus the total amount of training samples and testing 
samples are both 200. There is no overlapping between the training set and the 
testing set. 
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Fig. 1. Average recognition rate of WKLB vs. the value of the parameter α  

Fig. 1 displays the curve of average recognition rate of WKLB with varying α  
over ten runs. Here, the centroid classifier with Euclidean distance is used in the 
experiment. 

From Fig.1 we find that the optimal value of α  is around -2. Apparently, the 

optimal value of α  might be database-dependent. For simplicity, we let 2−=α  in 
the following experiments to evaluate IWKLB on AR face image database. An 
interesting fact is that although the parameter α  has not been finely tuned, the 
recognition rates of IWKLB are significantly higher than those of IPCA, and ILDA as 
illustrated in Fig. 2. 

4.2   Experimental Results 

The subset of AR [13] face image database used in this paper contains 1680 face 
images of 120 individuals. All images are grayscale and normalized with a resolution 
of 50×40 and preprocessed using histogram equalization. In experiments, we 
randomly select one third of total samples, i.e. 560 (= 1680/3) samples as initial 
training samples and sequentially feed the remaining 1120 samples into IPCA, ILDA, 
and IWAS algorithms in a random order. 

Fig. 2 displays trends of average recognition rates of various incremental facial 
feature extraction methods on the subset of AR of ten runs when the number of new 
training sample varies from 1 to 1050. Here the parameter α  of IWKLB takes the 
value of -2. 

We find that while the average recognition rates of ILDA and IWKLB increase 
with the number of new training samples, the average recognition rates of  
IPCA decline gradually. The probable reason is that the quality of the approximated 
total scatter matrix degenerates when the number of new training sample is 
increasing. 
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Fig. 2. Average recognition rates of IPCA, ILDA, and IWKLBAS vs. the number of new 
training sample on the AR face image database 

5   Conclusions 

We develop a new supervised dimensionality reduction algorithm—Incremental 
Weighted Karhunen-Loève expansion based on the Between-class scatter matrix 
(IWKLB) in this paper. In comparison with IPCA and ILDA, IWKLB is simple in 
theory and implementa-tion. Experiential studies demonstrate that IWKLB is a 
promising feature extraction algorithm for streaming data. 
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Abstract. This paper proposes a new feature selection algorithm. First, the data 
at every attribute are sorted. The continuously distributed data with the same 
class labels are grouped into runs. The runs whose length is greater than a given 
threshold are selected as “valid” runs, which enclose the instances separable 
from the other classes. Second, we count how many runs cover every instance 
and check how the covering number changes once eliminate a feature. Then, we 
delete the feature that has the least impact on the covering cases for all 
instances. We compare our method with ReliefF and a method based on mutual 
information. Evaluation was performed on 3 image databases. Experimental 
results show that the proposed method outperformed the other two. 

1   Introduction 

For pattern recognition problems, the data represented in feature space can be of very 
high dimensionality. However, some features are redundant and do not provide extra 
information over the others. In some worse cases, feature extraction could introduce 
noise, which does not contribute to pattern classification but degrade the classification 
performance. Thus, how to find a compact and effective feature subset is a significant 
issue, to which a great deal of effort has been devoted so far. There are two types of 
methodologies for dimensionality reduction: The unsupervised methods like PCA and 
the supervised methods, for which the class labels of the training samples are prior 
known. In this study, we foucse on the supervised dimensionality recduction, which is 
referred to as feature selection. Feature selection plays an important role in a variety 
of applications, including image classification [9,10]. Some reviews on feature 
selection can be found in [1-3]. According to [4], feature selectors can be sorted into 
two different groups: wrappers and filters. Wrappers employ a given classifier to 
evaluate features such that the feature selection is optimized for the given classifier. 
Filters evaluate features according to some measurements of class separability. In 
general, filters are less computationally complex than wrappers. As for filters, some 
methods measure the power of every independent feature in terms of class 
separability while some other methods measure the power of a subset of features as a 
whole. According to [3], only exhaustive search and the branch and bound methods 
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[12,13] are optimal feature selectors. However, the branch and bound methods are 
based on an assumption that a performance index drops monotonously. In fact, 
investigations on developing new feature selectors have never stopped. Recently, 
mutual information based methods have received much attention [7,14-15]. 

In this study, we propose a new feature selection method, which belongs to the 
filter category. Its implementation is outlined as follows. First, the data at every 
attribute are sorted. The continuously distributed data with the same class labels  
are grouped into runs. The runs whose length is greater than a given threshold are 
selected as “valid” runs, which imply that the instances falling into such runs are 
separable from the other classes because enough instances from an identical class 
occupy spatially close positions. Second, we count how many runs cover every 
instance and check how the covering number changes once eliminate a feature. We 
delete the feature that has the least impact on the covering cases for all instances. 

We compare our method with ReliefF [5], which is member of the Relief family 
[6], and the method based on mutual information [7]. Both methods belong to the 
filter category. We evaluate the 3 methods on 3 image databases provided in UCI 
Machine Learning Repository [16]. Experimental results show that the proposed 
method outperformed the other two. 

2   The Method 

The feature selection method is based on run covering. First, we sort the data values at 
every attribute. After the sorting, the data at every attribute can be divided into some 
segments, where the class labels of the elements in every segment should be identical. 
Such a segment is referred to as a run. If an instance is covered by at least one run 
(One of its attribute is included in the run.) whose length is greater than a given 
threshold, it means that this instance is separable from the other classes. By 
eliminating recursively such attributes that the removal of them will not affect the 
class separability in terms of run covering, a feature subset can then be selected. In the 
following, we first give the definition of runs. Then, we describe the feature selection 
algorithm. Finally, we provide a feature ranking method by which we can identify the 
least important feature and delete it in every loop. 

2.1   Runs 

The runs at every attribute can be extracted via the following procedure: 

(1) Suppose that there are N instances. After sorting the kth attribute, we obtain 
xk1≤xk2≤…≤xkN. Denote the corresponding class labels as [C(xk1),C(xk2),…,C(xkN)]. 
Note that C(xki)∈{1,2,…,L}, i=1,2,…,N, if there are L classes. Also, the indices of the 
corresponding instances are denoted as [I(xk1),I(xk2),…,I(xkN)]. 

(2) If xki=xk,i+1=…=xk,i+U but C(xki)=C(xk,i+1)=…=C(xk,i+U) does not hold at the 
same time, it means that xki,xk,i+1,…,xk,i+U are not separable. To denote that, we let 
C(xki)=C(xk,i+1)=…=C(xk,i+U)=0. Note that only 0∉{1,2,…,L}. Thus, it is not a valid 
class label. 
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(3) If C(xki)=C(xk,i+1)=…=C(xk,i+U)≠0, then, [xki,xk,i+1,…,xk,i+U] forms a run. The 
length of this run is U+1. 

(4) Repeat (3) until all runs at every attribute have been found. 

Some examples regarding the previously defined runs are shown in Fig. 1, 2, and 3, 
where the class labels distributed along a given attribute are illustrated. We can see 
that Fig. 1, 2, and 3 contains 2, 3, and 12 runs, respectively. Clearly, the case shown 
in Fig. 1 promises the best separability between the 2 classes while Fig. 3 corresponds 
with the worst case. The two cases shown in Fig. 1 and 2 are better in that the run 
length is greater. A longer run corresponds with a better case in terms of class 
separability. These examples show that the runs defined as above characterize the 
class separability to some extent. If the maximum run length at an attribute is too 
short as the case shown in Fig. 3, it means that the instances are not separable at this 
attribute. If we set a threshold of 5 and look for such runs whose length is greater this 
threshold, we can find out 2, 1, and 0 runs in Fig. 1, 2, and 3, respectively. 

However, run length is a coarse characterization of class separability. It is known 
that N individually strong attributes are not certainly the best N attributes if combined 
together (N attributes performing well alone could perform unsatisfactorily as a 
team.). In this study, our focus is how to choose the best team, not the best N 
individuals. This can be achieved by using the run covering described in the next 
section. 

1111111112222222222 
 
Fig. 1. Class labels at a given 
attribute 

22222111111111122222 
 
Fig. 2. Class labels at a given 
attribute 

1122112211221122112212 
 
Fig. 3. Class labels at a given 
attribute 

2.2   Eliminate Redundant Attributes Based on Run Covering 

Prior to describing the feature selection algorithm, we give some definitions as 
follows. 

(1) R={Ri}: The run set including all the runs at every attribute. 
(2) ||Ri||: The length of the run Ri∈R. 
(3) A: The attribute set that contains all remainder attributes following the feature 

elimination process described below. Initially, this set contains all the attributes. After 
the feature elimination process stops, the residual attributes are the finally selected 
features. 

(4) /* Comments on pseudo codes */. 

Following is the feature selection (feature elimination) algorithm: 

(1) Assign a score to each attribute to represent the individual power of every 
attribute in terms of its contribution to class separability. Let us denote these scores 
as w(1), w(2), …., and w(K). If w(i)<w(j), it means that the ith attribute is better 
than the jth attribute in terms of class separability. This is also referred to as feature 
ranking. The detailed ranking algorithm is provided in section 2.3. 
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(2) Compute =
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ikjll TRxhC
,

),,( , where 

>∧∈∧=
=

else

TRRxlxI
TRxh iikjkj

ikjl 0

||)(1
),,( .  

/* If xkj is a member of run Ri and the corresponding run length is greater than a 
threshold T, then, the corresponding instance I(xkj)=l has been covered once. Cl 
corresponds with how many times the lth instance has been covered*/ 

(3) ∀p∈A, compute 
≠

− =
pkik

ikjlpl TRxhC
,,

, ),,( .  

/* The times that instance l has been covered without the kth attribute */ 

(4) Find }0|)()(|:{ , =−∧∈= −
l

pll CgCgAppP , where 

≤
>

=
00

01
)(

x

x
xg .  

/* P corresponds with the redundant attributes, the elimination of any of which will 
not cause a critical change on the times that each instance has been covered, where 
the critical change means that the covering times for any instance go down from a 
positive value to 0 suddenly after eliminating an attribute. */ 

(5) Find }|)(max{arg Pppwq ∈=  and eliminate q from A. 

/* Delete the least important feature in set P, where the criterion to select the least 
important feature refers to the feature ranking algorithm described in the next 
section */. 

(6) If P=φ, delete }|)(max{arg Appwq ∈=  

/* If no feature satisfying that elimination of it will not change the covering case 
for every instance, then, delete the least important feature ranked by the feature 
ranking algorithm described in the next section. */ 

(7) Let Cl=Cl,-p and Go to (3) until the number of the residual attributes in A is 
equal to the predefined desired number. 

Some discussions about the above algorithm are given below. The central idea of 
this algorithm is: Look for such attributes that the class separability will not be 
affected if eliminating them. The run covering plays an important role in this 
algorithm. First, we select the runs whose length is greater than a given threshold T. 
Every selected run covers the instances that are separable at a given attribute since the 
instances from the same class distribute very closely to each other (They are within a 
run). As every instance has K attributes, it has the chance to be covered by K runs at 
most. If an instance is covered V≤K times by the runs, then, eliminating one attribute 
from the V attributes will not affect the classification of this instance because it is still 
covered by the runs at the other V-1 attributes, which means that this instance is still 
close to the instances from the same class at the V-1 attributes. Taking all the 
instances into account together, we hold the following idea. Suppose that Q≤N 
instances are covered by at least one run. When we eliminate one attribute, if the Q 
covered instances are still covered by at least one run, then, it means that this attribute 
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is redundant and contributes no additional information in contrast to the reminder 
attributes. Eliminating it should have no impact on the classification. In case there 
exist R>1 attributes that the removal of any of them will not chance the covering, we 
eliminate only one attribute among the R attributes and then recompute the covering. 
In such a case, the selection of the attribute to be eliminated is not random. It is based 
on a feature-ranking criterion. That is, we firstly score every attribute according to its 
individual significance in terms of class separability. Then, we always eliminate the 
least important one from the R attributes. The feature-ranking criterion is described in 
detail in the next section. The above procedure can be repeated to eliminate redundant 
attributes recursively.  

In the above algorithm, T is the only parameter (See step 2), which determines how 
many runs are valid in counting the covering number. We let the threshold T=0.1×N, 
where N denotes the number of all instances. We have tested a couple of different 
values for T and found that T=0.1×N is a satisfactory one in this study, which not only 
leads to a satisfactory overall classification performance but also promises a stable 
classification performance when T∈[0.1×N-∆,0.1×N+∆], where ∆ is a relative small 
positive value. Note that T can be scaled to adapt to problmes from different domains. 

The above algorithm can be easily extended to multi-class classification. We only 
need to decompose the multi-classification into multiple two-class classifications 
(pairwise classification). Then, we look for such attributes the elimination of which 
do not affect the covering for every two-class classification. For example, if there are 
L classes, then, we decompose the L-class separability computation into L(L-1)/2 
parallel two-class separability computations. Here, step (1)~(3) and step (7) are 
implemented as L(L-1)/2 parallel processes. In step (4), the intersection of the  
L(L-1)/2 solutions forms P. The other steps are the same as described prevoiusly. 

× × × × × × × + × + + + + + + 
 
Fig. 4. Distribution of two classes along a 
given attribute 

× × × × × × + + × × + + + + + 
 
Fig. 5. Distribution of two classes along a 
given attribute 

2.3   Feature Ranking 

Suppose that there are M and N samples in class X and Y and the kth attribute of the 
two classes are {xk1,xk2,…,xkM} and {yk1,yk2,…,ykN}, respectively. 

We define the relationship between xki and ykj as 

≥
<

=
kjki

kjki
kjki yx

yx
yxH

0

1
),( . (1) 

The above definition means that if xki lies in the left side of ykj, then, H(xki,ykj)=1. Else, 
H(xki,ykj)=0. 

Based on the relationship between two instances, we define the overall relationship 
between the two classes in terms of the kth attribute as 

= = ==

=
M

i
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i

N

j

kikj

N

j

kjkik xyHyxHd
1 1 11

}),(,),(max{ . (2) 
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It summarizes the relationship between every class X sample and every class Y 
sample. Also, it reveals the separability between the two classes and can be 
understood as a distance measure between the two classes. This is explained via the 
following two examples. 

See the example shown in Fig. 4, where the samples in the overlapping region are 
underlined. Suppose that, in the from left to right order, the “×” marks represent one-
dimensional class X samples x1,x2,…,x8 and the “+” marks represent one-dimensional 
class Y samples y1,y2,…,y7, respectively. The underlined “×” corresponds with x8 and 
the underlined “+” corresponds with y1. With regard to x1, all the 7 samples of the 
other class lie in the right side of it. So, we obtain jH(x1,yj)=7. With regard to x8, 
only 6 samples of the other class lie in the right side of it. Thus, we hold jH(x8,yj)=6. 
In fact, jH(xi,yj) figures out how many samples in class Y locate in the right side of 
xi. In contrast, jH(yj,xi) reveals how many samples in class Y locate in the left side of 
xi. Therefore, i jH(xi,yj) is a measure of the degree that class X locates in the left 
side of class Y and i jH(yj,xi) characterizes the degree that class X locates in the 
right side of class Y. Obviously, max{ i jH(xi,yj), i jH(yj,xi)} reveals the relative 
relationship between the two classes of interest. For the above example, 

i jH(xi,yj)=55 and i jH(yj,xi)=1. This means that most samples of class X locate in 
the left side of class Y. In accordance with Eq. (1), the separability measure between 
the two classes is 55. Now, consider another example shown in Fig. 5, where the 
overlapping region is larger than the case shown in Fig. 4. Correspondingly, the 
separability measure between the two class computed via Eq. (1) is 52. Taking into 
account the two examples, it is easy to see that a smaller separability measure 
corresponds with a more severe overlap between the two classes of interest, namely, a 
worse case in terms of separability. On the contrary, a greater separability measure, 
which corresponds with a smaller overlapping degree, means a better case in terms of 
separability. 

Suppose that there are L classes and class j contains N(j) samples, j=1,2,…,L. Let 
)( j

kix  denote the kth attribute of the ith sample of class j. We further assume that every 

sample has K attributes. The feature-ranking algorithm is described below. Suppose 

that the input is { )( j
kix | j=1,2,…,L; i=1,2,…,N(j); k=1,2,…,K}. With regard to the kth 

attribute, compute the separability between every pair of classes via Eq. (1) and  

Eq. (2), that is, { ),( vu
kd |u=1,…,L-1; v=u+1,…,L}. Then, let 

vu

vu
kd

,

),(  be the overall 

discrimination power of the kth attribute, according to which all attributes can be 
ranked. 

2.4   Computational Complexity 

Suppose every class contains N samples. Let L denote the class number, K the feature 
number, and M the dimension of set A. The complexity of step 1, step 2, and the loop 
from step 3 to step 7 is roughly O(K×L×(L-1)×N2), O(L×(L+1)×K×N), and 
O(M×(M+1)×L×(L+1)×N), respectively. The overall complexity is basically the sum 
of the three parts. 
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3   Experimental Results 

We tested the proposed algorithm with UCI machine learning databases [16]. The 
performance evaluation was conducted with the letter recognition database, the 
satellite image classification database, and the image segmentation database. The data 
properties of the 3 databases are summarized in Table 1. We also compare our method 
with 2 other methods: ReliefF [5] and the method based on mutual information [7]. In 
classifying every data set, we use 3 classifiers: 1-nearest neighbor (1-NN), decision 
tree, and support vector machine (SVM). Here, we use the weka software to 
implement Relief and the decision tree as well as the SVM classifier [17]. We apply 
10-fold cross validation for performance evaluation [8].  

The classification accuracy against the feature number for the image segmentation 
data is illustrated in Fig 6, 7, and 8, where 1-NN, decision-tree, and SVM classifiers 
are applied, respectively. Obviously, the proposed method outperforms the other two 
methods. For the 1-NN classification based on the proposed feature selector, when  
the feature number is equal to 3, the classification accuracy reaches 97.23%. Then, the 
classification accuracy changes very little, between 96.49% and 97.58%. The 
classification accuracy using the full attributes is 96.62%, which is less than that using 
only 3 features selected by the proposed algorithm. See Fig. 6, the other two methods 
perform much worse than the proposed method. See Fig. 7 and Fig. 8, the same case 
takes place when comparing the 3 methods based on decision tree and SVM 
classification. 

The classification accuracy against the feature number for the satellite image data 
is shown in Fig 9, 10, and 11, where 1-NN, decision-tree, and SVM classifiers are 
applied, respectively. It can be seen that the proposed method outperforms the other 
two methods given any feature number. 

The classification accuracy against the feature number for the letter recognition 
data is exhibited in Fig 12, 13, and 14, where 1-NN, decision-tree, and SVM 
classifiers are applied, respectively. The proposed method promises comparable 
performance to ReliefF while both methods outperform the method based on mutual 
information. 

In the above 3 benchmarks, we can see that different classifier leads to different 
classification performance but the comparison among different feature selection 
methods never changes with the choice of classifiers. According to Fig. 9~11, the 
proposed method approaches the best performance or a satisfactory perofrmance very 
quickly but the other two methods do not. The above comparisons show that the 
proposed method performs well in selecting useful features for image classification. 

Table 1. Data properties 

Data #Attributes #Instances #Classes 
Image 19 2310 7 
SatImage 36 6435 6 
Letter 16 20000 26 
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Fig. 6. Classification accuracy against feature 
number using 1-NN: image segmentation 

Fig. 7. Classification accuracy against feature 
number using decision tree: Image segmen-
tation 

 

Fig. 8. Classification accuracy against feature 
number using SVM: Image segmentation 

Fig. 9. Classification accuracy against feature 
number using 1-NN: Satellite image 

 

Fig. 10. Classification accuracy against feature 
number using decision tree: Satellite image 

Fig. 11. Classification accuracy against feature 
number using SVM: Satellite image 
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Fig. 12. Classification accuracy against feature 
number using 1-NN: Letter 

Fig. 13. Classification accuracy against feature 
number using decision tree: Letter 

 

Fig. 14. Classification accuracy against feature number using SVM: Letter 

4   Concluding Remarks 

In this study, we propose a new feature selection method. It is based on run covering. 
The heart of this algorithm is to check whether the removal of a given attribute will 
change the covering of every instance. If not, it can be decided that this attribute is 
redundant. The run length plays an important role in judging whether an instance is 
separable from the other classes at a given attribute. The experiments confirmed the 
effectiveness of this method in terms of selecting useful features for image 
classification. Note that the run-length based method works with not only the linear 
separable attributes but also the attributes that are not linearly separable. 

Another important issue is the stopping criterion, that is, what feature number is 
satisfactory to stop the feature elimination procedure.  For the limited space of this 
paper, we did not present the criterion and the related performance evaluation. One 
stopping criterion can be: If the covering case for any instance changes after 
eliminating a feature, then, stop the feature selection. It is easy to implement. We just 
need to modify step (6) of the algorithm to be: If P=φ, the desired feature number has 
been approached. 
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Abstract. We present a fully automated method to estimate the lo-
cation and orientation of the left ventricle (LV) from four-dimensional
(4D) cardiac magnetic resonance (CMR) images without requiring user
input. The method is based on low-level image processing techniques
which incorporate anatomical knowledge and is able to provide rapid,
robust feedback for automated scan planning or further processing. The
method relies on a novel combination of temporal Fourier analysis of
image cines and simple contour detection to achieve a fast localization
of the heart. Quantitative validation was performed using two 4D CMR
datasets containing 395 patients (63720 images), with a range of cardiac
and vascular disease, by comparing manual location with the automatic
results. The method failed in only one case, and showed an average bias
of better than 5mm in the apical, mid-ventricular and basal slices in
the remaining 394. The errors in the automatically detected LV orien-
tation were similar to those found in scan planning when performed by
experienced technicians.

1 Introduction

We investigated methods for the robust, accurate and fully automatic identifica-
tion of heart location and orientation from CMR examinations. The method is
targeted at clinical applications and must therefore be fast, efficient and reliable.
It should be able to return the location, orientation and approximate contours
of the LV in the absence of any user input. The method is expected to have
two important applications. Firstly, the detected LV contours could be used as
input to higher level segmentation methods including deformable model based
analyses. Secondly, the method could be used to speed up image acquisition by
facilitating the fully automatic planning of CMR examinations.

Segmentation of the LV in CMR images is important for quantitative assess-
ment of cardiac function and many automatic approaches at different levels of
image processing have been proposed to tackle this problem. Low level techniques
depending on local image intensity characteristics are fast but lack robustness. A
priori knowledge can be incorporated into deformable model-based approaches;
however, the efficiency and robustness of these methods is heavily dependent on
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the initial contours or models. Most semi-automatic methods such as [1] require
manual initialization. Fully automatic algorithms have been proposed but many
of these are computationally intensive [2] or lack a wide range of clinical valida-
tion [3]. One [4] has been validated in 121 cases but assumes that the location of
the heart is approximately at the center of the MR image. Specialized methods
have also been proposed for tagged [5] and perfusion images [6], however their
application to patients with a wide range of clinical disease remains uncertain.

Automated CMR image planning has been proposed as a strategy for speed-
ing up scan acquisition [7,8]. The core requirement is for a fast and accurate
calculation of the three-dimensional (3D) position and orientation of the LV. A
deformable template based method [7], which estimated the LV axis by fitting
many feature points of major thoracic organs in the localizer images, was compu-
tationally intensive. To avoid this problem, [8] proposed another method which
employed a priori knowledge of the average LV direction to speed up the proce-
dure. The scout images were then segmented by thresholding and both the LV
and right ventricle (RV) were localized by comparison with morphologic char-
acteristics of the candidate objects. However, in our experience clinical image
variability compromises the robustness of this method.

We relied on simple methods to automatically estimate heart location and
orientation in order to provide rapid feedback to higher level processes. The
assumptions of our method are listed below. Any cases which violate these as-
sumptions (eg congenital heart disease in which the LV and RV are transposed)
would not be expected to be solved by our method.

1) The heart is the only large organ in the thorax with a temporal fundamental
frequency equivalent to the cardiac cycle.

2) The orientation of the heart is similar across a wide variety of (non-congenital)
cardiac diseases (this assumption is validated below).

3) The short axis (SA) slices are ECG gated and have been planned approxi-
mately orthogonal to the long axis of the LV (we show that this assumption
is not restrictive in practice).

4) The positions of the LV in adjacent slices are spatially and temporally co-
herent.

5) The septal myocardium (heart muscle) is close to the centroid of the heart
and has the LV and RV blood pools on each side. The boundary between
the LV blood pool and septal myocardium is not degraded by large papil-
lary muscles or trabeculations (which are not typically expected in this area
anatomically).

The reminder of the paper is organized as follows. In Sect. 2, we describe the
details of our method. In Sect. 3, we present the results from 395 patients from
two independent clinical trial datasets. The conclusion is provided in Sect. 4.

2 Method

Our method is based on the novel combination of the Fourier transform (FT) in
the temporal domain with a priori orientation and shape information in space.
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The FT is employed to calculate an average (DC) image and first harmonic
(H1) magnitude image for each cine slice. Even in severely diseased hearts, this
method successfully identifies the heart in most cases. The output of the FT
is then used to derive a region of interest (ROI) and the threshold level which
robustly delineates the LV. This four step process is summarized below:

1) Organize the frames for each slice and apply the FT over time to obtain the
DC and H1 images for each slice (Sect. 2.2).

2) Compute a ROI for each slice and the centroid for the whole heart from the
H1 images (Sect. 2.3).

3) Find a pixel on the septal myocardium and compute the threshold level to
delineate blood from myocardium in the DC images (Sect. 2.4).

4) Threshold the DC images and locate the LV on all slices (Sect. 2.5).

2.1 Patient Data and Ground Truth

Two clinical datasets are utilized in this study. The ONTARGET (Ongoing
Telmisartan Alone and in combination with Ramipril Global Endpoint Trial)
dataset contained 330 patients with cardiac and vascular disease recruited from
10 MR centers world-wide as enrolled in the CMR substudy to ONTARGET [9].
This study was the source of the a priori heart orientation information which is
integrated into our method. Data from the second trial known as ZEST (New
Zealand Eplerenone aortic Stenosis Trial) was used for independent validation
purposes.

ONTARGET Dataset. The 330 patients had a range of disease histories: 294
had coronary artery disease, 46 had peripheral arterial disease, 111 had diabetes,
202 had hypertension and 192 had suffered a previous myocardial infarction
(with the total exceeding the number of patients due to multiple diagnoses).
The patients were recruited in six countries and imaged using standard SSFP
cardiac cine sequences on Siemens, Philips and GE scanners. Either prospectively
or retrospectively gated images were acquired in six equally spaced SA locations
from apex to base. Typical imaging parameters were TR /TE /flip /FOV =
30ms / 1.6ms / 60◦ / 360mm, slice thickness 6mm, image matrix 256×208. There
were typically 25 temporal frames per slice, depending on the heart rate. All cines
were acquired during breath-holding of 8–15 seconds duration.

ZEST Dataset. The ZEST dataset was collected for the purpose of determining
the treatment effect of Eplerenone in patients with asymptomatic moderate or
severe aortic stenosis (to be published). 65 patients were scanned at nine centers
within New Zealand for the primary assessment of LV mass. The image data
used for validation in this study was collected during the baseline visit. The
imaging parameters were similar to the ONTARGET trial.

Ground Truth. The ground truth for the heart location and orientation was
determined manually by two experienced technicians operating independently
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Fig. 1. Manual definition of heart orientation (a) center of the LV on an apical SA
slice, (b) center of the LV on a basal SA slice, (c) RV insertion points for defining Vy

and (d) right handed coordinate system

on the end-diastolic images. The 3D orientation of the LV long axis (Vx) was
defined by two points manually placed in the middle of the LV blood pool at
the apex and the base respectively (Fig. 1a and 1b). The orientation of the RV
(Vy) was defined by the centroid of points placed on the endocardial insertion
of the RV on all SA slices showing the RV (Fig. 1c). The remaining axis (Vz)
was oriented posteriorly to complete a right handed coordinate system (Fig. 1d)
[10]. The average directions V x, V y and V z from all ONTARGET cases were
then computed for use in the automated method below.

2.2 Fourier Transform over Time

The heart is the only large structure in the thorax with substantial motion at
a frequency given by the heart rate, and this characteristic makes the heart
distinguishable by analyzing changes in pixel intensity. Figure 2b shows two
typical pixel intensities through time. Pin is a pixel at the boundary between
the LV blood pool and the septal myocardium and its intensity changes through
a large range over time. Pout is also located close to the boundary of two differ-
ent structures but is relatively static. Previously the standard deviation of pixel
intensity has been used to locate the heart [11,12], however we found that in
around 20% of cases the standard deviation images were contaminated by ex-
cessive high frequency noise (Fig. 2g). The differences between Pin and Pout are
most clearly appreciated in the magnitude of the first harmonic (H1) component
of the FT (Fig. 2c), even though their DC components are very similar (Fig. 2d).
We therefore computed the FT for every pixel in the image and then used the
DC component (Fig. 2e) and H1 image (Fig. 2f) in the subsequent analysis. This
method provides excellent delineation of the cardiac structures, as well as the
great vessels such as the aorta.

2.3 Fast ROI Analysis

A cardiac centroid and region of interest (ROI) containing the heart were cal-
culated from the H1 images for each slice as follows. Firstly, in order to reduce
the effect of noise and signal from non-cardiac structures, the H1 images were
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Fig. 2. Temporal Fourier transforms for each pixel in the time sequence (a) image
showing a pixel near a moving boarder inside the heart (Pin) and a pixel near a sta-
tionary boarder (Pout), (b) pixel intensity versus time, (c) comparison of the magnitude
of the first seven frequency components for Pin and Pout, (d) comparison of the DC
components, (e) DC (average) image, (f) H1(first harmonic) image and (g) standard
deviation image

filtered with a smoothing filter and all pixels with a magnitude less than 5%
of the maximum magnitude within the 3D volume were set to zero. Secondly,
the ROI for each slice was iteratively refined. For each iteration, the centroid of
the H1 image was computed for each SA slice. A 3D line was then fitted to the
centroids of all SA slices by linear least squares. A distance distribution of all
H1 pixels to the 3D line was calculated and weighted with each pixel’s intensity
value. A Gaussian curve was then fitted to this distribution and all pixels greater
than a certain distance from the line were removed. The cut position to define
this cylinder of interest y was calculated using Eq. 1:

y = µ +
√

2erf−1(x)σ (1)

where x is the percentage of the pixels the cylinder should include (95% on
our experiments), µ is the mean and σ is the standard deviation of the Gaus-
sian distribution. The 3D centroid of the H1 volume was then computed and
compared to the previous 3D centroid. Iteration terminated when the distance
between successive 3D centroids was less than one pixel. In most cases, the
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Fig. 3. Result of the ROI determination for each slice (apex to base from left to right)

Fig. 4. Calculation of the threshold level (a) search line for threshold shown on the
ROI image, (b) intensity for each pixel showing local minimum for the septum S, (c)
intensity gradient for each pixel showing the position of the maximum gradient (max)

iteration terminated after only one loop. Finally, the ROI was adjusted on each
slice individually using the Gaussian fitting method to produce circular regions
of interest of appropriate diameter on each slice. The results are shown in Fig. 3.

2.4 Parameters for Blood Pool Segmentation

In order to provide an initial segmentation of the LV blood pool, as well as a sep-
aration of the RV and LV blood pools, we used the DC images cropped by their
respective circular ROI (Fig. 4a) to locate a pixel within the septal myocardium.
The threshold level which best discriminated the blood and myocardial signals
was then calculated as follows. Firstly, the mid-ventricular SA slice closest to
the 3D centroid was chosen. The center of the ROI was obtained by intersecting
the 3D least squares line (from Sect. 2.3) with the slice, marked C in Fig. 4a.
This point is almost always close to the interventricular septum. A line passing
through C was defined in the average direction of the RV (V y). The intensity of
the DC image along this line (Fig. 4b) was then used to locate the septum by
searching for a local minimum within the region where the curve was less than
the average intensity level (M1 and M2 are the two intersection points between
the average intensity level and the curve in the neighbourhood of S). Once a
septal point S was found, the LV could be located on the −V y side. The blood
pool threshold level was then determined by searching for the pixel with the
maximum gradient between M1 and M2 (max in Fig. 4c). To avoid the noise
and uncertainty inherent in analyzing only a single line, we also analyzed eight
additional lines parallel to V y and computed the average value of these results.
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Fig. 5. Locating the LV blood pool (a) LV blood pool detected on the middle slice by
thresholding, (b) convex hull applied to the middle slice, (c) projection of the LV blood
pool onto an adjacent slice, (d) thresholding and selection of the most similar binary
object as the detected LV blood pool, and (e) convex hull applied to the new slice

2.5 LV Detection

The LV blood pool in the middle slice (defined as the slice closest to the 3D
centroid from the H1 volume) was localized by thresholding on the −V y side
of S, as shown in Fig.5a. A convex hull (Fig. 5b) was then used to reduce the
impact of the papillary muscles, as in many other papers (e.g. [5,8]).

To find the LV blood pool in adjacent slices, we modified the method proposed
in [5]. The analysis was based on binary images created by thresholding, and as-
sumed that the LV regions are spatially coherent between slices. The LVblood pool
detected in the middle slice was projected to its two neighboring slices and the bi-
nary objects obtained by thresholding on the neighboring slices compared with it.
Rather than project the region in the direction normal to the slice [5], we projected
in the average long axis direction V x in order to improve robustness to the orienta-
tion of the image planes. The binary object most similar to the projection in each
slice was then selected. The similarity of the two objects was calculated by the area
of the intersection divided by the area of union [5]. Figure 5b is the middle slice
with the detected LV blood pool superimposed on it. The region is projected to
its neighboring slice (Fig. 5c) and the most similar object is then found (Fig. 5d).
Finally, the convex hull is applied to the new region (Fig. 5e).

With this method, the LV regions on all slices were located (Fig. 6). The
similarity between the projected and binary regions could be very low on the
basal slice because of the leakage of the blood pool region during thresholding.
In such cases, an erosion operation was iteratively used to improve the leakage.
If the operation could not satisfy the requirement of a maximum number of

Fig. 6. Example of the detected LV blood pool on all SA slices (apex to base from left
to right)
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iterations, then no region was reported, as is shown in Fig. 6f. A 3D line was
then fitted to the centroids of the resulting LV regions to define the final Vx.

3 Results

The fully automated method was implemented in Matlab and required approx-
imately 4.13 seconds (not compiled) to run on a PC (Pentium IV 3.2GHz) for
each case, excluding the DICOM file reading time. The first experiment was
performed on the 330 cases in the ONTARGET dataset which had initially been
used to define the average V x, V y and V z directions. The algorithm failed to
detect the LV in only one case, where it found the RV. To validate the robust-
ness of the method, it was then tested against the ZEST dataset. It contained 65
independent cases which had not been used in any way during the development
of the method. There were no failures in this group.

Errors between manual and automatic methods are reported below. The ON-
TARGET evaluation included only the 329 successful cases.

(a) Angular Errors. We first investigated the inter-observer error in ground
truthbydetermining theaveragedifference inVx betweenObserverAandObserver
B, which was 3.5± 2.4 degrees. We also computed the difference between the mean
directionsV x,V y andV z fromeach observer,whichwere 0.4, 3.0 and 3.0degrees re-
spectively. In 98% of cases,V x waswithin 24 degrees (for ObserverA which was the
worst case) of Vx, showing that the LV orientation is remarkably consistent across
patients. The average difference between the ground truth Vx (Observer A and B)
and (i) the automatic method and (ii) the normal to the SA image planes defined
by the technologist during scanning are given in Tab. 1. The magnitude of the au-
tomatic errors are very similar to the errors associatedwith the positioning of short
axis scans during the planning of the SA slices at the MRI scanner.
(b) Position Errors. In order to compute the position errors, both the ground
truth Vx and the automated Vx were intersected with the image planes and the
distance between the two intersections calculated relative to the ground truth
reference. The slices closest to the apex and base and the slice midway between
these two are presented for the purposes of comparison. Figure 7 shows the
distribution of errors for the worst case (Observer A) for the ONTARGET data.
It can be seen that the automatic results and the ground truth agree closely with

Table 1. Comparison of the orientation errors (mean ± standard deviation in degrees).
The parallel SA scan planes are planned to be orthogonal to Vx during image acquisition
and should therefore have normals aligned with Vx.

Automatic Vx Normal to SA
scan plane

ONTARGET Ground truth Vx Observer A 6.4 ± 4.4 6.3 ± 3.7

ONTARGET Ground truth Vx Observer B 6.1 ± 4.1 6.8 ± 4.0

ZEST Ground truth Vx Observer A 6.2 ± 4.7 6.5 ± 3.7

ZEST Ground truth Vx Observer B 5.6 ± 4.1 7.6 ± 4.7
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Fig. 7. Distance plots (mm) of automatic Vx relative to Observer A on apical, middle
and basal slices for the ONTARGET dataset (mean and standard deviation shown for
y and z directions under each plot)

Fig. 8. Distance plots (mm) of automatic Vx relative to Observer A on apical, middle
and basal slices for the ZEST dataset (mean and standard deviation shown for y and
z directions under each plot)

each other. There is a small systematic bias in the Vz direction which may be
caused by the conceptual differences between the manual and automatic methods
(for example the ground truth Vx was measured only at end-diastole while the
automatic Vx was based on images from throughout the cardiac cycle).
(b) Zest Results. As the ONTARGET dataset had been used during the de-
velopment of the method, the ZEST dataset was used to provide an independent
validation. The same methods were used to calculate the angular the position
errors and these are also presented in Tab. 1 and in Fig. 8. In all cases the errors
were similar to those from the ONTARGET dataset.

4 Conclusion

A fully automatic method of determining the position and orientation of the LV
from MR images presented in this paper has been found to be both efficient and
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robust. The errors in the automated method are similar to those found when
the orientation of the normal to the short axis scan planes are compared with
LV long axis ground truth data.
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Abstract. Optical character recognition occupies a very important field in digi-
tal image processing. It is used extensively in daily life. If the given image does
not have a bimodal intensity histogram, it will cause segmenting mistake easily
for the previous algorithms of image binarization. In order to solve this problem,
a new algorithm is proposed in this paper. The proposed algorithm uses the the-
ory of moving average on the histogram of the fuzzy image, and then derives the
better histogram. Since use only one thresholding value cannot solve this prob-
lem completely, the edge information and the window processing are introduced
in this paper for advanced thresholding. Thus, a more refine bi-level image is
derived and it will result in the improvement of optical character recognition.
Experiments are carried out for some samples with shading to demonstrate the
computational advantage of the proposed method.

1 Introduction

It is important in image processing to select a better threshold value automatically with-
out requiring from the user to adjust a set of parameters each time when it is applied.
The threshold value often extracts objects from an image. In order to get the useful in-
formation from them, to make segmentations of these images is extremely important.
The bi-level image of document is to extract text from the background. To run the op-
tical character recognition (OCR) systems properly, the OCR needs a refine bi-level
image of document.

The cell-phone has already mass-produced with universal, even combine the func-
tion of the digital camera named as smart-phone in recent years. It may be combined
with the functions of OCR and translation to form a special machine. With taking a doc-
ument image from the special machine, the special machine can help people to translate
the words of foreign language into the words of their home language in the future. How-
ever, this document image is a degraded document image with shadows, non-uniform
illumination and poor quality of the source. It is relatively difficult to obtain satisfactory
bi-level image.

Histogram thresholding is a well-know technique for bi-level image. In current tech-
niques, the histogram thresholding is usually classified into tow classes, which are
global thresholding and local adaptive thresholding. Global thresholding find a thresh-
old from the information of an entire image to divide image pixels into foreground
or background classes. Sahoo et al. [1] compared the performance of more than 20
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global thresholding methods. The comparison showed that Otsu’s method [2] gave the
better performance than others. Trier and Jain [3] evaluated 11 popular local threshold-
ing methods. In their evaluations, method of Niblack [4] produced the bi-level image
with highest quality. Thus, the better recognition rate can be got by using OCR for
this bi-level image. With using the features of texture, Liu and Srihari [5] proposed
a local thresholding method that selects an optimal threshold from a set of candidate
thresholds. Solihin and Leeham’s method selects an optimal threshold using histogram
modified by integral ratio technique. Zhao’s method [6] uses the operation of multiple
window size to select a local threshold. A recent exhaustive survey of 40 image bina-
rization methods, both global and local, is presented in Ref [7]. If the document image
contains slow changing gray level of the background, local thresholding methods work
well. Otherwise, it is appeared that none can be tune-up with a set of operating param-
eters good for all images. These techniques have been widely used in document image
analysis.

In this paper, we propose a new method. The proposed method consists of three
steps. In first step, with the theory of moving average [8], we modify it for the his-
togram of an image and derive a new algorithm named Moving-Average-Histogram
for obtaining a smooth shape histogram. This smooth shape histogram contains fewer
valleys in the envelope of histogram. Then in the second step, with using the general
global bi-level algorithm, such as Otsu’s method [2], for finding a more refine thresh-
old value. However, just using one threshold value cannot resolve the shaded problem.
With using the edge information from Sobel edge detection [9] and window process-
ing, a two thresholding method is proposed in this paper. It can derive a more refine
bi-level image. Experiments are carried out for some degraded document images that
take from the smart-phone to demonstrate superior performance against four well-know
techniques.

In next section, we review the best previous methods used in our experiments. De-
tail algorithm for deriving a smooth envelope of histogram is given in Section 3. By
combining with the edge information, the proposed algorithm for obtaining the refine
bi-level image is then presented in Section 4. Experimental results are shown in Section
5. Concluding remarks and potential applications are provided in the last section of this
paper.

2 Compared Related Works

In this section, we review one global and three local thresholding methods that are used
for the comparison and evaluation with our approach in this paper. Otsu’s method [2] is
a global thresholding technique to divide the histogram by selecting the threshold value
to maximize the variance between the divided regions when the histogram of the two
fixed points are divided with a threshold value as a standard. In Bernsen’s method [10],
the threshold

T (x, y) = (Zlow + Zhigh)/2

is used for each pixel (x, y) , where Zlow and Zhigh are the lowest and highest gray
levels in a square r × r neighborhood centered at (x, y). If the value Zhigh − Zlow is
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less than an another threshold l, the pixel (x, y) is set to background. Trier and Taxt [3]
recommend r = 15 and l = 15.

The idea of Niblack’s method [4] is to vary the threshold over the image, based on
the local mean and local standard deviation. The threshold T (x, y) at pixel (x, y) is
calculated as

T (x, y) = m(x, y) + k · s(x, y)

where m(x, y) and s(x, y) are the sample mean, and standard deviation values, respec-
tively, in a local neighborhood of (x, y). The size of the neighborhood should be small
enough to preserve local details, but at the same time large enough to suppress noise.
Trier and Jain [3] recommend to take 15×15 neighborhood and the constant k = −0.2.

Sauvola and Pietikainen [11] propose a method that solves this problem by adding
a hypothesis on the gray values of text and background pixels, which results in the
following formula for the threshold:

T (x, y) = m(x, y) + (1− k(1− s(x, y)/R))

where R is the dynamics of the standard deviation fixed to 128 and k takes on positive
values (usually set to 0.5). This method gives better results for document images.

3 Algorithm of Moving Average

The original images used in this paper are taken from textbook newspaper, and maga-
zine by the smart-phone with 640 × 480 resolution. Let f(x, y) be the original image,
where x and y represent the coordinate values of each pixel in this image and their
ranges are from 0 to 639 and from 0 to 479, respectively. In order to separate the text
from the background, it is very important to select an optimal threshold T of gray-level.
The pixel with gray-level less than or equal to T is called the character point. Pix-
els having a gray level lower than the threshold value T are labeled as character (black,
i.e., 0 gray-level), otherwise background (whiter, i.e., 255 gray-level). Thus, the bi-level
image g(x, y) can be derived from

g(x, y) =
{

0, f(x, y) ≤ T
255, f(x, y) > T .

A popular technique for analyzing both the overall stock market and individual stock
is the theory of moving average [8] of prices, which is used to detect both the direction
and the rate of change. Some number of days of closing prices is chosen for the calcu-
lation of a moving average. After initially calculating the average price, the new value
for the moving average is calculated by dropping the earliest observation and adding
the latest one. This process is repeated daily or weekly. The resulting moving average
line supposedly represents the basic trend of stock prices. Let r be the gray-level of an
image and let nr be the number of pixel for gray-level r. Then the original histogram
h(r) of this image can be expressed as

h(r) = nr.
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Fig. 1. Illustration of obtaining the different histograms for the propose Moving-Average-
Histogram algorithm (a) original image (b) histogram with m = 6 (c) histogram with m = 12
(d) histogram with m = 24 (e) histogram with m = 30 (f) histogram with m = 72

When the shape of the original histogram does not contain only one valley, the tradi-
tional thresholding methods will derive a not appropriate threshold value T . In order to
erase the shape of histogram in such image with a lot of small valleys, a new algorithm
named Moving-Average-Histogram is proposed in this paper based on the theory of
moving average [8]. By using a window centered at gray-level r, the proposed method
takes the mean value of this window to replace the original histogram h(r). The new
histogram h∗(r) of moving average may be written as

h∗(r) =
1
m

r+�m/2
∑
i=r−�m/2


ni (1)

where m is the number of gray-levels in each window. Assuming that the range of
gray-level is from 0 to L, the algorithm can be summarized as follows.

Algorithm: Moving-Average-Histogram(h(r), h∗(r)).
Input: The original histogram h(r).
Output: Moving Average histogram h∗(r).
Step 1: Set the initial gray-level r equals to !m/2�.
Step 2: Obtain the new histogram h∗(r) of Moving Average using Equation (1).
Step 3: Increase the gray-level r and then repeat step 2 until r is equal to L− !m/2�.
Step 4: Stop.

However, how to determine the number of gray-level m in each window is a very
important issue in this algorithm. Fig. 1 (a) shows a fuzzy image taken from a textbook.
By using the proposed Moving-Average-Histogram algorithm with the different values
6, 12, 24, 30, and 72 of m, experiments shows that the value 30 of m is more suitable
for the case used in this paper. Therefore, we apply m equal to 30 for each example
used in the following sections of this paper.
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Fig. 2. An original image for testing and deriving thresholding values

Fig. 3. Experimental results for deriving the suitable gradient �f

The zigzag shape of the Moving Average histogram h∗(r) is obtained if the small
value of m is selected. Fig. 1(b) shows this case. Since there are a lot of valleys ap-
pear in this histogram, it will cause the worse bi-level threshold T gotten by using the
traditional bi-level thresholding methods. On the other hand, when the large value of
m is selected, the derived shape of the Moving Average histogram h∗(r) is smooth, as
shown in Fig. 1(f). In Fig. 1(f), there is not any valley in this histogram. Hence, this
will result in the worse bi-level threshold T gotten in the next bi-level thresholding
algorithm.

4 Bi-level Thresholding

In this section, we proposed a new algorithm for deriving a more refine bi-level image.
There are many variables used in this algorithm. The gradient of f at coordinates (x, y)
for Sobel operators [9] is represented by"f . Let s(x, y) be the image of edge informa-
tion. If there is an edge at coordinates (x, y), the value of s(x, y) is set to 1; otherwise,
s(x, y) is set to 0. We select a threshold value 45 via experimental results. If "f is
great than 45, s(x, y) is set to 1. Otherwise, s(x, y) is set to 0. Let N be the total
number of character in an original image and Z be the number of character which is
recognized successfully by the software of OCR. Then the recognition rate RR can be
expressed as

RR =
Z

N
× 100%.
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The bi-level images are tested with ABBYY FINE READER SPRINT 4 OCR soft-
ware and run on a personal computer with the operating system of Microsoft Windows
XP. Fig. 2 shows an original image for testing and deriving the suitable thresholding
values. The recognition rate RR is plotted in Fig. 3, versus the different values of
gradient"f , such as 15, 30, 45, 60, 75, 90 and 105. Since the value 45 of the gra-
dient "f can derive the best recognition rate RR, we use this value in the proposed
algorithm.

We assume that the variable S is the summation of the 3 × 3 region of the image
s(x, y),is S =

∑1
i,j=−1 s(x + i, y + j). The proposed bi-level thresholding algorithm

can be summarized as follows.

Algorithm: Bi-level-Thresholding.
Input: Original image f(x, y).
Output: Bi-level image g(x, y).
Step 1: Get h(r) and s(x, y) from an original image f(x, y).
Step 2: Call the procedure Moving-Average-Histogram (h(r), h∗(r)) and derive the

new histogram h∗(r).
Step 3: Use the general global bi-level algorithm, such as Otsu’s algorithm, on the new

histogram h∗(r) to find new thresholding value T ∗.
Step 4: Set x and y equal to zero.
Step 5: If f(x, y) is greater than T ∗, g(x, y) is set to 255, i.e., background, and then

go to step 8.
Step 6: If (0 ≤ f(x, y) ≤ 3T ∗/4), g(x, y) is set to 0, i.e., object, and then go to step

8.
Step 7: If S is equal to 9, g(x, y) is set to 0, i.e., object, otherwise, g(x, y) is set to 255,

i.e., background.
Step 8: Make the increment of x or y.
Step 9: Repeat step 5 through step 9 until all pixels in the f(x, y) are processed.
Step 10: Stop.

In step 3, with the experimental results, we find that the Otsu’s algorithm [2] is better
than the other algorithm for the proposed algorithm. Let R be the rate of S over the
total number of pixels in the B ×B region. It can be expressed as

R =
S

B2 × 100%.

With the fixed size of 3× 3 region for S and original image shown in Fig. 2, the recog-
nition rate RR is plotted in Fig. 4, versus the different rates of R, such as 0%, 11.1%,
33.3%, 55.6%, 77.8%, and 100%.

Since the rate R equal to 100%, i.e., S equal to 9, can derive the best recognition
rate RR, we use this rate in the proposed algorithm. With original image in Fig. 2
and R equal to 100%, a plot of RR versus B is shown in Fig. 5. We can derive the
best recognition rate RR when B is equal to 3, i.e., the 3 × 3 region. Therefore, we
use the 3 × 3 region in the proposed algorithm. Let R∗

T be the T ∗ rate. The descrip-
tion of the relation RR and R∗

T are presented in Fig. 6. The rate RR can reach the
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Fig. 4. Experimental results for deriving the best rate R

Fig. 5. Experimental results for deriving the best region size B

Fig. 6. Experimental results for deriving the best rate R∗
t

100% when R∗
T is equal to 75%. Therefore, the value 3/4 in step 6 of the proposed

algorithm is derived.

5 Experimental Results

The bi-level images of Bersen’s algorithm, Niblack’s algorithm, Sauvola’s algorithm,
Otsu’s algorithm and our proposed algorithm are tested with ABBYY FINE READER
SPRINT 4 OCR software and run on a personal computer with the operating system of
Microsoft Windows XP. Some original images taken from textbooks with duskier light-
ing source are shown in Fig. 7. With applying all methods on the IMG1, Fig. 8 shows
the results of OCR for these methods. The cyan marked words in the right column of
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Fig. 7. The original images (a)IMG1 (b)IMG2 (c)IMG3 (d)IMG4 (e)IMG5 (f)IMG6

Table 1. The results of RR for different algorithms with different images

Methods IMG1 IMG2 IMG3 IMG4 IMG5 IMG6
Bersen 56.5% 16.7% 28.6% 20.0% 86.7% 0.0%
Niblack 0.0% 0.0% 14.3% 37.0% 0.0% 0.0%
Sauvola 91.3% 83.3% 100% 81.5% 100% 0.0%
Otsu 86.9% 50.0% 85.7% 33.3% 83.3% 0.0%

Proposed method 100% 83.3% 100% 100% 100% 27.0%

Fig. 8 indicate the OCR errors. For example, in Bersen’s method, the word ”change”
is recognized as ”chaiifife”. The empty in this column of Fig. 8 represents that there is
not any word or character recognized by OCR. For instance, since the bi-level image of
Niblack’s method generally suffers from a great amount noises of background, the OCR
result is empty. Although the approach of Sauvola et al. solves the background noise
problem that appears in Niblack’s approach, the characters in its bi-level image become
extremely thinned and broken in many cases, as shown in Fig. 8. The proposed method
obtains a better bi-level image. Therefore, the proposed method has superior perfor-
mance compared with all other methods and performs well even when the documents
are very noisy and highly degraded.

The results of RR for different algorithms with original images in Fig. 7 are shown
in Table 1. The RR values of the proposed algorithm can reach 100% for most images.
Although the values of RR for the proposed algorithm are 83.3% for the IMG2 image
and 27% for the IMG6 image, it can be observed that the proposed algorithm has a
higher RR over the other algorithms.
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Fig. 8. Results of OCR for different methods

6 Conclusions

Based on the theory of moving average and edge information, this paper presents a
new method for solving the global automatic thresholding problem. The proposed algo-
rithm can derive a more refine bi-level image from an original image that is taken from
the smart-phone. Since the smart-phone is not like the scanner that has light source, the
quality of original image is always shaded by hand and smart-phone itself, and is always
dusky. Therefore, the existing algorithms are not suitable for this case. The experimen-
tations show that the proposed algorithm has a higher RR over the existing algorithms
by Bersen, Niblack, Sauvola, and Otsu. Even the RR of the proposed algorithm can
reach the 100% for some kinds of image. The advanced work of this algorithm is to
merge other methods for solving more complex problems.
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Abstract. A novel joint region merging criterion combining region homo-
geneity and boundary smoothness is proposed. Previous watershed 
segmentation method which utilizes region homogeneity or edge integrity or 
both gives good results in some cases. However, for complex scenes such as 
images of a vehicle with irregular roadside objects reflected on the window 
panes, it tends to give undesired segmentation results with region boundaries 
not residing on real physical boundaries. Aiming at improving the 
segmentation of these complex scenes, we propose the incorporation of an 
additional measure of boundary smoothness into a new joint criterion. Based 
on this, an affine transform invariant measure of the smoothness of 
boundaries is developed, which is the equivalent width of the energy 
distribution function over frequencies, obtained from Fourier descriptors of 
the boundary. Experimental results and evaluation are presented in this paper 
to demonstrate the merits of the proposed method.  

Keywords: watershed segmentation, merging criterion, boundary smoothness, 
region homogeneity. 

1   Introduction 

Image segmentation is a major operation in many pattern recognition/classification 
and image understanding applications. It is often an indispensable step before image 
analysis to obtain regional descriptors such that the pixel-by-pixel content in the 
image could be simplified, organized and better interpreted. Though hundreds of 
segmentation methods have been proposed in the literature, it is generally understood 
that the problem is ill-defined and most methods perform well under specific 
conditions for specific images. As for specific applications, these methods required 
manual tuning to output a desirable result involving particular human knowledge. For 
instance, watershed-based segmentation offers such a framework which allows a 
priori knowledge to bear on the algorithm [1]. Moreover, watershed segmentation has 
been used to integrate region and boundary information for further improvement [2].  

Harris et al. [3] proposed a method which merges the most similar pair of regions 
at each step according to a dissimilarity function based on region homogeneity, 
utilizing the Region Adjacency Graph. However, as pointed out by Pavlidis and Liow 
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[4], methods based only on region uniformity have the tendency to produce false 
boundaries because the definition of region homogeneity usually insists on a roughly 
constant brightness, but brightness may vary gradually within a region. Thus, it is 
very difficult to find homogeneity criteria which produce robust results instead of 
false boundaries. They also suggested that the results would be significantly improved 
by exploring the edge information rather than trying to fine-tune the homogeneity 
criteria.  

With the aim of improving the segmentation results, Hernadez and Barner et al. 
proposed a joint region merging criterion of homogeneity and edge integrity [5]. In 
their method, edge integrity is measured as the ratio of the number of strong adjacent 
pixels (pixels with gradient value larger than a threshold) to that of boundary pixels. 
This quantity measures the extent of boundaries sitting on strong edges. They argued 
that by combining homogeneity and edge integrity together, their algorithm gives 
more visually appropriate segmentation. However, it is not necessary the case that 
strong edges are region boundaries and weak edges are not. Further, even pixels with 
high gradient value are not necessarily meaningful edges. This issue can be traced 
back to Canny’s edge detector published in 1986 [6]. Therefore, simply using the 
strength of the edge is just not enough especially for complex scenes with cast 
shadows and reflections. 

In this paper, we propose a new criterion which incorporates a priori knowledge of 
the boundaries into the merging process. It is observed that boundaries of components 
of many man-made objects have smooth boundaries, e.g. vehicles. As such, it is 
expected that the segmentation result also yields smooth boundaries. The method-
active contours [7] [8]with internal balloon force pushing the contour outside along its 
normal is able give smooth boundaries. However, active contours need to manually 
initialize the starting curves. And what’s more, minimizing the energy function for 
multiple snakes is quite time consuming. Instead, we consider a new joint criterion 
incorporating region homogeneity and boundary smoothness. To do this, first, a 
gradient image is calculated by applying a Sobel edge detector. Second, a 
morphological filter is applied to the original image to obtain a smoothed image. 
Third, markers are generated by marking the regional maxima and minima of the 
smoothed image. Fourth, a marker-controlled watershed algorithm is applied to the 
gradient image to get an initial segmentation, which reduces the number of local 
minima of the gradient image by allowing local gradient minima only exist inside the 
markers. Finally, regions are further merged to give an even more simplified yet still 
meaningful result by merging most similar region pairs with smallest cost of merging 
adjacent regions. The cost is determined by the merging criterion which calculates 
region homogeneity as well as smoothness of region boundaries. 

In Section 2, the merging framework for over-segmentation is discussed. In 
Section 3, we discuss the merging criterion based on region homogeneity and 
boundary smoothness respectively and illustrate the problem of the criterion based 
only on region homogeneity. We then describe the derivation of the boundary 
smoothness measure and how it is incorporated into the homogeneity criteria to form 
a single joint merging criterion. In Section 4, we evaluate and compare the 
segmentation results of using the joint criterion and only the region homogeneity 
criterion. 
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2   Merging Framework for Over-Segmentation 

In order to combine the map of regions (generally with false boundaries) and the map 
of edge outputs (generally with fine and sharp lines, but disjointed) together to give an 
accurate and meaningful segmentation, others have been attempted to develop 
methods which start with an over-segmentation result, and then merge those regions 
based on region homogeneity or edge integrity [2]. The methods discussed in  
[3],[4],[5],[9], all belong to this category, i.e. they are post-processing techniques 
after over-segmentation. 

Our proposed method also starts with an over-segmented result produced by a 
morphological watershed transform of the gradient magnitude image based on 
immersion simulation [10]. However, the gradient operation is sensitive to noise, 
which results in a large number of small catchment basins not actually associated with 
meaningful regions. These small catchments cause the watershed transform to 
produce numerous negligible small regions not associated with real objects. To 
eliminate these extraneous local minima, we use the technique of marker-controlled 
watershed [11], [12] which only allows local minima occur inside the markers 
generated by applying an opening-by-reconstruction morphological filter to the 
original image and followed by identifying the region maxima and minima. 

 

 
(b)Original image (492× 496) 

 
(a) Marker-controlled watershed 

algorithm 
 

(c) Segmented image(108 regions) 

Fig. 1. Watershed algorithm and result 
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The whole procedure is illustrated in Fig. 1(a). Fig. 1(c) is the initial segmented 
result obtained by applying the marker-controlled watershed transform to Fig. 1(b). 
There are 108 regions in Fig. 1(c), compared with thousands of regions in watershed 
transform applied directly to the gradient image. Indeed, the marker-controlled 
method alleviates somewhat the problem of over-segmentation. However, it should be 
noted that there are still a lot of regions not corresponding to physical boundaries, for 
instance, the regions in the windscreen and window. Therefore, further improvement 
is needed. This is achieved by using the Region Adjacent Graph (RAG) to analyze the 
relationship between the segmented regions in an image, where nodes represent 
adjacent regions and edge costs corresponds to a dissimilarity metric determined by 
the merging criteria. Once the RAG is established, the region pair with the smallest 
dissimilarity metric is merged. The RAG is then updated and the process repeats until 
a certain condition is met or terminated manually. For more details, interested reader 
may cross-reference [3], [5] and [13].  

3   Merging Criteria 

Obviously, the performance of the merging process largely depends on the merging 
criterion i.e. the dissimilarity metric employed. Here, we compare two different 
merging criteria, namely, A1, criterion based on region homogeneity, A2, the 
proposed merging criterion. To be consistent, the notations used here are chosen to be 
the same as those used in [3], [5].  

3.1   Criterion Based on Region Homogeneity 

This criterion is based on similarity between their intensity levels. Harris showed in 
[3] that if R*

K is the optimal K-partition that minimizes E(R*
K) then the optimal (K-1)-

partition is obtained by merging the pair of regions with the smallest dissimilarity 
defined as: 

* *

* * * * 2

* *
( , ) [ ( ) ( )]

i j
K Ki j i j

K K K Ki j
K K

R R
R R R R

R R
δ µ µΗ

⋅
= −

+
 (1) 

where ⋅ denotes the number of pixels inside a region and *( )i
KRµ  and *( )j

KRµ  

correspond to the mean value of intensity values in the adjacent regions *i
KR and * j

KR , 

respectively. 
This criterion has shown some success in various applications. However, for 

complex scenes, it renders unaccepted results. For example, if we apply A1 to Fig 2 
(a), which is the image of the front part of a minibus with the reflections on it, the 
dissimilarity between A and B measured by H(A, B) is less than that between B and C 
by H(B, C), which means if we want the three regions to be merged into two regions 
(The RGB vectors of A, B, C are (75, 34, 40), (44, 52, 50), (64, 82, 85) respectively.), 
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A, B are to be merged first according to criterion A1, instead of B, C. The merged 
result is shown in Fig 2 (b), which brings about an unacceptable broken window and 
an irregular top panel. 

 
(a) Regions of the vehicle front 

 
(b) Merging using A1 

Fig. 2. Sample image to show the problem 

3.2   A2, the Proposed Merging Criterion 

The proposed criterion is an attempt to utilize boundary information as well as region 
homogeneity information with the aim of improving the result to a more visually 
appropriate segmentation. It is observed that many man-made objects have smooth 
boundaries other than rugged ones. So it is natural to demand the segmentation 
method, when applying to images of these kinds of objects, yield a result of 
segmented regions with smooth boundaries. However, criterion A1 does not cater for 
this demand. To take advantage of the boundary information, a method based on 
Fourier descriptors is developed to measure the smoothness of boundaries.  

3.2.1   Measure of Boundary Smoothness 
This section describes how the smoothness of a boundary is computed by Fourier 
descriptors [1]. For a boundary l represented as a sequence of N points pn = (xn, yn), 
n=0,1,2,…,K-1, the coordinates of each point can be treated as a complex number i.e. 
s(n) = x(n) + jy(n). The Fourier descriptors of the boundary are: 

1
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As we know from the Fourier transform, the coefficients a(u) describe the 
frequency components of the curve: low frequency components with u  close to zero 
describe the general shape of an object, while the higher frequency components 
describe local details. It is intuitive that a rugged shape has more high frequency 
components and a smooth shape has less. To measure the smoothness of the curve, we 
could measure the concentration of the energy on the low frequencies; the more the 
energy concentrated on the low frequencies, the smoother the boundary is. Inspired by 
the equivalent width of the energy distribution function, the smoothness measure of a 
boundary l {s(n) = x(n) + jy(n), n=1,2 n=0,1,2,…,K-1} is defined as 
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denotes modulus operation. 

An interesting point of this boundary smoothness measure is that it is invariant to 
rotation, scaling and translation. Fig 3 shows some examples of the smoothness 
measure. From these examples, we see that the boundary of a circle has the smallest 
value by the smoothness measure because a circle can be viewed as smooth in any 
point of its boundary. Also, we see that the more rugged the boundary, the larger 
value of the smoothness measure is. To draw some sense from this intuition, we call 
this measure shape integrity. 

 

 

(a) r  = 1.0007 
 

(b) r  = 1.0205 

 
(c) r  = 1.0424 

 
(d) r  =1.2694 

Fig. 3. Examples of the smoothness measure 

3.2.2   Incorporating the Smoothness Measure and Region Homogeneity into the 
Merging Criterion 

After the smoothness measure is developed, the next step is to figure out the way to 
incorporate it into with the region homogeneity criterion. Considering two adjacent 
regions A and B, we have two conditions: 

a) If the shape integrity of A or B is good .i.e. the ( )Ar l  or ( )Br l  is small, 

which means the boundary of A is already preferred by a priori knowledge i.e. 
smooth, then the need to merge A and B is low and the cost should be large; if 
the shape integrity of A and B is bad, i.e. then the need to merge A and B is 
high and the cost should be small.  
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b) If the shape integrity of A B∪  is good which means merging them gives a 
preferred shape, then the need to merge A and B is high and the cost should be 
small; if it is bad, then the need to merge them is low and the cost should be 
large. 

Hence, the merging cost should be a decreasing function to the individual shape 
integrity of A and that of B, while being a increasing function of the shape integrity 
of A B∪ . The function used here is defined as: 

2( )
( , )

( ) ( )

A B
S

A B

A B r l
A B

A B r l r l
δ

∪⋅
 =

+
 , (4) 

where Al denotes the boundary of A and A Bl ∪  denotes the boundary of A B∪ .  
The new criterion is implemented by combining dissimilarity metrics A1 and the 

measure of boundary smoothness together. Since the dynamic ranges of 
* *( , )i j
K KR Rδ Η  and * *( , )S i j

K KR Rδ are different, we need to normalize them first 

before the integration. A simple but effective scheme is used here, which is to divide 

each of them by the maxima of * *( , )i j
K KR Rδ Η  and * *( , )S i j

K KR Rδ  respectively. 

Finally, we have the joint merging criterion defined as following 

* * * * * *( , ) ( , ) ( , )m i j i j S i j
K K n K K n K KR R R R R Rδ δ α δΗ= + ⋅  , (5) 

where * * * * * *( , ) ( , ) / max( ( , ))i j i j i j
n K K K K K KR R R R R Rδ δ δΗ Η Η = ,  

 * * * * * *( , ) ( , ) / max( ( , ))S i j S i j S i j
n K K K K K KR R R R R Rδ δ δ =  and α adjusts the 

weight of the smoothness measure in the joint merging criterion. 

4   Experiment Results and Evaluation 

As we mentioned in the early part that the performance of the method largely depends 
on the merging criterion, here we apply our proposed method to the initial segmented 
image shown in Fig 1 (c) to manifest the power of the new criterion. We note that 
when  = 0, this novel criterion degrades to A1. Here, we set  to 0, 0.5, 0.8 and 1 
respectively and apply it to Fig 1(c). The relevant segmented results are shown in Fig. 
4 (a), (b), (c) and (d). 

For qualitative evaluation, we see that in Fig. 4 (a), the front-top panel is merged 
with a part of the front window and the side window on the right hand side of the 
image is filled with some unwanted drippings. By observing the original image as 
depicted in Fig. 1(b), we find this is caused by the transparency of the window glass 
and its reflective ability such that other scenes around the vehicle are either projected 
or reflected on the image, which resulted in the failure of the regional homogeneity 
criterion. In Fig 4(b), the front window is no longer broken and the undesirable 
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drippings disappear as well. Indeed, the result is more visually appropriate. As  
increases, the boundaries of the segmented regions become smoother and smoother as 
expected, which is evident in Fig 4(c) and (d). The best value of  can be determined 
interactively or statistically based on large set of a certain class of images. 
 

 
(a) α =0 

 
(b) α  =0.5 

 
(c) α =0.8 

  
(d) α =1 

Fig. 4. Merged results (13 regions) using the joint merging criterion 

For quantitative evaluation, Zhang concluded [14] that the empirical methods are 
superior to the analytical methods because no general segmentation theory exists 
currently. In addition, in applications like object tracking and pattern recognition in 
the real world, we often expect that the segmentation provides region boundaries 
corresponding to that of physical objects such that the boundaries are robust even 
when the reflected scenes on the object are changing. This is supported by the fact 
that information of the object is embedded in the physical boundaries rather than in 
the reflected scenes. Based on this fact, we determine the quality of the segmentation 
by overlap rate of the segmented region boundaries and the ground truth boundaries, 
which is defined as 

p s

s

l l
p

l

∩
=  , (6) 

where lp denotes the boundary pixel set of physical objects and ls denotes the 

boundary pixel set of all segmented regions and ⋅ denotes the number of elements of 
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Table 1. Overlap rates for different  

α  Overlap rate 
0 0.8048 
0.5 0.8761 
0.8 0.9061 
1 0.9029 

 

the set. The larger this measure is, the more the segmented region boundaries reside 
on the physical boundaries and the better the quality of the segmentation is. 

The ground truth boundary map in Fig. 5 shows the boundaries separating the 
major components of the vehicle. Table 1 shows the overlap rate for different 
parameter values of . As is expected with the introduction of smoothness measure, 
the overlap rate is improved up to 0.1013, which is 12.59% higher than the result 
obtained by the original regional homogeneity criterion.  

 

 
Fig. 5. Boundary reference model of vehicle 

Other images of different vehicles have also been tested and showed similar 
results. We believe the new joint merging criterion is also suitable to other images of 
objects with smooth boundaries.  

5   Conclusion 

In order to reduce the number of regions of the segmentation yet still give a 
meaningful result representing the main objects in the image even when it is severely 
affected by irregular reflection, the proposed method employs additional knowledge 
of boundary smoothness of the concerned objects. The novel merging criterion 
combines region homogeneity and boundary smoothness in a weighted form. The 
smoothness measure is calculated as the equivalent width of the energy distribution 
function over frequencies components obtained by Fourier descriptor. This 
smoothness measure is invariant to rotation, scaling and translating. By setting 
different values of , the smoothness measure exerts different weights on the merging 
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process. The larger , the smoother the boundary is. Appropriate value of  can be 
obtained interactively or statistically. Improvement of segmentation result is 
supported by experimental results of both qualitative and quantitative evaluation.  
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Abstract. Partially occluded objects are typically detected using local features 
(also known as interest points, keypoints, etc.). The major problem of the local-
feature approach is the scale-invariance. If the objects have to be detected in  
arbitrary scales, either computationally complex methods of scale-space (multi-
scale approach) are used, or the actual scale is estimated using additional 
mechanisms. The paper proposes a new type of local features (keypoints) that 
can be used for scale-invariant detection of known objects in analyzed images. 
Keypoints are defined as locations at which selected moment-based parameters 
are consistent over a wide radius of circular patches around the keypoint. Al-
though the database of known objects is built using the multi-scale approach, 
analyzed images are processed using only a single-scale. The paper focuses on 
the keypoint building and matching only. Higher-level issues of hypotheses 
building and verification (regarding the presence of known objects) are only 
briefly mentioned. 

1   Introduction 

Detection of known objects in observed scenes is considered one of the fundamental 
tasks in machine vision. The task becomes more difficult when the objects are only 
partially visible. In such cases, the generally accepted approach is to identify objects 
from their local visual characteristics which remain unchanged (at least some of them) 
even if the object itself is partially occluded. 

The idea of using local features (keypoints, local visual saliencies, interest points, 
characteristic points, corner points – several almost equivalent names exist) in image 
analysis can be traced back to the 80’s (e.g. [1], [2]). Although initially stereovision 
and motion tracking were the most typical applications, it was later found that the 
same approach can be used in more challenging tasks (e.g. matching images and de-
tection of partially occluded objects). A well-known Harris-Plessey operator (e.g. [1]) 
was combined with local descriptors of detected points to solve general object recog-
nition problems in which local features from analyzed images are matched against a 
database of images depicting known objects (e.g. [3], [4]). The intention was to  
perform recognition of arbitrarily rotated objects under partial occlusions. 
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The published results indicated that three issues are fundamental for successful ap-
plications of the proposed algorithms, namely: illumination changes, perspective 
distortions and scale changes. 

Illumination changes (photometric transformations) may both affect repeatability 
of keypoint detection and distort their descriptors values. To achieve repeatability of 
keypoint detection under illumination changes, several acceptable solutions have been 
proposed (e.g. [5]). The keypoint descriptors sensitivity to illumination variations can 
be usually handled using the following typical approaches: (a) invariants moments 
(e.g. [6], [7]) for intensity-based descriptors, or (b) normalization techniques (e.g. [8]) 
for gradient-based descriptors. 

Perspective distortions are generally approximated by affine transformations. 
Since none of the existing algorithms is fully affine (the initial steps of keypoint de-
tection and description are generally performed with no consideration to perspective 
effects) only relatively minor distortions are typically assumed (e.g. [9], [8]). Stronger
affine distortions are ignored and the database 3D objects are modeled using just 
multiple views taken from various viewpoints (differing typically by 15-30 degrees).

The scale-invariance problem (an illustrative example is given in Fig.1) is more 
difficult. The existing solutions of this problem are far from effective. Generally, to 
achieve scale invariance of local features either computationally expensive scale-
space approaches are attempted (e.g. [8], [10]) or the appropriate scale is estimated 
using additional means (e.g. [5], [11]). So far, no method is known that can scale-
invariantly match local features using just a one-size window scanning the images 
captured in arbitrarily changing scales. 

 

Fig. 1. Correctly selected scales for matching local features in both images (from [5]) 

In this paper we propose a method that handles the scale-invariance issues in a 
novel way. We attempt to detect known objects in acquired images using fixed-scale 
local features, even though the images might be captured in a wide range of scales. 

The central idea of the proposed method is a new type of local features (keypoints). 
The keypoints are built and described using approximations of the surrounding circu-
lar patches. The descriptors of primary importance are angular parameters (obtained 
from locally computed moments) of the approximations. A multi-scale approach is 
employed in the database keypoint building operation, the approximarions are built 
for circular patches of varying size. A keypoint is identified if the descriptors are 
uniform over a significantly wide range of patch diameters. This process may be 
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computationally intensive. However, the object detection algorithm (analysis of the 
input images) employs only a single scaled, i.e. the images scanned using only a one-
size window. Therefore, the proposed method is suitable for typical applications 
where the model-building operations can be performed offline (and time and/or com-
putational constraints do not exist) while the object detection task is to be performed 
online (possibly with tight time constraints). 

The principles of keypoint building are presented in Section 2. In Section 3, we 
discuss how keypoints are detected in incoming images and matched with the data-
base keypoints. Due to limited size of this paper, we focus only on detection and 
matching mechanisms, while higher-level issues of hypotheses building and verifica-
tion (about presence of a known object in the analyzed image) are only briefly men-
tioned. Section 4 concludes the paper. 

2   Pattern-Based Keypoints 

Our previous paper [12] proposed a method for approximating circular images using 
predefined patterns. Corners and corner-like patterns (e.g. junctions) are particularly 
important as they generally preserve their geometry over a wide range of geomet-
ric/photometric transformations and over various radii of circular patches. Thus, in 
this work we focus on two most popular selected corner-like patterns, i.e. proper cor-
ners and T-junctions. 

The model configuration of a corner over a circle of radius R is defined by two an-
gles and two intensities as shown in Fig.2A. Similarly, the model configuration of a 
T-junction consists of two angles and three intensities (Fig.2B). 

A..     B 

Fig. 2. Model configurations of a corner (A) and a T-junction (B) 

Given any circular image of radius R, the parameters of its optimum corner ap-
proximation can be found using moment-based expression specified in [12]. The 
orientation angle β2 (see Fig.2A) is detrmined by 
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For T-junctions (Fig.2B) β1 angular width and β2 orientation angle can found from 
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The intensities of the optimum approximations can be also estimated using mo-
ment-based expressions (see [12]). Exemplary circular windows (containing both 
actual corners and T-junctions, as well as more random contents) and their optimum 
approximations are shown in Fig.3. 

 

Fig. 3. Examples of circular images and their optimum corner or T-junction approximations 

Straightforward calculations prove that results produced by Eqs (1)-(4) are invari-
ant to linear illumination changes and that the angular width β1 is invariant under any 
similarity transformation. Extensive experiments have also shown that the results are 
stable (unlike, for example, the corner approximation proposed in [13]) under both 
high- and low-frequency noise, image texturization and partial over-and under-
saturation of image intensities. As shown in Fig.3, for some irregular images the ap-
proximations may not exist, i.e. the corresponding equations have no solutions. 

It seems, therefore, that corner and T-junction approximations of circular windows 
are good candidates for invariant local features. However, generally they are not 
scale-invariant, i.e. re-scaling an image (without the corresponding change of the 
window size) may dramatically change the visual content of the window and thus its 
approximations (see Fig.4 for a corner approximation example). 

          

Fig. 4. Changes of corner approximations under image rescaling 

Nevertheless, images of objects of interest may contain locations where geometry 
of the approximations does not change with image rescaling (or with the correspond-
ing rescaling of circular windows). We propose to use such locations as candidates for 
scale-invariant keypoints. Fig.5 shows examples of such locations is a complex scene. 
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More formally, we identify a pattern-based keypoint candidate (currently only cor-
ner and T-junction patterns are used) in a model image at a location where for the 
window radius R ranging from Rmin to Rmax, the angular width β1 and the orientation 
angle β2 are approximately the same, i.e. the approximations are consistent over a 
certain range of scales. 

 

Fig. 5. Exemplary locations at which corner and T-junction approximations are expected to be 
stable over a wide range of circular windows 

Fig.6 shows an exemplary circular window and the variations of its approximations 
for R ranging from 3 to 40 pixels. This image is actually a corner so that its corner 
approximation is visually more appealing. However, the T-junction approximation 
(though it has a less straightforward visual interpretation) can be created as well. 

The results given in Fig.6 indicate that any circular window of R between approx. 
14 and 31 pixels would be equally representative for this image fragment. The con-
tents of minimum-size and maximum-size sub-windows are also shown for reference 
in Fig.6 next to the original window. 

If the same image fragment is present in another scene (even if scaled, rotated and 
photometrically distorted) we can use the scanning window of any radius between 
kRmin and kRmax (where k represents the relative scale between the model image and 
the analyzed scene) and the match between both fragments would be found. 

Fig.7 shows an attempt to identify a corner-based keypoint for another randomly 
selected image fragment. In this case, there is no uniformity in the obtained corner 
approximations, and for many values of R the solution for β2 does not exist (the solu-
tion for orientation angle β1 almost always exists). Thus, this image fragment cannot 
be considered a keypoint candidate. 

Thus, the database of known objects images would be built using the keypoints se-
lected from candidates that have stable approximations over a sufficiently wide range 
of radii. Additionally, keypoints with extreme angular widths (i.e. close to either 0 or 
180 degrees) may be excluded, see [12]. A database entry for a single image of an 
object (note that objects are typically represented by multiply views) would also in-
clude angular specifications of the selected approximation-based keypoints, and addi-
tionally the geometric relations between the keypoints (for example, in the form of 
shape-graph proposed in [5]). The acceptable range of R may be memorized as well. 
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Fig. 6. Exemplary image fragment and its approximations over a wide range of radii 
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Fig. 7. Unsuccessful attempted search for a corner-based keypoint candidate 
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For selected applications, further rules can be applied in the process of database 
keypoints selection. For example, additional descriptors may be used and their stabil-
ity over a range of radii (or other regular behaviours) might be required. Usually, 
those secondary descriptors should be invariant to image rotations and intensity varia-
tions. The following simple moment-based expressions are examples of descriptors 
that are invariant (for circular images) under similarity transformations and linear 
illumination transformations (see also [14]): 

       
( )

2 2
20 02 11

2 2 2
10 01

( ) 4m m m

R m m

− +
+

            
2

20 02 00

2 2
10 01

2( )m m R m

R m m

+ −
+

 
(5) 

Because the above expressions are applied to circular windows only, they can be 
much simpler than more general invariants (proposed for colour images and areas of 
arbitrary shapes) presented in [7]. 

It should be noted that because of a more restrictive process of database keypoint 
building, the proposed method would produce fewer keypoint than the alternative 
algorithms (e.g. [4], [5] or [8]). This fact can be seen as an advantage (lower complex-
ity of matching operations) but detection abilities under major occlusions and/or in 
cluttered scenes may be affected. If a too small part of an object of interest is seen, it 
may just contain too few keypoints of the proposed type to detect the presence of the 
object. 

3   Principles of Keypoint Matching and Object Detection 

The intended application of the proposed keypoints is detection of database objects 
(including partially occluded objects) in either robotic applications (navigation, visual 
surveillance) or in visual data mining problems. We assume that objects should be 
detected scale-invariantly (at least within a certain range of scales) even though the 
processed images are scanned using only a fixed-size circular window. 

For any location of the scanning window, its content is approximated by corners and 
T-junctions. A candidate match for a database keypoint is identified if both the corner 
approximation and the T-junction approximation have the angular widths β2 in close 
enough to the corresponding database angular widths. This simple selection technique 
may lead to “very_many_to_one” matches, but the experiments have shown that  
combination of two approximations (plus additional criteria) significantly reduces 
ambiguous matches. To further reduce the number of ambiguities, we propose to use a 
sub-window (the recommended radius of the sub-window is ~60% of the window’s 
radius) for which the same operations are performed. If the sub-window approxima-
tions are different than their window-based counterparts, the location is not considered. 

Fig.8 shows two exemplary test images in which matches for Fig.6 keypoint are 
searched for. It should be noted that the database keypoint and both images are in 
different scales each, yet the size of the scanning window is the same in both  
test images. The test images are additionally photometrically distorted and one of 
them is rotated. Fig.9 presents the candidate matches detected using only the corner 
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Fig. 8. Test images where matches to Fig.6 keypoint are detected 

         

Fig. 9. Candidate matches to the keypoint of Fig.6. Radii of the scanning window are 15 and 10 
pixels (window and its sub-window, respectively). Only the corner approximations are used. 

        

Fig. 10. Candidate matches to the keypoint of Fig.6 obtained using the corner approximations 
and confirmed by the T-junction approximations 

approximations. The number of candidates is quite large, but it can be dramatically 
reduced if additional rules are added to the keypoint specification. In this case we use 
two straightforward facts: “the acute part of the corner is darker”, and “the contrast 
between both parts of the corner should exceed a threshold value”). After the rules 
have been applied, only very few candidates (pointed by arrows in Fig.9) are selected 
as matches to the keypoint of interest. 
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If T-junction approximations are incorporated, the number of matching candidates 
is even further reduced. Fig.10 shows candidates (pointed by arrows) obtained by the 
corner approximations, and additionally confirmed by the T-junction approximations. 
The intersection of choices shown in Fig.9 and Fig.10 finally produces only a very 
small number of potential matches (one and two, correspondingly). 

If processed images contain candidates matching several database keypoints, the 
problem of ambiguous matches can be further solved by comparing the orientation 
angles β1. Even if the object is rotated in the acquired image, the values of β1 should 
be consistently rotated for all candidates matching keypoints from the same database 
object. Thus, with at least two keypoints visible in the image, the ambiguities can be 
usually solved. If at least three keypoints from the same database object image are 
consistently matched with the test image, hypotheses can be generated not only about 
the presence of the object but also about its relative scale. 

A framework for efficient hypotheses generation/verification for problems with 
hundreds or thousands keypoints in the database (and correspondingly large numbers 
of candidates in the acquired images) is presented in [5]. We believe, however, that in 
many typical applications (a search for a particular object in large collections of im-
ages, for example) less sophisticated mechanisms based on the principles briefly de-
scribed above are sufficient. 

4   Summary 

In this paper we present principles and preliminary exemplary results of a novel tech-
nique for scale-invariant detection of known objects in acquired images. Unlike other 
scale-invariant techniques, our method is using only a single scale for scanning ana-
lyzed images. However, images of database (known) objects are processed with mul-
tiple scales in order to identify (and characterize) keypoints that are invariant under a 
sufficiently wide range of scales. Thus, matching a database keypoint to the candidate 
keypoints extracted from incoming images can be done for various image-scales (as 
long as the scanning scale is within the scale range of the matching keypoint). 

The proposed keypoints are significantly different from typical gradient-based key-
points used in the existing alternative techniques. Our keypoints are based of moment-
derived pattern approximations of circular patches around keypoints (currently only 
two patterns, i.e. corners and T-junctions, are used). Their primary descriptors (the 
angular width and orientation of the approximations) are robust under illumination 
changes, noise, texturization, and other typical real-world effects. 

The paper presents fundamentals of keypoint-building and keypoint-matching. 
Higher-level issues of object detection are not discussed. At higher levels, we intend 
to use approaches already presented in previously published papers. 

In the future work we plan to apply the methodology in two typical tasks: (1) vis-
ual search and/or surveillance in autonomous robotic systems and (2) data mining in 
large collections of visual information. As an important step towards even higher 
efficiency of the method, an FPGA-accelerator for the low-level image analysis 
operations (i.e. corner approximation) is planned. It would be prospectively used in 
both tasks. 
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Abstract. In this paper, we describe the color correction system using a color 
compensation chart for the color images from digital cameras. Most of the con-
ventional methods for the color corrections of images are based on the spectral 
analysis for the captured images. The proposed system introduces a different 
approach for the color correction. That is, the color correction is performed by 
dynamic tone reproduction and direct transformation between the captured col-
ors and the reference colors. The color correction process consists of two steps, 
i.e., the profile creation process and the profile application process. During the 
profile creation process, the relationships between the captured colors and the 
reference colors are estimated. And the system creates a color profile and em-
beds the estimation result in the profile. During the profile application process, 
the colors in the images which are captured under the same condition as that of 
the chart image are reproduced using the created color profile. To evaluate the 
performance of the system, we perform experiments under various conditions. 
And we compare the results with those of widely used commercial applications. 

1   Introduction 

With the advance of digital imaging devices such as digital cameras, their abilities to 
represent accurate colors have been important issues. However, accurate color correc-
tion is a difficult problem for digital cameras, because color images of unknown  
objects are captured under various unknown conditions such as illuminations. Fur-
thermore, color distributions of captured images are also dominated by characteristics 
of the cameras. Accordingly, colors in a digital image may be different from the ac-
tual ones taken into the image. This color distortion can be a critical problem for some 
industrial fields using color images. Most of the conventional approaches are based on 
the analysis of spectral reflectance and image formation models for the captured im-
ages [1, 2, 3, 4, 5, 6]. However, many of them are focused on limited conditions, and 
rarely provide the examples for practical implementations.  

In this paper, we describe the color correction system using a color compensation 
chart for digital images captured by digital camera. The proposed system introduces a 
different approach from the conventional techniques. That is, the color correction is 
performed by the estimation of dynamic tone reproduction curve (TRC) and the direct 
transformation between the captured colors and the reference colors. Therefore, the  
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Fig. 1. Block diagram of the proposed system  

color correction is achieved without the conventional image formation model which is 
hardly solved perfectly. We employ the concepts of color management system (CMS) 
and profile connection space (PCS) to realize the proposed system. CMS and PCS 
have been defined by ICC to overcome the inter-device color consistency problems, 
and are supported by most of digital imaging or displaying devices [10]. Fig.1 shows 
the block diagram of the proposed system. First, the image of the color compensation 
chart is captured. And the relationship between the colors of the patches in the image 
and those of the internal reference chart is estimated. Then, the system creates an ICC 
color profile, and embeds the relationship in the profile. The created profile is used as 
the source profile as in Fig.1 to reproduce the colors of the other images which are 
captured under the same condition as that of the chart image. To evaluate the per-
formance of the system, we perform experiments under various conditions. And we 
compare the results with those of widely used commercial systems.  

           
(a) The color compensation chart                     (b) Color gamuts considered to 

                                 determine the patch colors 

Fig. 2. The color compensation chart and its gamut 

This paper is consists as follows. In section 2, we describe the color compensation 
chart designed for the proposed system, and the color correction process is discussed  
 



260 S.-H. Lee, S.-W. Um, and J.-S. Choi 

                       

           Fig. 3. Indexes of the patches                          Fig. 4. L*a*b* values of the patches 

in section 3. The experimental results are given in section 4, and the conclusions are 
drawn in section 5. 

2   Color Compensation Chart for the Proposed System 

For the proposed system, we designed the color compensation chart as shown in 
Fig.2(a). This chart provides the reference colors for the estimation of the relationship 
between the colors in the image and the actual colors. Four patches which have gray 
color are located in the four corners of the chart to compensate the brightness of every 
patch. Eight patches located in the center area of the chart are used to create the tone 
reproduction curves. The patch colors were determined base on the conditions such as 
general colors observed in the most common environment, general skin colors of Ko-
rean people [11, 12]. The color gamuts of widely used digital cameras were also con-
sidered, because the proposed system is for the images captured by digital cameras. 
Fig.2(b) shows the color gamuts of the compensation chart and considered color 
spaces. The ‘+’ marks located in the considered gamuts in Fig.2(b) denote the patch 
colors. Fig.3 shows the index of every patch which is used in the entire process, and 
Fig.4 presents the L*a*b* values of the patches.  

3   Color Correction Algorithm for the Proposed System 

The color correction algorithm for the proposed system consists of the profile creation 
process and the profile application process. During the profile creation process, the re-
lationships between the captured colors and the internal reference colors are esti-
mated. Then the system creates the color profile, and embeds the estimation result in 
the color profile. In the profile application process, the colors in the image which is 
captured under the same condition as that of the chart image are reproduced using the 
created color profile. 
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Fig. 5. Profile creation process 

3.1   Profile Creation Process 

Fig.5 shows the block diagram of the color profile creation process. The first step of 
the profile creation process is the brightness compensation, which is to make the 
brightness of every patch uniform. After the brightness compensation, the TRCs are 
estimated, and the color correction matrix is computed in the PCS. The color correc-
tion matrix maps the input colors to the internal reference colors, and the colors of the 
image is corrected by this matrix during the profile application process. Finally, the 
system creates the ICC color profile, and embeds the estimation results in the profile. 

3.1.1   Brightness Compensation of the Chart 
Due to some conditions such as shadows or illuminations, the brightness of every 
patch in the chart may not be uniform. If the brightness of every patch is not uniform, 
the entire estimation for the profile creation process may be led to inaccurate results. 
Therefore, we compensate the brightness of every patch using the colors of the four 
patches located on the four corners of the chart (i.e., (0, 0), (7, 0), (0, 5), and (7, 5) in 
Fig.3). For the brightness compensation, every patch color is converted into HSI 
color, and the normalized intensity (i.e., ‘I’ value) is used as the brightness value. Be-
fore the brightness compensation, relative brightness values of the four patches should 
be estimated to produce the brightness map which consists of the relative brightness 
values of the patches in the image. For the relative brightness estimation, the mini-
mum of the brightness difference between the four patches in the image and those in 
the internal reference chart is estimated, and the brightness values of the four patches 
in the image are adjusted using the minimum brightness value as follows: 
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where P(i, j) is the brightness of the patch in the image, and P’(i, j) means the bright-
ness of the patch in the internal reference chart. DS is the smallest brightness  
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difference, and Nh and Nv mean the number of patches in the horizontal and the 
vertical direction respectively. And i and j are used to denote the indexes of the 
four patches as shown in Fig.3. By Eq.(1), we get the relative brightness values 
PS(i, j) for the four patches in the image. Based on the relative brightness values, 
the brightness compensation is achieved using bilinear interpolation [13]. That is, 
relative brightness of every patch is interpolated linearly in the vertical and the 
horizontal direction using the relative brightness differences of the four patchs es-
timated by Eq.(1) as follows: 
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(a) Brightness map for the compensation chart        (b) The image of the compensation 

                                   chart  

Fig. 6. The image of the color compensation chart and its brightness map 

where i and j denote the indexes of the patches as in Fig.3. g(i, j) is the interpolated 
brightness. By Eq.(2) and Eq.(3), we get the brightness map for the color compensa-
tion chart in the image. The relative brightness value of the brightness map is sub-
tracted from every patch’s brightness in the image to equalize the brightness of every 
patch. Fig.6(a) shows the brightness map for the chart image of Fig.6(b). The relative 
brightness value of Fig.6(a) is subtracted from the brightness value of every patch in 
Fig.6(b) to make the brightness value of every patches in the image uniform. After the 
brightness compensations, the color of every patch is converted back into RGB color 
for the next process. 
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       Table 1. Regression errors                            Table 2. ICC profile Tags for the system 

Index Red Channel Green Channel Blue Channel

(3, 1)

(3, 2)

(3, 3)

(3, 4)

(4, 1)

(4, 2)

(4, 3)

(4, 4)

Mean
Absolute

Error     

3.1.2   Estimation of the Tone Reproduction Curves 
Based on the chart images, the proposed system estimates the TRCs dynamically. The 
eight patches located in the center area of the chart are use for the TRC estimation 
process (i.e., from (3, 1) to (3, 4) and from (4, 1) to (4, 4) in Fig.3). For each of R, G, 
and B channel, the function to fit the color values of these eight patches in the image 
to those in the internal reference chart is estimated. This function is used not only as 
the TRC, but also as the white balancing function, because the function fits the input 
colors to the ideal gray colors. This process is performed in R, G, and B channels in-
dependently. In this paper, we apply curve regression to fit the color values. We sup-
pose that the function g(x) for the curve regression is given as follows [13]: 
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where an is undetermined coefficient, and x is normalized color in the range of 0.0 to 
1.0. The coefficients of Eq.(4) are determined to minimize the sum of the square of 
the differences between the color values of the eight patches in the image and those of 
the internal reference chart as follows: 
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Fig.7(a) is the result of the curve regression, and Fig.7(b) represents three TRCs for 
each of R, G, and B channel. The regression errors are shown in Table 1. From 
Fig.7(a) and the table, we can verify that the estimation process does not produce any 
critical error. The TRCs are preserved in the ICC profile as described in section 3.1.5. 

3.1.3   Color Space Conversion 
As the system adopts PCS and CMS, RGB colors of the patches in the image should 
be converted into those of XYZ color space before the estimation of the transforma-
tion. As defined in the specification ICC.1:2004-10, the PCS is relative to the  
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illuminant D50 [10]. Moreover, the connection between the PCS and the device color 
space should be considered. Therefore, following conditions are considered for the 
color conversion.  

1) Reference white of the PCS: The PCS defined in the ICC specification is based 
on the illuminant D50. Therefore, the reference white point in the PCS should be 
equal to D50 (i.e., X=0.9642, Y=1.0, Z=0.8249). 

2) Device color space: We employed sRGB as the device color space. It is defined 
based on the illuminant D65. 

3) Chromatic adaptation transformation: As the illuminant of the device color 
space is not equal to that of the PCS, the chromatic adaptation method is required 
for the color space conversion. We used the linear Bradford model for the chro-
matic adaptation transformation [9, 10].  

By the condition 1), 2) and 3), we get the color space conversion matrix employed for 
the system as follows: 

,

714185.0097097.0013929.0
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(a) Result of curve regression                 (b) TRCs for each of R, G, and B channel 

Fig. 7. Results of the TRC estimation process 

where, Madapt denotes the chromatic adaptation transformation matrix defined by the 
linear Bradford model, and MCVS is the color space conversion matrix from the PCS to 
sRGB color space. 

3.1.4   Correction of the Image Color in the PCS 
The colors of the image are corrected in the PCS by the linear transformation which 
maps the colors of the patches in the image into those of the reference colors. The 
transformation is estimated as follows:  
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where MCrr is the transformation matrix which maps the patch colors of the image 
into those of the reference colors. Eq.(7) is estimated by SVD. 

3.1.5   The ICC Color Profile Created by the System 
The estimated relationship for the color correction is embedded in the ICC color pro-
file. Table 2 shows the tags used for the ICC profile created by the system. They are 
defined in the specification ICC.1:2004-10 [10].  

1) mediaWhitePointTag, and mediaBlackPointTag: The reference white and the 
reference black are embedded in each tag. As the chromatic adaptation transformation 
is applied to the color space conversion matrix in the proposed system, the me-
diaWhitePointTag is set to the values of D50. The mediaBlackPointTag is set to the 
reference color of black (X = 0, Y = 0, Z = 0). 

2) redMatrixColumnTag, greenMatrixColumnTag, and blueMatrixColumnTag: 
These tags are intended to be used for the transform from the device color space to the 
PCS. In the proposed system, the color space conversion matrix of Eq.(6) multiplied 
by the color correction matrix MCrr of Eq.(7) is embedded in these tags. 

3) rTRCTag, gTRCTag, and bTRCTag: The TRCs are preserved in each of 
rTRCTag, gTRCTag, and bTRCTag. The proposed system employs the curveType 
data type defined in the ICC specification. For the curveType, a 1-D lookup table 
(LUT) is established to map the input color to the output color as follows: 
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Here NS denotes the number of samples of g(x). In the proposed system, g(x) is sam-
pled at 1024 points in the range of 0.0 to 1.0. 

3.2   Profile Application Process 

The profile application process is the inverse process of the profile creation process. 
Fig.8 shows the block diagram of the color correction process [10]. 

4   Experimental Results 

The experiments are performed in two categories. First, the performance of the  
system is evaluated under the various light sources. We use SpectraLight III by Gre-
tagMacbeth which can produce standard light sources defined by CIE. The second 
experiment is performed for the white balance distortions. The white balance of the 
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Fig. 8. Color correction process 

captured image is distorted using the preset values included in the digital camera. The 
performance of the system is evaluated by the average of the color difference of every 
patch. The color difference of every patch is estimated as follows [9]: 

2/1222 )*)(*)(*)((* baLE ab ∆+∆+∆=∆  , 

21 *** LLL −=∆ , 
21 *** aaa −=∆ , 

21 *** bbb −=∆  , 
(9) 

where L*1, a*1, and b*1 represent the captured color, and L*2, a*2, and b*2 mean the 
internal reference color. Then, the color difference of every patch is averaged, and we 
consider this average of the color difference as the color correction error. The per-
formance of the system for each experiment is compared with those of three commer-
cial applications: “ProfileMaker 5” and “i1” by GretagMacbeth, “QP Color Kit 1” by 
QP Card. The images are captured using Canon EOS-10D digital camera.  

4.1   Experimental Results for Various Illuminations 

For the experiments, we consider the CIE standard illumination models generated by 
SpectraLight III: D65 (6500K), CWF(4150K), Horizon(2300K), U30(3100K), and 
Standard light “A”(2856K). Under these illumination models, the color differences are 
estimated in the CIELAB space. We employ “ColorChecker” color chart by Gretag-
Macbeth as the test chart, which is not used by any systems. The experiment is per-
formed as follows. First, the image of each system’s native color chart is captured under 
the illumination model. And each system’s color profile is created for the color correc-
tion. Then, the image of the test chart is captured under the same illumination model as 
that of the native color chart image. The image of the test chart is corrected using the 
color profile created by each system. Finally, the color correction error of each system is 
estimated. Fig.9 shows the images of the experimental results. The color correction  
errors for Fig.9 are shown in Table 3, in which each value denotes the average of the 
color difference of every patch in the test chart. From the results, it seems that Profile-
Maker 5 shows the best performance. However, Table 3 represents that there is not 
much difference between the correction errors of the proposed system and those of the 
other systems. Moreover, the proposed system produces superior resultsto some sys-
tems under the illuminations such as “Horizon”, “U30”, and “A”. Therefore, we can 
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Table 3. The color differences for the illumi-
nation models 

Table 4. Comparison of the color differences 
for the white balance values 

D65 CWF Horizon U30 A

Original

Proposed

QP card

Profile
Maker 5

i1           

Sunlight Shadow Cloud Tungsten Fluorescent

Original

Proposed

QP card

Profile
Maker 5

i1  
 

       

Fig. 9. Comparison of the performances under 
the various illumination models 

Fig. 10. Comparison for the white balance di-
stortions 

conclude that the proposed system shows almost equivalent performance to the other 
commercial systems under the various illuminations.  

4.2   Experimental Results for the White Balance Distortions 

The white balance of the image to be captured is distorted using the preset values in 
the digital camera as follows: 1) “Sunlight”(5200K), 2) “Shadow”(7000K), 3) 
“Cloud”(6000K), 4) “Tungsten”(3200K), and 5) “Florescent”(4000K). The experi-
ment is performed in the similar manner as that of section 5.1. However, the white 
balance value is distorted instead of the illumination variation. Table 4 presents the 
color differences for the white balance distortions. We can verify that the proposed 
system shows almost steady results removing the effect of the white balance distor-
tions, whereas the other systems are largely affected by the white balance distortions. 
Moreover, it shows the superior performance to the other systems for every preset 
values. Fig.10 shows the results for the white balance distortions.  

4.3    Experimental Results for Arbitrary Conditions 

Fig.11 shows the experimental results for the arbitrary conditions, which is to ensure 
the visibility presented to the users. Fig.11(a) and Fig.11(b) show the performance for 
the white balance distortion. We can verify that the colors are corrected so as to be 
almost equasl to the original ones. The images of Fig.11(c) present the results for the 
outdoor scenes. The corrected images show great enhancement. The enhancement is 
also verified by the blue tones of the sky in the image. Fig.11(d) also confirms that the 
color correction performance of the proposed system. 
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Captured               Reproduced                  Captured              Reproduced 

                 

          
(a)                                                              (b) 

         

         
(c)                                                             (d) 

Fig. 11. Experimental results under the arbitrary conditions 

5    Conclusion 

We proposed the color correction system, and verified that the system shows satisfac-
tory performance. However, we found some problems. First, the refinement process to 
reduce the residual error should be considered. As the transformation to correct the 
colors in the XYZ space was supposed to be linear, there may exists some residual er-
ror. This might be reduced by the refinement process. And the effect of the noise 
should be considered to produce more reliable quality.  
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Abstract. Medical image registration is a decisive step in medical image proc-
esssing. In intensity-based image registration methods, multiresolution coarse-
to-fine strategy is often used to speed up the registration process. In this paper, 
several commonly-used similarity measures were compared under multi-
resolution wavelet framework. The similarity measures are energy, joint 
entropy, mutual information, normalized mutual information, correlation ratio, 
and partitioned intensity uniformity. Experimental results give a guidance to the 
selection of appropriate similarity measures for registration in a multiresolution 
wavelet framework. 

1   Introduction 

Medical image registration is to eliminate the difference with translation, rotation, 
distortion, and locate the corresponding anatomical point couples at the same spatial 
location between different medical images. As an essential part of medical image 
processing, medical image registration has emerged as a particularly active field [1-3].  

For image registration problems, the proper selection of similarity measures is 
decisive for the quality of registration. Conventionally, medical image registration 
criteria fall into three major categories: landmark-based, segmentation-based, and 
intensity-based. Intensity-based registration avoids the complexity of segmentation or 
salient point extraction, thus being widely used in recent years. Unfortunately, this 
kind of methods also brings heavy computation load at the same time. Multiresolution 
is often used to speed up the registration process, in which registration is done in a 
coarse-to-fine framework [4]. In other words, rough estimations are found using sub-
sampled images and the fine-tuning of the solution is implemented at higher 
resolution. This can be done with either Gaussian pyramids or pyramids constructed 
from wavelet decomposition [4-7].  

For most of the existed methods, one similarity criterion was used to match the 
images at all multiresolution levels. However, the images are varied in characteristics 
at different resolutions, thus it should be more reasonable to use different matching 
criteria in different resolution levels.  

In this paper, we compare six intensity-based registration measures under multi-
resolution wavelet framework. For each resolution level, the six different metrics are 
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compared on the decomposed approximation image to find out which one is the most 
accurate and robust. This will result in the findings of the most appropriate similarity 
measures for registration in multiresolution wavelet framework. 

The rest of paper is organized as follows. The discrete wavelet transform and its 
applications to image registration are briefly introduced in section 2. Similarity 
measures used in this paper are given in section 3. Section 4 reports the experimental 
results. Finally, some concluding remarks are given in section 5. 

2   Discrete Wavelet Transform and Image Registration 

2.1   Discrete Wavelet Transform(DWT) 

Wavelet transform represents functions as a superimposition of wavelets which can be 
written as: 

( ), 1a b x b
x

aa
ψ ψ −=  (1) 

They are dilated and translated versions of a mother wavelet ψ . While extended to 

2-D, it could be regarded as configuration of a bunch of high-pass filters and low-pass 
filters. The general idea can be represented in diagram as follow: 
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Fig. 1. One stage of 2D DWT and inverse DWT. 2 1↓  denotes keeping one column out of 

two, and 1 2↓  denotes keeping one row out of two. 2 1↑  denotes putting one column of 

zeros between each column and 1 2↑  denotes putting one row of zeros between each row. g  

and h  are high-pass and low-pass analysis filters respectively, while g and h  are their 

synthesis counterpart.  

As can be seen from the diagram, 2-D signal at level i  will be decomposed into 
four sub-band images 1i

LHD + , 1i
HLD + , 1i

HHD +  and 1i
LLS + , where the former three are high 

frequency sub-band of vertical, horizontal and diagonal respectively, and the last one 
is low frequency sub-band. Fig.2 shows a MR brain image and its three levels DWT 
decomposition. At each level of decomposition the image is filtered and subsampled 
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of a factor 2, which results in four sub-bands. For the first level decomposition, right 
down HH sub-band is the diagonal detail, right up HL sub-band is the horizontal 
detail, and left down LH sub-band is the vertical detail. The LL sub-band is iteratively 
decomposed for further two levels. 

 

Fig. 2. MR brain image and its DWT decomposition. Left is the original image. Right is the 
three levels DWT decomposition. 

2.2   DWT-Based Image Registration 

Due to the inherent multiresolution characteristic in DWT, the coarse-to-fine strategy 
can be used to speed up image registration. Firstly, the image is decomposed into I  
levels, I  depends on the image size. Level I  represents the coarsest level. The 
registration process starts from the coarsest resolution with the low frequency sub-
band I

LLS . Then the registration results of i
LLS  ( [1, ])i I∈  is used as initial position at 

level 1i − . So the estimates of the correspondence are gradually improved while going 
up to the finer resolutions. At every level, the search space and computational time 
are considerably decreased. The registration process will terminate when the 
similarity measures are optimized at the highest resolution level. 

3   Similarity Measures 

The following section outlines six similarity measures used in our experiments. Each 
similarity measure is used under 2-D rigid transformation. These measures are 
Partitioned Intensity Uniformity (PIU), Correlation Ratio (CR), Joint Entropy (JE), 
Mutual Information (MI), Normalized Mutual Information (NMI), and Energy(EN). 

3.1   Partitioned Intensity Uniformity (PIU) 

PIU was the first widely used multi-modality similarity measure based on pixel 
intensity, proposed by Woods et al. for MR-PET registration [8]. Let Ω  denote the 
overlapping area of image A  and B , N  the total pixels number in image, and an , bn  
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denotes the number of pixels with intensity value a  and b  in Ω , respectively. The 
definition of PIU can be written as: 
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 is the sum of intensity in image B , which corresponding counterparts in 

image A  have the same intensity Ax a= . ( )
b
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Ω

 is determined similarly. 

3.2   Correlation Ratio (CR)  

Correlation ratio is an algorithm based on standard statistics, proposed by A Roche et 
al [9]. Let Ω  denote the overlapping area of image A  and B , and N  is the total 
number of pixels it contains. We consider the iso-sets of A, { , ( ) }i A iω ωΩ = ∈ Ω = , 

and their cardinals ( )i iN Card= Ω . The total and conditional moments (mean and 

variance) of B  can be written as: 
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Then the Correlation ratio (CR) can be defined as: 
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3.3   Entropy-Based Measures and Energy 

Assuming a  and b  is the intensity of image A  and B  respectively. The joint 
probability ( , )p a b  can be obtained by normalizing the joint histogram ( , )h a b  of the 

image pair as: 
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,

( , )
( , )
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h a b
=                                                  (8) 

From the joint probability function, the two marginal probability functions can be 
obtained directly as: 

( ) ( , )
b

p a p a b= , ( ) ( , )
a

p b p a b=                                  (9) 

Three well-known entropy-based measure, Joint Entropy (JE), Mutual Information 
(MI) and Normalized Mutual Information (NMI) [10-11], can be define as: 
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A simple measure similar to Eq.12 is Energy (EN), which is defined as follows: 

2

,

( , )
a b

EN p a b=  (13) 

4   Experimental Results   

In this paper, the similarity measures were compared using the dataset with 2D rigid 
transformation. The test data sets were obtained from BrainWeb, a website providing 
simulated MR brain images (http://www.bic.mni.mcgill.ca/brainweb/). All the images 
have been precisely registered beforehand as “golden standard”. Three data sets were 
used in the experiments: rectified images, images with 9% white Gaussian noise and 
inhomogeneity images with 40% intensity non-uniformity. One sample slice of the 
dataset is shown in Fig.3.  

T1-weighted images were selected as the reference image, T2-weighted and PD 
images as floating images. The Haar filter was selected as the wavelet basis function 
since it can provide easier computation than other basis, and the sub-band LLS  was 

used to perform registration because it preserves most of the significant information 
of the original image [12]. Because the MR image size is 217 181 , so the wavelet 
decomposition level is set to 3. Partial volume interpolation and Powell method was 
adopted as the interpolation and optimization strategy [13]. The estimated parameters 
of rigid transformation with various similarity measures are closely related to the stop 
criteria of the optimization process. To make fair comparisons, the stop criterion is the 
maximal value of the similarity measures.  
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Reference [14] has evaluated the effect of different grey levels on rigid registration 
performance of MR and CT images. Considering the accuracy of registration result, 
computation time cost on whole registration procedure and the perceptibility of 
human eye, they concluded that rescaling the intensity values of the original images 
into [0,63] is an excellent tradeoff. But our experimental results with 64 grey levels 
demonstrated the entropy-based metrics could not achieve subpixel precision for 
approximation sub-band images. So we rescaled the grey levels of original and 
decomposed sub-band images into 32 grey levels.  

 

  

  

Fig. 3. The 91st slice of the database. The left column is T1-weighted images, the second 
column is T2-weighted images, and the right column is PD-weighted images. The upper row is 
rectified images, the second row is images with 9% white Gaussian noise, and the bottom row 
is images with 40% intensity non-uniformity. 

We used 30 randomly selected slices on a specified grid transform parameter, 
where the X-translation is 4 mm, Y-translation is 4 mm, and rotation is 4 degree. The 
experimental results are listed in Table 1 to Table 3, where, mean and ratio, denote 
the average error of subpixel precision results, and the ratio of achieving subpixel 
precision. Each component of mean represents X-translation mean error, Y-translation 
mean error, orientation mean error in order. Furthermore, “——” denotes that there is 
no subpixel precision result. 
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From Table 1 to Table 3, we can obtain following observations.  

1) Performances on the original images 
MI and NMI measures can get 100% successful rate in sub-pixel registration and 

give the highest accuracy fore both T1-T2 and T1-PD to all the three case, namely, 
rectified, noisy and inhomogeneity. And their performances are almost the same. 
For rectified case, PIU, CR and JE perform similarly for T1-T2 and T1-PD. 
However, EN is worst one. For noisy T1-T2 images, JE is worse than MI, NMI and 
much better than other measures. For noisy T1-PD images, the accuracy of PIU, CR 
and JE follow closely the MI and NMI. For inhomogeneity case, PIU and EN are 
the worst ones. 

2) Performance on the level 1 approximation sub-band image 
For rectified case, MI and NMI are the best ones for both image sets. For noisy 

case, PIU, MI and NMI perform best among the measure for T1-T2 and PIU is the 
best one for T1-PD, which followed by MI and NMI. This observation shows  
that PIU has the best robustness for Gaussian noise. CR and EN have the worst 
results for noisy case. For inhomogeneity case, MI and NMI are the best measures 
for T1-T2 and CR is the best one for T1-PD, which followed by MI and NMI.  
PIU, CR and EN performs worst for T1-T2, but for T1-PD, PIU, JE and EN are the 
worst ones. 

3) Performance on the level 2 approximation sub-band image 
For rectified and noisy case, PIU is the best one for both T1-T2 and T1-PD. For 

inhomogeneity case, CR performs the best for both T1-T2 and T1-PD and followed 
by PIU. However, the entropy-based measures, JE, MI and NMI, can not get the sub-
pixel registration results for all the three cases. 

Table 1. Registration results of rectified MR images 

Original Level 1  Level 2 Similarity 
Measures mean ratio mean ratio mean ratio 

PIU 0.4,0.1,0.2 93% 0.2,0.0,0.2 43% 0.6,0.1,0.5 10% 
CR 0.5,0.1,0.4 93% 0.3,0.0,0.2 23% 0.6,0.1,0.2 7%
JE 0.2,0.3,0.0 97% 0.2,0.3,0.0 47% —— 0%
MI 0.2,0.3,0.0 100% 0.2,0.3,0.0 90% —— 0%

NMI 0.3,0.1,0.2 100% 0.2,0.3,0.0 90% —— 0%

T1
to 
T2

EN 0.2,0.4,0.4 67% 0.2,0.6,0.1 33% 0.2,0.4,0.5 10% 
PIU 0.4,0.1,0.1 93% 0.2,0.1,0.3 50% 0.2,0.3,0.4 20% 
CR 0.2,0.2,0.2 93% 0.3,0.2,0.2 73% 0.1,0.2,0.3 7%
JE 0.2,0.3,0.1 93% 0.2,0.3,0.1 77% —— 0%
MI 0.2,0.3,0.0 100% 0.2,0.3,0.1 83% —— 0%

NMI 0.2,0.3,0.0 100% 0.2,0.3,0.1 83% —— 0%

T1
to 

PD

EN 0.2,0.5,0.5 40% 0.2,0.6,0.2 30% 0.3,0.4,0.5 10% 
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Table 2. Registration results of noisy MR images 

Original Level 1  Level 2 Similarit
y

Measures mean ratio mean ratio Mean ratio 

PIU 0.4,0.4,0.3 17% 0.3,0.1,0.2 83% 0.4,0.1,0.5 13% 
CR 0.4,0.5,0.1 40% 0.3,0.3,0.2 37% —— 0%
JE 0.2,0.3,0.1 93% 0.2,0.3,0.0 77% —— 0%
MI 0.2,0.3,0.1 100% 0.2,0.3,0.1 83% —— 0%

NMI 0.3,0.3,0.2 100% 0.2,0.3,0.1 83% —— 0%

T1
to  
T2

EN 0.2,0.3,0.1 83% 0.3,0.3,0.2 37% 0.7,0.1,0.9 3%
PIU 0.4,0.3,0.1 93% 0.3,0.1,0.2 87% 0.1,0.1,0.3 33% 
CR 0.4,0.4,0.3 93% 0.4,0.3,0.3 47% 0.9,0.2,0.5 3%
JE 0.2,0.3,0.1 93% 0.2,0.3,0.1 77% —— 0%
MI 0.2,0.3,0.1 97% 0.2,0.3,0.1 83% —— 0%

NMI 0.3,0.3,0.1 97% 0.2,0.3,0.1 83% —— 0%

T1
to  

PD

EN 0.2,0.4,0.2 87% 0.2,0.3,0.2 43% —— 0%
 

Table 3. Registration results of inhomogeneity MR images 

Original Level 1  Level 2 Similarit
y

Measures mean ratio mean ratio mean ratio 

PIU 0.3,0.2,0.3 30% 0.2,0.1,0.2 17% 0.0,0.1,0.7 3%
CR 0.1,0.1,0.2 97% 0.2,0.1,0.7 37% 0.2,0.1,0.3 10% 
JE 0.2,0.3,0.1 97% 0.2,0.3,0.1 30% —— 0%
MI 0.2,0.3,0.0 100% 0.2,0.3,0.0 83% —— 0%

NMI 0.2,0.3,0.0 100% 0.2,0.3,0.0 83% —— 0%

T1
to 
T2

EN 0.1,0.4,0.4 70% 0.1,0.5,0.2 37% 0.2,0.5,0.9 7%
PIU 0.3,0.5,0.3 40% 0.5,0.4,0.3 30% 0.1,0.2,0.1 7%
CR 0.2,0.2,0.3 97% 0.3,0.2,0.2 87% 0.1,0.1,0.4 10% 
JE 0.2,0.3,0.1 97% 0.2,0.1,0.1 53% —— 0%
MI 0.1,0.3,0.0 100% 0.2,0.3,0.1 73% —— 0%

NMI 0.2,0.3,0.0 97% 0.2,0.3,0.1 73% —— 0%

T1
to 

PD

EN 0.1,0.5,0.6 46% 0.1,0.6,0.2 17% —— 0%
 

So the following useful guidance for multiresolution MR image registration can be 
drawn. 

    1) For the original images with highest resolution, MI and NMI are the first choice. 
They have the distinctive accuracy and robustness even for noise and 
inhomogeneity cases. 
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    2) For middle resolution, MI and NMI are the best ones for rectified and inhomo-
geneity images. However, PIU performs the best for noise images. 

    3) For low-resolution cases, PIU are the best choice for rectified and noisy images, 
but CR is the best one for inhomogeneity images. 

5   Summary 

In this paper, we evaluated the performances of six similarity measures at 3 levels of 
wavelet pyramid with MR images. The experimental results give some guidance to 
the selection of appropriate similarity measures for MR image registration in a 
multiresolution wavelet framework. Future work will include comparing these 
measures in a large number of datasets with non-rigid transformation. 
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Finding the Shortest Path Between Two Points

in a Simple Polygon
by Applying a Rubberband Algorithm
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Abstract. Let p and q be two points in a simple polygon Π . An open
problem in computational geometry asks to devise a simple linear-time
algorithm for computing a shortest path between p and q, which is con-
tained in Π , such that the algorithm does not depend on a (complicated)
linear-time triangulation algorithm. This report provides a contribution
to the solution of this problem by applying the rubberband algorithm.
The obtained solution has O(n log n) time complexity (where the super-
linear time complexity is only due to preprocessing, i.e. for the calculation
of critical edges) and is, altogether, considerably simpler than the trian-
gulation algorithm. It has applications in 2D pattern recognition, picture
analysis, robotics, and so forth.

Keywords: digital geometry, computational geometry, rubberband al-
gorithm, simple polygon, Euclidean shortest path.

1 Introduction

So far, methods for computing the Euclidean shortest path (ESP) between two
points in a simple polygon, as in [3,4,5,11], all rely on starting with a rather
complicated, but linear-time triangulation [2] of a simple polygon. In this paper,
we apply a version of a rubberband algorithm to devise a simple O(n log n) al-
gorithm for computing a shortest path between p and q, which is contained in Π ,
where n is the number of vertices of Π . Our algorithm starts with a special (say,
horizontal) trapezoidal segmentation of the polygon, which is computationally
not very different to a triangulation, and thus our segmentation can also be seen
as a possible contribution to simplify the triangulation procedure.

The original rubberband algorithm was published in [1] and [6], aiming at an
(approximative) calculation of a minimum-length polygonal path (MLP) con-
tained and complete in a simple cube-curve (subsequent grid cubes of this curve
are face-adjacent) in 3D Euclidean space. Three cubes of such a curve form a
corner if all three are incident with one grid edge (called a critical edge of the
cube-curve). MLP vertices are always located on critical edges [1].

The correctness and actual time-complexity of this original rubberband algo-
rithm remained an open problem for some time. [8] proved that this algorithm is

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 280–291, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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always correct for some special cases of simple cube-curves. The algorithm was
then slightly corrected in [9], which also allowed to prove that its running time is
always linear for a special class of input curves. Finally, [10] presented two prov-
ably correct and linear-time edge-based or face based rubberband algorithms for
the general case (i.e., arbitrary simple cube-curves). The rubberband algorithm,
as applied in this paper, is a simplified version of the edge-based rubberband
algorithm, and it is presented in Section 3.1.

There is a general option provided by the studied rubberband algorithms:
the basic approach for minimizing a path does not depend upon the specific
geometric shape of grid cubes; it can be applied to a wide variety of 2D or
3D path minimization problems where segmentations into convex subsets are
appropriate. We illustrate this in this brief note for one 2D example only (and
will do for others in forthcoming publications).

In the rest of this paper, Section 2 provides necessary definitions and theorems.
Section 3 presents not only our algorithm but also examples and analysis of time
complexity. Section 4 concludes the paper.

2 Basics

We denote by Π = 〈v1, v2, . . . , vn〉 a simple polygon (i.e., a compact polygonal
region) in the 2D Euclidean plane (which is equipped with an xy Cartesian
coordinate system). V = {v1, v2, . . . , vn} is the set of vertices of Π , and ϑΠ =
∪n

i=1{vivi+1} (mod n) is a simple polygonal curve specifying edges forming the
frontier of Π .

For p ∈ R
2, let px be the x-coordinate of p. Let s = p1p2, with p1, p2 ∈ ϑΠ

and p1x ≤ p2x . Furthermore, assume that s is parallel to the x-axis, s ⊂ Π , and
there is no v ∈ V \{p1, p2} such that v is between p1 and p2.

Definition 1. If p1 ∈ V (p2 ∈ V ) then we say that s is the right ( left) crit-
ical segment (of Π) with respect to p1 (p2). If p1 = p2 then we say that s is
degenerate. A critical segment is either a left or a right critical segment.

See Figure 1 and Table 1 for examples. – For a critical segment s of Π , let sy

be the y-coordinate of points on s. For a given y, let {s1, s2, . . . , sm} be the

Fig. 1. Critical segments of a simple polygon (see also Table 1)
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Table 1. All critical segments of vertices of the simple polygon of Figure 1

Vertex Left critical segment Right critical segment

v1 degenerate v1v8

v2 degenerate v2p2

v3 degenerate degenerate

v4 p1v4 v4p4

v5 degenerate v5v6

v6 v5v6 degenerate

v7 p3v7 degenerate

v8 v1v8 degenerate

maximal set of critical segments of Π such that siy = si+1y and si ∩ si+1 �= φ,
where i = 1, 2, . . ., m - 1.

Definition 2. The segment ∪m
i=1{si} is a maximal critical segment of Π. If

m > 1 (m = 1) then we say that the segment ∪m
i=1{si} is a non-trivial ( trivial)

maximal critical segment of Π.

In Figure 1, p1p4 is the only non-trivial maximal critical segment of the shown
simple polygon.

Definition 3. Two maximal critical segments s1 and s2 are called adjacent iff
there is no maximal critical segment s3 such that s1y < s3y < s2y or s2y <
s3y < s1y.

In Figure 1, the trivial maximal critical segment v5v6 is adjacent to the triv-
ial maximal critical segment p3v7, but not adjacent to the non-trivial maximal
critical segment p1p4.

Let {s1, s2, . . . , sk} be the set of maximal critical segments of Π . Construct
a weighted tree T as follows: Let T = [V, E], where V = {u1, u2, . . . , uk}, E =
{uiuj : si and sj are adjacent }, and each e ∈ E has a weight equal to 1.

Definition 4. We say that T is a 1-tree of Π (with respect to the given Carte-
sian coordinate system).

Fig. 2. Left: simple polygon with six maximal critical segments. Right: its 1-tree.
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Fig. 3. A “non-trivial” simple polygon Π with its critical segments

Fig. 4. 1-tree of the simple polygon shown in Figure 3

Figure 2 shows a 1-tree of a simple polygon, and Figure 4 that of the “non-
trivial” simple polygon which is shown in Figure 3. – Let S = {s1, s2, . . . , sk}
be a subset of the set of all maximal critical segments of Π .

Definition 5. S is called a sequence of maximal critical segments of Π iff, for
each i ∈ {1, 2, . . . , k − 1}, si is adjacent to si+1.

If, for each i ∈ {1, 2, . . . , k − 1}, siy < si+1y (siy > si+1y) then S is called an
increasing (decreasing) sequence of maximal critical segments of Π . S is called
a monotonous sequence of maximal critical segments of Π iff it is either an
increasing or a decreasing sequence of maximal critical segments of it. Finally,
S is called an alternate monotonous sequence of maximal critical segments of Π
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iff it is a sequence of maximal critical segments of Π , and it is the union of a
finite number of monotonous sequences of maximal critical segments of Π .

In Figure 2 (left), {s1, s2, s3, s4} is an increasing sequence of maximal critical
segments of Π while {s5, s6, s2, s1} is a decreasing sequence of maximal critical
segments. {s3, s2, s6} is an alternate monotonous sequence of maximal critical seg-
ments of Π .

Let S = {s1, s2, s3} be a sequence of maximal critical segments of Π with
s1 �= s3 such that there is no maximal critical segment between s1 and s2 or s3

and s2, and there exist critical segments s∗1 and s∗2 such that s∗1 ⊂ s2 and s∗2 ⊂ s2,
and s∗1 and s1 are two edges of a quadrilateral, as well as s∗2 and s3. (For example,
in Figure 3, {s28, v10v13, s31} is such a sequence of maximal critical segments of
Π , with v10v11, v12v13 ⊂ v10v13; segments v10v11 and s28 are two edges of a
quadrilateral, as well as v12v13 and s31.) For such a sequence S = {s1, s2, s3} we
define the following:

Definition 6. If s1y < s2y and s2y > s3y (s1y > s2y and s2y < s3y) then s2 is
called an upward (downward) maximal critical segment of Π.

Furthermore, s2 is also called a stable maximal critical segment of Π if it is an
upward or downward maximal critical segment of Π ; both s∗1 and s∗2 are called
the good critical segments of s2 with respect to Π .

In Figure 2, s2 is the unique downward maximal critical segment of the shown
simple polygon. There is no upward maximal critical segment.

Let p, q ∈ R
2 be two points in the simple polygon Π . Let ρ(p, q) be a shortest

path from p to q. Let S = {s1, s2, . . . , sk} be the set of maximal critical segments
of Π such that, for each i ∈ {1, 2, . . . , k}, si ∩ ρ(p, q) �= φ.

We modify S as follows: if si is a stable maximal critical segment, then replace
si by its good critical segments.

In Figure 3, v4v6 is a stable maximal critical segment. It has two good crit-
ical segments v4v5 and v5v6. Segment v10v13 is another stable maximal critical
segment. It has two good critical segments v10v11 and v12v13.

Definition 7. The modified set S is called a step set of maximal critical seg-
ments of Π with respect to the shortest path ρ(p, q).

For example, in Figure 1, {v2p2, p1v4, v4p4} (obtained by modifying the set
{v2p2, p1p4}) is a step set of maximal critical segments of the simple polygon Π
with respect to the shortest path ρ(v3, v7). As another example, in Figure 3,

(∪12
i=1{si})∪{v4v6}∪ (∪21

i=15{si})∪{v7v9}∪ (∪28
i=24{si})∪{v10v13}∪ (∪37

i=31{si})

is a set of maximal critical segments of Π . It can be modified into a step set

(∪12
i=1{si}) ∪ {s13(= v4v5), s14(= v5v6)}∪ (∪21

i=15{si})∪
{s22(= v7v8), s23(= v8v9)} ∪(∪28

i=24{si})∪
{s29(= v10v11), s30(= v12v13)} ∪(∪37

i=31{si})
Let S be a step set of maximal critical segments of Π with respect to the

shortest path ρ(p, q), and s1 ∈ S. Let de(p, q) be the Euclidean distance between
points p and q.
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Fig. 5. Illustration for the proof of Lemma 1. Left: Case 1. s1 is a downward maximal
critical segment. Right: Case 2. s1 is an upward maximal critical segment.

Lemma 1. If s1 is a downward (upward) maximal critical segment of Π and
s2 is a maximal critical segments of Π such that s1y > s2y (s1y < s2y), then
s2 /∈ S.

Proof. The proof is by contradiction. Let {pi, pj} = s1 ∩ ρ(p, q). Suppose that
pk ∈ s2 ∩ ρ(p, q), then de(pi, pj) < de(pi, pk) + de(pk, pj). Therefore, ρ(p, q) is
not a shortest path. (See Figure 5 for an illustration.) ��

By Lemma 1 we have the following theorem:

Theorem 1. If S is a step set of maximal critical segments of Π with respect to
the shortest path ρ(p, q) then S is an alternate monotonous sequence of maximal
critical segments of Π.

This theorem and the following, previously known result are important for prov-
ing that our ESP Algorithm (described in Section 3.4) requires only linear com-
putation time.

Theorem 2. ([12], Theorem 37) There is a deterministic linear time and linear
space algorithm for the single source shortest path problem for undirected graphs
with positive integer weights.

Let T be a tree and p, q vertices of T .

Corollary 1. There is a deterministic linear time and linear space algorithm to
find the unique path ρ(p, q) ⊂ T .

3 The Algorithms

A simplified 2D rubberband algorithm will be used in the main algorithm de-
scribed in Section 3.4.

3.1 A Simplified Rubberband Algorithm

Let p, q ∈ R
2, S = {s1, s2, . . . , sk} be a set of consecutive, pairwise disjoint non-

degenerate critical segments, P = {p1, p2, . . . , pk} such that pi ∈ si, where i =
1, 2, . . ., k (k ≥ 3). Let ρ = 〈p, p1, p2, . . . , pk, q〉 be a polygonal arc that starts
at p, then visits p1, p2, . . ., pk, and finally ends at q.
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Rubberband Algorithm

1. Let ε = 10−10 (the accuracy).
2. Compute the length l1 of the path ρ = 〈p, p1, p2, . . . , pk, q〉.
3. Let q1 = p and i = 1.
4. While i < k − 1 do
4.1 Let q3 = pi+1.
4.2 Compute a point q2 ∈ si such that

de(q1, q2) + de(q3, q2) = min{de(q1, q) + de(q3, q) : q ∈ si}

4.3 Update P by replacing pi by q2.
4.4 Let q1 = pi and i = i + 1.
5.1 q3 = q.
5.2 Compute q2 ∈ sk such that

de(q1, q2) + de(q3, q2) = min{de(q1, q) + de(q3, q) : q ∈ sk}

5.3 Update P by replacing pk by q2.
6. Compute the length l2 of the updated path ρ = 〈p, p1, p2, . . . , pk, q〉.
7. Let δ = l1 - l2.
8. If δ > ε, then let l1 = l2 and go to Step 3. Otherwise stop.

The accuracy parameter in Step 1 can be chosen such that maximum possible
numerical accuracy is guaranteed on the given computer.

3.2 Examples

In Figure 6, (upper row, left) shows start and destination points p and q, and
three critical segments s1, s2 and s3. (Upper row, middle) shows the initial points
p1, p2 and p3 which are the centers of s1, s2 and s3, respectively. (Upper row,
right), (lower row, left) and (lower row, middle) show updated points p1 (by step
4.3), p2 (by step 4.3) and p3 (by step 5.3), respectively. (Lower row, right) shows
the final path.

In Figure 7, (left) shows the initial path ρ0, and the updated paths ρ1 to rho4

of four iterations of the Rubberband Algorithm. (Right) shows the initial path
ρ0, and the updated paths ρ1 to ρ18 of eighteen iterations of this algorithm.

We can see that different initial points may lead to different numbers of iter-
ations of the algorithm until it terminates (with respect to the chosen accuracy
parameter). From Figure 6, we can see that the algorithm only needs two iter-
ations to terminate. The results of the first iteration are shown in (upper row,
right), (lower row, left) and (lower row, middle). (Lower row, right) shows the
result of the second iteration. Figure 7 (left) shows that the algorithm has to
run for at least 4 iterations in this case.

3.3 Time Complexity

Let ε be the accuracy, l the true length of the shortest path, l0 that of initial path,
and ln that of the path after n-iteration. We slightly modify the Rubberband
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Fig. 6. Illustration for the Rubberband Algorithm when the initial points are selected
as centers of critical segments

Algorithm as follows:1 For each iteration, we update the vertices with odd indices
first and then update those with even indices later (i.e., for each iteration, we
update the vertices with indices 1, 3, 5, . . ., then those with indices 2, 4, 6, . . .),
then {ln} is a decreasing sequence with lower bound 0. Let l0 − l = ak + b and
ln − ln+1 = ck + d, where a, b, c and d are constants such that a, c �= 0. Then
we have

lim
k→∞

ak + b

ck + d
=

a

c

Therefore the algorithm will stop after at most %a/(cε)& iterations. So the
time complexity of the Rubberband Algorithm is %a/(cε)& · O(k) = O(k), where
k is the number of the vertices of the path.

3.4 New Algorithm

Let p, q be the start and destination point inside of a simple polygon Π , respec-
tively. Let V be the set of vertices of Π . Let E be the set of edges of Π .

Preprocessing Procedure

1. The sorted set V = {v1, v2, . . . , vn} be the set of vertices of Π such that
viy ≤ vi+1y, where i = 1, 2, . . ., n - 1.

2. For each vi ∈ V , compute a straight line li such that li is parallel to x-axis.

1 This is just for the purpose of time complexity analysis. By experience, the Rubber-
band Algorithm runs faster without such a modification.
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Fig. 7. Illustration for the Rubberband Algorithm when the initial points are the left
end points of critical segments

3. For each e ∈ E,
3.1 let e = vivj and i < j, and i, j = 1, 2, . . ., n - 1;
3.2 if e is parallel to x-axis, let Si = Si ∪ {p} and Sj = Sj ∪ {p};
3.3 otherwise, for each m ∈ {i, i + 1, . . . , j − 1}, let p = lm ∩ e and

Sm = Sm ∪ {p}.
4. For each i ∈ {1, 2, . . . , n}, find vi ∈ Si.
4.1 Let

vileft = max{vi
′ : vi

′
x ≤ vix ∧ vi

′ ∈ Si}

and
viright = min{vi

′ : vi
′
x ≥ vix ∧ vi

′ ∈ Si}

(It follows that vileftvi and viviright are the left and right critical segments of
vi, respectively.)

5. Partition V into V1, V2, . . ., Vk such that Vi = {vi1, vi2, . . . , vini
}, vijy

=
vij+1y

, where j = 1, 2, . . ., ni - 1, and vi1y < vi+11y, where i = 1, 2, . . ., k - 1.
6. Merge all left and right critical segments of v ∈ Vi into a maximal critical

segment of Π , denoted by sv.
7. Output S = {sv : v ∈ Vi, i = 1, 2, . . . , k}.

ESP Algorithm

1. Apply the Preprocessing Procedure to compute the set of maximal critical
segments of Π , denoted by S.

2. Construct a 1-tree T .
3. Apply the algorithm of [12] to find the unique path ρ(p, q) ⊂ T .
4. Compute the step set of maximal critical segments of Π with respect to

the shortest path ρ(p, q), denoted by Sstep (see description before Definition 7).
5. Let P = {p}.
6. For each si ∈ Sstep,
6.1 let vi be the center point of si;
6.2 let P = P ∪ {vi};
6.3 let P = P ∪ {q}.
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Fig. 8. The shortest path from s to t inside the simple polygon shown in Figure 3

7. Apply the Rubberband Algorithm on Sstep and P to compute the shortest
path ρ(p, q) inside of Π .

8. We finally convert ρ(p, q) into the standard form of the shortest path by
deleting all vertices which are not vertices of Π .2

Table 2. Vertices (not including p and q) of the shortest path ρ(p, q) obtained by Step
7 in the ESP Algorithm, for the example shown in Figure 3

i (xi, yi) i (xi, yi) i (xi, yi) i (xi, yi)

1 (281.0, 734.0) 11 (342.0, 284.0) 21 (625.0, 659.0) 31 (1010.1, 302.0)

2 (281.9, 719.0) 12 (392.0, 250.0) 22 (693.0, 700.0) 32 (1024.2, 408.0)

3 (284.0, 687.0) 13 (474.0, 212.0) 23 (693.0, 700.0) 33 (1030.4, 454.0)

4 (289.9, 646.0) 14 (474.0, 212.0) 24 (750.0, 617.0) 34 (1041.4, 537.0)

5 (296.1, 603.0) 15 (548.0, 244.0) 25 (767.1, 584.0) 35 (1052.2, 618.0)

6 (303.3, 553.0) 16 (554.3, 278.0) 26 (813.8, 494.0) 36 (1058.7, 667.0)

7 (313.2, 484.0) 17 (571.2, 369.0) 27 (847.5, 429.0) 37 (1065.8, 720.0)

8 (319.0, 444.0) 18 (584.2, 439.0) 28 (877.0, 372.0)

9 (331.2, 359.0) 19 (608.1, 568.0) 29 (974.0, 271.0)

10 (331.9, 354.0) 20 (614.4, 602.0) 30 (1006.0, 271.0)

We show that Step 8 is always correct. First, let p be a point in the set of
vertices of the shortest path ρ(p, q) obtained by Step 7. p must be deleted even if
it is close to some vertex of Π . To see this, note that each vertex of the polygon is
an endpoint of a critical segment. When we update a point on a critical segment,
we search for the new position on the whole segment including its two endpoints.
Any really “good” endpoint will be selected quickly. This is illustrated by the
example output in Tables 2 and 3. For a point on the shortest path, if it is
really “good” then it must be exactly a vertex of the polygon, not just “close”
2 It is well known that each vertex ( �= p, q) of the shortest path is a vertex of Π ([7]).
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Table 3. Vertices (not including p and q) of the standard form of the shortest path
ρ(p, q) obtained by Step 8 in the ESP Algorithm, for the example shown in Figure 3

i (xi, yi) i (xi, yi) i (xi, yi) i (xi, yi)

3 (284, 687) 14 (474, 212) 23 (693, 700) 30 (1006, 271)

11 (342, 284) 15 (548, 244) 24 (750, 617)

12 (392, 250) 21 (625, 659) 28 (877, 372)

13 (474, 212) 22 (693, 700) 29 (974, 271)

to some vertex. Secondly, let pj , pj+1, pj+2 be three consecutive points in the
set of vertices of the shortest path ρ(p, q) obtained by Step 7. If pj+1 must be
deleted, then pjpj+2 must be contained inside Π . This is because, if pj+1 is not
a vertex of the polygon, then pj , pj+1 and pj+2 must be colinear. Otherwise,
there is a point p′j+1in a sufficiently small neighborhood of pj+1 such that p′j+1

is contained in the polygon and

de(pj , p
′
j+1) + de(p′j+1, pj+2) < de(pj , pj+1) + de(pj+1, pj+2)

(This contradicts that pjpj+1pj+2 is the shortest subpath of the shortest path).
Since pj , pj+1, pj+2 are colinear, so pjpj+2 is contained in the polygon. Therefore,
if a point in the set of vertices of ρ(p, q) is not a vertex of the polygon, then it
must be redundant and must be deleted.

Figure 8 shows the initial path and the shortest path (inside the simple poly-
gon shown in Figure 3) computed by the ESP Algorithm. Table 4 illustrates
(for the same input example) the relationship between number of iterations and
length differences, for the last two updated paths. Initial points are the center
points of the segments.

Table 4. Number of iterations (I) and resulting δ, for the example shown in Figure 3

I δ I δ I δ I δ

1 90.8685 6 0.3787 11 0.0170 16 0.0009

2 34.1894 7 0.2328 12 0.0078 17 0.0006

3 6.9828 8 0.1547 13 0.0043 18 0.0004

4 2.3697 9 0.0992 14 0.0025 19 0.0003

5 0.8061 10 0.0384 15 0.0015 20 0.0002

3.5 Time Complexity of the ESP Algorithm

The main step of the Preprocessing Procedure is Step 3.3. Since each vertex
can only have a left critical segment and a right critical segment, the total total
number of intersections is not more than 2n, where n is the number of edges
of Π . We assume to apply sorting in Step 1 of the Preprocessing Procedure, so
the complexity of this procedure equals O(n log n). Therefore, the total time
complexity of the ESP Algorithm is also O(n log n).
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4 Conclusion

We have described a simple O(n log n) algorithm for computing a shortest
path between p and q, which is contained in a simple polygon Π , where n is
the number of vertices of Π . The maximum number of iterations is a constant
defined by the selected accuracy parameter. The algorithm is easy to implement.

Obviously, our method can also be generalized to deal with special cases of 3D
Euclidean shortest paths. However, this short note is only an initial illustration
how versions of a rubberband algorithm apply to shortest path problems.

Acknowledgements. The authors thank Joe Mitchell and David Eppstein for
critical comments about an earlier draft of this report.
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Abstract. An efficient, global and local image-processing based extraction and 
tracking of intransient facial features and automatic recognition of facial 
expressions from both static and dynamic 2D image/video sequences is 
presented. Expression classification is based on Facial Action Coding System 
(FACS) a lower and upper face action units (AUs), and discrimination is 
performed using Probabilistic Neural Networks (PNN) and a Rule-Based 
system. For the upper face detection and tracking, we use systems based on a 
novel two-step active contour tracking system while for the upper face, cross-
correlation based tracking system is used to detect and track of Facial Feature 
Points (FFPs).  Extracted FFPs are used to extract some geometric features to 
form a feature vector which is used to classify input image or image sequences 
into AUs and basic emotions. Experimental results show robust detection and 
tracking and reasonable classification where an average recognition rate is 
96.11% for six basic emotions in facial image sequences and 94% for five basic 
emotions in static face images. 

Keywords: Active contours, Action Units, Facial Expressions, Probabilistic 
Neural Networks. 

1   Introduction 

Automated facial expression analysis using computer vision work could bring facial 
expressions into man-machine interaction. 

Most computer-vision based approaches to facial expression analysis attempt to 
recognize only prototypic emotions.  These prototypic emotional seem to be universal 
across human ethnicities and cultures and comprise happiness, sadness, fear, disgust, 
surprise, and anger. In everyday life, however, such prototypic expressions occur 
relatively infrequently. Instead, emotion is communicated by changes in one or two 
discrete features. 

In order to make the recognition procedure more standardized, a set of  facial 
muscle movements (known as Action Units) that produce each facial expression, was 
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created by psychologists as Facial Action Coding System (FACS) [1]. Table 1 shows 
AUs used in this work that occur in the lower and upper face and are more important 
in describing facial expressions. 

In recent years, there has been extensive research on facial expression analysis and 
recognition. 

Pantic and Rothkrantz [2] proposed an expert system for automatic analysis of 
facial expressions from static face images. Their system consists of two major parts, 
the first one forms a frame work for hybrid facial feature detection and the second 
part of the system converts low level face geometry into high level facial actions. 

Table 1. Some of FACS AUs used in this work 

AU 
(Upper 
Face) 

 
FACS 

description 
 

AU 
(Lower 
Face) 

 
FACS 

description 
 

1 Raised inner 
brows 

12 Mouth corners 
pulled up 

2 Raised outer 
brows 

15 Mouth corners 
pulled downwards 

4 Lowered brows 17 Raised chin 
5 Raised upper lid 20 Mouth stretched 
6 Raised cheek 23 Lips tightened 
7 Raised lower lid 24 Lip pressed 
9 Wrinkled nose 25 Lips parted 
- - 26 Jaw dropped 
- - 27 Mouth stretched 

Lien et al. [3] developed a facial expressions recognition system that was sensitive 
to subtle changes in the face. The extracted feature information, using a wavelet 
motion model, was fed to discrimination classifiers or hidden markov models that 
classified it into FACS action units. The system was tested on image sequences from 
100 subjects of varied ethnicity. Average recognition accuracy for 15 AUs in the 
brow, eye and mouth regions was 81-91%.  

Valstar et al. [4] used temporal templates which were 2D images, constructed from 
image sequences and showed where and when motion in the image sequences has 
occurred. A K-Nearest Neighbor algorithm and a rule-based system performed the 
recognition of 15 AUs occurring alone or in combination in an input face image 
sequences. Their proposed method achieved an average recognition rate of 76.2% on 
the Cohn-Kanade face image database.  

Bartlett et al. [5] used Gabor filters using AdaBoost for feature selection technique 
followed by classification with Support Vector Machines. The system classified 17 
AUs with a mean accuracy of 94.8%. The system was trained and tested on Cohn-
Kanade face image database.  

In this paper we develop an automatic facial expressions analysis and classification 
systems. Estimated positions of lips, eyes and eyebrows are determined by using a 
knowledge based system. 
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In the first frame of image sequences, 25 Facial Feature Points (FFPs) are 
automatically detected, using active contours for the lower face and gray level 
projection method for the upper face. A hybrid tracking system is used to track these 
FFPs in subsequent frames. An enhanced version of the conventional active contour 
tracking system is used for lip tracking and a cross-correlation based tracking system 
is used to track FFPs around eye, eyebrow and nose. Some geometric features are 
extracted, based on the position of FFPs in the first and the last frames. This features 
form a feature vector which is used for classifying of input image sequences into 16 
AUs using Probabilistic Neural Networks (PNN). A rule-based decision making 
system is applied to AUs to classify input images into basic emotions.   

Proposed features and feature extraction method can also be applied to static 
images (except features for wrinkled nose). Last frame in image sequences which 
represents peak of facial expressions is used to train and test of static images 
recognition system. A local reference parameter is used to normalize extracted 
geometric features.   

Most of the facial expression recognition systems use manually located FFPs in the 
first frame [3-5]. Our proposed system uses automatically detecting and tracking of 
feature points. Proposed hybrid tracking system shows robust tracking results both in 
upper and lower face, which only needs the rough estimated position of eye, eyebrow 
and mouth. 

The system is trained and tested on 180 image sequences, consisting six basic 
facial expressions on Cohn-Kanade face image database [6].  

2   Initial Position of Facial Features 

Among the facial features, eye, eyebrow and mouth have important role in expressing 
facial emotions.  

There are three steps in an automatic facial expression recognition system: 

- Face detection 
- Facial feature extraction 
- Facial expression classification 

Our proposed algorithm uses four points on top, down, left and right of the face as 
landmarks and determines automatically the initial position for facial features based 
on the face height and width using a knowledge-based system. 

Knowledge-based system is formed from eyes, eyebrows and mouth position 
on 97 subjects in Cohn-Kanade face database. Based on this system, three 
rectangles are located on the face as the initial position for the mouth, the left and 
right eyes and eyebrows as shown in Fig. 1. These rectangles are big enough to 
assure that they cover these features in different facial images. Additional process 
is used for automatically detecting of accurate feature positions and extracting of 
25 FFPs. Fig. 1 shows rectangles for initial positions as well as 25 upper and 
lower face FFPs. 
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Fig. 1. Initial facial features position and 25 upper and lower face FFPs   

2.1   Active Contours for Lip Localization 

The active contour model algorithm, first introduced by Kass et al. [7], deforms a 
contour to lock onto features of interest within an image Usually the features are lines, 
edges, and/or object boundaries. An active contour is an ordered collection of n points 
in the image plane:  
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                                                 (1) 

The points in the contour iteratively approach the boundary of an object through 
the solution of an energy minimization problem. For each point in the neighborhood 

of iv , an energy term is computed:  

)()(int iextii vEvEE +=                                              (2) 

where )(int ivE  is an energy function dependent on the shape of the contour and 

)( iext vE is an energy function dependent on the image properties, such as the gradient 

and near point iv .  

The internal energy function used herein is defined as follows: 

)()()(int ibaliconi vbEvcEvE +=                                      (3) 

where )( icon vE  is the continuity energy that enforces the shape of the contour and 

)( ibal vE is a balloon force that causes the contour to grow or shrink, c and b provide 

the relative weighting of the energy terms.  
The external energy function attracts the deformable contour to interesting 

features, such as object boundaries, in an image. Image gradient and intensity are 
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obvious characteristics to look at. The external energy function used herein is defined 
as follows: 

)()()( igradiimgiext vgEvmEvE +=                                       (4) 

where )( iimg vE is an expression that attracts the contour to high or low intensity 

regions and )( igrad vE is an energy term that moves the contour towards edges. Again, 

the constants, m and g, are provided to adjust the relative weights of the terms.  

2.1.1   Two-Step Lip Active Contour  
We develop a lip shape extraction and lip motion tracking system, based on a novel 
two-step active contours model. Four energy terms are used to control motion of 
control points. The points in the contour iteratively approach the outer mouth edges 
through the solution of a two-step energy minimization problem. One of the 
advantages of the proposed method is that we do not need to locate the initial snake 
very close to lip edges. At the first step active contour locks onto stronger upper lip 
edges by using both high threshold Canny edge detector and balloon energy for 
contour deflation. Then using lower threshold image gradient as well as balloon 
energy for inflation, snake inflates and locks onto weaker lower lip edges. In this 
stage upper control points were fixed and only lower  points inflates to find lower lip 
edges. Fig. 2 and Fig. 3 show flowchart of proposed two- step algorithm and results. 

 

Fig. 2. Two-step active contour algorithm 

 

Fig. 3. Two-step lip tracking a) deflating initial snake and finding upper strong edges b) initial 
and final snake at the end of the first step c) fixing 14 upper control points and inflating 14 
lower points to find lower weak edges d) final lip contour 
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In image sequences two-steps active contour is applied in the first frame (which is 
supposed that mouth is not open) and then the final snake is used as an initial snake in 
the next frame. Fig. 4 shows some results of tracking in image sequences. 

 

Fig. 4. Lip tracking in image sequences using proposed algorithm 

2.2   Detecting FFPs in Eye and Eyebrow 

We used gray-level projection method to separate eye, eyebrow and possible hair 
regions. Using local Min-Max methods on the gray-level, proper thresholds are 
determined to separate eye, eyebrow and hair regions in the initially located rectangle.   

By using horizontal projection and selecting a proper threshold, eye and eyebrow 
regions in left and right upper faces can be separated. Also hair region is removed 
using vertical projection and gray level threshold for hair region. After determining 
eyes and eyebrows and using horizontal Sobel edge detection as well as horizontal 
and vertical scanning methods, 4 FFPs in eye corners and 3 FFPs in eyebrows are 
detected. Fig.5 shows vertical and horizontal gray-level projections, thresholds for 
hair region and eye-eyebrow separation and detected FFPs.  

 

Fig. 5. Vertical and horizontal gray-level projection  

3   Hybrid Tracking System 

We used our enhanced two-step version of active contours to track lower face FFPs 
and cross correlation-based tracking system for upper face FFPs in image sequences. 

Among the facial expressions, mouth has high flexibility and hard to track its shape 
and deformation. The use of active contours is appropriate especially when the feature 
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shape is hard to represent with a simple template. Nevertheless, the initial active 
contour must be located very close to the desired feature. This problem is removed 
using a novel two-step active contour algorithm. In the first frame, the initial active 
contour is located using an estimated mouth position and lock on the outer mouth 
edges using two-step active contours. This contour is used as initial contour in 
subsequent frames (Fig. 4).  

Because of openness of mouth in some static images, the proposed two-step active 
contour could not be applied and we used the traditional and one-step contours to 
detect mouth shape in static images. 

Active contours method has some problems to use in upper face features. Contours 
are very sensitive to shadows around eyes and eyebrows. 

We used a cross-correlation based tracking system for upper face features. Each 
upper face FFP is considered as the center of a 1111×  flow window that includes 
horizontal and vertical flows. Cross-correlation of  1111×  window in the first frame 
with a 2121×  search window at the next frame is calculated and the position by 
maximum cross-correlation value for two windows, were estimated as the position of 
the feature point for the next frame [8] [9].  

Fig.6 shows detecting and tracking of upper face FFPs for surprise and disgust 
expressions. 

 

Fig. 6. Tracking of upper face FFPs a) Surprise expression b) Disgust expression 

4   Feature Vector Extraction 

Extracted feature points are used to extract some geometric feature points to form a 
feature vector for upper and lower face features. 

The following features are extracted for lower face: 

- Openness of mouth: average vertical distance of points 15-22 and 18-22 (Fig. 1). 
- Width of mouth: horizontal distance of points 17 and 20. 
- Chin rise: vertical distance of point 22 from origin. 
- Lip corners distance: average vertical distance of points 17 and 20 from origin 
- Normalized quadratic curvature parameters for points 15, 16 and 17. 
- Normalized quadratic curvature parameters for points 17, 21 and 22. 

To calculate and normalize curvature parameters, origin is transferred to point 17 
that reduces curvature parameters from 3 to 2, also horizontal distance of points 17 
and 22, is normalized to one.  
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Calculated features form a 18 ×  feature vector which is used for classification of 
lower face action units.  

The following features are extracted for upper face: 

- Openness of eye: vertical distance of points 9-10 and 13-14. 
- Height of eyebrow 1: vertical distance of points 1 and 4 from origin. 
- Height of eyebrow 2: vertical distance of points 2 and 5 from origin. 
- Inner eyebrow distance: horizontal distance of points 1 and 4. 
- Nose wrinkle: vertical distance of points 7-24 and 11-25. 
- Normalized quadratic curvature parameters for points 1, 2 and 3. 
- Normalized quadratic curvature parameters for points 4, 5 and 6. 

To calculate and normalize curvature parameters, origin is transferred to point 2 
and 5 in left and right eyebrow that reduces curvature parameters from 3 to 2; also 
horizontal distance of points 1-3 and 4-6, is normalized to one.  

Points 24 and 25 are determined by a square with two vertices on points 7 and 11. 
These two points are used to track nose wrinkle which is a discriminant feature for 
disgust expression (Fig. 6). This feature can not be calculated in static images and our 
proposed system can not detect disgust expression in static images. As it has been 
shown in Fig.7, without recognizing wrinkled nose (AU9), disgust expression is very 
close to anger or sad expressions.  

 

Fig. 7. Comparing Disgust with Sad and Anger expressions 

Calculated features form a 19 ×  feature vector in image sequences and a 18×  
feature vector in static images which are used for classification of upper face action 
units.  

Mid-Point between inner eye corners is determined as origin.  
In the image sequences, calculated features (except curvature parameters) in the 

first and the last frames are normalized using the following equation: 

frameFirstframeFirstframeLastfatureNorm _/)__(_ −=                         (5) 

Last frame in image sequences which represents peak of facial expressions is used 
to extract curvature parameters. 

In the static images, distance of inner eye corners (distance of points 7 and 11 in 
Fig. 1) is used as a local reference to normalize extracted geometric features to 
remove the effect of subject-camera distance.  
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5   PNN Classifier 

Probabilistic Neural Networks (PNN) is a variant of the Radial Basis Function Neural 
Networks (RBFNN) and attempts have been carried out to make the learning process 
in this type of classification faster than normally required for the multi-layer feed 
forward neural networks.  

The construction of PNN involves an input layer, a hidden layer and an output 
layer with feed forward architecture. The input layer of this network is a set of R 
units, which accept the elements of an R-dimensional input feature vector. The input 
units are fully connected to the hidden layer with Q hidden units (RBF units). Q is the 
number of input/target training pairs. Each target vector has K elements. One of these 
elements is 1 and the rest are 0. Thus, each input vector is associated with one of K 
classes. 

When an input vector is presented in the input layer, the hidden layer computes 
distances from the input vector to the training input vectors, and produces a vector 
whose elements indicate how close the input is to a training input. The output layer 
sums these contributions for each class of inputs to produce its net output as a vector 
of probabilities. Finally, a compete transfer function on the output of the output layer 
picks up the maximum of these probabilities, and produces a 1 for that class and 0 for 
the other classes [9].   

6   Experimental Results 

The Cohn-Kanade database consists of expression sequences of subjects, starting 
from a neutral expression and ending with the peak of the facial expression. Subjects 
sat directly in front of the camera and performed a series of the facial expressions that 
included the six primary and also some single AUs. We used a subset of 180 image 
sequences containing six basic emotions for 30 subject emotions. Those AUs which 
are important to the communication of the emotion and were occurred at least 25 
times in our database are selected. This frequency criterion ensures sufficient data for 
training and testing. For each person there are on average of 12 frames for each 
expression (after eliminating alternate frames). Image sequences for the frontal views 
are digitized into 490640× pixel array with 8 bits grayscale [6].  

6.1   Recognition of Upper and Lower Face AUs in Image Sequences 

We used the sequence of 144 (80%) subjects as training sequences, and the sequence 
of the remaining 36 (20%) subjects as test sequences. This test is repeated five times, 
each time leaving different subjects out. The number of the input layer units in the 
lower face PNN classifier is equal to 8, the number of extracted features, the number 
of the hidden layer units equals to 9144 × , the number of training pairs and that of 
the output layers is 9, which corresponds to selected 9 lower face AUs.  

The number of the input layer units in the upper face PNN classifier is equal to 9, 
the number of the hidden layer units equals to 7144× , and that of the output layers is 
7, which corresponds to the selected 7 upper face AUs.  

Table 2 shows the recognition rate of lower and upper face AUs. 
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Table 2. Recognition results for lower and upper face AUs in image sequences 

Lower Face AUs Upper Face AUs 
AU12 31/35   %88.57    AU1 52/65           % 80 
AU15 27/29   %93.10    AU2 35/39        %89.74 
AU17 73/82   %89.02    AU4 77/91        % 84.61 
AU20 26/30   %86.67    AU5 30/32        %93.75 
AU23 24/29   %82.76    AU6 31/38        % 81.58 
AU24 23/32   %71.88    AU7 51/56        % 91.07 
AU25 52/59   %88.14    AU9 30/31         % 96.77 
AU26 6/10   %60.00     - - 
AU27 20/22   %90.91    - - 

Average 282/328   %85.98    Average 306/352      %86.93 
 

Comparing to some related works [10, 11], results are encouraging.   

6.2   Recognition of Six Basic Facial Emotions in Image Sequences 

After classifying facial expressions into AUs, we tried to classify them to basic 
emotions which  comprise happiness, sadness, fear, disgust, surprise, and anger. 

There is no unique AUs combination for these emotions. Based on manual FACS 
codes for Cohn-Kanade database, a rule-base is constructed to classify facial 
expressions based on analyzed lower and upper face AUs. Table 3 shows this rule-
bases and Table 4 shows classification results. 

Table 3. Rule-bases for basic emotions classification 

IF THEN 
(AU23=1 OR AU24 =1)  AND AU9=0 Anger 

AU9=1 Disgust 
(AU20=1 AND AU25 =1)  OR (AU20=1 

AND AU26 =1) 
Fear 

AU12=1 Happiness 
AU15=1 AND AU17 =1 Sadness 

AU27=1  OR  (AU5=1 AND AU26 =1) Surprise 

Table 4. Recognition rate of six basic emotions in image sequences 

Anger 27/30      90% 
Disgust 30/30     100% 

Fear 30/30     100% 
Happiness 30/30      100% 
Sadness 26/30    86.67% 
Surprise 30/30     100% 
Average 173/180   96.11 %  

Comparing to some related works [11, 12, 13], results are encouraging.   
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6.3   Recognition of Upper and Lower Face AUs in Static Images  

Our proposed system can not detect wrinkled nose (AU9) and disgust expression in 
static images.  

Last frame in image sequences which represents peak of facial expressions is used 
to train and test of static images recognition system. We left out input images for 
disgust expression. 

We used the images of 120 (80%) subjects as training sequences, and the 
remaining 30 (20%) subjects as test images. This test is repeated five times, each time 
leaving different subjects out. The number of the input layer units in the lower face 
PNN classifier is equal to 8, the number of extracted features, the number of the 
hidden layer units equals to 9120 × , the number of training pairs and that of the 
output layers is 9, which corresponds to selected 9 lower face AUs.  

The number of the input layer units in the upper face PNN classifier is equal to 8, 
the number of the hidden layer units equals to 6120× , and that of the output layers is 
6, which corresponds to the selected 6 upper face AUs.  

Table 5 shows the recognition rate of lower and upper face AUs. 
Comparing to some related works [14], results are resonable.   

Table 5. Recognition results for lower face AUs in static images 

Lower Face AUs Upper Face AUs 
AU12 31/35     %88.57    AU1 45/65        % 69.23 
AU15 26/29     %89.66 AU2 29/39        %74.36 
AU17 46/60     %76.67    AU4 43/64        % 67.19 
AU20 18/30     %60.00    AU5 26/32        %81.25 
AU23 18/26     %69.23    AU6 14/31        % 45.16 
AU24 18/30     %60.00    AU7 24/33        % 72.73 
AU25 42/55     %76.36    - - 
AU26 7/10      %70.00     - - 
AU27 22/22      %100    - - 

Average 228/297   %76.77   Average 181/264      %68.56 

6.4   Recognition of Five Basic Facial Emotions in Static Images 

Table 6 shows recognition results for five basic expressions (leaving out the disgust 
expression) using the same rule-base (Table3) and lower and upper face AUs in static 
images. 

Table 6. Recognition rate of five basic emotions in static images 

Anger 30/30      100% 
Fear   23/30      76.67% 

Happiness 30/30       100% 
Sadness   29/30      96.67% 
Surprise  29/30      96.67% 
Average 141/150     94 %   
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7   Conclusion 

In this paper we developed an automatic facial expressions analysis and classification 
systems with high success rate. Our image and video analysis includes automatic 
feature detection, tracking and the results are directly used for facial emotion 
classification based on AUs analysis and classification. An average recognition rate of 
96.11% was achieved for six basic emotions in facial image sequences. 

In the first frame, 25 Facial Feature Points (FFPs) were automatically detected, 
using active contours for lower face and gray level projection method for upper face. 
A hybrid tracking system was used to track these FFPs in subsequent frames. An 
enhanced version of active contour tracking system was used for lip tracking while a 
cross-correlation based tracking system was used to track FFPs around eyes and 
eyebrows. 

Some geometric features were extracted, based on the position of FFPs in the first 
and the last frames. This features formed a feature vector which was used for 
classification of input image sequences into 16 AUs, using PNN. A rule-based 
decision making system was applied to AUs to classify input images into six basic 
emotions.  

Proposed features and feature extraction method can also be applied to static 
images (except features for wrinkled nose) using a local reference to normalize these 
features in order  to remove the effect of  subject-camera distance. An average 
recognition rate of 94% was achieved for five basic emotions in static face images. 

While most of the facial expression recognition systems use manually located FFPs 
in the first frame, our proposed system used automatically detection and tracking of 
feature points. Proposed hybrid tracking system showed robust tracking results both 
in upper and lower face, which only needed the rough estimated position of eye, 
eyebrow and mouth. Our proposed new features improved AUs recognition rate as 
well as six basic emotions recognition rate. 
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Abstract. Texture analysis has been efficiently utilized in the area of
terrain classification. In this application, features have been obtained in
the 2D image domain. This paper suggests 3D co-occurrence texture fea-
tures by extending the concept of co-occurrence feature to the 3D world.
The suggested 3D features are described as a 3D co-occurrence matrix
by using a co-occurrence histogram of digital elevations at two contigu-
ous positions. The practical construction of the co-occurrence matrix
limits the number of levels of digital elevation. If the digital elevation
is quantized into a few levels over the whole DEM (Digital Elevation
Map), distinctive features cannot be obtained. To resolve this quanti-
zation problem, we employ the local quantization technique which can
preserve the variation of elevations with a small number of quantiza-
tion levels. Experiments are carried out using an ANN (Artificial Neural
Network) classifier, and it is shown that the classification accuracy is
significantly improved over the conventional classification methods with
2D features.

Keywords: texture, terrain classification, co-occurrence, 3D feature.

1 Introduction

Texture analysis has been widely used in computer vision applications, including
image segmentation, image compression, and automatic inspection. Recently, it
has also been employed in terrain classification using aerial and satellite im-
agery. This particular application is significantly important from the viewpoint
of resource management, environment preservation, and national defense.

Texture is a kind of spatial distribution of gray-level variations or regular
structural patterns in an image. [1,2] Major properties of texture include coarse-
ness, contrast, directionality, line-likeness, regularity and roughness. [1] Texture
features reflecting these properties have been suggested by using co-occurrence
[3], MRF(Markov Random Field) [4], Garbor filter [5], Fractal [6], etc. Among
these texture features, the co-occurrence feature was reported to be the most
effective for terrain classification. [7]

3D texture introduced by Dana [8] and Wang [9] considers the physical charac-
teristics of an object surface in the real world. The addition of 3D texture features
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can thus improve the accuracy of terrain classification. However, these early 3D
features do not directly reflect 3D texture from the physical appearance of the
surface. In this paper, we propose a new 3D co-occurrence feature, which directly
and systematically defines 3D texture from a DEM (Digital Elevation Map). In
computing the co-occurrence feature, implementation of a co-occurrence matrix
requires quantization of elevation with several levels. A quantization scheme such
as histogram equalization with several levels can preserve texture information in
2D image. In a DEM, however, the dynamic range of elevation change is so wide
that it is not possible to obtain texture information from the elevation quantized
in a general way. In the present paper, in order to preserve the texture infor-
mation of quantized elevation, we employ the local quantization scheme. Since
quantization is carried out locally, we can obtain the texture information with
only a few quantization levels.

2 3D Co-occurrence Feature

2.1 Generation of DEM

To generate the DEM, we perform area-based stereo matching with the Terrest
system [10], developed at the University of Massachusetts and Myongji Uni-
versity. The goal of stereo image matching in the Terrest system is to find a
disparity map Di(i, j) that maps the pixels in an epipolar resampled reference
image IR(i, j) into an epipolar resampled warped image IW (i, j) such that each
pixel pair sees the same spot on the object, i.e., IR(i, j) and IW (i + Di(i, j), j)
view the same spot on the surface. To find the accurate disparity map, we em-
ployed NCC (Normalized Cross-Correlation) [11] and a multi-resolution scheme
[12], referred to as hierarchical, or pyramid processing, in the Terrest system.

From the disparity map obtained via stereo matching, 3D coordinates are
calculated by 3D triangulation of corresponding points. To generate the DEM
as a 3D terrain model, we obtain the elevation for each ortho-rectified grid. The
elevation can be calculated by interpolating the neighboring 3D coordinates.

2.2 Computation of 3D Co-occurrence Feature

To extract 3D co-occurrence feature from DEM, we employ a similar procedure to
2D co-occurrence feature extraction suggested by Haralick [3]. The co-occurrence
feature is used to evaluate the spatial dependency in terms of a co-occurrence
matrix. The co-occurrence matrix is defined as a matrix, the elements of which
represent the number of occurrences that elevation level i deviates from elevation
level j by a prescribed distance and angle. In this paper, we use a unit distance
and four angles of θ = 0o, 45o, 90o, 135o and the co-occurrence matrix can be
specified as Pijθ .

Because the dimension of the co-occurrence matrix is the number of quantiza-
tion levels squared GxG, this calculation tends to be computationally expensive
if the quantization level G is high. Thus, realistic implementation of the co-
occurrence matrix requires a few levels of quantization, such as 8 levels in the
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common calculation of a 2D co-occurrence matrix. Unfortunately, a small num-
ber of quantization levels obviously removes most of texture information from
the quantized elevation data.

In this context, we employ a local quantization scheme which can preserve
texture information with a small number of quantization levels. This scheme
begins with the estimation of the plane from the elevation data in a local area.
If we quantize the deviation of each elevation from the fitted plane, we can
minimize the loss of texture information, as shown in Fig. 1.

Fig. 1. Local quantization of elevation data

The locally fitted plane equation is specified as z = ax + by + c. To estimate
the coefficients, a, b, and c, we employ a matrix equation (1), which is obtained by
substitution of n local elevation data, (x1, y1, z1), (x2, y2, z2), ... , (xn, yn, zn).

Ax = b (1)

where rows of matrix A are (xi, yi, 1) for i=1, ..., n, and x = (a, b, c)t, b =
(z1, z2, ..., zn)t.

The least squared error estimation of the coefficient vector x can be evaluated
by

x = (AtA)−1Atb. (2)

The quantized value for any elevation, zi, is the deviation of the elevation
from the fitted plane, given by

di = zi − (xi, yi, 1)x. (3)

The local elevation data used to find the fitted plane can be within a small
window in the DEM. Since this window is centered on the position where the
deviation is calculated, its window size does not significantly affect the resultant
3D co-occurrence features. In this paper, we use a 5x5 window in consideration
of the computational burden.
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The employed 3D co-occurrence features are ASM (Angular Second Moment),
CON (Contrast) and ENT (Entropy). ASM measures the homogeneity of the
elevation data, given by

fiθ =
G−1∑
i=0

G−1∑
j=0

P 2
ijθ (4)

Since the homogeneity of the elevation indicates the flatness, a high ASM, as
in the road surface, is obtained. CON represents contrast or partial variation of
the elevation data, given by

f2θ =
G−1∑
n=0

n2
∑

|i−j|=n

Pijθ (5)

Since CON is high in areas with high variation, a significantly high CON is
obtained in a foliage or bush area with many trees. ENT provides the measure
of the complexity and is computed by an entropy equation, given by

f3θ = −
G−1∑
i=0

G−1∑
j=0

Pijθ ln (Pijθ) (6)

ENT is high in areas with complex and random elevations.

3 ANN Classifier

In this paper, an ANN (Artificial Neural Network) classifier has been used for
the terrain classification. The employed neural network algorithm is based on
the MLPNN (Multi-Layered Perceptron Neural Network) type [13].

MLPNN generally consists of one input layer, one or more hidden layers, and
one output layer. Each layer is constructed with a number of neurons, as shown
in Fig. 2. Each neuron is connected with neurons from the previous layer with
appropriate weights. The weights are updated in weight space using the method
of gradient descent, so that the error between the output and the target can be
decreased. A weight update is also carried out by

Wji(new) = Wji(old) + ∆Wji, (7)

where Wji is a weight connecting the ith neuron to the jth neuron. The increment
of the weight is expressed as

∆Wji = αδiOj , (8)

δi = (ti −Oi)Oi(1−Oi), (9)

δi = Oi(1−Oi)
∑

k

δiWki. (10)
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Fig. 2. Structure of ANN classifier

Oi is the neuron output value at each layer, ti is the target value, and α is
learning gain. For the evaluation of δi, equation (9) is used at the output layer,
while equation (10) is used for all other layers.

The ANN-based classifier adopted in this paper has a Nx15x5xM structure,
as shown in Fig. 2. Note that N and M represent the number of texture features
and the number of classes, respectively.

4 Experimental Results

The experimental environment was set up so as to classify aerial image data into
4 classes: foliage, grass-covered ground, bare ground, and shadow. Four feature
sets are used for the experiments. Feature set A includes only 2D co-occurrence
features, and feature set B includes image intensity and 2D co-occurrence fea-
tures. Feature sets C and D are produced by the addition of 3D co-occurrence
features to feature sets A and B, respectively.

The ortho-image and DEM generated by aerial images are shown in Fig. 31
and Fig. 32, respectively. Fig. 41 shows the ground truth, where the white area
represents bare ground such as roads, the light gray area is for foliage, the dark
gray area is for grass-covered ground, and the black area represents shadows.
The first step of this experiment is to extract the training data for the classifier.
We randomly selected the training area, which is 1% of each class, shown in
small windows as in Fig. 42.

To calculate 3D co-occurrence features, first the 3D co-occurrence matrix should
be established. In constructing the 3D co-occurrence matrix, we carried out local
quantization with 8 quantization levels, which yields an 8x8 3D co-occurrence ma-
trix. Since we use three types of co-occurrence features - ASM, CON, ENT - for 4
angular directions, 12 3D co-occurrence features are calculated.

For the experiments, 2D co-occurrence features must to be calculated, sim-
ilarly. To construct an 8x8 2D co-occurrence matrix, an ortho-image with 8
gray levels is needed. Histogram equalization was carried out to obtain this
image. Three types of 2D co-occurrence features are calculated using the same
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1 Ortho-Image 2 DEM

Fig. 3. Ortho-image and DEM used in the terrain classification

1 ground truth 2 training data

Fig. 4. Ground truth of experimental terrain and its training data

procedure as delineated by equations (4), (5) and (6). Fig. 5 and Fig. 6 show
ASM, CON and ENT features with θ = 0o in gray scale for 3D co-occurrence and
2D co-occurrence, respectively. Since 3D co-occurrence features are evaluated in
terms of physical appearance, not just brightness of pixel, they are significantly
different from 2D co-occurrence features.

To carry out the classification experiments based on feature sets A, B, C and D,
we implemented four ANN-based classifiers. Since there are four terrain classes, the
classifier has an Mx15x5x4 structure. M represents the number of texture features,
and depends on the selection of the feature set. Table 1 presents the classification
results using 2D co-occurrence features with or without image intensity, where the
bold number indicates the number of correctly classified pixels for each class. In
this case, the addition of image pixel intensity significantly affects the classification
accuracy. With feature set A, which uses only 12 co-occurrence features, the error
rates are very high except for foliage classification.

Table 2 shows classification results using both 2D and 3D co-occurrence
features. In comparison with the results given in Table 1, the addition of 3D
co-occurrence features improves the classification accuracy. In particular, the
classification of road and foliage is significantly improved. This is due to the use
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1 3D ASM 2 3D CON 3 3D ENT

Fig. 5. 3D co-occurrence features

1 2D ASM 2 2D CON 3 2D ENT

Fig. 6. 2D co-occurrence features

Table 1. Classification result using 2D co-occurrence features (unit:1,000 pixels)

ground truth Feature Set A Feature Set B
Shadow grass foliage road shadow Grass foliage road

shadow(41.8) 0.258 0.778 2.768 3.799 26.193 0.707 9.187 6.602

grass(683.0) 0.319 1.569 0.787 1.284 0.149 567.594 219.001 34.121

foliage(1018.6) 27.687 661.416 1007.673 82.590 14.656 94.550 784.581 1.238

road (193.4) 13.553 19.243 7.343 105.730 0.805 20.155 5.735 151.422
total(1936.8) 41.817 683.006 1018.571 193.403 41.803 683.006 1018.504 193.383

correctly classified: 1115.23 (57.58%) correctly classified: 1529.79 (78.99%)

Table 2. Classification result with the addition of 3D co-occurrence features(unit:1,000
pixels)

ground truth Feature Set A Feature Set B
shadow grass foliage road shadow Grass foliage road

shadow(41.8) 9.826 1.905 20.204 1.528 20.936 0.522 3.968 0.156

grass(683.0) 0.109 492.786 100.706 13.638 0.009 513.964 69.458 26.371

foliage(1018.6) 31.881 147.978 884.771 3.791 20.872 139.353 939.035 3.710

road (193.4) 0.001 26.008 13.961 172.475 0.000 29.167 6.110 163.166
total(1936.8) 41.817 668.677 1019.642 191.432 41.817 683.006 1018.571 193.403

correctly classified: 1559.858 (80.54%) correctly classified: 1637.101 (84.52%)
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1 feature set B 2 feature set D

Fig. 7. Classification results

of the physical surface characteristics of the real world, thus indicating that the
suggested 3D co-occurrence features can be utilized very efficiently in terrain
classification applications.

Fig. 71 shows the classification result using pixel intensity and 2D co-occurrence
features (feature set B), and Fig. 72 shows the classification result using pixel
intensity, 2D co-occurrence features and 3D co-occurrence features (feature set
D). In comparison with the ground truth as in Fig. 4, we find that the addition of
3D co-occurrence features improves overall classification accuracy. In particular,
the classification between road and shadow is distinctively improved, due to the
addition of 3D co-occurrence features.

5 Conclusions

In this paper we have proposed the use of 3D co-occurrence features, which can
effectively reflect physical surface characteristics in the real world in a direct fash-
ion, for the purpose of terrain classification.Experimental results show that the ad-
dition of 3D co-occurrence features significantly improves classification accuracy.
However, since classified ground truth is relatively scarce, experiments were car-
ried on a single aerial image set. In this context, extensive experiments involving
various sites with classified ground truths, in conjunction with intensive analyses
of the effects of 3D co-occurrence features should be carried out in future work.
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Abstract. In this paper, a new feature representation technique called  
2-directional 2-dimensional direct linear discriminant analysis ((2D)2 DLDA) is 
proposed. In the case of face recognition, the small sample size problem and 
need for many coeffficients are often encountered. In order to solve these 
problems, the proposed method uses the direct LDA and two directional image 
scatter matrix. The ORL face database is used to evaluate the performance of 
the proposed method. The experimental results show that the proposed method 
obtains better recognition rate and requires lesser memory than the direct LDA.  

Keywords: Linear Discriminant Analysis, Direct LDA, Face Recognition. 

1   Introduction 

Nowadays, Face recognition has been an active research. Various methods have been 
proposed for Face recognition. Especially, the appearance-based methods have been 
successfully employed. Principal Component Analysis (PCA) and Linear Discrimina-
nt Analysis (LDA) are well known methods among them. The PCA seeks directions 
that have the largest variance associated with it. On the other hand, the LDA seeks 
directions that are efficient for discrimination between classes. 

In general, it is believed that LDA-based pattern classification methods outperform 
PCA-based ones. However, The traditional LDA has small sample size (SSS) 
problem. The SSS problem arises when the number of training samples is smaller 
than the dimensionality of the samples[1]. Also, it is difficult to directly apply the 
LDA to high dimensional matrix because of computational complexity. To solve the 
problem, Belhumeur et al. [2] proposed Fisherfaces method based on LDA. They 
proposed dimensionality reduction using PCA before LDA. But it has a potential 
problem. It is that PCA step may discard dimensions that contain important 
discriminative information. Chen et al. [3] proved that the null space of within-class 
scatter matrix contains the most discriminative information. In reality, PCA discards 
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the null space of the within-class scatter matrix. Therefore, in order to prevent the null 
space from discarding, Yu et al. [4] proposed direct LDA (DLDA) method. the 
DLDA directly processes data in the original high dimensional vectors. By 
simultaneous diagonaliza-tion, the DLDA is able to discard the null space of between-
class scatter matrix and to keep the null space of within-class scatter matrix, which 
contains very important discriminative information. J. Lu et al. [5] proposed kernel 
direct discriminant analy-sis (KDDA). While the KDDA provides better performance, 
it is computationally more than the DLDA 

The PCA based methods have been developed since the eigenfaces methods[6,7] 
was presented for face recognition. Recently, Yang et al. [8] proposed two 
dimensional PCA (2DPCA). While previous methods use 1D image vector, the 
2DPCA makes directly the scatter matrix from 2D image matrices. The 2DPCA deals 
with the small size scatter matrix than the traditional PCA-based methods and 
evaluates the scatter matrix accurately. For example, an image vector of 112×92 
forms 10304 dimensional vector and the size of the scatter matrix is 10304×10304. 
On the other hand, the covariance of the 2DPCA forms only 92×92 matrix. Also, the 
2DPCA is more suitable for small sample size problems because its scatter matrix is 
small. But it requires more coefficients for image representation than PCA. Therefore 
it needs more storage and more time for recognition. L. Wang et al. [9] showed that 
the 2DPCA is equivalent to a special case of the block-based PCA. Specially, the 
blocks are the row directional lines of the images. 

In this paper, we introduce a new low-dimensional feature representation method, 
(2D)2 DLDA. The proposed method makes the row directional and the column 
directional image scatter matrix by considering the row and column directional lines 
of the image respectively. The image scatter matrix reduces the chance of singularity 
caused by SSS problem. And then the DLDA algorithm is used for obtaining the 
feature matrix. It maximizes Fisher’s criterion. 

The remainder of this paper is organized as follows. In Section 2, the proposed 
(2D)2 DLDA algorithm is described. Experimental results and comparisons with the 
DLDA is presented in Section 3. Finally, conclusions are offered in Section 4. 

2   (2D)2 DLDA 

2.1   Row Directional 2D DLDA  

Let X  denotes a nm ×  image, and W  is an n-dimensional column vector. X  is 
projected onto W  by the following linear transformation 

 

XWY =  (1) 

 

Thus, we get an m-dimensional projected vector Y , called the feature vector of the 
image X . Suppose there are C  known pattern classes in the training set, and M  
denotes the size of the training set. The j th training image is denoted by a nm ×  

matrix 
jX  ( Mj ,,2,1= ) and the mean image of all training sample is denoted by 
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X  and ),,2,1( ciXi =  denoted the mean image of class 
iT  and 

iN  is the number of 

samples in class 
iT , the projected class is 

iP . After the projection of training image 

onto W , we get the projected feature vector 

MjWXY jj ,,2,1, ==  (2) 

LDA attempts to seek a set of optimal discriminating vectors to form a transform 
W  by maximizing the Fisher criterion denoted as 
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Where tr( ) denotes the trace of matrix, 
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Let us define the following matrix 
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The matrix 
bR  is called the row directional image between-class scatter matrix and 

wR is called the row directional image within-class scatter matrix. 

Alternatively, the criterion can be expressed by 

rw
T

r

rb
T

r
r WRW

WRW
WJ =)(  (7) 

Now, we try to find a matrix that simultaneously diagonalizes both 
bR and 

wR . 

,IAAR T
w = r

T
b AAR Λ=  (8) 

Where 
rΛ  is a diagonal matrix with diagonal elements sorted in decreasing order.  

 



 (2D)2 DLDA for Efficient Face Recognition 317 

 

First, we find eigenvectors 
rV  that diagonalizes 

bR  

rrb
T

r VRV Λ=  (9) 

 
Where IVV r

T
r = . 

rΛ  is a diagonal matrix sorted in decreasing order, i.e. each column 

of 
rV  is an eigenvector of 

bR , and 
rΛ  contains all the eigenvalues. 

Let 
rY  be the first l  columns ( nl ≤ ) of 

rV (a nn ×  matrix, n  being the column 

numbers of image). 

brb
T

r DYRV =  (10) 

 
Where 

bD  is the ll ×  principal sub-matrix of 
rΛ . 

Further let 2/1−= brr DYZ  to unitize 
bR , 

IZRZIDYRDY rb
T
rbrb

T
br ==−− )()( 2/12/1  (11) 

 
Next, we find eigenvectors 

rU  to diagonalize 
rw

T
r ZRZ . 

wrrw
T
r

T
r DUZRZU =  (12) 

 
Where IUU r

T
r = . 

wD  may contain zeros in its diagonal. 

To maximize )( rWJ , we can sort the diagonal elements of 
wD  and discard some 

high eigenvalues with the corresponding eigenvectors. 
Let the optimal projection matrix, 

rW  

TT
r

T
rwr ZUDW )( 2/1−=  (13) 

Also, 
rW  unitizes 

wR  [6,8].  

2.2   Column Directional 2D DLDA 

Let us define the following matrix 
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The matrix 
bC  is called the column directional image between-class scatter matrix 

and 
wC is called the column directional image within-class scatter matrix. 

Alternatively, the criterion can be expressed by 

cw
T

c
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c
c WCW

WCW
WJ =)(  (15) 
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Now, we try to find a matrix that simultaneously diagonalizes both 
bC and 

wC . 

,IBBC T
w = c

T
b BBC Λ=  (16) 

 
Where 

cΛ  is a diagonal matrix with diagonal elements sorted in decreasing order.  

First, we find eigenvectors 
cV  that diagonalizes 

bC  

ccb
T

c VCV Λ=  (17) 

 
Where IVV c

T
c = . 

cΛ  is a diagonal matrix sorted in decreasing order, i.e. each column 

of 
cV  is an eigenvector of 

bC , and 
cΛ  contains all the eigenvalues. 

Let 
cY  be the first k  columns ( mk ≤ ) of 

cV (a mm ×  matrix, m  being the row 

numbers of image). 

bcb
T

c DYCV
~=  (18) 

 
Where 

bD
~  is the kk ×  principal sub-matrix of 

cΛ . 

Further let 2/1~ −= bcc DYZ  to unitize 
bC , 
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Next, we find eigenvectors 

cU  to diagonalize 
cw

T
c ZCZ . 
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T
c = . 

wD
~  may contain zeros in its diagonal. 

To maximize )( cWJ , we can sort the diagonal elements of 
wD

~  and discard some 

high eigenvalues with the corresponding eigenvectors. 
Let the optimal projection matrix, 
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Also, 
cW  unitizes 

wC .  

2.3   (2D)2  DLDA 

As we discussed in Section 2.1 and 2.2, row directional 2D DLDA and column 
direction 2D DLDA produce optimal projection matrix 

rW  and 
cW , respectively. To 

project an nm ×  image X  onto 
rW  yields m  by l  matrix 

lnnmlm WXY ××× ⋅= . 

Similarly, to project an nm ×  image X  onto 
cW  yields a k  by n  matrix 

nm
T

kmnk XWY ××× ⋅= . 
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Suppose that we project the nm ×  image X  onto 
rW  and 

cW  simultaneously, we 

obtain a k  by l  matrix *X , 

.)(*
r

T
c WXXWX −=  (22) 

 
The distance measure to classify two matrices is the nearest neighbor, The distance  

between *
1X  and *

2X  is adopted by Frobenius norm. The Frobenius norm as follows 
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3   Experimental Results 

The proposed method is tested on the ORL face image database (http://www.cam-
orl.co.uk/facedatabase). The ORL database consists of 40 distinct persons. There are 
10 images per person. The images are taken at different times and contain various 
facial expressions (open/closed eyes, smiling/ not smiling) and facial details (glasses 
or no glasses). The size of image is 92×112 pixels with 256 gray levels. Fig. 1 depicts 
some sample images in the ORL database. Five sets of experiments are conducted. In 
all cases the five images per class are randomly chosen for training from each person 
and the other five images are used for testing. Thus the total number of training 
images and testing images are both 200. All of our tests are carried out on a PC with 
P4 1.5 GHz CPU and 512MB RAM memory. To simulate algorithm, matalb 6 
platform is used. 

 

Fig. 1. Some face samples of ORL face database 

Table 1 compares the average recognition rates and the dimension size obtained 
using the (2D)2 DLDA, the row directional 2D DLDA, the column directional 2D 
DLDA and the DLDA. 2D based methods have a merit that the recognition rate is 
high. Whereas they also have a weak point that the dimension size of feature matrix is 
larger than 1D based methods. However the proposed method has not only high 
recognition rate but also the small dimension size. In the 112×92 image matrix, the 
size of the row directional image scatter matrix and the size of the column directional 
image scatter matrix is 92×92 and 112×112, respectively.  
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Table 1. Comparison of average recognition rates of different methods 

Methods Average Recognition 
rate(%) Dimension 

DLDA  90.6 40 

Row directional 2D DLDA 94.1 112×7 

Column directional 2D DLDA 94.1 8×92 

(2D)2 DLDA 94.5 8×7 

In the (2D)2 DLDA, the row directional image scatter matrix and the column 
directional image scatter matrix is used, simultaneously. As a result, the feature 
matrix size is much smaller and the recognition rate is higher than the row directional 
2D DLDA or the column directional 2D DLDA. Table 1 shows that the average 
recognition rate of the (2D)2 DLDA is higher than other methods and the dimension 
size is small like DLDA. 

4   Conclusion 

In this paper, the (2D)2 DLDA algorithm is proposed. The method combines the 
merits of the image scatter matrix and the DLDA approaches. Since the size of the 
image scatter matrix is smaller than the conventional method, SSS problem can be 
avoided and eigenvectors can be efficiently computed. Furthermore it achieves the 
better performance by using the DLDA since the DLDA preserves the null space of 
within-class scatter matrix, which contains very important discriminative information. 
Also, to obtain the low dimensional feature matrix, we project image matrix onto the 
row directional and the column directional projection matrix, simultaneously. The 
experimental results show that the average recognition rate of the (2D)2 DLDA is 
higher than other methods and the dimension size is less than other 2D based 
methods. 
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Abstract. In this paper, we propose an automated system that registers dental 
CT scans at pre- and post-operative states for a three-dimensional analysis on 
soft and hard tissue changes after mandibular setback surgery. Our registration 
method matches automatically extracted skulls to obtain optimal registration 
parameters based on the rigid transformation. Chamfer distance map algorithm 
is employed to accelerate a registration speed by referring to pre-calculated 
distance value and eliminating burdens of point-to-point correspondence 
identification. Skull surface registration corrects the translational and rotational 
mismatch. During an adaptive optimization, search range and step are 
dynamically changed to achieve finer alignments fast and robustly. Our method 
has been successfully applied to eight pairs of pre- and post-operative CT scans. 
Experimental results show that our algorithm is more accurate, and converges 
faster than conventional ones. Using a grid measurement, the changes of bone, 
and soft tissue were measured in skeletal Class III mandibular prognathism 
patients. Our method could be applicable to the other oral and maxillofacial 
surgeries as well as plastic surgeries. 

1   Introduction 

Recently, with advancements in orthognathic surgical techniques, surgery cases have 
increased, including those performed to correct the underlying skeleton in Class III 
patients. Class III mandibular prognathism is one of dentofacial deformity, which the 
mandible is in the anterior position to maxilla compared to the normal relationship. 
The consequent facial appearance is of great importance, even when the patient's chief 
purpose in treatment is not concerned with cosmetics. A more accurate prediction of 
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the surgical result comprises an essential part of the diagnosis and treatment planning 
of orthognathic surgery. 

Hershey and Smith [1] have shown that soft tissue changes could be predicted from 
the skeletal changes, according to the interplay of the cephalometric landmarks of the 
hard and soft tissue profiles. The evaluation and prediction of surgical treatment was 
usually performed by superimposition of cephalometric tracings. One of the most 
popular superimposition methods is the best fit of the cranial base anatomy. The 
cranial base is considered a satisfactory reference for cephalometric superimposition, 
since it grows rapidly in early postnatal life [2-3]. The use of reference line has been 
reported to be relatively stable. SN line, which is drawn by the intersection of S(sella) 
and Na(nasion) points, is frequently used as a reference line [4-5]. Steiner [5] used SN 
with registration point at S to evaluate sagittal changes in mandibular positions and at 
Na to evaluate the position of the maxilla. However, all of these methods were limited 
to two-dimensional assessments. 

After surgery, the facial soft tissue was actually altered on all three dimensions, 
which caused a significant difference between the prediction and the surgical result 
[6]. McCance et al. [7] tried to analyze the soft tissue changes after surgery in three 
dimensions using a laser scan. Moss et al. [8] suggested that the laser scan could be an 
effective tool to evaluate the three dimensional changes after orthodontic treatment. 
However, the laser scan could not reveal the relations between the soft tissue and the 
underlying hard tissue. McCance et al. [9] investigated the soft tissue changes after 
orthognathic surgery using a CT scan. He concluded that the radial measurement from 
the center of rotation of the head could not be directly comparable to the linear 
measurements on a 2D lateral cephalometric radiograph.  

Koch et al. [10] developed a surgical planning and prediction system of human 
facial shape after maxillofacial surgery. After initial preprocessing, reconstruction, 
and registration, a finite element model of the facial surface and soft tissue is provided 
which is based on triangular finite elements. The resulting shape is generated from 
minimizing the global energy of the surface under the presence of external forces. 
Roth et al. [11] improved a finite element approach for volumetric soft tissue 
modeling in the context of facial surgery simulation. They propose an extension of 
linear elasticity towards incompressibility and nonlinear material behavior, in order to 
describe the complex properties of human soft tissue more accurately. 

The existing research on the analysis of soft tissue changes after surgery in 
medicine suggests that this topic has great importance to surgical planning and 
treatment. Previous studies were limited to the 2D cephalometric device and other 
technical limitations. However, current approaches of the 3D analysis of soft tissue 
changes in clinical medicine still need more progress in computational accuracy and 
efficiency. In this study, we proposed a new approach of registering inter-patient CT 
scans using surface registration technique. Using a chamfer distance map, a 
registration speed is accelerated by referring to pre-calculated distance value without 
point-to-point correspondence identification. Our adaptive optimization approach 
dramatically reduces the registration time and improves the registration accuracy. We 
could validate this method to investigate the 3D changes of bone and soft tissue after 
mandibular setback surgery. 

The organization of the paper is as follows. In Section 2, we introduce mandibular 
setback surgery. In section 3, we discuss how to segment the skull. We propose a 
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surface registration method based on a chamfer distance map with adaptive 
optimization. In Section 4, a grid measurement is explained for detecting the changes 
of bone, and soft tissue. In Section 5, experimental results show that our method 
accurately and rapidly aligned the skull and the changes of bone, and soft tissue were 
measured. This paper is concluded with brief discussion of the results in Section 6. 

2   Mandibular Setback Surgery 

Orthognathic surgery involves the surgical manipulation of the elements of the facial 
skeleton to restore the proper anatomic and functional relationship in patients with 
dentofacial skeletal anomalies. Orthognathic surgery can be used to manage a broad 
spectrum of maxillofacial abnormalities [12]. Excess facial convexity, flatness, or 
concavity is felt to be less than ideal in Fig. 1. 

    
(a) (b) (c) 

Fig. 1. Profile analysis to classify a patient as (a) class III (b) class I (c) class II 

Many orthodontic patients in class III have been reported to be severe enough to 
benefit from mandibular setback surgery [13]. Mandibular setback surgery can 
improve the occlusion, masticatory function, and aesthetics by changing the position 
of the mandible in Fig. 2. Various osteotomies are used to correct mandibular 
deformities, and the choice depends on the particular deformity. The sagittal split 
ramal osteotomy is the primary choice for correcting mandibular prognathism. 

  
(a) (b) 

Fig. 2. The procedure of mandibular setback surgery (a) Before surgery (b) After surgery 
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3   Automatic Skull Segmentation and Registration 

Fig. 3 shows the pipeline of our method for skull segmentation and registration in pre- 
and post-operative CT scans. Since our method is applied to mandibular setback 
surgery, we can assume that the shape of upper skull in each CT scan is unchanged. 
Based on this assumption, we found that rigid transformation of upper skull surface 
would be adequate for the registration of pre- and post-operative CT scans. 

 

Fig. 3. The pipeline of proposed method  

3.1   Automatic Skull Segmentation 

In this section, we describe an automatic segmentation method for identifying skulls. 
Our method consists of two steps: 1) the thresholding step to identify the region of 
skull, 2) the extraction step to delineate the skull edge (Fig. 4). In the thresholding 
step, skulls are separated from the surrounding anatomy by identifying pixels of skull 
based on the bone density value, which is larger than 150 HU(Housefield Unit). For 
each pixel, the pixel intensity is compared with the lower and upper thresholds. If the 
pixel value is inside the threshold range, the output pixel is assigned 255. Otherwise 
the output pixels are assigned 0. In the extraction step, image analysis to determine 
skull contours was performed by calculating the magnitude of the image gradient, 
which is computed using a simple finite difference approach. The image is convolved 
with masks of (-1, 0, 1) in x, y dimension, then adding the sum of their squares and 
computing the square root of the sum. 

   
(a) (b) (c) 

Fig. 4. The process of skull segmentation (a) original image (b) threshold image (c) edge image 
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3.2   Chamfer Distance Map Generation 

Chamfer distance transform [14] reduces the generation time of the distance map by 
an approximated distance transform compared to a Euclidean distance transform. 
Chamfer distance transform can be generated by performing a sequence of local 
operations while scanning image twice. Although our distance map is generated in 3D 
coordinate, we explain chamfer distance transform in 2D coordinate for an 
illustration. In forward scan, we compute f1(p) for all p∈ image in a single standard 
scan of image. For each p, f1 has already been computed for all of the qs in B(p). If p 
has coordinates (x, y), B(p) contains (x, y+1), (x-1, y), (x-1,y+1) and (x+1, y+1).  
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In backward scan, we compute f2(p) for all p∈ image in a single reverse standard 
(right-to-left, bottom-to-top) scan of image. A(p) contains the remaining neighbors of 
p, which are not contained in B(p).  
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The computation of distance is performed by the two-step distance transformation of 
forward and backward masks, which implements above algorithm efficiently in Fig. 
5(a). We implement chess-board distance transform. Fig. 5(b) shows the result of the 
chamfer distance map in which darker pixel has larger distance from the boundary. 

  
(a) (b) 

Fig. 5. Distance map (a) forward and backward masks (b) the result of chamfer distance map 

3.3   Surface Registration Using Adaptive Optimization 

The distance measure in Eq. (3) is employed to determine the degree of resemblance 
of skull surfaces of pre- and post-operative volume. The average surface distance 
between two surfaces(ASD) reaches the minimum when skull boundary points of pre- 
and post-operative volumes are accurately matched. 
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where )(pDistanceMa pre P  is the distance value of P in the 3D distance map of 

pre-operative volume. )(PTrasform  is the rigid transformation of the point P in 

post-operative volume. )(iPpost  is ith boundary point of post-operative volume. 

postN  is the total number of surface points in post-operative volume. 

Powell’s direction set method in multidimensions is then used to minimize ASD 
using Brent’s one-dimensional optimization algorithm [15]. We propose the adaptive 
optimization technique to change the search space and step dynamically to improve 
computational efficiency and robustness of Powell’s direction set method. In Fig. 6, 
the procedure of our adaptive optimization technique is described as pseudo code. 
Due to rigid transformation, search parameters are limited to translational, and 
rotational values.  At the first iteration, the search range is wide and the search step is 
coarse. At the next iteration, the search range becomes narrower and the search step 
becomes finer as the factor of Attenuation. With this approach, the search space can 
be extended for robust optimization without sacrificing computational efficiency. 

 

Fig. 6. Pseudo code of adaptive optimization 

4   Grid Generation for Tissue Change Measurement 

To analyze surgical changes, the grid, defined by the cephalometric landmarks, was 
formed parallel to the coronal plane. When a ray is orthogonally projected to the 
coronal plane, the intersection points of soft and hard tissue was assumed to represent 
the corresponding soft and hard tissue points of each patient. The grid definition is as 
follows; the upper border of the grid was FH plane, lower border was Me, left border 
was left Po, and right border was right Po. All the cephalometric landmarks to define 
the grid were summarized in Table 1. The grid was also created perpendicular to FH 
plane, in front of the surface model of the soft tissue part in Fig. 7. Then, the length 
from Me to FH plane was divided into 10 equal parts. Finally 11 horizontal lines were 
generated including the upper and lower border lines. The length from left Po to the 
mid-sagittal plane and the length from right Po to the mid-sagittal plane were 
compared. The shorter length was chosen and evenly divided into 5 parts. Mirroring 
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those points on the basis of the mid-sagittal plane, new corresponding points were 
generated. Similarly 11 vertical lines were also created. A total of 121 points for 
measuring the surgical changes were defined by the intersection of these lines. 

Table 1. Landmarks used for the grid definition 

Landmark Definition 

Polt The highest point on the upper margin of the left external auditory meatus 
Port The highest point on the upper margin of the right external auditory meatus 
Me The most inferior point on the symphysis of the mandible in the medial plane 
Orlt The lowest point on the lower margin of left orbit 
Orrt The lowest point on the lower margin of right orbit 

FH plane The plane defined by Polt, Port, Orlt, Orrt 

FH plane

Mid-sagittal  plane

1    2    3…..

…119  120  121

83rd 
point

  
(a) (b) 

Fig. 7. Measurement using grid (a) grid generation (b) point projection 

All points were projected onto the coronal plane through the skull and soft tissue. 
The coordinates of all the intersected points on the skull and the soft tissue from the 
projected ray were calculated. If there was no crossing with the skull or soft tissue, the 
point was regarded as missing. X axis was defined in the left-right direction, y axis in 
the antero-posterior direction, and z axis in the caudal-cephalic direction. The y axis 
value was analyzed for the antero-posterior changes after surgery. 

5   Experimental Results 

All our implementation and test were performed on an Intel Pentium IV PC 
containing 3.4 GHz and 2.0 GB of main memory. Our method has been applied to 
eight clinical datasets with mandibular prognathism, as described in Table 2. 

Table 2. Image conditions of experimental datasets 

Subject # Volume size Pixel size
(mm)

Slice 
spac-
ing 

(mm)

Subject # Volume size Pixel size 
(mm)

Slice 
spac-
ing 

(mm)
Pre-operative 512x512x256 0.42x0.42 1.0 Pre-operative 512x512x241 0.48x0.48 1.0 1
Post-operative 512x512x375 0.39x0.39 0.6 

5
Post-operative 512x512x197 0.39x0.39 1.3 

Pre-operative 512x512x237 0.47x0.47 1.0 Pre-operative 512x512x282 0.49x0.49 1.0 2
Post-operative 512x512x245 0.44x0.44 1.0 

6
Post-operative 512x512x273 0.45x0.45 1.0 
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Table 2. (continued) 

Pre-operative 512x512x272 0.46x0.46 1.0 Pre-operative 512x512x281 0.46x0.46 1.0 3
Post-operative 512x512x253 0.45x0.45 1.0 

7
Post-operative 512x512x277 0.46x0.46 1.0 

Pre-operative 512x512x264 0.42x0.42 1.0 Pre-operative 512x512x157 0.45x0.45 1.6 4
Post-operative 512x512x237 0.41x0.41 1.0 

8
Post-operative 512x512x240 0.46x0.46 1.0 

 

Fig. 8(a), (b) shows 3D volume rendering of the patient with mandibular 
prognathism before and after mandibular setback surgery. We can recognize that the 
protrusion of the lower jaw in Fig. 8(a) is relaxed by changing the position of the 
mandible, which improves the occlusion, masticatory function, and aesthetics. Fig. 
8(c), (d) shows the effectiveness of our surface registration. The transitional and 
rotational difference between pre- and post-operative volume shown in Fig. 8(c) is 
much reduced by our method as shown in Fig. 8(d). 

  
(a) (b) (c) (d) 

Fig. 8. The results of registration (a) pre-operative volume (b) post-operative volume (c) before 
registration (d) after registration 

Fig. 9 shows the registration results of our method in comparison with the 
conventional method using no additional technique. The average ASD of the 
conventional method and our method for eight patients is 2.67, 2.10(voxel), 
respectively while the average of ASD before registration is 6.93. With our adaptive 
optimization approach, the registration accuracy is much improved. 

 

Fig. 9. Comparison of the registration accuracy using ASD 

Fig. 10 shows the registration time of our method in comparison with the 
conventional method. The average registration time of the conventional method, and 
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our method for eight patients is 14, and 9(sec), respectively. Our adaptive 
optimization approach reduces the registration time much. The average of total 
processing time of our method for eight cases is summarized in Table 3. For eight 
subjects, it takes less than 1 minute. 

 

Fig. 10. Comparison of the surface registration time 

Table 3. Average of total processing time for 8 cases (sec) 

Distance map generation Registration  Total processing 
28 9 37 

The changes of bone and soft tissue were measured in Table 4. The manual method 
is registered by the orthodontist using the cephalometric landmarks based on the 
anatomical knowledge of anthropometry. To compare the performance of our method, 
the absolute error of anterior-posterior (y coordinate) of corresponding points of the 
grid between pre- and post-operative was analyzed by using the standard paired t-test 
and its nonparametric counterpart the Wilcoxon signed-rank test. Nonparametric tests 
are more robust for small samples (in this case n = 8) and do not rely on assumptions 
of normality for the underlying distributions. The statistical test shows that there is 
significant difference between two methods (p < 0.05). 

Table 4. Comparison of manual registration and our automatic registration method using the 
difference of anterior-posterior (y coordinate) of corresponding points of the grid 

 Manual registration Our method 
 Bony 

movement 
(Mean ± S.D.) 

Soft tissue 
movement 

(Mean ± S.D.) 

Bony 
movement 

(Mean ± S.D.) 

Soft tissue 
movement 

(Mean ± S.D.) 
Absolute error 4.05 ± 4.03 5.87 ± 6.14 2.95 ± 5.03 3.46 ± 2.29 

6   Conclusion 

We have developed a new automated system that registers pre- and post-operative 
dental CT scans for a three-dimensional analysis on soft and hard tissue changes after 
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mandibular setback surgery. Our method matches automatically extracted skull to 
obtain optimal registration parameters. Using chamfer distance map, a registration speed 
is accelerated by referring to pre-calculated distance value. Our adaptive optimization 
approach reduces the registration time and improves the registration accuracy. Eight 
pairs of pre- and post-operative CT scans have been used for the performance 
evaluation. Experimental results show that our algorithm is more accurate, and 
converges faster than conventional ones. All our registration process is finished within 1 
minute. Using a grid measurement, the changes of bone, and soft tissue were measured 
in skeletal Class III mandibular prognathism patients. Our method could be applicable 
to other oral and maxillofacial surgeries as well as plastic surgeries. 
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Abstract. For the non-invasive imaging of moving organs, in this pa-
per, we develop statistically accurate methods for the computation of
optical flow. We formalise the linear flow field detection as a model-
fitting problem which is solved by the least squares method. Then, we
show random-ssampling-and-voting method for the computation of op-
tical flow as model-fitting problem. We show some numerical examples
which shows the performance of our method.

1 Introduction

Optical flow is a non-invasive and non-interactive technique for the detection of
motion of an object. Therefore, for medical study and diagnosis of moving or-
gans in human body, optical flow of tomographic images provides a fundamental
tool [1]. The non-invasive imaging of moving organs is achieved by NMR, X-
ray, and ultrasonic. Usually the signal-to-noise ratio of non-invasive imaging is
low. Therefore, we are required to develop statistically accurate methods for the
computation of optical flow for tomographic images.

In this paper, we deal with the random sampling and voting process for linear
flow detection. The method is an extension of the randomised Hough transform
which was first introduced in [5] for planar image analysis. Later they applied
the method to planar motion analysis [3] and shape reconstruction from flow
field detection [4]. These results indicates that the inference of parameters by
voting solves the least-squares problem in machine vision without assuming the
predetermination of point correspondences between image frames. We show that
the randomised sampling and voting process detects optical flow.

The slope selection problem in computational geometry [7] finds a pair of sam-
ple points on a plane which defines a line to approximate a distribution of sample
points. Theil-Sin estimator selects a pair of points which yield the medians of
two parameters of lines [6]. The selection process of pairs of points from samples
which derive a line has the same mathematical structure with the randomised
Hough transform [6,3,4,5]. This process is valid if the number of sample points
is sufficiently large. Combining the ideas of Theil-Sen estimator and the the-
ory of generalised inverse of matrix, we propose a method to estimate robustly
the solution of the least mean squares problem for optical flow detection. The
classical Hough transform estimates the parameters of models. In the classical
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Hough transformation, the accumulator space is prepared for the accumulation
of the voting for the detection of peaks which correspond to the parameters of
models to be detected. In this paper, we investigate for the data mining in the
accumulator space for the voting method, which is a generalisation of the Hough
transform, since the peak detection in the Hough transform could be considered
as the data discovery in the accumulator space.

2 Geometry for Linear Optimization and Estimation

Many problems in computer vision are expressed as the minimization of the
criterion

J(u) = |Au− d|2 (1)

for an n×m matrix A and an n-dimensional vector b. This minimization problem
is also described in the form

K(v) = |Fv|2, F = (A,−d) , v =
(

u
1

)
, F =

⎛⎜⎜⎜⎝
f	

1

f	
2
...

f	
n

⎞⎟⎟⎟⎠ (2)

since
Au− d = 0 ⇔ Fv = 0, (3)

For the first expression in eq. (1), the LMS solution is given as u = A†c, where
A† is the Moore-Penrose inverse of matrix A . For n×m matrix A, if the rank
of A is m, A† = (A	A)−1A	.

Equation (3) means that v ∈ N(F ) for v = (u	, 1) is the solution of the
minimization problem. Since the elements of matrix F are usually depending
only data, we are required to design a robust method to solve this linear system
of equations.

Since
N(F ) = R(F	)⊥ = R(FF	)⊥, (4)

the solution is the eigenvector associated with the minimum eigenvalue of a
(m + 1) × (m + 1) matrix M = FF	. If the rank of F is m, the minimum
eigenvalue is zero. Therefore, the solution which minimizes the criterion K(v)
lies in the null space of matrix F .

Assume that our problem is to estimate a m dimensional-vector u from a
system of equations, f	

α v = 0. Each equation of this system of equations is con-
sidered to be a constraint in a minimization problem of a model-fitting process.
Since each constraint determines a hyperplane in the m-dimensional Euclidean
space, the common point of a pair of equations,

{uS} =
⋂

α∈S

{u|f	
α v = 0, v = (u	, 1)	}, (5)
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for S is a subset of 1 ≤ s ≤ n such that |S| = m, where |A| is the number of
the elements of set A, an estimator of the solution which satisfies a collection of

constraints. Since we have n constrains, we can have
(

n
m

)
, estimators as the

common points of the collection of linear constraints.

3 Range Flow Detection

3.1 Range Images

We define the geometry for the detection of range images. Setting (x, y, z)	 to
be the world cordinate in a work space, we assume that our range data of object
measured as the depth −z at the point (x, y, 0)	 on the plane z = 0. Therefore,
the depth of object from imaging plane z = 0 is expresed as

− z = f(x, y). (6)

Setting
g(x, y, z) = f(x, y) + z, (7)

the level g(x, y, z) = 0 expresses the range data in the z direction. Therefore, a
spatial image g(x, y, z) = f(x, y) + z defines a range image.

3.2 Optical Flow of Spatial Images

In three-dimensional Euclidan space R3, the total derivative of the temporal
function g(x, y, z, t) with respect to time argument t is

d

dt
g = gxẋ + gy ẏ + gz ż + gt. (8)

Assuming d
dtg = 0, (u, v, w)	 = (ẋ, ẏ, ż)	 is optical flow which expresses the

motion of each point. For a sequence of temporal range-images, optical flow is
the solution of

fxẋ + fy ẏ + ż + ft = 0, (9)

if g(x, y, z, t) = f(x, y, t) + z.
Assuming that flow vector u = (u, v, w)	 is constant in an area Ω, whose

centre is at x = (x, y), optical flow for time t = τ at point x = (x, y, z)	, is the
solution of a system of equations

aαu + bαv + cαw + dα = 0, α = 1, 2, · · · , n, n ≥ 2 (10)

where

aα = gx(x, y, z, t)|x=xα,y=yα,z=zα,t=τ ,

bα = gy(x, y, z, t)|x=xα,y=yα,z=zα,t=τ ,

cα = gz(x, y, z, t)|x=xα,y=yα,z=zα,t=τ ,

dα = gt(x, y, z, t)|x=xα,y=yα,z=zα,t=τ ,

and xα = (xα, yα, zα)	 is a point in the windowed area Ω.
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3.3 Flow Computation by Random Sampling

Next, we propose a simple and effective method for solving the system of linear
equations defined by eqs. (10) and (11). Our problem is to estimate a three-
dimensional vector u = (u, v, w)	 from a linear equation Au + d = 0 for

A =

⎛⎜⎜⎜⎝
a1, b1, c1

a2, b2, c2

...
...

...
an, bn, cn

⎞⎟⎟⎟⎠ , u =

⎛⎝ u
v
w

⎞⎠ , d =

⎛⎜⎜⎜⎝
d1

d2

...
dn

⎞⎟⎟⎟⎠ , (11)

when the rank of matrix A is three. Each equation aαu + bβv + cαw + dα = 0 is
considered to be a constraint. Since each constraint determines a plane on the
u-v-w space, the common point of a triplet of equations,

{uijk = (uijk, vijk , wijk)	} = {(u, v, w)	|aiu + biv + ciw + di = 0}
∩{(u, v, w)	|aju + bjv + cjw + dj = 0}
∩{(u, v, w)	|aku + bkv + ckw + dk = 0} (12)

for i �= j �= k �= i, is an estimator of the solution which satisfies a collection of
constraints.

From a triplet of system of equations, aαu+bαv+cαw+dα = 0, for α ∈ {i, j, k},
we compute vector a = (A, B, C, D)	, where

A =

∣∣∣∣∣∣
bi ci di

bj cj dj

bk ck dk

∣∣∣∣∣∣ B = −

∣∣∣∣∣∣
ai ci di

aj cj dj

ak ck dk

∣∣∣∣∣∣
C =

∣∣∣∣∣∣
ai bi di

aj bj dj

ak bk dk

∣∣∣∣∣∣ D = −

∣∣∣∣∣∣
ai bi ci

aj bj cj

ak bk ck

∣∣∣∣∣∣ .
If and only if D �= 0, we obtain u = ( A

D , B
D , C

D )	.
For matrix D, such that,

D =

⎛⎝ ai bi ci

aj bj cj

ak bk ck

⎞⎠ , (13)

the matrix D	D is an approximation of the structure tensor

SΩ =
∫ ∫ ∫

Ω

Sdxdydz, S =

⎛⎝ g2
x gxgy gxgz

gxgy g2
y gygz

gxgz gygz g2
z

⎞⎠ , (14)

since for Sα = S|x=(xα,yα,zα)� , we have the relation

D	D =
∑

α=i,j,k

Sα, xα ∈ Ω, (15)

A	A =
∑

∀xα∈Ω

Sα. (16)
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Fig. 1. Dimension Propeerty of Flow: Structure tensor defines local dimensionality of
images

The rank of the structure tensor describes the the local structure of motion of
object in an image. Equations (14) and (15) imply that the rank of matrix D is
equivalent to the rank of sampled value of the structure tensor of spatial gradient.

If and only if D = 0, gα = (aα, bα, cα)	 at three deferent points xi, xj , and
xk are independent. If and only if ranks of matrix D are 1 and 2, D is zero. If
and only if rank of D is one, the spatial gradients at three points are parallel in
region Ω. The is the three-dimensional analogous of the configuration of spatial
gradients which causes the aperture problem for the planar problem.

If and only if rank D is two, the spatial gradient of a point lies on a plane
spanned by spatial gradients of the other two points. This configuration means
that the directional gradient in a direction is zero for all the points. For exam-
ple, if the surface measured as range data and the iso-surface of a distribution
is cylindrically symmetry for an axis, the rank of matrix D is two. For this
configuration, the spatial gradients lie on a plane spanned by the eigenvectors
h1 and h2 of D	D corresponding to the non-zero eigenvalues. Therefore, there
in no motion in the direction of eigenvector h3 of D	D corresponding to the
zero eigenvalue. On the slice perpendicular to h3, we can detect optical flow.
These considerations clarify that our method automatically omits the aperture
problem for spatial optical flow detection. Figure 1 shows local dimensionality
of an image characterized by structure tensor.

Since we have n constraints and (
n
3 ) = n!

3!(n−3)! , we can have O(n3) estimators

as the common points of pairs of lines. Because of noise and computational errors,
the solutions distribute in (u, v, w)	 plane. We vote the solutions to (u, v, w)	

and accumulate them for estimating the stable solution. Therefore, the estima-
tion of solutions from pairs of equations is mathematically the same procedure as
the Hough transform for the detection of lines on a plane from a collection of sam-
ple points. Therefore, to speed up the computation time, we can adopt a random
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sampling process for the selection of pairs of constraints. This procedure derives
the same process with the randomised Hough transform such as

1. Randomly select a triplet of equations from the system of equations Fv = 0.
2. Solve this system of linear equations, if a triplet of equations are independent,

otherwise go back to step 1.
3. Vote this solution to (u, v, w) plane.
4. After an appropriate number of iterations from step 1 to step 3, detect peaks

in (u, v, w) space.
5. Apply statistical analysis to the peaks for the detection of the accurate

solution.

Since a triplet of points in a space determines a plane, for the estimation of
a plane from scatted data with many outliers, Theil-Sen estimator computes
the medians of two parameters computed triplet of sample points. Theil-Sen
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Fig. 2. A sequence of synthetic range images (a) and (c), and computed flow images
(b) and (d)
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Fig. 4. Flow of synthetic beating heart

estimator computes the medians of parameters which are computed from triplets
of sample points from samples [6]. Estimation of the solution of linear system
of equation using the common points of a collection of linear constraints has
the same mathematical structure with Theil-Sen estimator. Therefore, for our
problem setting uijk = (uijk, vijk, wijk)	, we adopt

medianuijk = (medianuijk, medianvijk , medianwijk)	 (17)

as the solution from
(

n
3

)
solutions which are yield from collections of linear

constraints. When n ' 3, post-processing defined in eq. (17) becomes effective.
We call this method the Matrix-Inversion Method.
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Fig. 5. The result of Matric-Inversion Method for the practical data sequence ”leaf”
by H.Spies and J.Barron
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4 Numerical Examples

For the detection of three-dimensional flow from sequences of range images, we
evaluated the performance for the synthetic data. Our synthetic data is a moving
ellipse f(x, y, z, t) = 1 such that

f(x, y, z, t) =
x2

(a + α cosωt)2
+

y2

b + β cos(ωt + 2
3π))2

+
z2

c + γ cos(ωt− 2
3π))2

for a = 70, b = 60, c = 50, α = 10, β = 15, γ = 5, ω = 2π/30. In Figure 2, we
show the image sequence for t = 0, 5.

We have evaluated our two methods. The first one directly computes the inverse
of the 3 × 3 matrix with the Cramer method. Furthermore, the second method
searches the vector in the null space using the singular value decomposition.

Figure 3 (a) shows graphs of the error-distribution of the two methods against
the sizes of the windows. The errors of both methods degrease according to the
sizes of the windows, since in a large window-area there exist many out-layers,
both methods select accurate solution from many out-layers.

In Figure 3 (b), we show the distribution of the angles between the theoretical
and computed ones for pixels. The average and variance of the angles are 17.2
[dig] and 12.6 [dig], respectively. Figure 3 (a) illustrates that the direct-matrix-
inversion method is stable for the numerical computation. Figure 4 shows optical
flow of the synthetic beating heart.

In Figure 5, we apply our method for the practical data sequence ”leaf” by
H.Spies and J.Barron. In Figure 5, (a) and (b) are the image and the range image
of the same object. And (c) is the detected range flow. The result is compatible
to the Horn-Schunck method for the range optical flow detection by Spies, Jahne,
and Barron [2].

5 Conclusions

In this paper, we showed that the random sampling and voting process detects
a linear flow field. We introduced a new method of solving the least-squares
model-fitting problem using a mathematical property for the construction of
a pseudo-inverse of a matrix. The greatest advantage of the proposed method
is simplicity because we can use the same engine for solving multi-constraint
problem with the Hough transform for the planar line detection.

A well studied method for the accurate optical flow computation is the ap-
plication of multi-resolution analysis based on scale-space theory and pyramid
transformation, because these method remove noise from images as preprocess-
ing. Our method does not apply any preprocessing, though Theil-Sen estimator
achieves a pose-processing for a collection of solutions.
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Abstract. Removing shadows casted by moving foreground objects in a scene 
is a critical problem for many vision-based applications. We propose two 
algorithms that examine color/texture invariants, and exploit spatial-temporal 
consistency to detect shadows efficiently and reliably. The first algorithm 
assumes a static background model while the second algorithm addresses the 
perturbations of dynamic background in natural scenes. The experimental 
results show that the proposed methods can detect penumbra as well as umbra 
in different kinds of scenarios under various illumination conditions. 

Keywords: foreground segmentation; shadow removal; photometric invariants; 
penumbra. 

1   Introduction 

Motion analysis in video sequence is important in many applications such as visual 
surveillance, obstacle tracking/recognition, video content analysis and Intelligent 
Transportation Systems (ITS). However, one of the main challenges is that moving cast 
shadows on the background could be classified as foreground objects by mistake. The 
performance of the successive analysis, recognition or tracking would be seriously 
degraded due to this problem. A reliable and efficient shadow removal algorithm is 
required before the potential power of these vision-based applications can be realized. 

To distinguish shadow from foreground is quite difficult because both shadow and 
foreground look quite different from the background. Moreover, the cast shadow 
usually moves along the foreground object such that they share the same motion. In fact, 
we are only interested in the moving shadow since static shadow can be modeled as a 
part of the background. For this purpose, we defined two photometric invariants that are 
independent of the effect of shadow: the between-pixel invariants (texture feature) and 
within-pixel invariants (color feature). Two algorithms were proposed to remove 
shadow by utilizing these two kinds of invariants, neighborhoods and temporal 
consistency in the scenes. The first algorithm that assumes static background is efficient 
under stable scenes. The second algorithm that models dynamic background is more 
reliable in natural scenes including waving trees, rippling water, and rain/snow. 

The remaining parts of this paper are organized as follows: Section 2 outlines and 
compares the related works. Section 3 shows the luminance model and defines the 
texture/color invariants. Section 4 presents the first shadow removal algorithm 
assuming static background. Section 5 describes the second shadow removal 
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algorithm addressing dynamic background. Section 6 demonstrates the experimental 
results. Section 7 concludes this paper.  

2   Related Works 

Several shadow detection algorithms have been proposed for traffic surveillance. 
Generally speaking, shadow regions are detected based on information of the 
luminance, chrominance and gradient density. Large number of false alarms or miss 
detections can be reduced by the assumption of known geometry information of the 
foreground vehicles [2] or the lane lines [5]. As a result, these methods are only 
suitable for the road traffic applications. Wang et al. [9] proposed a shadow removal 
method that estimates the illumination direction and then recovers the foreground 
vehicles based on the information of both object edges and attributes of shadow. 
However, the estimation of the illumination direction and the shadow attributes is not 
very reliable under changing weather conditions.  

It is possible to detect shadow by examining the color information of each pixel. 
Siala et al. [6] presented a moving shadow detection algorithm by training the shadow 
samples in RGB color space with Support Vector Domain Description (SVDD). A 
minimal radius hypersphere was found to represent all training samples of shadow. 
Then the algorithm can decide whether a pixel is shadow or not by checking if the 
color of the pixel falls in the hypersphere. A training process was performed by 
manually segmenting the shadow region in a bootstrap manner. The issue of dynamic 
illumination was not addressed. Cucchiara et al. [1] considered the color 
independence property in the HSV color space to detect shadow. It is observed that if 
a pixel is covered by shadow, the hue and saturation components of the pixel only 
change within a certain limit. However, the hue components on pixels with saturated 
or poor illumination are usually unstable. 

A few shadow detection algorithms used gray scale images as inputs. Stauder et al. 
[7] relied on brightness, edge and shading information to detect moving cast shadows 
in a textured background. Xu et al. [10] assumed that shadow often appears around 
foreground object and tried to detect shadow by extracting moving edges. 
Morphological filters were used intensively. Without considering color information, 
problems could occur when both the foreground and background are uniform regions 
without much texture. 

Toth et al. [8] proposed a shadow detection algorithm based on color and shading 
information. First, the color space of an input image was converted from RGB to 
LUV. The image was segmented to several regions based on color information using 
mean shift algorithm. It is observed that, for every pixel in a small neighborhood in 
the umbra of a shadow region, the intensity values with shadow divided by those 
without shadow should be a constant. This shading property was used to detect umbra 
region. A successive morphological filter was applied to remove the penumbra region. 
The edge/texture information was not considered for shadow discrimination. 

Funt et al. [3] presented a method for object recognition under changeful 
illumination by checking the equality of intensity ratios of neighboring pixels. 
Heikkila et al. [4] proposed a dynamic background subtraction method using texture 
features of local binary patterns. Although shadow detection is not within their scope, 
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we found that the concept of color constancy and the idea of dynamic weighting list 
can be extended to remove shadow. In this paper, we define the color and texture 
invariants, and propose two shadow removal algorithms that combine the invariants 
with spatial-temporal consistency to remove penumbra as well as umbra in a scene.  

3   The Luminance Model and Invariants 

Suppose I(x,y) is the intensity value of the pixel located at (x,y), E(x,y) is the 
irradiance of the 3D point projecting to (x,y) and (x,y) is the diffuse reflectance of the 
same 3D point. A simple luminance model assuming Lambertian reflectance can be 
defined as follows: 

                                             ),(),(),( yxyxEyxI ρ=                                                    (1) 

Two kinds of shadow can appear in an image: the penumbra and the umbra. Their 
irradiance can be modeled by the following equation: 
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where Ca is the radiance of ambient light, Cp is the radiance of a distant light source and 
θ  is the angle between the direction of the distant light source and the surface normal 
vector of  the 3D point projecting to (x,y). The weighting factor k(x,y) represents the 
percentage of the receiving energy when the distant light source is partially occluded 
(penumbra). The value of k(x,y) ranges from 0 (umbra) to 1 (no shadow). 

3.1   Between-Pixel Invariants 

A shadow casted on a background pixel changes its brightness instead of its texture. 
Real foreground and shadow pixels can be segmented by examining the invariability 
of the texture or edge information. Assuming the 3D points projecting to neighboring 
pixels receive the same irradiance, i.e., E(x,y)=E(x+1,y), the intensity ratio between a 
pixel (x,y)and its neighboring pixel (x+1,y) on an image I can be calculated as 
follows:  
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As long as a pixel is projected by the same 3D point, this ratio (the intensities 
between neighboring pixels) should be invariant to illumination changes. In other 
words, the ratio should be roughly fixed no matter whether it is covered by shadow or 
not. We called this shading property as invariants between neighboring pixels.  

3.2   Within-Pixel Invariants 

A shadow casted on a background pixel changes its brightness but not changes much 
its color. Comparing pixel-wise color information between current image and 
background image can help to detect cast shadow. When a textureless foreground 
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object is in front of a textureless background, the most important clue for separating 
cast shadow from foreground object is the color information. Suppose the spectral 
intensities of a pixel (x,y) are represented by R(x,y), G(x,y), and B(x,y) in RGB space. 
The spectral ratio between R(x,y) and B(x,y)can be defined as follows: 
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Assuming the color of the illumination do not change by the effect of shadow, the 
ratio Er(x,y)/Eb(x,y) should be equal to a constant Ec(x,y). Thus, the spectral ratio 
R(x,y)/B(x,y) is invariant to the magnitude of the illumination and roughly equal to a 
constant even if it is covered by shadow. Similarly, the spectral ratio G(x,y)/B(x,y) is 
invariant under shadow or different illumination conditions. This spectral property is 
called invariants within pixels. 

4   The Shadow Removal Algorithm Based on Static Background 

The goal of the first algorithm is to separate shadow pixels from real foreground 
pixels as a refinement on the outputs of static background subtraction. Fig. 1 depicts a 
flowchart of the proposed shadow removal algorithm based on a static background. 
As a preprocessing step, a statistical background subtraction was applied to generate 
the foreground mask region (FMR). A noise removal algorithm was performed to 
refine the FMR. Then the proposed shadow detection algorithm was applied to the 
FMR by considering three factors: the between-pixel invariants, the within-pixel 
invariants and the spatial-temporal consistency. 

Static
Background
Subtraction

Shadow
Removal
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Invariants (dh,dv)
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Invariants (r,g)

Spatial-Temporal
Consistency

Foreground
Mask Region
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without Shadow

Input Image
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Fig. 1. Flowchart of the first shadow removal algorithm based on static background 

Suppose I is the current image and I’ is the background image. According to the 
between-pixel invariants discussed in section 3.1, the ratio of the intensities between 
neighboring shadow pixels in both current and background image should be the same, i.e. 
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  , if (x,y) is in shadow region     (5) 

To speedup the examination of this property, two logarithm ratio maps, dh(x,y) and 
dv(x,y), for current image can be computed by convolving the logarithm image with a 
horizontal or vertical first-order derivative mask.  
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The logarithm ratio maps dh’(x,y) and dv’(x,y) for background image can be defined 
similarly. A ratio map keeps the texture and edge information that should not be 
affected by cast shadow in an image. Based on this idea, a pixel is classified as 
shadow only if its value in the ratio map (texture information) is similar to those in 
the background. A simple pixel-wise comparison between d(x,y) and d’(x,y) can be 
used to determine whether a pixel belongs to shadow regions or not. Nevertheless, 
there could be some outliers due to noise or coincidence. To address this problem, 
spatial consistency is exploited to remove outliers. It is observed that shadows usually 
occupy a region instead of a few isolated pixels. The error score for discriminating the 
pixel (x,y) as shadow can be calculated by summing the difference of d and d’ over all 
pixels in a small neighborhood window W centered at (x,y): 

                     ),(),(),(),(),( '

),(

' jidjidjidjidyx vv
Wji

hh −+−=Ψ
∈

                              (7) 

By considering the spatial consistency in neighborhood, the overall error score 
),( yxΨ  for shadow discrimination is much more stable and outliers can be effectively 

reduced. 
Suppose (R, G, B) represents the spectral information of a pixel in current image 

and (R’, G’, B’) indicates the spectral information of the same pixel in background 
image. According to the within-pixel invariants defined in section 3.2, the spectral 
ratio in both current and background image should be the same, i.e.,  
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For speedup purpose, two logarithm ratio maps, r(x,y) and g(x,y), for current image 
can be computed by 
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Since the value of r and g remain roughly the same under different illumination 
condition. The score of error for discriminating the pixel (x,y) as shadow is defined as: 

                              ),('),(),('),(),( yxgyxgyxryxryx −+−=Θ                              (10) 

where r’ and g’ are the spectral ratio of the background image. A smaller (x,y) 
represents that the color of the pixel (x,y) does not change much and it is more likely 
to be a shadow pixel.  

Methods considering only the between-pixel invariants (texture) can not 
distinguish between a foreground without texture and its shadow on a uniform 
background. Methods considering only the within-pixel invariants (color) tend to 
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wrongly classify a foreground region with similar color as its background to be a 
shadow. Assuming the foreground object moves slowly, temporal consistency 
between frames can provide a clue for potential shadow regions. In other words, if the 
frame rate is high, a shadow pixel at time instant t tends to remain in shadow region at 
time t+1. Exploiting temporal consistency can prevent wrongly classifying the 
temporally isolated noise as shadow regions. A reliable shadow detection system 
should be able to consider all these factors simultaneously. In our system, the error 
scores corresponding to these factors are fused together using the following recursive 
linear equation: 
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where a, b and c are weighting parameters that control the importance of each factor 
and the speed of the recursive update. Their values are determined empirically in our 
current experiments and can be adjusted dynamically for better adaptability in the 
future. For example, the weight a should be lowered for images without much texture; 
the weight b should be lowered for images under saturated or poor illumination; the 
weight c should be lowered for images with fast moving objects. t(x,y) represents 
the total score of error for discriminating (x,y) as shadow at time instant t. Finally, a 
thresholding operation is applied on t(x,y) to determine whether the pixel (x,y) 
belongs to foreground object or cast shadow region. 

5   The Shadow Removal Algorithm Based on Dynamic 
Background 

Unlike the first algorithm that removes shadow from foreground mask region, the 
second algorithm tries to directly classify shadow as background using a dynamic 
background model. The modeling of background image is a critical issue for resisting 
camera noise and illumination change. The second algorithm models the dynamic 
natures of each pixel by maintaining a sorted list of nodes with features and weights. 
Fig. 2 depicts a flowchart of the proposed shadow removal algorithm based on 
dynamic background.  

The background model of a pixel consists of a sorted list of nodes. The i-th node 
contains two fields: a feature vector mi and a weighting value wi. The feature vector 
mi=(r,g,dh,dv) is composed of the within-pixel invariants (r,g) and the between-pixel 
invariants (dh,dv) as defined in section 3. The bigger the weight wi, the higher the 
probability of mi being a feature vector belonging to the background. Suppose the 
length of the list is p, all nodes in a list are sorted in decreasing order according to 
their weights.  

To classify a pixel as foreground/background, the Mahalanobis distance between 
the pixel feature M and the feature m in each node in the list is calculated according to 
the following equation: 



348 K.-H. Lo, M.-T. Yang, and R.-Y. Lin 

 

Fig. 2. Flowchart of the second shadow removal algorithm for dynamic background 
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where  is the covariance matrix that is calculated in advance. Suppose the q-th node is 
the best match with the minimal distance s. If the minimal distance s is lower than a 
threshold Ts and the sum of weights of the first q nodes 1+ 2+…+ q is lower than a 
dynamic threshold Td, then the pixel is classified as background. Otherwise, the pixel is 
marked as foreground. To exploit spatial consistency, the dynamic threshold Td is equal 
to a constant ],...,[Tc 10∈  multiplied by an adaptive background probability that is 

determined by the newest classification results of pixels in a neighborhood window W. 
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If the pixel is marked as foreground, the node with the lowest weight is replaced 
with the pixel feature M, i.e., mp=M. If the pixel is classified as background, the best 
matching node mq is adaptively updated with the following recursive equation: 

                                              
qq mMm ⋅−+⋅= )1( αα                                               (14) 

where  is a learning rate which can be decided empirically according to the motion 
in the scene. Similarly, the weighting value w can be updated by the following 
equation:  
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where  is another learning rate which can be decided empirically according to the 
scene. The ranges of  and  are between 0 and 1. After the updating, the sum of all 
the weights in the list should be equal to one and the nodes should be sorted again in 
decreasing order according to their new weights. 

Since the feature vectors in the list consist of texture/color invariants that are 
independent of shadow, the algorithm should be able to directly classify shadow 
pixels as background. As a result, the detected foreground does not include cast 
shadow. The shadow removal and foreground/background segmentation are fused 
together in this algorithm. 

6   Experimental Results 

Several indoor and outdoor scenarios have been tested using the proposed algorithms. 
Two scenarios are discussed due to space limitation. The image sequence of the first 
scenario is borrowed from an indoor human tracking experiment [11]. In fig. 3(a), a 
person walks across a room with his shadow casted on a door. Fig. 3(b) shows the 
results of Toth’s method. A white region shows the foreground, a gray region 
indicates the cast shadow, and a black region represents the background. It can be 

 

(a) (b) (c)

(d) (e) (f)  
Fig. 3. The experimental results of an indoor human tracking scenario. (a) An input frame. (b) 
Results of Toth’s method. (c) Results with between-pixels invariants. (d) Results with between-
pixel & within-pixel invariants. (e) Results with between-pixel, within-pixel invariants & 
temporal consistency. (f) Comparison of four methods by measuring the ROCs. 
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observed that the rim of the shadow region (penumbra) is wrongly classified as 
foreground. Fig. 3(c) demonstrates the results of the first algorithm using only 
between-pixel invariants. The proposed method tends to correctly classify penumbra 
as shadow, while Toth’s method cannot deal with penumbra properly since their error 
score is significantly larger especially when the penumbra region becomes broader or 
the neighborhood window W becomes bigger. There are a few holes inside the person 
indicating that they have been wrongly classified as shadow (false alarm). The reason 
is that both the clothes and background lack of texture and cannot be discriminated 
without color information. Fig. 3(d) demonstrates the results exploiting both between-
pixel and within-pixel invariants. With the color information combined, detection 
performance is much better except a small region around the door knob where 
specular reflection dominates its appearance. This kind of outliers can be removed by 
utilizing the temporal consistency as shown in Fig. 3(e). Fig. 3(f) plots the 
performance of the system using ROC curves. The ground truth of shadow regions is 
marked manually to calculate the false alarm and miss detection rate. The cyan curve 
with triangle marks ( ) shows the results of the proposed system considering all 
factors (within-pixel, between-pixel invariants, and temporal consistency), the red 
curve with plus marks (+) indicates the results considering both the within-pixel and 
between-pixel invariants, the green curve with circle marks (o) indicates the results 
considering only the between-pixels invariants, and the blue curve with star marks (*) 
represents the results using the shading constraints in Toth’s method. It should be 
noted that only shading information is considered and no morphological filtering is 
applied in this comparison for all the methods.  

(a) (b)

(c) (d)  

Fig. 4. The experimental results of an outdoor vehicle tracking scenario. (a) An input frame. (b) 
Results of the first algorithm. (c) Result of the second algorithm. (d) Comparison of the ROCs. 
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The second scenario, a car casting shadow on the ground moves across an outdoor 
scene with waving trees and grasses. Fig. 4(a) shows an input frame in the image 
sequence. Fig. 4(b) demonstrates the results of the first algorithm in that many false 
alarms appear due to the dynamic nature of the scenario. As shown in Fig. 4(c), the 
second algorithm generates better results since the variations of tree and grass pixels 
are effectively maintained and updated by the dynamic background model. Fig. 4(d) 
compares the ROC curves of the proposed algorithms. The cyan curve with triangle 
marks ( ) shows the results of the first algorithm based on static background and the 
purple curve with inverse triangle marks ( ∇ ) indicates the results of the second 
algorithm considering dynamic background. The execution rates of both algorithms 
are around 30 frames per second. Generally speaking, the first algorithm is more 
efficient and is suitable for indoor scene with static background. The second 
algorithm is more reliable in outdoor natural scenes with significant perturbations. 

7   Conclusions 

This paper proposed two reliable and efficient moving cast shadow removal 
algorithms that combine color/texture invariants and spatial-temporal consistency 
based on static and dynamic background respectively. The experimental results 
showed that the proposed algorithms can remove penumbra as well as umbra in 
several indoor and outdoor scenarios under various illumination conditions. 
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Abstract. Since the goal of Active Appearance Model (AAM) is to
minimize the residual error between the model appearance and the in-
put image, it often fails to converge accurately to the landmark points
of the input image. To alleviate this weakness, we have combined Active
Shape Model (ASM) into AAM, where ASM tries to find correct land-
mark points using the local profile model. Because the original objective
function and search scheme of the ASM is not appropriate for combin-
ing these methods, we modified the objective function of the ASM and
proposed a new objective function that combining that of two meth-
ods. The proposed objective function can be optimized using a gradient
based algorithm as in the AAM. Experimental results show that the
proposed method reduces the average fitting error when compared with
existing fitting methods such as ASM, AAM, and Texture Constrained-
ASM (TC-ASM).

1 Introduction

Since Active Shape Model (ASM) [1] and Active Appearance Model (AAM) [2],
[3] were introduced, many researchers have focused on these methods to solve
many image interpretation problems, especially for facial and medical images [4],
[5], [6]. Until now, ASM and AAM have been treated as two independent methods
in most cases even though they share the same underlying statistical models of
the shape and appearance for the target objects (here, the term appearance
is used with a somewhat broad meaning; it can represent the whole texture
or the local texture). However, the two methods cannot be easily combined
because they had different optimization goals and used different optimization
techniques[7]:

1. ASM models the image texture only in the neighboring region of each land-
mark point, whereas AAM uses the appearance of the whole image region.

2. ASM finds the best matching points by searching the neighboring region
of the current shape positions, whereas AAM compares its current model
appearance with the appearance sampled at the current shape positions in
the image.

3. ASM seeks to minimize the distance between model points and the identified
match points, whereas AAM minimizes the difference between the synthe-
sized model appearance and the target image.

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 353–362, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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We found some approaches that tried to improve the performance of each
algorithm by adding the features of the other method. The existing intensity-
based AAM has some drawbacks: it is sensitive to changes in lighting conditions
and it fails to discriminate noisy flat textured area and real structure, and thus
may not lead to accurate fitting in AAM search. To alleviate this problem, Scott
et al. [8] and Cootes et al [9] proposed augmenting the appearance model of the
AAM using some nonlinear factors such as cornerness, edgeness, and gradient
directions. Yan et al [10] proposed the TC-ASM that inherited the ASM’s local
appearance model because of its robustness to varying light conditions. They
also borrowed the AAM’s global texture, to act as a constraint over the shape
and providing an optimization criterion for determining the shape parameters. In
TC-ASM, the conditional distribution of a shape parameter given its associated
texture parameter was modeled as a Gaussian distribution and there was a linear
mapping st = Rt between the texture t and its corresponding shape st, where R
is a projection matrix that can be pre-computed from the training pairs {(si, ti)}.
The search stage computes the next shape parameters by interpolating the shape
from a traditional ASM search and the texture-constrained shape. Using the
texture constrained shape enabled the search method to escape from the local
minima of the ASM search, resulting in improved fitting results.

In this paper, we propose a new fitting method that integrates AAM and
ASM in a unified gradient-based optimization framework. One simple and direct
combination of ASM and AAM is to alternate between them. In this case, the
parameters may not converge to a stable solution because they use different
optimization goals and techniques. To guarantee stable and precise convergence,
we changed the profile search step of the ASM to a gradient-based search like the
AAM search method and combined the error terms of the AAM and ASM into
a single objective function. Experimental results show that the proposed fitting
method successfully improves the fitting results in terms of root mean squared
(RMS) positional errors compared to ASM, AAM, and TC-ASM.

This paper is organized as follows. Section 2 briefly reviews the shape and
appearance models in ASM and AAM. Section 3 explains the proposed fitting
method that incorporates the shape and appearance models of ASM and AAM in
a unified framework. Section 4 presents the experimental results and discussion.
Finally, Section 5 presents our conclusion.

2 Background

Assume a set of landmarked face images D = {Ii, vi}N
i=1, where N is the number

of images, Ii is the i-th image, and vi = (x1, y1, . . . , xv, yv)t ∈ R2v×1 are the
coordinates of the landmark points for Ii.

2.1 Shape Model

In ASM and AAM, a shape s = (x1, y1, . . . , xv, yv)t is represented as a linear
combination of the mean shape s0 and n orthonormal bases si as s =

∑n
i=0 pisi,

where pi is the ith shape parameter and p0 = 1. These shape bases are obtained
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by collecting a set of shape vector {vi}N
i=1, aligning them by removing the vari-

ations due to scaling, rotation, and translation, and applying PCA to the resul-
tant aligned shape vectors. The global transformation of the synthesized shape
is represented by a vector q = (q1, q2, q3, q4)t to describe scaling, rotation, and
translation [3].

2.2 Appearance Models

ASM and AAM use different appearance models: the ASM uses a local profile
model and the AAM uses a whole appearance model. We introduce these different
appearance models in this section.

Local profile model. ASM represents the local appearance at each model
point by the intensity or gradient profile ([1]). In this work, we consider the
gradient profile because it is not sensitive to global intensity variations. For each
landmark point in the training image, the gradient profile G(i,j) (i = 1, . . . , N
and j = 1, . . . , v), which is a derivative of the intensity profile is obtained. Fig. 1
illustrates an example: (a) landmarks and a normal vector direction at a specific
landmark point, (b) the intensity profile, and (c) the gradient profile.
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Fig. 1. An example of intensity profile (b) and gradient profile (c) along the normal
direction indicated in (a)

The gradient profile gj of the j-th model point is also represented as a linear
combination of a mean gradient profile gj

0 and l orthonormal gradient profile ba-
sis vectors gj

i as gj =
∑l

i=0 βj
i g

j
i , where βj

i is the i-th gradient profile parameter
and βj

0 = 1. The gradient profile basis vectors are obtained by collecting a set of
gradient profile vectors {G(i,j)}N

i=1, and applying PCA to them. Fig. 2 shows a
mean and the first three gradient profile basis vectors.

Whole appearance model. In AAM ([2], [3]), the whole appearance is defined
on the mean shape s0 and the appearance variation is modeled by the linear
combination of a mean appearance A0 and m orthonormal appearance basis
vectors Ai as A(x) =

∑m
i=0 αiAi(x), where αi is the i-th appearance parameter

and α0 = 1. The appearance basis vectors are computed by applying PCA to
the shape normalized appearance images that are warped to a mean shape s0.
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Fig. 2. A mean and the first three gradient profile basis vectors

3 A Unified Approach

3.1 Integrated Objective Function

The objective function of the proposed method consists of three error terms:
the error of whole appearance Eaam, the error of local appearance Easm, and a
regularization error Ereg. The last error term is introduced to prevent the shape
parameters from deviating too widely. We explain each error term and then
introduce the overall objective function that consists of the three error terms.

First, we define the error of the whole appearance model for AAM as

Eaam(α, p, q) =
1
N

∑
x∈s0

[
m∑

i=0

αiAi(x)− I(W (x; p, q))

]2

, (1)

where N is the number of the pixels x ∈ s0, and α, p, and q are the appearance,
shape, and similarity transformation parameters. Second, we define the error of
local appearance model for ASM as

Easm(β, p, q) =
K

v ·Npf

v∑
j=1

∑
z

Ej
asm(z)

2

=
K

v ·Npf

v∑
j=1

∑
z

{
l∑

i=0

βj
i g

j
i (z)− I(W j(z; p, q))

}2

, (2)

where Npf is the length of the gradient profile vector, K is a scaling factor to
balance the magnitude of Easm with that of the Eaam, βj

i is the i-th gradient pro-
file model parameter corresponding to the j-th model point, and W j(z; p, q) =
sj(p, q)+ znj represents a warping function that transforms a scalar coordinate
z of the 1-D gradient profile vector into a 2D image coordinate of the image to
be used for reading the image gradient profile g at each j-th model point; The
sj(p, q) and nj are the j-th model point of the current shape corresponding
to current shape parameters p and q, and the normal vector of the j-th model
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point. Third, we define a regularization error term Ereg, which constrains the
range of the shape parameters pi to get a good fitting result, as

Ereg(p) = R ·
n∑

i=1

p2
i√
λi

2 , (3)

where λi is the eigenvalue corresponding to the i-th shape basis si and R is a
constant that controls the effect of regularization term. If the value of R is set to
a large value, the fitting result tends to be close to the mean shape. While the
shape parameters are directly limited not to exceed ±3

√
λi after each iteration

in traditional ASM and AAM, we add Ereg into the objective function for the
same effect.

Combining (1), (2), and (3), we define an integrated objective function E as

E = (1− ω)(Eaam + Ereg) + ωEasm, (4)

where ω ∈ [0, 1] determines how significant the Easm term will be in the overall
objective function E. So, the proposed algorithm operates like AAM when ω = 0,
and like ASM when ω = 1.

3.2 Adaptive Control of Easm

First, we consider the effect of Easm on convergence. The local profile model for
the ASM has learned the local profile variations only near the landmark points of
the training data. Thus, the Easm term must be controlled for a good model fit-
ting in the following manner. During early iteration, it should have little influence
because the synthesized shape is typically far from the landmark points. In later
iterations, as the synthesized shape becomes closer to the landmark points, the
effect of Easm should become stronger. To reflect this idea, we need a measure to
indicate how accurately the model shape is converged to the landmark points. For-
tunately, the Eaam term meets well this requirement. The degree of convergence
is then represented by a bell-shaped function ([11]) of the Eaam term:

Bell(a, b, c; Eaam) =

(
1 +

∣∣∣∣√Eaam − c

a

∣∣∣∣2b
)−1

, (5)

where a, b, and c parameters determine the width of the bell, the steepness of
downhill curve, and the center of the bell, respectively. In this work, we set c = 0
to use the right side of the bell-shape.

Second, we consider how well each model point has converged to its landmark
point. Although the synthesized shape is converged to the landmark points on
average, some points are close to their landmark points but other points are
still far from their landmark points. To accommodate this situation, we consider
a weighting function exp

(
−Ej

asm

2σj

)
, where Ej

asm(j = 1, . . . , v) is the local pro-
file error at j-th model point, and σj controls the sensitivity of this weighting
function.
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Considering these two effects for controlling the Easm term, the original weight
ω is modified as

ωj = ω ·Bell(Eaam) · exp

(
−Ej

asm

2σj

)
, (6)

where ωj(j = 1, . . . , v) denotes the effective weight of the jth model point.

4 Experiment Results and Discussions

4.1 Database

We used our own face database that consists of 80 face images, which were
collected from 20 people with each person having 4 different expressions (neutral,
happy, surprised and angry). All 80 images were manually landmarked. The
shape, appearance, and gradient profile basis vectors were constructed from the
images using the methods explained in Section 2. Fig. 3 shows some typical
images in the face database.

Fig. 3. A set of example face images

4.2 Fitting Performance

First, we determined the optimal number of the linear gradient profile basis
vectors. For this, we built a linear gradient model using 40 images of 10 randomly
selected people, fitted the generated model to them, and measured the average
fitting error of 70 landmark points, where the fitting error was defined by the
distance between a landmark point and its converged vertex.

Fig. 4 shows the average fitting error, where the ∗ denotes the mean value
of average fitting error when AAM was used, the ◦ denotes the mean value
of the average fitting error against the number of linear gradient profile basis
vectors when gradient-based ASM was used, and the bar denotes the standard
deviation of the average fitting error in both methods. This figure shows that (1)
the average fitting error of gradient-based ASM is smaller than that of AAM, (2)
the optimal number of the linear gradient profile basis vectors is 7, and (3) the
corresponding average fitting error is approximately 0.5 pixel. Thus, the number
of linear gradient profile basis vectors was 7 in our experiments.
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Fig. 4. Mean and standard deviation of average fitting errors
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Fig. 5. The effect of ω on the average fitting error

Second, we investigated the effect of the Easm term on the fitting performance.
By setting the value of ω to 0, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.95,
and 1.0. The scale factor K was set to 10,000 to make the magnitude of the
Easm term similar to that of the Eaam term (the order of Eaam was 10 and the
order of Easm was 10−3). For the 40 training images used in the first experiment,
the optimal similarity transform parameters were computed from the landmark
points, and then the position of the initial shape was moved 3 pixels in a random
direction. The initial shape parameters are set to zero.

Fig. 5 shows the average fitting error at each ω, where the case of ω = 0
corresponds to the AAM and the case of ω = 1.0 corresponds to the gradient-
based ASM. This figure shows that (1) the average fitting error of the AAM could
be minimized further by choosing an optimal value of the ω that incorporates
the effect of gradient-based ASM and (2) the smallest average fitting error was
achieved when the ω was set to about 0.5.

Fig. 6 illustrates a typical example of fitted results when the AAM and
the AAM+ASM (ω=0.5) were used. In this figure, the white and black dots
correspond to the fitted results of AAM and AAM+ASM, respectively. The
AAM+ASM converged more accurately to the landmark points than the AAM,
particularly near the mouth and chin.

Third, we compared the fitting performance of AAM+ASM with existing
methods such as the traditional AAM and TC-ASM, another approach combin-
ing AAM and ASM. We set ω = 0 for AAM and ω = 0.5 for AAM+ASM. We
built three linear models (appearance, shape, and profile) using the 40 training



360 J. Sung and D. Kim

Fig. 6. A typical example of fitted results

Fig. 7. A histogram of fitting errors

images that were used in previous experiments and we measured the fitting per-
formance using the remaining 40 test images. For one test image, we tried 40
different initial positions, where they are corresponding to 5 different distances
(3, 5, 7, 9, and 11) and 8 different directions. The initialization was done as
follows: the shape and appearance parameters were set to zero, and the scale
and position parameters were computed from the landmark points.

Fig. 7 shows a histogram of fitting error for 112,000 cases: 40 images × 40
initial positions × 70 vertices. This figure shows that the AAM+ASM produced
the smallest mean and standard deviation of fitting error.

Fig. 8 shows the convergence rates of the different methods in terms of different
initial displacements for three different threshold values. Here, we assume that
the fitting is converged when the average fitting error is less than the given
threshold value. This figure shows that (1) the convergence rate increases as the
threshold value increases for all methods, (2) the convergence rate decreases as
the initial displacement increases in the AAM+ASM and the AAM methods,
(3) the fitting error is almost constant as initial displacement increases in the
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Fig. 8. Convergence rate of the three methods

TC-ASM method because this method employs a search-based ASM, and (4)
the convergence rate of the AAM+ASM is the highest among three methods in
almost all cases.

5 Conclusion

In this paper, we have proposed a unified gradient based framework that com-
bines ASM into AAM and also proposed an adaptive weight control strategy
that improved the stability of convergence. Originally, AAM used the whole ap-
pearance model and a gradient based approach for model fitting, while ASM
used a local profile model and a search based approach for model fitting. Since
these properties were not appropriate for combination, we introduced the gra-
dient based approach for ASM. Basically, AAM+ASM method worked similarly
to AAM method and it had an additive property that guaranteed more precise
convergence to the landmark points by reducing the fitting error due to the
incorporated profile error term.

Currently, we have to manually determine a set of parameters such as ω and
σj to obtain the best performance, and their optimal values may be different
from one set of data and another. In the future, we will try to develop more
generally applicable methods by designing parameter-free weight control mech-
anisms. Furthermore, it may be possible to implement the proposed algorithm
more efficiently by incorporating the gradient-based ASM search in the inverse
compositional AAM fitting method.
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Abstract. Monitoring cardiac motion in the stage of small animal study
is very important in cardiac research. This paper presents a variational
approach to estimating the heart motion of small animals imaged by
magnetic resonance (MR) tagging. Small animals have much faster heart
beats than human, so their cardiac sequences are temporally undersam-
pled, leading to the aperture problem when reconstructing the cardiac
motions. To overcome this difficulty, we adopt the prior knowledge of
motions on the myocardial boundaries that were determined in the pre-
processing. In addition, we utilize the high gradients of intensities on the
tag lines to derive the motions through the cardiac cycle. We formulate
the problem in the framework of energy minimization. Variational cal-
culus gives us the Euler-Lagrange equations to seek the minimum. The
results produced by our approach are better than the existing optical
flow based method [1] and the harmonic phase method [2]. The eval-
uation suggests that our approach will be more suitable for the small
animal studies.

1 Introduction

Small animal study is an important stage in cardiac research. In this research
stage, cardiologists use rats, rodents, mice, or rabbits to investigate the cardiac
effects of new drugs; i.e., they monitor myocardial motion with respect to drugs.
The advent of tagged magnetic resonance imaging (MRI) [3] enables cardiologists
to monitor the dense motion of the heart. Tagged MRI generates cardiac images
with tag lines superimposed onto the myocardium. These tag lines are anchored
to the heart tissue so they deform consistently with the cardiac motion, see
Figure 1. Tracking tag lines leads to tracking the heart motion.

Many algorithms have been proposed to process the tagged data of the human
heart. Gupta and Prince [1] adopt the framework of optical flow to estimate
tag motions. Chen and Amini [4] use B-spline to detect the tag lines and then
infer tag motions. Osman and Prince [2] develop the harmonic phase (HARP)
method which tracks the phase of tag lines through the cardiac cycle in the
frequency domain. Unfortunately, these algorithms are not applicable to small

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 363–372, 2006.
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(b) Frame 2.

Fig. 1. Tagged cardiac MR images of a rat at frames 1 and 2. The myocardium has
been segmented.

animal images. The only algorithm developed specifically for small animals is
by Chang et al. [5], who adopt fiber biomechanics and intensity constancy in an
optimization scheme. However, this algorithm is not robust.

Small animals have much faster heart beats than human, so the MRI data
is temporally undersampled. With reference to Figure 1(a) where the heart is
at end-diastole, we draw a dotted line corresponding to a horizontal tag line.
When the heart contracts to the next phase shown in Figure 1(b), the fixed
dotted line in the myocardium is closer to another tag line than to the orig-
inal one. Thus, the existing algorithms will recognize the wrong tag line, and
hence produce the incorrect motions. Such a phenomenon is the aperture prob-
lem in the intensity-based methods and is the phase-wrapping problem in the
frequency-based approaches. To overcome the difficulties raised by temporal un-
dersampling, we need different strategies to handle small animal images.

Given a sequence of tagged MR images, we first manually segment the en-
docardium and epicardium through the cardiac cycle. We adopt the framework
of energy minimization to estimate dense cardiac motions. Our objective energy
functional consists of four terms that are described in the following.

1. The first term is formulated from data information which considers the fea-
tures of tag lines. The intensities of tag lines fade away over time due to
the relaxation of MR signals through the cardiac cycle [3], but the contrast
between tagged and untagged pixels is still relatively high. Unlike Gupta
and Prince’s approach [1] that introduces a set of parameters describing the
intensity fading, we utilize the high gradients to track the heart.

2. The second term is derived from the motions on the segmented endocardium
and epicardium and on the background. We preprocess the segmented con-
tours to obtain the motions at the heart boundaries. The boundary motions
will induce other myocardial pixels to move consistently. On the other hand,
the background in the image is static and should have no motion. We treat
the boundary motions and the static background as prior knowledge in the
objective functional.
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3. The third term enforces the motion field to be smooth as possible, because
the heart is a continuum. This term penalizes the gradients of the heart
motions.

4. The last term prevents the jerky segmentation that will affect our prior
knowledge of motions in the second term. In other words, we require the
contours to be smooth by minimizing their length.

The organization of this paper is as follows. Section 2 derives the objective en-
ergy functional. Section 3 describes our minimization scheme. Section 4 presents
the experimental results. Finally, we conclude this paper in Section 5.

2 Formulation of the Objective Functional

Before going through the details of our objective functional, we introduce the
notation. Let Ω and T be the 2D spatial and temporal domains, respectively,
of the images. The image intensity is a function f(x, y, t) on Ω × T . Our goal
is to estimate for each pixel x = (x, y) at time t a motion vector u(x, y, t) =
[u(x, y, t), v(x, y, t)]T , where u and v are the x and y, respectively, components
of u.

Our objective functional J(u) to be minimized with respect to the unknown
u(x, y, t) is defined as:

J(u) = λ1J1(u) + λ2J2(u) + λ3J3(u) + λ4J4(u) . (1)

The first term J1(u) tries to match the gradients of pixels through the cardiac
cycle. The second term J2(u) treats the boundary motions and static background
as constraints. The third term J3(u) requires the smooth motion field. The last
term J4(u) considers the smoothness of segmented endocardial and epicardial
contours. Finally, the λi’s weight appropriately the different terms. We now
detail each energy term in the following subsections.

2.1 J1(u): Gradient Constancy

The tag lines produce high intensity contrast to the neighboring pixels. This fact
can be captured by matching the gradients of the images through the cardiac
cycle. Considering a small time step δt, we obtain the equation of constant
gradients as

∇f(x, y, t) = ∇f(x + uδt, y + vδt, t + δt) . (2)

Using Taylor expansion, we obtain the gradient conservation equations:

(∇fx)T u +
∂fx

∂t
= 0 (3)

(∇fy)T u +
∂fy

∂t
= 0 , (4)
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where fx = ∂f
∂x and fy = ∂f

∂y . In fact, the conservation equations (3) and (4) are
affected by noise; that is, the observation from the data has errors ε1 and ε2

ε1 = (∇fx)T u +
∂fx

∂t
(5)

ε2 = (∇fy)T u +
∂fy

∂t
. (6)

In the sequel, our goal is to minimize the quadratic errors, and the first energy
term J1(u) is defined as

J1(u) =
∫

Ω

[
(∇fx)T u +

∂fx

∂t

]2

+
[
(∇fy)T u +

∂fy

∂t

]2

dΩ . (7)

2.2 J2(u): Prior Knowledge of Motions

In the preprocessing, we segment the endocardial and epicardial boundaries,
denoted by Cen and Cep respectively, and then determine their motions. We
further introduce a level set function φ(x, y) on the image, so the contours Cen

and Cep are represented by pixels with zero level sets. We determine the level
set function φ(x, y) as

φ(x, y) =

{
+ min(d(x, Cen), d(x, Cep)), if x is in the heart
−min(d(x, Cen), d(x, Cep)), if x is not in the heart

, (8)

where d(x, C) means the closest distance between the given pixel x and the
contour C.

To mask out the myocardium, the myocardial boundaries, and the back-
ground, we further define the regularized Heaviside function

H(φ) =
1
2

[
1 +

2
π

arctan
(

φ

ε

)]
. (9)

The regularized Heaviside function represents the pixels in the myocardium, and
1−H(φ) is the function representing the pixels in the background. The function
|∇H(φ)| approximately represents the pixels at the myocardial boundaries Cen

and Cep [6].
Assume that there is a motion field upr whose values on the myocardial bound-

aries Cen and Cep are predetermined. To utilize the prior knowledge of boundary
motions, we consider the quadratic errors between the unknown motion map u
and the prior upr on the zero level sets:∫

Ω

||u− upr||2|∇H(φ)|dΩ . (10)

On the other hand, the background in the cardiac MR images is static. This fact
is equivalent to minimizing the magnitude of the motions outside the heart,∫

Ω

||u||2 [1−H(φ)] dΩ . (11)
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Considering equations (10) and (11) together leads to our second energy
term J2(u):

J2(u) =
∫

Ω

||u− upr||2|∇H(φ)| + ||u||2 [1−H(φ)] dΩ (12)

=
∫

Ω

[
(u− upr)2 + (v − vpr)2

]
δ(φ)|∇φ| + (u2 + v2) [1−H(φ)] dΩ,(13)

where

δ(φ) =
dH(φ)

dφ
=

1
π

(
ε

ε2 + φ2

)
. (14)

is the regularized Dirac function.

2.3 J3(u): Smoothness of Motions

The heart is a continuum, so its motion should be smooth. The smoothness
constraint penalizes the gradient of the heart motions and gives us the third
energy term:

J3(u) =
∫

Ω

||∇u||2H(φ)dΩ =
∫

Ω

(u2
x + u2

y + v2
x + v2

y)H(φ)dΩ , (15)

where ux = ∂u
∂x , uy = ∂u

∂y , vx = ∂v
∂x , and vy = ∂v

∂y .

2.4 J4(u): Smoothness of the Myocardial Boundaries

The segmented boundaries of the heart should be smooth. This is equivalent to
minimizing the length of the contours. Hence, the fourth energy term is

J4(u) =
∫

Ω

|∇H(φ)|dΩ =
∫

Ω

δ(φ)|∇φ|dΩ . (16)

3 Solutions to Motion Estimation

In the fourth energy term J4, smoothing the myocardial boundaries will deform
the level set function φ. This implies that our objective is a functional not only
of u but also of φ. Summing all the energy terms leads to our objective functional

J(u, φ) = λ1J1(u, φ) + λ2J2(u, φ) + λ3J3(u, φ) + λ4J4(u, φ) (17)

= λ1

∫
Ω

[
(∇fx)T u +

∂fx

∂t

]2

+
[
(∇fy)T u +

∂fy

∂t

]2

dΩ

+λ2

∫
Ω

[
(u− upr)2 + (v − vpr)2

]
δ(φ)|∇φ| + (u2 + v2) [1−H(φ)] dΩ

+λ3

∫
Ω

(u2
x + u2

y + v2
x + v2

y)H(φ)dΩ

+λ4

∫
Ω

δ(φ)|∇φ|dΩ . (18)
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Applying calculus of variations [7], the functions u, v, φ that minimize J(u, φ)
in equation (17) must satisfy the Euler-Lagrange equations:

0 = λ1(fxxu + fxyv + fxt)fxx + λ1(fyxu + fyyv + fyt)fyx

+λ2(u− upr)δ(φ)|∇φ| + λ2u [1−H(φ)] − λ3∇2uH(φ) , (19)

0 = λ1(fxxu + fxyv + fxt)fxy + λ1(fyxu + fyyv + fyt)fyy

+λ2(v − vpr)δ(φ)|∇φ| + λ2v [1−H(φ)]− λ3∇2vH(φ) , (20)

0 =
[
−λ2(u2 + v2) + λ3(u2

x + u2
y + v2

x + v2
y)

−
(
λ2(u− upr)2 + λ2(v − vpr)2 + λ4

)
div

(
∇φ

|∇φ|

)]
δ(φ) . (21)

We recursively solve for u, v, φ in the Euler-Lagrange equations (19), (20),
and (21) by superscripting them a pseudo-time index k. The recursive equations
are

u(k)−u(k+1) =λ
(k)
1 (fxxu(k)+fxyv

(k)+fxt)fxx + λ
(k)
1 (fyxu(k) + fyyv

(k) + fyt)fyx

+λ
(k)
2 (u(k) − upr)δ(φ(k))|∇φ(k)|+ λ

(k)
2 u(k)

[
1−H(φ(k))

]
−λ

(k)
3 ∇2u(k)H(φ(k)) , (22)

v(k)−v(k+1) =λ
(k)
1 (fxxu(k)+fxyv

(k)+fxt)fxy + λ
(k)
1 (fyxu(k) + fyyv

(k) + fyt)fyy

+λ
(k)
2 (v(k) − vpr)δ(φ(k))|∇φ(k)|+ λ

(k)
2 v(k)

[
1−H(φ(k))

]
−λ

(k)
3 ∇2v(k)H(φ(k)) , (23)

φ(k) − φ(k+1) = δ(φ(k))
[
−λ

(k)
2 (u(k)2 + v(k)2) + λ

(k)
3 (u(k)2

x + u(k)2

y + v(k)2

x + v(k)2

y )

−
(
λ

(k)
2 (u(k) − upr)2 + λ

(k)
2 (v(k) − vpr)2 + λ

(k)
4

)
div

(
∇φ(k)∣∣∇φ(k)

∣∣
)]

.

(24)
When attempting to estimate the heart motion by minimizing energy func-

tional (17), we encounter an important issue on how to choose the appropriate
values for the weighting parameters λ1 to λ4. Their relative values emphasize
differently each of the energy terms. The larger value a weighting parameter
has, the more its energy term dominates during minimization. To determine the
weightings λi, we adopt the technique of annealing schedule [8]. The annealing
is to change the values of λi’s over k. Our strategy emphasizes the data term J1

and the prior knowledge term J2 in the beginning, and then in the end focuses
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on the smoothness terms J3 and J4. We achieve this strategy by setting the
weighting parameters as follows:

λ
(k)
1 = 1− 0.5

cosh(5π( k
N − 1)

, (25)

λ
(k)
2 = 0.5 + 0.5 cos

(
kπ

2N

)
, (26)

λ
(k)
3 = 0.2 + 0.8

k

N
, (27)

λ
(k)
4 =

1
cosh(5π( k

N − 1))
, (28)

where N is the number of iterations. Figure 2 visualizes the values of λi’s versus
the iterations.
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Fig. 2. Weighting parameters λi

4 Experiments

To demonstrate the efficacy of our approach, we apply our algorithm to cardiac
MRI data of rats. ECG and respiration gated cine MRI generate images with
resolution of 156µm× 156µm. MR tagging was achieved by a modified DANTE
sequence. We cover the heart at 10 time phases through the cardiac cycle. All
MRI scans were performed on a Bruker AVANCE DRX 4.7-T system. All the
algorithms are implemented with MATLAB R©.

The estimated motion map obtained by our approach for Figures 1(a) and 1(b)
is shown in Figure 3(a). In this figure, we also display where the tag lines appear
at frame 2 by applying estimated motions to them. On the other hand, we also
apply the optical flow based algorithm [1] and HARP method [2] to the same
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(a) Our method.

(b) Optical flow method [1].

(c) HARP method [2].

Fig. 3. Left: Motion map estimated between frames 1 and 2. Right: The deformation
of the tag lines estimated at frame 2.

cardiac sequence; their results are shown in Figures 3(b) and 3(c), respectively.
From the experimental results, we can clearly see that our method can superiorly
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overcome the difficulties that arise from the temporal undersampling, while other
methods fail.

To evaluate the performance of our algorithm, we use manual tracking as
the ground truth. We label carefully the locations of tag lines through the en-
tire sequence of the cardiac images. From the manually detected tag lines, we
can derive the motions of myocardial pixels. To compare quantitatively differ-
ent approaches, we compute the mean square deviations of the motion maps
from the ground truth. The smaller the deviations, the better the approach
is. Figure 4 shows the errors at all the frames. From the comparisons, our
method always has the least errors, while optical flow based approach has the
largest.
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Fig. 4. Mean square errors of motion maps using optical flow approach, HARP algo-
rithm, and our method

5 Conclusions

This paper develops a variational approach to estimating cardiac motion for
small animals imaged by tagged MRI. In small animal studies, we face the tem-
porally undersampled images, which cause the aperture problem. To overcome
this difficulty, we segment the heart in the preprocessing and treat the motions
of the segmented boundaries as prior knowledge. We also consider the high gra-
dients on the tag lines, the smoothness of the motion field, and the smoothness of
the segmented boundaries. Using the energy minimization framework, we derived
the motion estimates. The experimental results demonstrate that our algorithm
is superior to other methods and is useful for the small animal studies.
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Abstract. Performances evaluation method that can compare and an-
alyze different fusion techniques is an essential part of image fusion
techniques. In this paper we propose a performance assessment method
for image fusion techniques based on accurate measurement of general
relationship among a image set. Numerical verifications, using data con-
structed from four kinds of typical relations and multi-variable time se-
ries generated from a logistic function, are conducted to demonstrate
the proposed concept of nonlinear correlation information entropy and
its characteristics. Furthermore, the performances of two widely used im-
age fusion techniques, i.e. wavelet transform based fusion and pyramid
transform based fusion operating on typical hyperspectral image sets,
are evaluated using the proposed method. The performances evaluation
results agree with the classification accuracy in application.

1 Introduction

As the image fusion techniques have been developing quickly in a number of ap-
plications such as remote sensing [1], medical imaging [2], digital camera vision
[3], and military applications [4] in recent years, the methods that can assess
or evaluate the performances of different fusion technologies objectively, sys-
tematically, and quantitatively have been recognized as an urgent requirement.
Xydeas and Petrovic [5] have proposed a framework for measuring objectively
pixel-level image fusion performance, which is regarded as a perceptual means.
Qu and Zhang [6] and Ramesh and Ranjith [7] have proposed a measure for
evaluating the image fusion performance by using mutual information. Wang
and Shen [8] have proposed a Quantitative Correlation Analysis (QCA) method
to evaluate the performances of hyperspectral image fusion techniques. A fast
method for QCA have also been proposed, which can fulfill the same task with a
faster speed comparing to the original QCA method, especially when the number
of source images increases and the size of the image expands [9].

Both the perceptual means in [5] and the mutual information based means
in [6∼7] can only assess the image fusion techniques that just fuse two source
image into one image. The QCA and fast QCA method can assess the image
fusion techniques that have multi-input source images and multi-output images,
but they assess the performances just according to the linear correlation between
� Project Supported by Development Program for Outstanding Young Teachers in

Harbin Institute of Technology.
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the source images and the fused images[8∼9]. Therefore, in some applications,
the evaluation results are not as accurate as enough.

In a typical image fusion process, assume that we have P source images
S = {Si; i = 1, 2, . . . , P} and Q fusion techniques T = {Ti; i = 1, 2, . . . , Q}.
Each fusion technique Ti will fuse source images S into Mi result images Fi ={
F j

i ; j = 1, 2, . . . , Mi

}
. All Fused images are F = {Ti(S); i = 1, 2, . . . , Q} =

{F j
i ; i = 1, 2, . . . , Q; j = 1, 2, . . . , Mi}
The general relationship among source images S is fixed after we chose them.

Let original images and different fused images Fi construct different systems
Yi = {S1, S2, . . . , SN , Fi}. Therefore, the relationships among the systems Yi

are different because of differences of the fused images Fi. If relationship of the
system Yi is stronger than that of the system Yj , it indicates the fused image
Fi has more correlation with the source images than Fj has. It also indicates
the fusion technique Ti has the ability of fusing more information from original
images to the fused image. So the fusion technique Ti is better than Tj from the
viewpoint of information usage.

To measure the nonlinear relationship among the multi variables of the sys-
tem Yi, the concept of nonlinear correlation coefficient and nonlinear correlation
information entropy are defined in Section 2. Section 3 presents numerical verifi-
cations using constructed time series of known origin to prove the definition and
statistics of the proposed concept. Experiments on using the proposed evalua-
tion measure to assess two types of widely used image fusion techniques (Wavelet
Transform Based Fusion and Pyramid Transform Based Fusion), which in the
paper fuse a typical hyperspectral image set, are conducted in Section 4. Section
5 discusses the relation with and differences from other measures proposed in
the research field. Finally, conclusions are given in Section 6.

2 Nonlinear Correlation Information Entropy

For describing the general correlation between two variables while not only linear
correlation as the correlation coefficient does, the mutual information concept is
widely used. Mutual information can be thought of as a generalized correlation
analogous to the linear correlation coefficient, but sensitive to any relationship,
not just linear dependence [10]. However, it can be seen from the definition of
the mutual information that it does not ranges in a definite closed interval as the
correlation coefficient does, which ranges in [0, 1] with 0 indicates the minimum
linear correlation and 1 indicates the maximum.

Considering two discrete variables X = {xi}1≤i≤N and Y = {yi}1≤i≤N , they
are firstly resorted in ascending order and placed into b ranks with first N/b
samples in the first rank, the second N/b samples in the second rank, and so on.
Secondly, the sample pairs{(xi, yi)}1≤i≤N , are placed into a b× b rank grids by
comparing the sample pairs to the rank sequences of X and Y .
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The revised joint entropy of the two variables X and Y is defined as

Hr(X, Y ) = −
b∑

i=1

b∑
j=1

nij

N
logb

nij

N
(1)

where nij is the number of samples distributed in the ijth rank grid. Nonlinear
Correlation Coefficient (NCC) is defined as

NCC(X ; Y ) = Hr(X) + Hr(Y )−Hr(X, Y ) (2)

where Hr(X) is the revised entropy of the variable X , which is defined as

Hr(X) = −
b∑

i=1

ni

N
logb

ni

N
. (3)

Notice that the number of samples distributed into each rank of X and Y is
invariant, and the total number of sample pairs is N , so equation (2), can be
rewritten as

NCC(X ; Y ) = 2 +
b2∑

i=1

ni

N
logb

ni

N
. (4)

NCC not only is sensitive to the nonlinear correlation of two variables, but
also can describe this relationship with a number ranges from the closed in-
terval [0,1], with 0 indicates the minimum general correlation and 1 indicates
the maximum one. In the maximum correlation condition, sample sequences
of the two variables are exactly the same, i.e. xi = yi(i = 1, 2, . . . , N). So
NCC(X ; Y ) = 2 +

∑b2

i=1 pi logb pi = 2 + b × N/b
N logb

N/b
N = 1. Under the min-

imum correlation situation, while the sample pairs distributed equally into the
b× b ranks. So NCC(X ; Y ) = 2 +

∑b2

i=1 pi logb pi = 2 + b2 × N/b2

N logb
N/b2

N = 0
For multivariate situation, the general relation between every two variables

can be obtained according to the definition of NCC, thus the nonlinear correla-
tion matrix of the K concerned variables can be written as

RN = {NCCij}1≤i≤K,1≤j≤K (5)

where NCCij denotes NCC of the ith and jth variable. As a variable is com-
pletely the same as itself, NCCij = 1, (i = j, 1 ≤ i ≤ K, 1 ≤ j ≤ K). The diago-
nal element of RN , ri,j = 1, (i = j, i ≤ K, j ≤ K), represents the autocorrelation
of each variable. The rest elements of RN , 0 ≤ ri,j ≤ 1, (i �= j, i ≤ K, j ≤ K),
denotes the correlation of the ith and jth variable. When the variables have no
relation with each other, RN is unit matrix. In this case, the multi variables have
the weakest relation. On the contrary, when all the variables have the strongest
correlation with each other, each element of RN equals to 1. In this situation,
the correlation of the multi variables is also the strongest. The general relation of
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the concerned K variables is implied in RN . In order to quantitatively measure
it, the nonlinear joint entropy HRN is defined as following

HRN = −
K∑

i=1

λRN

i

K
logK

λRN

i

K
(6)

where λRN

i (i = 1, 2, . . . , K) are the eigenvalues of the nonlinear correlation ma-
trix. According to matrix eigenvalues theory, it can be educed that 0 ≤ λRN

i ≤
K(i = 1, 2, . . . , K) and

∑K
i=1 λRN

i = K. Nonlinear Correlation Information En-
tropy (NCIE) IRN , used as a nonlinear correlation measure of the concerned
variables, is defined as

IRN = 1−HRN = 1 +
K∑

i=1

λRN

i

K
logK

λRN

i

K
(7)

NCIE has the following characters (mathematical properties): 1), it remains
unchanged when the positions of the K variables are changed; 2), it ranges from
a closed interval [0,1], with 0 indicates the minimum nonlinear correlation among
the variables concerned, while 1 indicates the maximum; 3), it is sensitive to the
general relations of the variables concerned, not merely the linear relations.

3 Numerical Verification of NCIE

Data constructed from four kinds of typical relations, i.e., random, linear, circular
and square functions, and multi-variable time series generated from a logistic
function, are used as examples of numerically generated data of the known origin
in order to demonstrate the proposed concept of NCIE and its characteristics.

a) The first simulation is conducted on four classical relations displayed in Fig.
1, in which we test the relations of three variables for visualization’s concern,
although NCIE can be applied to the relation of any number variables. From Fig.
1 we can find that, for variables of three random distributions, their relationship
is generally weak, so their NCIE are also very little. For relations of three common
functions, i.e. linear, circle and square, noises with different amplitudes are added
to generate data of different correlation degrees. As the amplitude of the added
noise increases, the correlation degree of the concerned three variables decreases,
and their NCIE also decreases. This result conforms to our definition of NCIE,
which states that larger NCIE indicates stronger correlation. Meanwhile, the
tendency that stronger correlation has larger NCIE can be obviously found.

b) A logistic equation, which is thoroughly studied and applied in [10], is used
to generate the time series

xt = 4xt−4(1− xt−4) (8)

The reason for the use of this logistic equation is that the distinct peaks in the
lagged self-mutual information can be obtained. The logistic equation produces
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Fig. 1. NCIE of three random variables of three classical distributions, i.e. uniform
distribution, normal distribution and exponential distribution, and three common re-
lations, i.e. linear relation, circular relation and square relation with different noises
added to the variables. The number of samples of each variable N = 10000 and the bin
number b = 100.

Fig. 2. Nonlinear correlation coefficient between the original time series and time series
lagged by i(0 ≤ i ≤ 9) steps from the original

a chaotic time series and each series in the simulation has 1000 values. NCC
between the generated time series and a version of itself lagged by k time steps
is computed for k ranging from 0 to 9 (in simulation the bin number is set to
50), Fig. 2 shows these results.

The simulation of NCIE is conducted on the generated time series. The gener-
ated series has maximum correlation with the version of itself lagged by 4 steps.
NCIE of some typical combinations of time series are shown in Table 1.

According to Table 1, and noting that a series has maximum correlation with
the version of itself lagged by 4 steps, we can find that the general relationships
of group 1 to 6 increase gradually, and for group 6, four series are the same,
i.e., they are maximally related. The NCIE of group 1 to 6 also increase, and
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Table 1. NCIE of some typical combinations of time series

Group ID combinations NCIE Group ID combinations NCIE

1 1,2,3,4 0.23732 7 1,2,3,4,5 0.29850
2 1,2,3,5 0.31285 8 1,2,3,4,6 0.29708
3 1,1,2,3 0.41622 9 1,2,3,4,7 0.29774
4 1,2,2,5 0.49498 10 1,2,3,4,8 0.29659
5 1,2,5,5 0.53013 11 1,2,3,4,9 0.27880
6 5,5,5,5 1.0000 12 1,2,3,5,9 0.36321

for group 6, gets to the maximum. Moreover, the correlations in group 7, 8, 9,
10 and 11 are almost equal, and NCIE of these groups are almost equal too.
Group 12 contains three most correlated band, i.e. band 1, 5 and 9. Therefore,
its correlation is stronger and its NCIE is larger. Comparing group 1 and group
7-11, each of the latter contains one more band, which is maximally correlated
with one of the band in its own group. Thus the latter has more correlation than
the former. Comparing group 2 with group 7-11, we can find the latter has less
correlation than the former and its NCIE is also less. According to the analysis
above, it can be concluded that, if the bands in a group have more correlation,
NCIE of this group is larger than others. This conclusion completely complies
with our definition of NCIE.

4 Experiments

In order to test the proposed method, an experiment is conducted, in which
two widely used multi-resolution analysis based image fusion, Wavelet Trans-
form based Fusion (WTF) and Pyramid Transform based Fusion (PTF), are
evaluated. The detail information about the fusion techniques can be found
in [11]. Our experiments are conducted on AVIRIS (Airborne Visible/Infrared
Imaging Spectrometer) data, which is downloaded from LARS (Laboratory for
Applications of Remote Sensing) at Purdue University. The data set consists
of a portion of an AVIRIS data taken in June 1992, which covers a mixture of
agricultural/forestry land in the Indian Pine Test Site in Indiana.

For computational simplicity, ten bands are selected from the 224 bands as
source images, which are shown in Fig. 3. The fused images via two fusion meth-
ods mentioned above, i.e. WTF and PTF, are displayed in Fig. 4. The perfor-
mances evaluation and comparison of fusion methods is conducted on the original
information (ten source images) and fused information (two fused images). The
amount of general relation between source images and fused images respectively
is calculated, considering each image as a time series after transforming image
matrix into a vector, and results are presented in Table 2.

According to Table 2, we can find that NCIE of WTF result image and ten
hyperspectral source images is a little larger than that of PTF result image and
source images. That indicates the general relationship between the WTF gener-
ated image and source images are stronger than that between the PTF generated
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Fig. 3. Original ten images in the experiment

Fig. 4. Fused images by two multi resolution analysis based fusion methods: (a) WTF,
(b) PTF

Table 2. Image fusion performances evaluation in the first experiment

Fusion Method NCIE

Wavelet Transform Based Fusion 0.08700
Pyramid Transform Based Fusion 0.08611

image and source images. So the comparative result of the fusion methods perfor-
mances can be obtained as following: the better one of the fusion methods based
on the efficiency of information usage is the wavelet transform based image fusion
method. Its ability to fuse the most information into the result image determines
its better performance. The experiment results conform to that of the applica-
tion conducted in [18], which focuses on the classification of hyperspectral data.
Classification accuracy in the application is presented in Table 3.

From Table 3, it can be found that the more accurate classification result is
that of wavelet transform based fusion, which performs better in our performance
evaluation experiment. It also should be noted that the classification accuracy
of WTF is better than that of PTF by just 2.2 percent, which indicates their
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Table 3. Hyperspectral image classification Accuracy (%)

Corn Grass Soybean Forest Average

Wavelet Transform Based Fusion 97.40 99.60 90.60 99.00 96.65
Pyramid Transform Based Fusion 95.60 97.40 86.40 98.40 94.45

very close performances. The NCIE measures are also very close, but still can
reflect their performances differences.

5 Discussions

For assessing performances of different image fusion techniques, Qu[10] and
Ramesh[11] have proposed their evaluation measures based on Mutual Infor-
mation (MI), which is a primary concept in information theory to measure the
statistic dependency between two random variables. The measure in [10] is de-
fined as

MAB
F = MIFA(f, a) + MIFB(f, b) (9)

where

MIFA(f, a) =
∑
f,a

pFA(f, a) log
pFA(F, a)

pF (f)pA(a)
(10)

It refers to the information of fused image F about input image A. pF (f),pA(a)
are marginal probability density functions, pFA(f, a) is joint probability density
function.

The measure in [10] reflects the information that the fused image obtained
from both input images A and B. [11] also uses this measure, but call it as Fu-
sion Factor (FF), and states that, larger FF indicates more information has been
transferred from two source images to the fused image. Moreover, it points out
that, even larger FF still can not indicate the source images are fused symmet-
rically. Therefore, it develops a concept called Fusion Symmetry (FS) to denote
the symmetry of the fusion process about two input images. The less FS is, the
better the fusion process performs.

FS = | MIAF

MIAF + MIBF
− 0.5| (11)

From their definitions of above measures we can see that, they are all devel-
oped to assess the fusion method that can fuse two source images into one result
image. Although multiple source images can be fused recursively, but different
fusion sequences will yield different fusion results. Therefore, the measures can
not assessing the performances that will fuse any source images in a fusion pro-
cess. However, for the performances measure proposed in this paper, we can tell
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from its definition that, it can be used to assess the fusion techniques that may
have multi-input source images and multi-output fused images.

To compare the measures, we calculate MI between each fused image and
source image of the experiment in section IV. Inspired by [10,11], the sum of
MI is calculated as a multi-input version of FF to indicate the information that
fused image contains about all input images. The results are presented in Table
4. MIi refers to MI between the ith input image and the fused image.

Table 4. MI between each source image and fused image of experiment 1

MI1 MI2 MI3 MI4 MI5 MI6 MI7 MI8 MI9 MI10 FF

WTF 2.5072 3.1854 2.8892 2.8437 2.387 2.4871 3.0939 2.9476 2.3553 2.2770 26.9736
PTF 2.1359 2.7591 2.4743 2.4335 2.0005 2.1303 2.6792 2.5372 1.9837 1.9248 23.0585

As larger FF indicates more information has been fused from source images
to the result image, i.e. the fusion techniques performs better, so we can draw
the conclusion from Table 4 that WTF outperforms PTF, which conforms to the
conclusion in Section IV.

6 Conclusions

As a conclusion, we can say that the proposed nonlinear correlation measure
based method can be used to evaluate the performances of different fusion meth-
ods. Because of its nature of measuring the general relation among variables, it
can give more accurate results. The experiments of performances comparison of
WTF and PTF verify the correctness and effectiveness of the proposed measure.
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Abstract. We present in this paper a new type of alternating-optimization based 
possibilistic c-shell clustering algorithm called possibilistic c-template (PCT). A 
template is represented by a set of line segments. A cluster prototype consists of 
a copy of the template after translation, scaling, and rotation transforms. This 
extends the capability of shell clustering beyond a few standard geometrical 
shapes that have been studied so far. We use a number of 2-dimensional data 
sets to illustrate the application of our algorithm in detecting generic template-
based shapes in images. Techniques taken to relax the requirements of known 
number of clusters and good initialization are also described. Results for both 
synthetic and actual image data are presented.  

Keywords: Shell clustering, Fuzzy clustering, Possibilistic clustering, Robust 
clustering, Object and shape Detection, Template-based methods. 

1   Introduction 

The ability to efficiently detect shell-like structures of particular shapes is useful in 
many image and signal processing applications. Fuzzy and possibilistic shell 
clustering algorithms have been shown to be useful for this purpose. Variations of 
these algorithms have been developed for different types (shapes) of shell prototypes. 
Examples include algorithms for the detection of lines and planes [1], circles [2,3], 
quadratic surfaces [4-6], rectangles [7], and templates [8]. There are also a few 
reported applications for the detection of lines [9], circles [10], and ellipses [11] in 
real-world images. Compared with fuzzy clustering algorithms, the possibilistic 
approach has been shown to be more robust against noise [4,12]. According to [5], 
fuzzy and possibilistic shell clustering has a number of advantages as compared to 
generalized Hough transform in detecting particular shapes: It is more 
computationally efficient without the large memory requirement of Hough transform, 
is less sensitive to noise and zigzagged edges, and the parameter resolution is not 
limited by the predefined bin sizes. These properties make shell clustering a useful 
option for shape/object detection. 

Most existing shell clustering algorithms are specifically designed for particular 
shapes, e.g., circles, hence seriously limiting applications of these algorithms. The 
only one exception is in [8], which attempted to do shell clustering with  
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general-shaped template-based shell prototypes. However, unlike the other algorithms 
that employ the more efficient and commonly used alternating optimization (AO) 
approach, [8] relies on genetic algorithm (GA) for optimizing the prototypes. 
However, GA can take a long time to converge and can still get trapped in local 
minima of the objective function. The reason of using GA is probably because it does 
not require update equations of the prototype parameters, as the derivation of these 
equations is intrinsically difficult for generic templates than for prototypes of simple 
geometric shapes. (A comparison between fuzzy c-means using only AO or GA can 
be found in [13].) 

This paper is the first presentation of an alternating-optimization scheme applicable 
to possibilistic shell clustering for template-based prototypes that uses. This extends the 
applicability of efficient AO-based shell clustering into various tasks where one is 
looking for surfaces that are not necessarily of basic geometric shapes. The templates 
are represented as collections of line segments, and prototype parameters consist of 
parameters of their transforms. By relaxing the common approach of updating all 
prototype parameters simultaneously, we are able to obtain closed-form update 
equations, making the process very efficient. In contrast, many existing AO-based shell 
clustering algorithms have to reply on numerical methods (e.g., [2]) or non-Euclidean 
distance measures (e.g., [4]) in order to solve their prototype update equations. 

2   Possibilistic C-Template Clustering 

2.1   Possibilistic C-Means and C-Shell Clustering 

The following is the standard objective function used for various types of possibilistic 
c-means and c-shell clustering algorithms [12]: 
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Here N is the number of data points, C is the number of clusters, m is the fuzzification 
factor, uij is the membership of the ith data point in the jth cluster, and dij is a distance 
measure between the ith data point and the jth cluster prototype, and ηj is termed the 
"bandwidth" in [12] and controls the dependence of uij on dij. 

The standard alternating-optimization scheme involves iteratively solving the 
equations that correspond to conditions of local minima of (1): solving ∂J/∂uij=0 for 
the update equations for all uij, and solving ∂J/∂θj=0 for the update equations of all θj. 
Here θj represents the set of parameters used to define the jth cluster prototype. The 
solution for uij is given by [12] 
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Equation (2) is applicable to all possibilistic clustering algorithms. It is the 
solutions for θj that are difficult. While simple closed-form solution exists for point 
prototypes when using Euclidean distance, this usually is not the case for shell 
prototypes. As a result, iterative numerical methods such as Newton's method, as used 
in [2], become necessary, adding significant amount of computational cost. In [3,4], a 
non-Euclidean algebraic distance measure is used to obtain closed-form solutions for 
updating quadratic shell prototypes. While this is computationally efficient, it is 
applicable only to quadratic-shell clusters, and the non-Euclidean distance measure 
sometimes yields clustering results that are not intuitively optimal [6]. In contrast, we 
employ Euclidean distance throughout this paper. 

2.2   Shell Clustering with Template-Based Prototypes 

Before we can explain our approach of deriving the closed-form update equations for 
the prototype parameters, we have to define to templates themselves first. In this 
paper, a template consists of a set of line segments. It can be represented as a set of 
vertices and edges that connect them:  

},{ EVT =  , (3) 

where V is the set of vertices, 

},...,,{
VN21V vvv= , (4) 

and E is the set of edges, 

},...,,{
EN21E eee= . (5) 

Each edge is actually represented by the indices of its starting and ending vertices. NV 
and NE are the number of vertices and edges, respectively. Fig. 1 displays a few 
templates of different shapes that are used in the experiments in section 3. 

 

Fig. 1. Templates used in our experiments 

The prototype of a cluster is a transformed version of the template. Therefore, the 
prototype parameter set θj actually consists of parameters that define the transform. 
While many different types of transforms can be considered here, to limit the 
complexity of the problem, we start by only considering three shape-preserving 
transforms: scalar scaling, rotation, and translation. A point on the jth prototype p is 
related to its corresponding point in the template, p*, according to 

jjj sR tpp += * . (6) 
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Here sj, Rj, and tj are the scalar scaling factor, rotation matrix, and translation vector 
of the jth prototype, respectively. For 2-dimensional data, this means that there are 4 
adjustable parameters for each cluster prototype. Rj is the 2×2 rotation matrix 
determined by the rotation angle θj. In this paper we only focus on 2-dimensional 
data. In addition, we do not need to be concerned about transforms of the edges 
because they are simply determined from the respective vertices. 

For each data point xi (1≤i≤N), we define pij as the point on the jth prototype that is 
closest to xi. Therefore, the Euclidean distance between a data point and a cluster is 
given by 

( ) 2*22
jijjjiijiij sRd tpxpx +−=−= . (7) 

To obtain the update equations for the prototype parameters, i.e., sj, Rj, and tj, we have 
to set to zero the partial derivatives of the objective function J in (1) with respect to 
these parameters, using (7) as the distance measure: 
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It is difficult to find analytical solutions that simultaneously satisfy (8)-(10). 
However, we can find closed-form expressions if we choose to update one parameter 
at a time. The following equations are obtained by solving (8) for tj, (9) for sj, and 
(10) for θj, respectively: 
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and 
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We can see that (11) reduces to the update equation for prototypes in standard fuzzy 
and possibilistic c-means clustering when we use point prototypes which, without loss 
of generality, mean pij*=0 (i.e., only one vertex and no edge in the template). 

A special consideration here is that (13) gives two values for θj over a range of 2π. 
We solve this problem by computing the objective function J using both values of θj 
for the prototype, and then choose the one that gives the lower value of J. Another 
consideration is the possibility of (12) to become negative. If this does occur, we set sj 
to its absolute value and change θj by π. 

Each of (11)-(13) can be used as a separate update step within one iteration of an 
alternating optimization algorithm. This actually allows for more flexibility to, say, 
"disable" a type of transform. For example, if we are looking for circles, we can 
simply skip (13) because we do not need to rotate the prototypes.  

There is still one complication related to these update equations: Strictly speaking, 
the points pij themselves are also dependent on the prototype parameters. However, 
we are unable to express this dependence in a differentiable function. Our solution is 
to keep the points pij unchanged while updating the prototype parameters. One more 
step is then included in each iteration of alternating optimization to recalculate pij 
after the prototype parameters have been updated. 

The resulting possibilistic c-template (PCT) clustering algorithm is listed below: 

Initialize sj, θj, and tj for the prototypes 
Loop 
    Find all pij and corresponding pij* 
    Compute dij using (7) 
    Update uij using (2) 
    Update tj using (11) 
    Update sj using (12) 
    Update θj using (13) 
Until convergence or the maximal allowed iterations 

Convergence here is defined as when the change of each prototype between 
consecutive iterations is below a certain threshold. For this purpose, we define here a 
difference measure between two prototypes. Let {VA, EA} and {VB, EB} be the vertex 
and edge sets of the two prototypes, respectively. The difference measure is given by 

∈∈∈∈
),(minmax),,(minmaxmax evdistevdist

ABBA EeVvEeVv
, (14) 
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with dist(v,e) being the Euclidean distance between a vertex v and an edge e. Due to 
the nature of possibilistic clustering, convergence can be determined separately for 
each cluster. 

2.3   A Robust Implementation of Possibilistic C-Template Clustering  

There are two additional issues that are challenging for hard, fuzzy, and possibilistic c-
shell clustering: The need to specify the number of clusters at the start, and sensitivity to 
prototype initialization. These challenges are also applicable to our c-template clustering 
algorithm. One advantage of the possibilistic approach is that it allows multiple 
prototypes to overlap with each other. As a result, we can just over-specify the number 
of clusters, and at the end just combine overlapping prototypes to obtain the correct 
number of clusters. However, possibilistic clustering is known to be extremely sensitive 
to good initialization. The solution proposed in [12] is to use fuzzy clustering first to 
obtain the initialization. In actual applications, such as in [9,10], initial prototypes are 
determined based on the distribution of edge pixels in images. 

To simultaneously deal with both challenges, we implement a method that 
incorporates ideas from progressive circular shell clustering as described in [3], with 
modifications specifically for possibilistic clustering and to reduce the possibility that 
the clustering results are trapped in local minima of the objective function. This is 
because the problem of local minima is more profound with line-segment-based shells 
than with circles, as has been observed for rectangular clusters [7]. The following 
briefly describe techniques used in robust PCT clustering algorithm: 

(1) The parameter ηj is updated in a coarse-to-fine manner. It is set to a relatively 
large value (ηj

1/2 ≈ (total range of data)/5) for a newly initialized prototype to make 
sure that it is able to move toward nearby data. It is reduced by a multiplicative factor 
of 0.5−0.8 after each iteration until it is close to convergence, after which it is set 
according to the formula suggested in [12]. 
(2) The "goodness" of a cluster is determined by its density, a concept given in [3,5]. 
(3) Two prototypes that are very similar to each other according to (14) are merged. 
(4) Prototypes with very low density at convergence are simply deleted. 
(5) Prototypes with density above a threshold (at most one at each iteration) is 
considered a "good" one and moved to a separate list. Data points within a narrow 
window from this prototype are also removed. 
(6) For a converging prototype of medium density, we "disturb" it, with some 
probability, by randomly modifying its parameters and/or increasing its ηj. 
(7) Deleted, merged, or removed good prototypes are replaced with new randomly 
initialized prototypes. 
(8) The main loop terminates after the total amount of remaining data is less than a 
pre-specified threshold (currently set at 5% of original data), or after no new "good" 
clusters are detected after a certain number of iterations. 
(9) After the main loop terminates, we repeat the clustering process with the 
remaining prototypes plus the previously extracted "good" clusters as the initial 
prototypes and the original set of data points. Merging and deletion of bad clusters are 
performed only at the end of this step. 
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(10) Finally, we iteratively select and remove the remaining prototype with the 
highest density, remove its associated data points, and re-compute the density of the 
other prototypes. This is repeated until no prototypes with density above a pre-
specified threshold remains. Prototypes selected in this stage are the final prototypes. 

The steps (3)-(5) and (9) are based on ideas of progressive clustering in [3], with 
the others being our innovation. 

3   Experiments 

In this section we present our experiment results using various data sets. The first part 
includes synthetic data sets consisting of data points that form various shapes. The 
second part includes results using edge pixels that are extracted from real images. For 
each set of data points, we only look for clusters of one particular shape. We include 
synthetic data sets with and without noise points and minor scatters. 

In Fig. 2 we display results using several synthetic data sets. Each pair contains 
results using the same templates but with noiseless and noisy data, respectively. 
Detected prototypes are plotted with the data. The results indicate that the algorithm is 
capable of detecting the desired shapes in the presence of scatter and noise, and of 
detecting the correct number of clusters. 

 

   

   

Fig. 2. Detection of four different shapes in synthetic data. Both noiseless and noisy data are 
presented here. 

Fig. 3-5 display examples of detecting particular shapes in real images through 
possibilistic c-template clustering. All these data sets contain some scatter and noise. 
Fig. 3 shows the detection of circles of various sizes. Fig. 3(a)-(d) are the original 
image, the data points that are edge pixels, the data points with final prototypes 
overlapped with them, and the original image with final prototypes overlapped on it. All  
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(a) (b)

(c) (d)

 

Fig. 3. Detection of circles in real-world images. (a) The original image. (b) The set of edge 
points used for clustering. (c) Same with (b), with final selected prototypes overlapped. (d) 
Same with (a), with detected circles overlapped.  

the circles are detected correctly. While many existing algorithms can detect circular 
shapes, we include the results here to show that circles can be treated as a special case of 
templates as well. In addition, our algorithm is very efficient, usually converging with 
the correct number and location of circles in one pass within 20-30 iterations. 

Fig. 4 contain example clustering results of more generic shapes. Each row in Fig. 4 
corresponds to a different image and displays, from left to right, the original image, the 
edge pixels used for clustering, and the original image with the final prototypes 
overlapped as white lines. The last two templates in Fig. 1 are used with the first and 
second rows here, respectively. Since all the beads are of very similar sizes, we choose 
to skip the update of scaling. This is a reasonable condition for machine vision 
problems in controlled settings, such as in inspection applications. We consider this a 
demonstration of the flexibility of our template clustering algorithm, allowing the 
simplification based on information known a priori. Due to the increased complexity 
of these templates, these data sets typically take longer (50-100 iterations) to 
converge. We can also see that not all the prototypes are fitted to the data exactly. 
This is more evident with the double-ellipse prototypes in the second row. However, 
we still obtain the correct number and approximate locations of the objects of interest 
in each case. 
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Fig. 4. Detection of generic shapes in real-world images. The two rows correspond to two 
images containing objects of two deferent shapes. Each row contains, from left to right, the 
original image, the set of edge points used for clustering, and the original image with final 
prototypes (detected objects) indicated by white lines. 

4   Conclusions 

This paper describes the algorithms and update equations that facilitate possibilistic c-
shell clustering with generic-shaped template-based prototypes using the efficient 
alternating optimization scheme. The separation of prototype update equations allows 
us more flexibility in taking advantage of known properties of the clusters. The 
feasibility of this approach is illustrated with both synthetic data and real images. 
Techniques to make the process more robust with respect to number and initialization 
of prototypes are also discussed. 

A number of research issues remained with this approach. For example, transforms 
more flexible than the current choices, such as a separate scaling factor for each 
dimension, should further expand the possible applications of this algorithm. More 
flexibility will also necessitate better robust shell clustering techniques. Another 
possibility is to combine GA with our AO algorithm to get the benefits of both 
methods, an approach that have been used in hard clustering with point-based 
prototypes [14,15]. 

Overall, we believe that further study and understanding of this technique will help 
expand the application of shell clustering more image analysis problems. 
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Abstract. This paper presents a method for estimating positions of
solid balls from images which are captured using a handy camera mov-
ing around the pool table. Since the camera moves around by hand in
this method, the motion of the camera in 3D space should be estimated.
For the camera motion estimation, a homography is calculated by ex-
tracting the green felt region of the table-top area that is approximated
to a polygon. Then, the balls are extracted from the table-top region
for obtaining the positions of the balls. The 3D position of each ball
is estimated using a projection matrix determined by the homography.
The ball areas are classified by distribution of RGB data in each area.
We apply our method to image sequences taken with a handy camera
for evaluating the accuracy of the ball position estimation. By this ex-
periment, we confirm that the accuracy of the estimated position is up
to 18mm error, which is sufficiently small for displaying the strategy
information in the pool supporting system.

1 Introduction

Pool is one of complex sports in the world that need knowledge of physical laws to
decide direction and strength of a shot based on the arrangementof balls. However,
it is difficult for beginners to shoot a ball considering dynamic behavior because
they concentrate on shooting the center of the ball accurately. Since they can shoot
the ball easily if the system teaches users the desired tracks of the ball, some pool
supporting systems are proposed. Jebara used a head mounted live video display
(HMD) with a camera and lines of a desired trajectory of the balls are rendered on
HMD[1]. Also, Larsen used a computer controlled laser pointer to show a correct
layout of the balls and the target[2][3][4]. However, such equipments are not de-
sirable in pool game because playing pool with HMD is not natural for users, and
installing the laser pointer system in a usual environment of pool hall is difficult.
To be used popularly, the system needs to be composed of small equipments such
as a cellular phone that have a camera, a small screen and CPU.

This paper describes a method for estimating the positions of solid balls from
image sequence taken with a handy camera. The estimated positions are then used
for showing supporting information on a LCD display. As for the balls, there are
stripe balls and solid balls in pool game. In Chua’s research, they classify two kinds
of balls for Eight-Ball game which is one of the most famous pool games in the
world[5]. Since we intend to apply our method to Nine-Ball game which is also a
famous pool game, we propose the method for classification of colors of solid balls.

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 393–402, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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A Ball become a circle and a table becomes a rectangle as a 2D objects when
an image is captured from table top[5][6][7][8]. However, we treat balls and a
table as a 3D object since it is difficult for users to capture images from the
table-top. In our method, we assume that images as shown in Fig.1 (a) are
captured with a handy camera by moving around the pool table. To each image,
we extract a green felt area to compute a homograpy by using planarity of the
area. After extracting the area, we extract circular regions as balls and then
determine the center positions of the circles. 3D coordinates of the centers of
balls can be estimated using a projection matrix computed by the homograpy
of the table-top plane. To avoid accidental miss-detection of the balls, we use
multiple frames in the input image sequence. Then users judge the correctness
of the estimated 3D positions by watching the arrangement of the balls.

We apply our method to image sequences taken with a handy camera for
evaluating the accuracy of the estimated ball positions. By this experiment, we
confirm that the accuracy of the estimated position is up to 18mm error, which
is sufficiently small for the pool supporting system.

(a) Input (b) Desired output

Fig. 1. Input and output

2 Proposed Method

In Jebara’s research[1], captured images from eye position were divided into a
green felt region, balls, corners, and pockets by using a probabilistic color model
for understanding the status of the table-top. The white lines which connected
a target ball with a desired pocket to provide strategic information to players.
Because they don’t compute the geometrical relationships of all the balls and
others, they can display only simple lines. In our research, we compute the 3D
positions of all the balls on the table by capturing images of the whole parts of
the table for pool supporting system based on the arrangement of all the balls.

2.1 Overview

Input images are of the whole of the pool table captured from different view-
points, and then our method is applied to each image.
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First, a green felt region of the table is extracted by color segmentation to com-
pute a homography. Then, the region is approximated to a quadrangle because
four vertices are necessary for computing the homography. After computing the
homography, a projection matrix is computed from the homography by Simon’s
method[9][10][11].

Next, non-green areas in the green felt area are extracted as candidates of
balls. Pockets and cushions are included in the candidates. Balls are extracted
by the size of an area and the degree of circularity in each candidate. For each
ball, the number of the ball is determined by distribution of RGB data.

In the end, 3D positions of the balls are computed by using the projection
matrix and the 2D coordinates of the centers of the balls in images. To decrease
false detections, a user determines whether the result is sufficient or not.

In our research, we implement the proposed algorithm by using OPENCV[12],
and introduce the functions which we use.

2.2 Green Felt Area Detection

It is necessary for computing a homography to detect a plane. Both a frame and
the inside of the pool table which are made of a green felt are planes shown in
Fig. 2(a). Because of cushions, the whole part of the inside cannot be detected
like the parts of the red circle of Fig. 2(a). All regions of the green felt that are
a frame and the inside are extracted in our method.

To extract the green felt area by color segmentation, RGB vector of the area
is measured beforehand as a template. By computing the angle between RGB
vector of each pixel and that of the template, each pixel is determined whether
included in the area or not. Each pixel is included in the area when the angle
is below a threshold because the angle is small if the colors of two vectors are
close. Fig. 2(b) depicts the mask of candidates of the area.

Next, the largest region in the mask is extracted, and approximated to a
polygon as shown in Fig. 2(c) using Approxpoly() of the OPENCV function.
From the sides of the polygon, four sides from longer ones are chosen, and the
quadrangle is made by these sides as the mask of the green felt area in Fig.
2(d). Fig. 2(e) shows the green felt area which is extracted from a input image
segmented by the mask.

2.3 Camera Calibration

The green felt area is extracted and approximated to a quadrangle in Section. 2.2
to compute a homography H . The homography is computed by associating the
vertices of the green felt area of an actual pool table and those of the quadrangle
in a input image. To compute a projection matrix by the homography, we employ
Simon’s method.

A 3D coordinate system is related to a 2D coordinate system by 3 × 4 pro-
jection matrix P . Thus, each 3D coordinate system designed for each plane is
also related to the input images by each projection matrix. If a Z coordinate of
each plane is set to 0, the homography H also relates between each plane and
the input images. In Eq. (2), the projection matrix P is composed of intrinsic
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(a) Input image (b) Mask of candidate regions (c) Polygon approximation

(d) Mask of a green felt area (e) Extracted green felt area

Fig. 2. Green felt area detection

parameters A, a rotation R and a translation t of extrinsic parameters. Also,
the homography H is expressed in Eq. (3) which is the deleted r3 of P .
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h31 h32 h33
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First, intrinsic parameters A are computed by the homograpy H . We assume
that the skew is 0, the aspect ratio is 1 and the principal point is the center of
the image. The intrinsic parameters can be defined as in Eq. (4). Then, we only
have to estimate the focal length f . Using the property of the rotation matrix
R that is the inner product of r1 and r2 is equal to 0, the focal length f is
computed as shown in Eq. (5).

A =

⎡⎣f 0 cx

0 f cy

0 0 1

⎤⎦ (
(cx, cy) : principal point

f : focal length

)
(4)

f =
(h11 − cxh31)(h12 − cxh32) + (h21 − cyh31)(h22 − cyh32)

−h31h32
(5)
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Next, the rotation R and the translation t of extrinsic parameters are com-
puted. r1, r2 and t are computed by the homography H and a inverse matrix
of intrinsic parameters A shown in Eq. (6). r3 is computed by the nature of the
rotatin matrix that the cross product of r1 and r r becomes r3 in Eq. 7.

[r1r2r3t ] = A−1H (6)
R =

[
r1 r2 (r1 × r2)

]
(7)

2.4 Ball Detection

Balls are detected in the green felt area because the balls surely exist on the
area. To detect the balls, non-green areas are extracted in the green felt area as
candidates of the balls, and then balls are detected from candidates.

To extract the candidates of balls by color segmentation, RGB vector of the
green felt used in Section. 2.2 is used as a template. For each pixel, the angle
between RGB vector of each pixel and that of the template is computed. Also,
the difference of Norm of two vectors that shows the difference of the brightness
is calculated to determine whether the green felt is or not because there is the
similar color of the felt in the colors of the balls. Each pixel is determined as a
candidate of balls when the difference of the norm is over a threshold and the
angle of two vectors is over another threshold. Fig. 3(b) shows candidates of the
balls. Each candidate is determined whether it is the pixel of the balls or not by
the size and the degree of circularity. The mask of the balls is made as shown in
Fig. 3(d). Fig 3(e) depicts the balls which segmented by the mask from a input
image.

A ball in 3D world becomes a circle in 2D image. Then, each area of the balls in
Fig. 3 is approximated by the circle in Fig. 3(f) by using cvMinEnclosingCircle()
of the OPENCV function and the center coordinate of the circle is also calculated
by the function to compute the 3D coordinates of the ball.

2.5 Classification of Solid Balls

We propose the classification of solid balls which colors are nine.
In the ball area depicted in Fig. 4, the shadow of the ball and the specular

reflection element are also included. If the average of the color in the area is
computed to classify the ball, miss-classification often occur because of the in-
fluence of the shadow and the specular reflection element strongly. To classify
the balls precisely, we apply a voting such that the closest color of the balls is
selected.

RGB vector of each ball is measured beforehand as a template. The angle
between RGB vector of each pixel in the ball area and that of the template of
each ball is calculated, and votes on the balls to which the angle is minimum
like Table. 2.5 are done. Number zero is a white cue ball. Then, the ball with
lion’s share of votes is selected.
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(a) Green felt area (b) Candidates of balls

(c) Mask of candidates (d) Mask of balls

(e) Balls (f) Mask of a ball (g) Circle approximation

Fig. 3. Detection of balls

2.6 Three Dimensional Coordinate of the Balls

In Eq. (8), (x, y) is 2D coordinates in the images and (X, Y, Z) is 3D coordinates
in the world coordinate system. The projection matrix P is calculated by the
homography in Section. 2.3.

⎡⎣x
y
1

⎤⎦ * P

⎡⎢⎢⎣
X
Y
Z
1

⎤⎥⎥⎦ (8)

It is necessary to compute (X, Y, Z) to determine 3D coordinates of the center
of the ball. However, it is not possible to compute from (x, y) in the image and
the projection matrix P because the degree of freedom of 3D coordinates is
three. Then, Z is calculated beforehand by nature of a sphere to decrease the
degree of freedom.

As Fig. 5 is shown, the straight line that connects the point p in the image
and the pointP in the world which appear in the image passes the centerC of
the ball by nature of a sphere. X and Y can be computed because the degree
of freedom becomes two if Z is known. Since the plane which used when the
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Fig. 4. Distribution of color

Table 1. Judgement of balls by vote

ball number 0 1 2 3 4 5 6 7 8 9

result of vote 23 83 0 0 0 0 32 0 15 0

Fig. 5. Computation of the three dimentional position of a ball center

homography is calculated is Z = 0, Z of the center of the balls is determined as
Z = −(h− r) because the radius r of the ball and the height h of the cushion of
a pool table are known. X and Y can be computed by using P , (x, y), and Z.

2.7 Judgment of the Result by User

When the 3D positions of the balls are estimated in each image, the pocket or
parts of the pool table might be mistakenly detected as a ball in Fig. 6(b). To
decrease such false detections, a user determines whether the estimated positions
of the balls are correct or not by watching the display of the arrangement of the
balls from the top of the table as shown in Fig. 6(c) when the positions can be
computed for the first time. This is repeated until the user satisfies the estimated
arrangement of the balls. As for the estimated positions in the image taken from
other aspects, correctness is automatically judged depending on the distance
with the position of the ball that has already been computed. Then, the average
of the computed positions is calculated. In the way, the false detections can be
removed by user interaction.

3 Experiments

We apply our method to some image sequences including 150 images taken with
a handy camera for evaluating the accuracy of the estimated 3D ball position
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(a) Input (b) False detection (c) Display for users

Fig. 6. Judgment of the result by user

(a) frame 20 (b) frame 50 (c) frame 80 (d) frame 90

Fig. 7. Results

estimation. As Z coodinate is constant depicted in Section. 2.6, we confirm the
accuracy of (X, Y ).

The size of table is 1330mm×700mm and that of images is 320× 240pixels.
We used four balls which colors are white, yellow, blue and red. We put on the
balls which coordinate is measured with a tape measure beforehand, and then we
compare their coordinates with the coordinates estimated from the input images.
Fig. 7 show results that the first row shows inputs, the second row shows grenn
felt areas, and the third row shows balls.

First, we count the number that balls are extracted from 140 images. The
result is shown in Table. 2. Since we captured images freehand, 34 images blurred
and all part of a board was not include in these images . We couldn’t extract
a board from such images, and alse balls. White, yellow and red balls can be
extracted in many images because their colors are quite different from the color
of the green felt. On the other hand, a blue ball cannot sometimes be extracted
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Table 2. Number of balls extracted

white yellow blue red corner

103 116 82 116 5

because its color is a little close to the color of green felt. Pocket is also extracted
as a ball shown in a ball area image of Fig. 7(d) because the shape of pocket is
close to the circle and the color is different from that of the green felt.

Next, we compare the ball positions measured with a tape measure with the
estimated positions from the input images via the proposed method. Table. 3
shows the result of comparison. The result shows that Y values contain more
errors than Xvalue. The error is mostly caused by the unstable detection of
the far side edge of the green felt region. As shown in Fig. 7, the far side edge
indicated by the red ellipse cannot clearly be captured in the input image. In
Fig. 8, square dots show ground truth positions, while circular dots show the
estimated positions from the input images. Even though there are around 18mm
errors in Y components, the arrangement of the balls estimated via the proposed
method is similar to the ground truth, therefore we consider that the proposed
method can sufficiently be used for the pool supporting system.

Next, the center position of the white ball computed in each frame are shown
in Fig. 9. The error in each frame is not constant because the lighting condition
is different, depending on the direction where a pool table is captured.

Table 3. Ball positions(m)

ball color white yellow blue red

coordinate x y x y x y x y
ground truth 0.373 0.823 0.273 0.573 0.223 0.323 0.423 0.423

estimated from images 0.378 0.841 0.274 0.582 0.228 0.317 0.429 0.425

Fig. 8. Comparison of ground truth (rectangular dots) with estimated from image
(circular dots)
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Fig. 9. Coordinates of white ball

4 Conclusions

We have proposed a method for estimating positions of solid balls from images
which are captured using a handy camera moving around the pool table. For
estimating the positions of all the balls on the pool table, this method first
computes homographies of the table-top region by extracting the green felt area
via color segmentation. The computed homographies provide camera parameters
so that the 3D positions of the balls can be estimated from the extracted positions
of the balls in the input images. In the result, we have shown that the position
estimation accuracy is up to around 18 mm error, which is sufficiently accurate
for the pool supporting systems.
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Abstract. A novel shape description method, statistical chord-length
features (SCLF), is proposed for shape retrieval. SCLF first describes
the contour of a 2D shape using k/2 one-dimensional chord-length func-
tions derived from partitioning the contour into k arcs of the same length,
where k is the parameter of SCLF. The means and variances of all the
chord-length functions are then calculated and a k dimensional feature
vector is generated as a shape descriptor. Two experiments are con-
ducted and the results show that SCLF achieves higher retrieval perfor-
mance than traditional description methods such as geometric moment
invariants and Fourier descriptors.

1 Introduction

With the rapid development of digital and informational technologies, more and
more multimedia information is generated and available in digital form from va-
rieties of sources all over the world. Most of the multimedia information is in the
form of images. There is an urgent need for efficiently managing, organizing and
navigating through them. Content-based image retrieval (CBIR)[1] is a research
area dedicated to address this issue. CBIR utilizes low-level image features such
as color, texture and shape to search through image databases. Due to its po-
tential applications, CBIR has attracted a great amount of attention in recent
years [2,3,4].

Shape is a very important feature to human perception. Human beings tend
to perceive scenes as being composed of individual objects, which can be best
identified by their shapes. Therefore, shape based image retrieval (shape re-
trieval) is a primal element of CBIR. Basically, shape retrieval is the measuring
of similarity between shapes represented by their features. Accordingly, how
to describe the shape, i.e, how to extract the features of the shape is a key to
shape retrieval. MPEG-7 sets six principles for a good shape descriptor, they are:
(1)good retrieval accuracy, (2)compact features, (3)general application, (4)low
computation complexity, (5)robust retrieval performance, and (6) hierarchical
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coarse to fine representation. In general, the existing shape description methods
can be classified into two categories: contour-based methods and region-based
methods. Region-based methods extract features from all the pixels within a
shape, while contour-based methods only exploit shape boundary information.

The approach of geometric moment invariants proposed by Hu [5] is one of
the region-based methods and have been used in many applications [6,7,8]. This
method is based on the work of the 19th century mathematicians Boole, Cayley
and Sylvester, and on the theory of algebraic forms,

mpq =
∑

x

∑
y

xpyqf(x, y), p, q = 0, 1, 2, . . . .

By using nonlinear combinations of the lower moments, a set of moment invari-
ants are derived. The desirable properties of this descriptor is that it is invariant
to translation, scaling and rotation. The main problem of geometric moment
invariants is that a few invariants derived from lower moments only is insuffi-
cient to describe a shape accurately, while higher order invariants are difficult
to derive.

Another classical shape description method is using Fourier descriptors. In
this method, the contour of a 2D shape is first described by an 1-D function
(termed contour function) and Fourier transform is then applied on the function.
The normalized Fourier transform coefficients are then taken as shape descriptor.
The complex coordinates and the cumulative angle function are dominantly used
to derive FDs. Different contour functions will result in different FDs. Through
comparing six existing contour functions, Zhang et al.[9] reported that for general
shapes, the centroid distance function is the most desirable contour function
to derive FD for shape retrieval. The advantage of FDs is that it is robust,
compact and simple to compute. Zhang et al.[9] also found that 10 FD features
are sufficient to describe a shape.

In this paper, we propose a novel shape descriptor, statistical chord-length
features (SCLF), for shape retrieval. SCLF first describes the contour of a 2D
shape using k/2 one-dimensional chord-length functions which are obtained by
partitioning the contour into k arcs of the same length, where k is the parame-
ter of SCLF. The means and variances of all the chord-length functions are then
calculated and form a k dimensional feature vector, which is considered as a
shape descriptor. SCLF is compact and simple to compute. It can characterize
the shape more accurately than the above mentioned methods. Two experiments
are conducted and the results show that SCLF achieves higher retrieval perfor-
mance than geometric moment invariants and Fourier descriptors.

2 Statistical Chord-Length Features (SCLF)

2.1 Chord-Length Function

The contour C of a 2D shape can be denoted as an ordered sequence of N
coordinate points, C = {λt = (x(t), y(t)), t = 0, 1, . . . , N −1}, where C is closed,
i.e. λi+N = λi. The diameter D of the contour C is defined as
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Fig. 1. An example of partitioning an contour into eight equal-arc-length sections,
where λi is the starting point and L1, L2, . . . , L7 are the obtained chord lengths. And
λ0 is the reference point from which the contour is parameterized.

D = max
0≤i,j≤N−1

√
(x(i)− x(j))2 + (y(i)− y(j))2. (1)

Let us take a point, λi ∈ C, as starting point and traverse the contour anti-
clockwise to divide it into k sections λ̂iS1, Ŝ1S2, . . . , ̂Sk−1λi of equal arc length
and obtain k − 1 chords λiS1, λiS2, . . . , λiSk−1, where Sj is the jth division
point and k > 1 is a pre-specified parameter. We now have k − 1 chord lengths
L

(i)
1 , L

(i)
2 , . . . , L

(i)
k−1, where L

(i)
j is the length of the chord λiSj which is defined

as the Euclidean distance between the points, λi and Sj . Fig. 1 gives an example
of partitioning a contour into eight equal-arc-length sections.

As the starting point, λi, moves along the contour, the chord lengths L
(i)
j , j =

1, . . . , k − 1, vary accordingly. In other words, L
(i)
j is function of λi. Here we

term it chord-length function and use Lj to denote it. Thereby k−1 chord-length
functions, L1, L2, . . . , Lk−1, are then obtained. The basic requirement for a shape
descriptor is that it must be invariant to rotation, scaling and translation. Since
the chord-length functions are derived from equally partitioning the contour
and from moving the starting point, λi, along the contour, they are invariant to
translation and rotation. However, the chord length is variant to spatial scaling.
To solve this problem, each chord-length functions is normalized using the max
chord-length, i.e. the diameter D of the contour. All the chord-length functions
are then scaled to span the same range of values, say, [0, 1]. From the definition
of the chord-length functions, since they are obtained by equally partitioning
the contour, it is not difficult to find that only half of them are required, i.e.
only k/2 chord-length functions, L1, L2, . . . , Lk/2, are required for characterizing
the shape. The advantage of using chord-length functions is that different level
chord-lengths can capture both the global and local features of a shape. The
chord length functions of the division points closer to the starting point, λi,
are likely to capture the local features, and those of farther points can capture
global features.
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2.2 Statistical Feature Vector

Now, we have obtained k/2 chord-length functions which are invariant to rota-
tion, scaling and translation. However, like other contour functions, they are not
compact. Another problem is that they depend on the reference point, λ0 (Fig.
1), from which the contour is parameterized. The reason of their dependence
on the reference point is that the contour is closed and arbitrary point of the
contour can be selected as reference point and the chord-length functions will
accordingly be changed. For solving these problems, we calculate the mean mj

and variance σj of chord-length function Lj, j = 1, 2, . . .N − 1, as

mj =
1
N

N−1∑
i=0

L
(i)
j (2)

and

σj =
1

N − 1

N−1∑
i=0

(L(i)
j −mj)2. (3)

A statistical feature vector V = (m1, σ1, m2, σ2, . . . , mk/2, σk/2) is then obtained
and used as a shape descriptor.

3 Dissimilarity Measure

Here, we use the statistical feature vector to measure the dissimilarity of two
shapes. Assume that V (A) = (m(A)

1 , σ
(A)
1 , m

(A)
2 , σ

(A)
2 , . . . , m

(A)
k/2, σ

(A)
k/2) and V (B) =

(m(B)
1 , σ

(B)
1 , m

(B)
2 , σ

(B)
2 , . . . , m

(B)
k/2, σ

(B)
k/2) are statistical feature vectors of shape

A and shape B, respectively. We use χ2 statistics [10] to measure the distance
between vectors V (A) and V (B) as follows

dχ2(A, B) =
k/2∑
i=1

(
(m(A)

i −mi)2

mi
+

(σ(A)
i − σi)2

σi
) (4)

where mi = (mA
i + mB

i )/2 and σi = (σA
i + σB

i )/2.

4 Experimental Results and Discussions

To test the performance of the proposed SCLF, we conducted retrieval tests
on two shape databases. One, as shown in Fig. 2, is a benchmark used in [11]
and [12]. It includes nine categories and eleven instances are included in each of
them, resulting in a total of 99 shape instances. Another, as shown in Fig. 3, is
a database of leaf shapes which are taken from nature. It consists of 6 categories
and 15 instances are included in each categories.
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Fig. 2. Top: A database including 99 shapes [11]. Bottom: The precision-recall plots
for SCLF, geometric moment invariants, FDs derived from centroid distance function
and FDs derived from complex coordinates function.

Common performance measure, precision and recall of the retrieval [13], was
used as the evaluation of the query results. Precision P is defined as the ratio of
the number of retrieved relevant shapes r to the total number of retrieved shapes
n, i.e, P = r/n. Recall R is defined as the ratio of the number of retrieved relevant
shapes r to the total number m of relevant shapes in the whole database, i.e.,
R = r/m. Each shape in the database is used as a query. For each query, the
precision of the retrieval at each level of the recall is obtained. The final precision
of retrieval is the average precision of all the query retrievals.
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Fig. 3. Top: A database including 90 leaf shapes [11]. Bottom: The precision-recall plots
for SCLF, geometric moment invariants, FDs derived from centroid distance function
and FDs derived from complex coordinates function.

As for the parameter k, SCLF with small values of k tends to lose local
features, and that with large k will increase computational complexity and be
sensitive to noises. Our experiments indicate that for most of shapes, six to
ten are reasonable values for k. We set the parameter k of SCLF to 8, i.e.
we equally partitioned the contour into 8 segments. That is to say that the
number of the elements of the obtained statistical feature vector is eight. To
show the superiority of SCLF, three widely used shape description methods,
geometric moment invariants, FDs derived from centroid distance function and
FDs derived from complex coordinates function, were taken as comparisons. We
performed the task of shape retrieval on the two shape databases using the four
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shape description methods, respectively. The obtained precision and recall plots
for them are shown in Fig.2 and Fig. 3, respectively.

From the experimental results, we can see that the proposed SCLF achieves
higher precisions at each level of recall than the three other shape description
methods on both of the shape databases.

5 Conclusions

We have proposed a novel shape descriptor, statistical chord-length features
(SCLF), for shape retrieval. By equally partitioning the contour, different level
chord lengths can be obtained to capture both global and local features of a
shape. Consequently, SCLF can describe the shape more accurately. Two ex-
periments have been conducted to test the performance of SCLF. The results
show that SCLF outperforms the traditional shape descriptors such as geometric
moment invariants and Fourier descriptors.
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Abstract. We report on an iris recognition system using image se-
quences instead of single still images for recognition. Image sequences
captured at different focus levels provides more information than single
still images. Most of the current state-of-the-art iris recognition systems
use single still images which are highly focused. These systems does not
recognize defocused iris images. The experimental results show that de-
focused iris images can be correctly recognized if we use multifocus image
sequences as gallery images for recognition.

1 Introduction

Automated person authentication systems based on iris recognition are reputed
to be the most reliable among all biometric methods because of the high level
of stability and distinctiveness of the iris patterns [1]. However, the potential
requirement of obtaining high accuracy is that users supply iris images of good
quality. Current iris recognition systems require only frontal view images of
good quality and remove poor quality images by evaluating qualities of im-
ages [2] [3] [4] [5]. The quality factors affecting iris recognition performance are
defocus blur, motion blur, off-angle, occlusion, specular reflection, lighting, etc.
The defocus blur and motion blur are the quality factors that affect image ac-
quisition time and recognition performance the most. In practice current iris
recognition systems continues to grab image frame until it is in focus. This is
one of the reasons why iris recognition systems have less user convenience than
other biometric systems. To design highly reliable and accurate iris recognition
system increasing user convenience, it may be necessary to effectively operate
the possibly blurred iris images due to less cooperation of users and camera with
low resolution.

In this paper, we present a new scheme for iris recognition based on multifocus
image sequences. The multifocus images sequences contain slightly defocused im-
ages as well as highly focused image. Unlike the current iris recognition systems,
our proposed method can correctly recognize the highly defocused iris images
because various information of the iris images captured at different focus levels
is used. We also propose a new feature extraction method using direct linear dis-
criminant analysis on wavelet subband to extract discriminative low-dimensional

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 411–420, 2006.
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feature vectors. All biometric systems have common disadvantage that the size
of the feature set is normally large. It will increase the complexity of computa-
tion and make its real-time implementation more difficult and costly. Therefore,
it is necessary to extract discriminative low-dimensional feature vectors from the
biometric data. Fig. 1 shows the flowchart of the proposed system.

Multifocus Eye Image 
Sequence 

Image Selection by
Fuzzy Entropy

Wavelet Feature 
Extraction

Multifocus iris Image
Sequence Extraction

Reduced Feature 
Vector by DLDA

Matching Module

Preprocessing Feature 
ExtractionQuery Multifocus Eye 

Image Sequence

DB

Decision 
ModuleAccept/Reject

Multifocus Eye Image 
Sequence 

Image Selection by
Fuzzy Entropy

Wavelet Feature 
Extraction

Multifocus iris Image
Sequence Extraction

Reduced Feature 
Vector by DLDA

Matching Module

Preprocessing Feature 
ExtractionQuery Multifocus Eye 

Image Sequence

DBDB

Decision 
ModuleAccept/Reject

Fig. 1. Proposed iris recognition system based on multifocus image sequences

2 Image Acquisition

We first design an image acquisition device to obtain the multifocus image se-
quences. The CCD camera controlled through RS-485 is used after removing the
installed infrared-cutoff filter. The camera is fixed on a pedestal which manually
rotates three-dimensionally as shown in Fig. 2. The camera used in our imple-
mentation has a 1/4 inch SONY Super HAD CCD with minimum illumination
of 0.1 lux and approximately 440, 000 effective pixels minimizing residual image
and geometric distortion.

The near infrared light emitting diode(IR-LED) illuminators are in a fixed po-
sition to get the same illumination effect over all the images. The use of IR-LED
sources with a peak emission wavelength of 780nm lead to significant improve-
ment in the quality of the eye image. Therefore, we use two illuminators that
each one consists of 36 IR-LED sources with 5.0mm diameter and 780nm peak
wavelength. The imaging of small object like the eye is the source of problems
for the usual lenses which are optimized for the distance range of infinity. To
capture the adequate eye image, we use a close-up lens called the close-up filter.
The close-up lens is attached to the front of the master lens of CCD camera. Any
visible light source, such as overhead fluorescent lamps, can produce unwanted
corneal reflection lights (glints) and corneal reflection scene on the area of iris.
These corneal reflection lights (glints) and corneal reflection scene can degrade
performance of the iris recognition system. Therefore, we use the infrared-pass
filter (IR-Pass Filter) which filters out visible light below approximately 650nm
wavelength. It is attached to the front of the close-up lens as shown in Fig. 2.
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IR-LED Closeup FilterIR-Pass Filter

Fig. 2. Image acquisition device capturing the multifocus image sequences

Fig. 3. Example of multifocus image sequence

We obtain the multifocus image sequences by the proposed image acquisition
device. The multifocus image sequence is a video sequence with 10 eye images
captured at intervals of 0.03 second during changing the focus point from far to
near. It contains slightly defocused images as well as highly focused image. Fig. 3
shows sample image sequence containting 10 eye images captured at different
focus levels. Each eye image is the 8-bit gray level image with a resolution of
320× 240.

3 Image Preprocessing

We have obtained a multifocus image sequence with 10 eye images from our pro-
posed image acquisition device. The multifocus image sequence contains various
information of eye images captured at different focus levels. However, the iris
patterns of some highly defocused eye images may not be localized in prepro-
cessing stage of our proposed system. Processing the multifocus image sequence
with the 10 eye images takes too much time to be adapted in real time system
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like iris recognition system. Therefore, we have selected 5 eye images contain-
ing the slightly defocused images as well as a highly focused image with the
appropriate quality for the subsequent processing. The image selection will also
reduce the process time. We have applied fuzzy set theory for image selection.
A notion of entropy in the theory of fuzzy sets was first introduced by de Luca
and Termini [6].

For an image F , the fuzzy entropy is defined by the function

E(F ) = −
∑
p∈X

(µF (p)log2µF (p) + (1− µF (p))log2(1− µF (p))), (1)

where p = (x, y) is a pixel in the spacial domain X of the image F and µF is a
membership function. In this paper, the membership function µF is initialized
according to

µF (p) =
gp − gmin

gmax − gmin
, (2)

where gmin and gmax are the minimum and maximum gray levels of the image
F respectively and gp is the gray level of a pixel p = (x, y). Using equation (2)
for initializing the membership values has the advantage of stretching out the
membership function over the unit interval.

Normalized version Ê(F ) of the fuzzy entropy E(F ), for which 0 ≤ Ê(F ) ≤ 1,
is clearly given by

Ê(F ) =
E(F )
|X | , (3)

where |X | denotes the cardinality of the universal set X , i.e., the size of an
image F . Fig. 4 shows fuzzy entropy values of images in sample image sequence.
Fig. 5 shows image sequence consisted of 5 images selected from sample image
sequence.

Fu
zz

y 
en

tr
op

y

Selected Images

Fu
zz

y 
en

tr
op

y

Selected Images

Fig. 4. Fuzzy entropy values of 10 images in sample image sequence
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Fig. 5. Images selected from sample image sequence

The most important part of preprocessing is the effective localization of the
iris pattern. This localization presents a challenge due to the non-ideality of the
available iris images. We use the method for localizing the iris area between the
inner boundary and the collarette boundary, to remove unnecessary areas and to
increase the recognition rate. Since the pupil area has a low intensity value and
looks dark in the eye image, it can be found by edge detector. To find out the
inner boundary, Canny edge detector and bisection method are applied to the
eye image after excluding unnecessary areas. To exclude unnecessary areas, we
first remove light side of the eye image which has gray intensity values of more
than mean value. The gray intensity values of between zero and mean value are
stretched to value of between 0 and 255. Next, canny edge detector is applied to
extract edges of the eye image which is excluded unnecessary areas. A grouping
of the connected adjacent edges is accomplished to apply bisection method. The
edge components which have the lowest distance coefficient obtained by the
bisection method indicate an inner boundary. To find out an outer boundary,
canny edge detector is applied to the original eye image with different parameters
again. The shortest distance between the center of the pupil and the edges of
the lower eyelid is set to the radius of outer boundary.

The collarette is the dividing line between the pupillary zone and ciliary zone
of the iris. The pupillary zone is vastly various and the ciliary zone is seldom var-
ious. To locate the collarette boundary, the iris area between the inner boundary
and the outer boundary is converted cartesian coordinate system into polar coor-
dinate system. Histogram equalization is applied to the converted iris image and
the pixels which have seldom variety are removed by highpass filter with one-
dimensional Fourier transform. Finally, collarette boundary is found by using

Fig. 6. Examples of the detected boundaries and the localized iris area
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statistical information. We make a 225×3 window from the image and calculate
mean values in each window. The magnitude of difference at adjacent pixels is
represented by the mean value. The rate of cumulative mean value is also taken
from the mean value. From the rate of cumulative mean value, standard devia-
tion value is also derived. The first position where the standard deviation value
converges to the zero is a collarette boundary. Fig. 6 shows the inner bound-
ary, outer boundary and collarette boundary detected in the eye image and the
localized iris area.

4 Feature Extraction and Pattern Matching

Traditionally, to represent the biometric trait as low dimensional feature set,
principal component analysis (PCA) and linear discriminant analysis (LDA) are
performed on the biometric image or signal. However, these methods have their
limitations: poor discriminatory power and large computational load. In view of
these limitations, we propose a new approach in using direct linear discriminant
analysis (DLDA) - apply DLDA on wavelet subband.

Wavelet transform (WT) is an increasingly popular tool in image processing
and computer vision in the past ten years. Wavelet transform has the nice fea-
tures of space-frequency localization and multiresolutions [7] [8] [9]. The main
reasons for popularity of wavelet transform lie in its complete theoretical frame-
work, the great flexibility for choosing bases and the low computational com-
plexity. In our proposed method, The three-level lowest frequency subband with
resolution of 29×4 is selected to extract the wavelet feature vector. Generally, low
frequency components represent the basic figure of an image, which is less sen-
sitive to varying images. These components are the most informative subimages
gearing with the highest discriminating power. After extraction of the wavelet
feature vector, the original iris vector x of 7, 200 dimensions is transformed to the
feature vector y of 116 dimensions. To reduce the feature dimensionality further
and enhance the class discrimination, we apply a direct linear discriminant anal-
ysis algorithm (DLDA) proposed by Yu and Yang. The key idea of their method
is to discard the null apace of Sb by diagonalizing Sb first and then diagonalizing
Sw. As pointed out by Yu and Yang the traditional LDA procedure takes the
revers order and consequently discards the null space of Sw which contains dis-
criminative information. This diagonalization process also avoids the singularity
problems related to the use of the pure LDA in high dimensional data where the
within-class scatter matrix Sw is likely to be singular [10][11].

To apply the proposed method to the iris recognition system, we need two
stages, namely, training and recognition stages. In the training stage, we first
need a training set composed of a relatively large group of subjects with iris char-
acteristics. The appropriate selection of the training set directly determines the
validity of the final results. Second, wavelet transform (WT), using the biorthog-
onal spline wavelet of order (1, 3), is applied to decompose the iris images for
each subject in the training set. We construct the lexicographic vector expansion
φ ∈ R29×4. This vector corresponds to the wavelet feature vector representation
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of the iris. In the third step, DLDA is applied on the wavelet feature vector
with dimension 116 to find the transformation matrix Pdlda. Next, the wavelet
feature vectors (WFVs) are transformed into the reduced wavelet feature vec-
tors (RWFVs) by the transformation matrix Pdlda. Finally, the reduced wavelet
feature vectors (RWFVs) and the transformation matrix Pdlda are stored in the
database. When an unknown iris image x is presented to the recognition stage,
wavelet transform is applied to obtain the wavelet feature vector in the same
way as the training stage. The wavelet feature vector is transformed into a re-
duced wavelet feature vector by the transformation matrix Pdlda in the database.
Finally similarity measurement between the probe RWFV and the reference
RWFVs in the database is taken to determine which one of reference images in
the database best matches the input probe image. Euclidean distance is the most
common and simple similarity measurement. We have used Euclidean distance
because it suit well with DWT+DLDA method and is very fast and simple. The
matching distances of the probe RWFVs extracted from multifocus image se-
quence are computed with all the reference RWFVs and the minimum distance
is taken as the final value.

5 Experimental Results

The experiments in this section are performed on the YSUIDB2005 database.
The YSUIDB2005 database contains 13, 750 eye images of 110 classes, with 25
multifocus image sequences per class. Each multifocus image sequence contains
5 eye images captured at different focus levels. The eye images were captured
from students of the Yonsei University by our proposed image acquisition de-
vice. The size of an image captured by an image acquisition device is 320× 240
pixels. The YSUIDB2005 database consists of the multifocus image sequences
containing slightly defocused eye images. we randomly choose 15 multifocus im-
age sequences per class (person) for training, the other 10 multifocus image
sequences for testing. To show the statistical robustness of proposed methods,
we employed the cross validation sampling technique where all recognition rates
were determined by averaging 20 different rounds of iris recognition.

Identification performance can also be quantified by method based on top N
matches. Here, the probability of the true users template (sample) being selected
at least once in the top N choices (that the system gives as output) is considered.
For example, if there is a huge database of users to be compared against in an
identification scenario, then the system comes up with a smaller list of N possible
matches (N candidates). Even if one of the templates from the possible matches
corresponds to the true user, we say that identification is achieved. This kind
of matching is more useful and reasonable where there is a human inspector
to make a final decision. The purpose is to reduce the workload of the human
inspector.

Table 5 shows identification rates for N candidates in feature space with d
dimentions, where N is the number of top matches selected. The best identifi-
cation rates for 1 candidate 2 candidates are 99.83% and 99.92% for dimension
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Table 1. Changes of recognition rates according to the number of candidate and feature
dimension

99.9899.9499.9299.7780

99.9999.9299.8899.7775

99.9899.9599.8799.8070

99.9699.9399.7999.7565

99.9599.9499.8399.8060

99.9699.9399.9099.8355

99.9799.9599.8599.8150

99.9699.9599.8699.7745

99.9599.8799.8299.7840

99.9099.8999.8199.7035

99.9699.8999.8599.7230

99.9499.9199.8399.7025

99.9399.8499.7099.6520

99.9499.8499.5299.3715

99.8999.7099.1898.7410

99.4698.6393.9285.065

10  Candidate5  Candidate2  Candidate1  Candidate

Recognition Rate(%)Feature
Dimension

99.9899.9499.9299.7780

99.9999.9299.8899.7775

99.9899.9599.8799.8070

99.9699.9399.7999.7565

99.9599.9499.8399.8060

99.9699.9399.9099.8355

99.9799.9599.8599.8150

99.9699.9599.8699.7745

99.9599.8799.8299.7840

99.9099.8999.8199.7035

99.9699.8999.8599.7230

99.9499.9199.8399.7025

99.9399.8499.7099.6520

99.9499.8499.5299.3715

99.8999.7099.1898.7410

99.4698.6393.9285.065

10  Candidate5  Candidate2  Candidate1  Candidate

Recognition Rate(%)Feature
Dimension

d = 55 and dimension d = 55, respectivley. For 5 candidates, the best identifi-
cation rate is 99.95% for dimension d = 45. It is 99.99% for candidate N = 10
and dimension d = 75.

Verification is process of comparing a submitted biometric sample against
biometric reference of a single enrollee whose identity or role is being claimed.
In principle, two commonly used error measures for a verification system are
False Acceptance Rate(FAR) - an imposter is accepted - and False Rejection
Rate(FRR) - an authentic individual is rejected. Fig. 7 show authentic dis-
tributions and impostor distributions of verification systems for YSUIDB2005
database. A false rejection rate (FRR) and a false acceptance rate (FAR) are
0.7% and 0.1% for threshold 0.13.

To show that the highly defocused images may be recognized correctly, we
have captured 10 highly defocused images for each class. The YSUIDB2005
database does not contain the highly defocused images. Table 5 shows com-
parison of recognition rates using the highly defocused images as test data. The
tests were conducted in each case using multifocus image sequence and only the
nth image in each multifocus image sequence as training data. 1st image and 5th

indicate the most focused image and the most defocused image of five images
contained the multifocus image sequence, respectively. In the case of match-
ing each highly defocused single image against each multifocus image sequence
representing each person, the average recognition rate is 99.79% with feature
vector consisted of 55 components. The average recognition rates are 97.62%
and 98.99% with same dimension d = 55 when we match each highly defocused
single image against each 1st image and 5th image, respectively. The recognition
rate for highly defocused images goes down when the quality of gallery images
goes up. In these experiments, we find that the highly defocused image may be
correctly recognized if we have multifocus image sequences as gallery (reference)
images.
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Fig. 7. Distribution of matching distances

Table 2. Comparison of recognition rates using highly defocused images as test data.
The tests were conducted in each case using only 1st image, only 2nd image, only 3rd

image, only 4th image, only 5th image, and multifocus Image sequence as training data.

98.83 %

4th Image

98.99 %98.30 %97.88 %97.62 %99.79 %Recognition rate

5th Image3rd Image2nd Image1st Image
Image 

sequence
Training data

98.83 %

4th Image

98.99 %98.30 %97.88 %97.62 %99.79 %Recognition rate

5th Image3rd Image2nd Image1st Image
Image 

sequence
Training data

6 Conclusion

In this paper, a new framework for iris recognition using multifocus image se-
quence has been proposed upon which future recognition systems can be built.
In addition, we designed an image acquisition device to capture the multifocus
image sequences. The key feature of this new iris acquisition device is that it
integrates and simply aligns multiple optical elements greatly reducing both the
material and labor costs of the iris recognition system. A new feature extrac-
tion method based on wavelet transform and direct linear discriminant analysis
(DLDA) has been proposed in this research. By these proposed methods, the
best identification rate was 99.83% when the number of features is 55. For a ver-
ification system , a false rejection rate (FRR) and a false acceptance rate (FAR)
were 0.7% and 0.1% for threshold 0.13, respectively. We have also confirmed that
the iris recognition system using the multifocus image sequence may work well
on defocused iris images as well as highly focused iris image.
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Abstract. Precise remote sensing and high resolution satellite images have 
made it necessary to revise the geometric correction techniques used for ortho-
rectification. There have been improvements in algorithms from simple 2D 
polynomial models to rigorous mathematical models derived from digital 
photogrammetry. In such scenario, conventional methods of photogrametric 
modeling of remotely sensed images would be insufficient for mapping 
purposes and might need to be substituted with a more rigorous approach to get 
a true orthophoto. To correct geometric distortions in these, the process of 
geometric modeling becomes important.  

Pixel projection method has been devised and used for geometric correction. 
Algorithm has been developed in C++ and used for FORMOSAT-2 high 
resolution satellite images. It geo-references a satellite image while geo-
locating vertices of the image with its geo-locations extracted from ancillary 
data.  Accuracy and validity of the algorithm has already been tested on 
different types of satellite images. It takes a level-1A image and the output 
image is level-2 image. To increase the geometric accuracy, a set of ground 
control points with maximum accuracy can also be selected to determine the 
better knowledge of position, attitude and pixel alignment.  

In this paper, we have adopted different techniques of approximations 
and applying three possible methods of interpolation for transformations of 
image pixels to earth coordinate system. Results show that cubic convolution 
based modeling gives best suitable output pixel values while applying 
transformation.  

Keywords: Geometric modeling; Geo-referencing; Geometric correction; Pixel 
projection; Remote Sensing; High resolution; 2-D Interpolation; Cubic 
convolution. 
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1   Introduction 

Images taken by high resolution optical satellite sensors are available with different 
product levels. They are starting with the original images over close to original 
images, improved by the sensor calibration, projections to a geodetic plane and 
orthoimages based on digital elevation models (DEMs) [1, 2]. Remote sensing 
satellites with very high resolution optical systems also have precise attitude 
determination systems. These systems allow precise geo-referencing. Images 
projected to a plane with constant height or a DEM do require a different 
mathematical model for accurate geo-referencing [3-8]. For some such images no 
information about the sensor geometry is available, so a geometric reconstruction and 
a mathematical model have to be devised. The geometric models for handling of these 
images are well known, but some have to be improved by adapting additional 
parameters for an optimal solution [9,10].  

Remotely sensed images are available as different geometric products, ranging 
from original sensor images, just improved by inner platform orientation named as 
level-1A products, over projections to a world coordinate system named as level-2 
products and up to ortho-rectified images [5, 7, 11]. Different mathematical models 
are used for their handling [12-15]. Similarly different solutions are being used like an 
improvement of the pre-orientation say just a shift in X and Y coordinates not taking 
advantages from the given sensor orientation [16] to feature [17] and contour 
matching [6, 9] using high image processing methods etc.  

Pixel projection method has been devised by National Space Program Office 
(NSPO) Taiwan, for processing of level-1 satellite images. This algorithm takes into 
account four vertices of the satellite image and geo-reference them to ground 
coordinates. It uses WGS84 as geodetic model and extracts details of vertices from 
ancillary data of the image, available in DIMAP format. This model is used for 
processing of FORMOSAT2 images [13, 14].    

In this paper transformation of image pixels have been transformed using different 
2-D interpolation methods. Conventionally each approximation method has its own 
merits and demerits but they are tested separately, so that to arrive at a best suitable 
result. In this way algorithm for level-3 geometric correction can be applied more 
concretely [18]. Organization of paper is: section 2 describes factors affecting satellite 
image geometry, section 3 gives details of method of pixel projection applied for 
geometric modeling of satellite images, section 4 gives the ancillary data and images 
used for testing purposes. Section 5 describes outcome of applying different 
approximations techniques and in section 6 results of all three methods are discussed. 

2   Factors Affecting Satellite Image Geometry 

2.1   Parameters of Orbit Model 

The orbits of most earth remote sensing satellites are nearly circular because a 
constant image scale is desired. The orbital velocity of satellites can be considered 
constant in time e.g 1.0153 x 10-3 radians/second for Landsat-1/ 2. Variations in 
platform altitude and ground speed cannot be assumed negligible [20]. Platform 
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attitude is critical to geometric precision because of the long “moment arm” of high 
altitude satellite pointing. A very small change in the pointing angle results in a large 
change in the viewed location on the ground. Attitude is expressed by three angles of 
platform rotation: roll, pitch and yaw, shown in fig 1. 

 
Fig. 1. Platform attitude angle definition 

2.2   Earth Model 

Although the earth’s geometric properties are independent of the sensor’s, they 
interact intimately via the orbital motion of the satellite. There are two factors to 
consider, one that earth is not exact sphere but oblate described by equation 1 and 
second that the earth rotates at a constant angular velocity e (given in equation2) 
while the satellite is moving along its orbit and scanning orthogonal. 
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Where (px,py,pz) are the geocentric coordinates of any point P on the surface of the 
earth, req is the equatorial radius and rp is the polar radius [3].  

ϕω cos0 eerv =                                                          (2) 

Where re is the earth’s radius and  is the geodetic latitude [3]. 

3   Method of Pixel Projection for Geometric Modeling 

Geometric model of a satellite image is processed for finding the position of each 
pixel in geographical or map coordinate system. The direct geo-referencing method 
gains its advantage with increasing satellite ancillary data accuracy [13,14]. For 
example, the FORMOSAT-2 can provide position data with accuracy up to 20 meters. 
The method is as follows: 

The first step is: given satellite state vectors and attitude quaternion at a certain 
instant of time, the intersection of the sensor line-of-sight with the reference earth 
ellipsoid can be found by applying a simple algorithm involving several coordinate 
transformations and basic geometry. A schematic is shown in fig. 2. DEM is not used 
in this step. 

Yaw 
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Fig. 2. Schematic for georeferencing without DEM 

The satellite ancillary data gives time of imaging in UTC, spacecraft orbital 
position and velocity in ECF, and the ECI to body quaternion. The procedure for pixel 
projection in ECF is as follows: 

Step 1: compute Earth rotation matrix (J2000 to ECF) based on the Julian day 
number corresponding to the UTC time. 
Step 2: transform the attitude (in terms of Euler angles in the sequence of 1-2-3) 
from body to LVLH, to ECI, and to ECF and compute the corresponding “body to 
ECF” transformation matrix. 
Step 3: transform sensor line-of-sight vector to ECF. 
Step 4: find the coordinate (latitude, longitude, height) of the intersection of sensor 
line-of-sight vector and the earth ellipsoid surface (WGS84). 

The pixel position in ECF coordinate (X,Y,Z) can be found by solving the following 
equations: 
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Where a is the earth ellipsoid’s semi-major axis, b is the semi-minor axis, (p,q,r) is 
the elements of the CCD line-of-sight vector in ECF coordinate. (Xo,Yo,Zo) is the 
spacecraft position in ECF coordinate. 
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4   Ancillary and Test Data 

Test images 1 and 2 shown in fig. 3 were obtained from FORMOSAT-2 (courtesy 
NSPO). Test image 1 represents general area south of Islamabad, image was taken on 
28th Oct 2005 and test image 2 represents remote area of Abbotabad, image was taken 
on 9th Oct 2005 one day later than severe earthquake struck the northern parts of 
Pakistan. Important features extracted from the ancillary data (available in dim file 
format) are given in table 1.   

 

  

Fig. 3. FORMOSAT-2 Images obtained from NSPO for testing purpose (a) Test image1 
showing area south of Islamabad (b) Test image2 showing remote area of Abbotabad 

Table 1. Ancillary Data of the Test Images 

META DATA Test Image 1 Test Image 2 
METADATA_FORMAT DIMAP DIMAP 
METADATA_PROFILE F2_Level_1A F2_Level_1A 
DATASET_NAME FS2_112627000_1A_0001_M

S
FS2_114586000_01_0001_
MS

COPYRIGHT COPYRIGHT 2004/09 COPYRIGHT 2004/09 
SCENE_ORIENTATION 194.22 194.18 
DATASET_PRODUCER_NAME NSPO NSPO 
DATASET_PRODUCER_URL http://www.nspo.org.tw http://www.nspo.org.tw 
IMAGING DATE 2005/10/28 2005/10/09 
PRODUCT_INFO FORMOSAT2 Product 

Level1A MS 
FORMOSAT2 Product 
Level1A MS 

RASTER DIMENSIONS 
No of Columns 3000 1500 
No of Rows 4200 3600 
PROCESSING_LEVEL 1A 1A 
HORIZONTAL_CS_NAME WGS 84 WGS 84 

 

(a) (b) 
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Two test images are processed and geo-referenced using pixel projection method. 
The output images are level 2 images and are shown in fig. 4. Pixel projection method 
takes into account WGS84 world geodetic system for geo-referencing satellite data to 
an earth coordinate system. Original images are primarily ortho-corrected selecting 
vertices from the ancillary data. 

 

 

 
Fig. 4. Geometrically corrected images using pixel projection method (a) Image of south of 
Islamabad (b) Abbotabad image 

5   Applying Different Approximations for Pixel Transformations 

Each approximation scheme has distinct properties and effects on an image’s inf-
ormation content, but each method must be evaluated with respect to the imagery’s 
intended use [19]. The methods are: 

5.1   Nearest Neighbor 

Each output pixel value in this method is the unmodified value from the closest input 
pixel. Less computation is involved than in other methods, leading to a speed 
advantage. However, the raster data if is resampled to a different cell size, a blocky 
appearance can result from the duplication (smaller output cell size) or dropping 
(large cell size) of input cell values. 

5.2   Bilinear Interpolation 

An output cell value in the bilinear interpolation method is the weighted average of 
the four closest input cell values. This method produces a smoother appearance  

(a) (b) 
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than the nearest neighbor approach, but it can diminish the contrast and sharpness  
of feature edges.  

5.3   Cubic Convolution 

This method calculates an output cell value for a 4 x 4 block of surrounding input 
cells. This method produces sharper, less blurry images than bilinear interpolation, 
but it is the most computationally intensive resampling method [21]. 

5.4   Comparison 

Figs. 5 and 7 are the illustration of results applying above mentioned three schemes of 
approximations. Nearest neighbor, bilinear and cubic convolution were applied one 
by one, and these results were gained. In both the figures (a), (b) and (c) show the 
transformation of the pixel projection algorithm obtained using these approximations 
respectively. Whereas figure 6 and 8 are 3-dimensional plots of these interpolating 
approximations representing nearest neighbor, bilinear and cubic convolution in (b) 
(c) and (d) respectively. They represent comparison of 2-D interpolation methods on a 
7 by 7 matrix data. Figure 6 (a) and 8 (a) are 3-D plot meshes obtained applying 
MATLAB meshgrid function for ranges of (-3: 0.5: 3) and (-3: 1: 3) respectively 
which transforms the domain specified by vectors x and y to arrays X and Y. To 
generate peaks at low resolution MATLAB’s peaks function was used, 

),( yxpeaksz = . 

(a) (b) (c)  

Fig. 5. Results of three different approximation techniques on South of Islamabad image (a) 
Using nearest neighbor method (b) Using bilinear interpolation method (c) Using cubic 
convolution method 

Comparison of surface plots of different interpolation methods reveal that the 
bicubic method produces smoother peaks than nearest and bilinear interpolation 
methods. The information loss is negligible in this method and remains closer to the 
original image data. Surface plots for these methods were obtained after applying 
MATLAB function imtransform which transforms the input image A according to the  
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(a) (b)

(c) (d)  

Fig. 6.  3-Dimensional plots of the approximations applied on Test image 1 South of Islamabad 
image (a) Meshgrid (b) Nearest neighbor (c) Bilinear interpolation (d) Cubic convolution 

(a) (b) (c)

W

 

Fig. 7.  Results of three different approximation techniques on Abbotabad image (a) Using 
nearest neighbor method (b) Using bilinear interpolation method (c) Using cubic convolution 
method 

2-D spatial transformation defined by TFORM, which is a spatial transformation 
structure (TFORM) as returned by maketform or cp2tform. In this function following 
specific parameters were used to control various aspects of the spatial transformation. 
These parameters are listed in table 2. 



 Projection Method for Geometric Modeling of High Resolution Satellite Images 429 

 

(a) (b)

(c) (d)  

Fig. 8. 3-Dimensional plots of the approximations applied on test image 2, image of Abbotabad  
(a) Meshgrid (b) Nearest neighbor (c) Bilinear interpolation (d) Cubic convolution 

Table 2. Descriptions of Parameters used in Programming 

Parameter Description 
UData
VData  

These are two real vectors specifying spatial location of input image in the 2-D space U-V. 
The two elements of 'UData' give the u-coordinates and 'VData' give the v-coordinates, 
respectively. The values used here are [1, 1]. 

XData
YData

These are two real vectors specifying spatial location of output image in the 2-D space X-
Y. The two elements of 'XData' give the x-coordinates and 'YData' give the y-coordinates, 
respectively. The values used here are [-6, 6] for Islamabad image and [-8, 7] for 
Abbotabad iamge. 

XYScale Specifies the width of each output pixel in X-Y space.  
Size Specifies the number of rows and columns of the output image. Here size is the same as 

input image. 
FillValues For gray scale images specified as 128.  

 

6   Results and Discussion 

Pixel projection method devised for geometric correction of high resolution satellite 
images produces optimized results in its application. A raw satellite image defined as 
level-1A images is processed significantly to produce a level-2 image. Algorithm has 
been further developed and processing of level-3 image is achieved [18]. 
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Transformation has been done with bilinear interpolation previously. There was a dire 
need of investigation that which 2-D interpolation is more suitable for transformation 
of pixel values. Therefore in this paper we applied three possible methods of 
approximations to obtain more optimal results. Two test images of FORMOSAT-2 
satellite were used taken in recent past. 

Present application is developed in MATLAB while adopting certain inbuilt set of 
functions and tools. They include cpselect, cpstruct2pairs, cp2tform, tformfwd, and 
imtransform from the image processing toolbox, in combination with pix2map, 
meshgrid and interpolation functions like interp2 from the mapping toolbox together 
with mathworks.com’s help (www.mathworks.com) which enabled us to geo-register 
remotely sensed data based on control point pairs to carry out testing and comparison 
of different interpolation techniques.  

With the above mentioned methodology, three different approximation techniques 
were applied on two different test images shown in figure 3. The resultant images of 
nearest neighbor, bilinear interpolation and cubic convolution approximations were 
displayed in figs 5 and 7. Their 3-D plots (figs. 6 and 8) were obtained to see the 
surfaces of these functions showing smoothness in peaks. The 3-D plot of cubic 
convolution showed the most suitable peaks curve and hence is considered the 
excellent choice for pixel value transformation. To prove the same result alternatively, 
 

(a) (b) (c)  

Fig. 9.   2-D contour plots for approximations techniques applied on Islamabad image, showing 
(a) Nearest neighbor method (b) Bilinear interpolation method (c) cubic convolution method 

(a) (b) (c)  

Fig. 10. 2-D contour plots for approximations techniques applied on Abbotabad image, 
showing (a) Nearest neighbor method (b) Bilinear interpolation method (c) cubic convolution 
method 



 Projection Method for Geometric Modeling of High Resolution Satellite Images 431 

 

another good function of MATLAB is used. imcontour draws a 2-D contour plot of 
the intensity image, automatically setting up the axes so that their orientation and 
aspect ratio match the image. Contour plots for all three interpolation techniques are 
shown in figs 9 and 10. Comparison of contour plots based on the surface plots of 
these approximation methods show the minimum and maximum values of the input 
image data matrix. It is evident that contour plots for cubic convolution method in figs 
9 (c) and 10 (c) give more smoother details of image data.    

7   Summary 

Different mathematical and geometrical models are used for the handling of satellite 
image geometry. Pixel projection method was developed for geometric correction of 
high resolution satellite images. A level-1A image is processed significantly to 
produce a level-2 image. This algorithm takes into account four vertices of the 
satellite image and geo-reference them to ground coordinates system based on 
WGS84 geodetic model and details from ancillary data. This model is used for 
processing of FORMOSAT-2 images.    

In this paper transformation of image pixels have been transformed using different 
2-D interpolation methods. Each approximation method with its merits and demerits 
has been discussed and tested. Previously, transformation was done with bilinear 
interpolation. So there was a need for investigation of other 2-D interpolation method 
as well for pixel value transformation. Therefore we applied three possible methods of 
approximations to obtain more optimal results. Two test images of FORMOSAT-2 
satellite were taken as input images. 

Three different approximation techniques (nearest neighbor, bilinear interpolation 
and cubic convolution) were applied. The resultant images of these methods and their 
surface and contour plots were shown in figs. 5 to 10. The 3-D plot of cubic 
convolution method showed the most suitable peaks curve. Same result was proved 
with contour analysis of the functions also. Cubic convolution is the best 
approximation technique available for pixel projection method to be adopted for 
pixels value transformation.      
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Abstract. This paper presents a localization method using circular correlation 
of omni-directional image. Mobile robot localization, especially in indoor 
conditions, is a key component in the development of service robots. Though 
stereo vision is widely used to find location, the performance is limited due to 
computational complexity and its view angle. To compensate for this, we utilize 
a single omni-directional camera which can capture 360  panoramic images 
around a robot at one time. Position of a mobile robot can be estimated by the 
correlation between CHL (Circular Horizontal Line) of the landmark image and 
CHL of image captured at the robot position. To accelerate computation, 
correlation values are calculated based on FFT (Fast Fourier Transform) and to 
increase reliability, CHLs are warped and correlation values are recalculated. 
Experimental results and performance in the real home environment show the 
feasibility of the method.  

Keywords: Omni-directional image, Panoramic image, Global localization, 
Circular correlation, Mobile robot.  

1   Introduction 

Now days, home and office service robots rapidly have spread into our every day life, 
such as in the case of clean and surveillance robots. These robots are required to know 
their position with the help of various sensors. In the case of outdoor environments, 
GPS (Global Positioning System) can be effectively utilized. However, it can not be 
used indoors. Therefore, range sensors such as stereo vision, laser range finder and 
ultra sonic sensor are used to solve the localization problem. Among them, stereo 
vision systems can handle spatial information at one time at a relatively low cost 
compared to laser range finders. Stereo vision systems, however, require high 
computational power and have limited view. To overcome these shortcomings, we 
utilize the omni-directional camera which can capture 360  panoramic images around 
a robot at one time.  

Spatial resolution of omni-directional cameras is less than that of ordinary cameras 
because omni-directional camera captures 360  images around robot with the same 
size CCD. However, omni-directional cameras can be more effectively utilized in the 
indoor environment, because their view is not limit.  
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There are two approaches to localize a robot using omni-directional vision 
systems; by single omni-directional camera or stereo omni-directional cameras. In the 
latter case, disparity maps which require computational power should be generated 
[1]. In the former case, landmark images or features are required because position of a 
robot is calculated with respect to them. Therefore, the former is the more effective 
indoor application because landmarks can be easily corrected and these landmarks can 
be easily distinguished between each other due to limited space in the indoor 
environment.  

Ishiguro and Tsuji [2] proposed a localization method using Fourier descriptor of 
omni directional image. However, this method covered only small difference between 
landmark and current images. Zheng and Tsui [3] first proposed the localization 
scheme by matching of two panoramic images. In this study, circular dynamic 
programming and vertical edge properties were used in the matching process. Vertical 
edges were also used by Yagi et al. [4]. Here, they localized a robot by azimuth 
angles of the vertical edges. However, it is difficult to identify vertical edges exactly 
in the omni-directional images. Matsui et al. [5] proposed localization method using 
circular correlation of multiple lines in panoramic images. Their method shows good 
matching performance but requires computational time due to SAD correlation 
method. Also, it can not compensate for dynamic object. Briggs et al. [6] proposed a 
localization method using SIFT [7] features and dynamic programming. To tolerate 
occlusion, SIFT features are adopted. Therefore, this method also requires 
computational time.  

In this paper, landmark images are captured at each nodes and the position of a 
robot is represented by the nearest nodes. These nearest nodes are selected by the 
circular correlation of CHLs. The more highly correlated CHLs are, the nearer the 
robot is to the node. To reduce noise effects and compensate for dynamic objects, we 
propose new fast matching method. This matching process is composed of two stages. 
First, the best matching nodes are selected by correlation coefficient calculated based 
on FFT method. To reject false matching and compensate for dynamic objects, final 
correlation values are recalculated between CHLs of pre-selected nodes and warped 
current CHLs. 

Section II overviews the system including the mobile platform (iMaro) and the 
omni-directional camera. A new fast correlation calculating method is presented in 
Section III. In Section IV, the experimental results in the real home environment and 
performance evaluation are shown. And finally, we conclude and discuss our method 
in Section V. 

2   System Overview 

iMaro was developed as an office and home robot at the Mechatronics & 
Manufacturing Technology Center (Samsung Electronics CO., LTD). This robot, 
shown in Fig 1, was equipped with a single board computer, motors and controllers, 
wireless LAN equipment, microphones, a stereo camera, ultrasonic sensors and an IR 
scanner. To operate 24 hours, a recharge station is located in the working area. Using  
these sensors, actuators and electrical system, this robot could avoid obstacles, 
generate the path to destination and find its location w.r.t. its first location. However, 
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it could not solve the kidnap problem. To solve this problem, we utilize omni-
directional camera on the top of iMaro, Fig. 1. As mentioned, omni-directional 
camera can capture 360  images around a robot.  

      

                                     (a)                                             (b) 

Fig. 1. Office and home service robot “iMaro”, developed at Mechatronics & Manufacturing 
Technology Center (Samsung Electronics CO., LTD). The omni-directional camera was 
installed at top of this robot.  

The omni-directional camera and the captured image are shown in Fig. 2. The size 
of CCD camera is 1/2 inch (1.4 mega pixels). The viewing angle of this camera in Fig 
2 (b) is 65  vertically (from 50  to 115 ). The effective area is 720  720 pixels.  

   
(a)                                                        (b)  

Fig. 2. Omni-directional camera (a) and the captured image by this camera (b) 

3   Global Localization by Circular Correlation 

To identify the location w.r.t. nodes, circular correlation between CHLs is used. 
Before calculating the correlation value, pre-processing should be carried out. Then, 
the best nodes are selected according to their correlation coefficients. Finally, these 
best nodes are refined by dynamic warping correlation. The overall process is shown 
in Fig. 3. 
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Image Capture

Image Cutting

Histogram Equalization

Circular Horizontal Line Extraction

Node Selection by Correlation Coefficient

Node Refinement by Dynamic Correlation

Find the Location by Nodes  

Fig. 3. Overall process flow of global localization 

3.1   Pre-processing 

In this step, the meaningless black areas in Fig 2 (b) are eliminated. Then, to reduce 
the effect of illumination condition, histogram equalization is performed. CHL 
(circular horizontal line) is the line used for correlation computation. Under plane 
movement assumption, this line always indicates the same plane parallel to ground. 
Fig. 4 shows the preprocessed images and the CHL in the omni-directional image.  

            
(a)                                                      (b) 

Fig. 4. To reduce the effect of illumination, raw image (a) is processed to (b). CHL (red line) in 
(b) is used in correlation calculating process. 

3.2   Node Selection by Correlation Coefficients Based on FFT 

First, the correlation values are calculated by correlation coefficient based on FFT 
method. Correlation coefficient is described in Eq. (1). The range of this value is from 
-1 to 1. The closer this value is to 1 or -1, the more correlated the lines are. 
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In Eq (1), Cxy( ) is the cross-correlation between x and y signal. In this case,  is the 
rotating angle. Cxx(0) and Cyy(0) are auto-correlation values. To utilize color 
information, correlation coefficients for red green and blue are calculated respectively.  

In contrast to Mitsui’s method [5], the computational time is very short because the 
correlation coefficients are calculated based on FFT method. In Mitsui’s method [5], 
n times SAD calculation are required to find the correlation value and rotation angle, 
where n is the number of angle step. However, the proposed method finds them in one 
calculation.  Because length of circular line should be to the power of two due to FFT 
process, the used line size is 256. In this step, several nodes were selected from the 
sum of correlation coefficients for each color.  

3.3   Node Refinement by Dynamic Warping Correlation 

In this step, correlation values are re-calculated by dynamic warping. To reduce false 
selected node and compensate for dynamic objects, the CHL at the selected nodes are 
warped w.r.t the CHL at the robot position. Then, correlation values between these 
CHLs are recalculated. The detailed process is described below. In this step, we need 
not be concerned about the starting point, which is the rotating angle, because the 
previous step finds the best rotating angle,  in Eq (1).  

1. Find edges in each CHL, Fig 5(a). Edges are detected by kernel [-1 0 1]. 
2. Match the edges, Fig 4 (b). Solid lines in Fig. 4 (a) represent matching edges. In 

this case, maximum allowable distance between matching edges is 35 pixels.  
3. Warp the horizontal circular line at the selected nodes, Fig 4 (c). The line 

segments at the selected nodes are stretched or shortened by matching edges. 
4. Compute SAD Correlation Value. To get correlation value, SAD method, Eq. (2), 

is adopted.  

( )−+−+−=
i

LCLCLC iBiBiGiGiRiRC )()()()()()(  
(2) 
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Current Line

Landmark Line  
(b) 

Current LineCurrent Line
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Landmark Line
Warped 
Landmark Line

Landmark LineLandmark Line

 
(c) 

Fig. 5. Node refinement process. Current circular line (a) is warped to (c) w.r.t. landmark line. 
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4   Experiment 

In this section, the feasibility of the proposed algorithm is presented. To evaluate the 
proposed global localization method, especially the correlation based landmark image 
matching process, experiments are performed in a real home environment. First, the 
mobile robot collected landmark images and saved the CHLs at that location 
manually. Then, the robot was placed without any information and found the 
locations by the proposed correlation-based landmark image matching. The 
performance for error rejection and dynamic object compensation is presented at the 
last of this section. 

4.1   Experimental Condition 

Experiments are performed in 102m2 apartment, shown in Fig. 6. In this experiment, 
images are collected from each room. These nodes are 50cm apart from each other. 

 

Fig. 6. Experiment environment (Units : mm) 

   

                                         (a)                                                                  (b) 

Fig. 7. (a) shows the corrected images and (b) is generated map from these collected images 
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Fig. 7 shows the collected omni-directional images and the generated CHL map. 
These images were captured without a moving object. The total number of nodes is 
113. Therefore, the size of landmark map is 86784byte (113(Nodes)  256(Length)  
3(color)).  

         
(a)                                                   (b) 

Fig. 8. Men were moving in the low light in the (a) and this omni-directional image was pre-
processed to (b) 

  
(a) 

 
 (b) 

Fig. 9. Candidate nodes, (a)-node 14 and (b)-node 8, are selected by node selection process 
with the rotating angle. These selected landmark CHLs are rotated and warped by the proposed 
method.  
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4.2   Experimental Results 

To evaluate the performance of dynamic object compensation and mismatching 
rejection, 20 trials under dynamic environment were carried out. As mention in 
section 3, 5 best matching landmark images were selected by correlation coefficient 
and finally 3 best nodes were determined by correlation between CHLs of selected 
landmarks image and warped CHL of each trial. To evaluate the proposed method, 
especially the node refinement step, we tried localization under illumination change 
and dynamic environment, in Fig. 8.  

Fig. 8 (a) was captured among node 7, 8, 18 and 19. However, nodes selected by 
correlation coefficients were 7, 14, 1, 8 and 85 (in order of high correlation) i.e. node 
14, 1 and 84 were incorrectly select. Then, node refinement was performed. Fig. 9 (a) 
and (b) shows the process for node 14 and node 8. 

In the node selection step, correlation coefficient with landmark image 14 is larger 
than that with landmark image 8, i.e. the position of the robot is predicted closer to 
node 14. However, this means that matching error existed in this step by the change of 
illumination and moving people. After the node refinement step, SAD correlation 
values of current horizontal line with landmark image 14 and landmark image 8 were 
55037 and 36303, respectively. This means that the position of the robot is correctly 
estimated. As shown in Fig 9. (b), the warped CHL at node 8 is closer to the CHL at 
the robot position than that at node 14. Table 1 shows localization result by nodes for 
each trial. In table 1, black background cells are the nearest actual nodes, grey cells 
are the nodes that were close to the nearest nodes and white background cells are 
 

Table 1. The global localization results for 20 trials in the 102m2 apartment 

Landmark Selection  
by Correlation Coefficient 

Landmark Refinement 
by Warping   

1st  2nd  3rd  4th  5th  1st  2nd  3rd  
1 60 24 61 31 65 60 65 61 
2 63 67 66 60 68 68 67 63 
3 70 71 103 72 75 75 71 70 
4 50 54 57 56 62 56 62 54 
5 30 37 29 51 65 29 37 65 
6 25 20 53 18 86 20 25 53 
7 21 66 33 39 40 21 39 66 
8 3 100 105 2 91 3 2 105 
9 7 14 1 8 85 8 7 14 

10 47 48 112 95 89 112 95 47 
11 11 88 85 89 106 11 89 88 
12 112 113 12 90 101 112 113 12 
13 77 76 70 71 30 77 76 70 
14 79 70 71 72 73 79 70 71 
15 87 86 82 100 14 86 100 87 
16 89 83 88 75 78 89 83 78 
17 52 94 45 64 76 94 76 52 
18 96 79 94 111 112 96 94 111 
19 106 102 98 100 2 102 106 98 
20 107 89 102 103 108 107 108 103 
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mismatched nodes. As shown in table 1, mismatching nodes of trial 1, 2, 8, 9, 
10,17,18,20 were rejected. However, the results of trial 3, 4, 6, 15 got worse. In spite 
of this result, total localization results were much enhanced.  

5   Conclusion 

In this paper, we proposed a new fast global localization method by nearest nodes. In 
the robotic application, though the accuracy of the robot position is important, the 
localization of the robot without any pre-knowledge is more important. The solution 
for this problem, called the kidnap problem, is necessary for mobile robots to cope 
with unexpected accidents. The nearest nodes are determined by correlation of the 
CHLs (circular horizontal line). Under the plane movement assumption, these lines 
always indicate always same plane which is parallel to ground.  

The proposed algorithm is composed of three steps. At first, to reduce effect of 
image noise and illumination change, omni-directional images are pre-processed and 
CHL is extracted. And then, several candidate nodes are selected by correlation 
coefficient between the CHLs at the nodes and the CHL at robot position. In this step, 
cross correlations are calculated by FFT. Therefore, compared to Matsui’s method 
[5], the computational speed is very fast. To compensate for various errors, the CHL 
at the selected nodes are warped and correlation values with warped CHLs are 
recalculated and finally nodes are determined.  

To evaluate the proposed algorithm, experiments were performed in the real home 
environment. As described in section IV, the proposed algorithm can compensate for 
the effect of illumination change and dynamic object. Moreover, the required time is 
reduced by FFT and the update rate is more than 4Hz. From these results, we can 
conclude that this algorithm can be effective utilized for global localization in the 
indoor environment in conjunction with other probabilistic approaches, such as 
particle filtering, condensation and so on. 
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Abstract. This research proposes a new automated visual inspection method to 
detect MURA-type defects (color non-uniformity regions) on Liquid Crystal 
Displays (LCD). Owing to their space saving, energy efficiency, and low 
radiation, LCDs have been widely applied in many high-tech industries. 
However, MURA-type defects such as screen flaw points and small color 
variations often exist in LCDs. This research first uses multivariate Hotelling T2 
statistic to integrate different coordinates of color models and constructs a T2 
energy diagram to represent the degree of color variations for selecting 
suspected defect regions. Then, an Ant Colony based approach that integrates 
computer vision techniques precisely identifies the flaw point defects in the T2 
energy diagram. The Back Propagation Neural Network model determines the 
regions of small color variation defects based on the T2 energy values. Results 
of experiments on real LCD panel samples demonstrate the effects and 
practicality of the proposed system.   

Keywords: Computer vision system, MURA-type defects; Hotelling T2 
statistics; Ant colony algorithm; Back propagation network.   

1   Introduction 

Liquid Crystal Displays (LCD) have posed serious threat to Cathode-Ray Tubes 
(CRT) because the former weigh less, occupy less space, consume less power, possess 
larger display area, display crisper images, have excellent screen geometry and no 
refresh-rate flicker, and emit no low-frequency electromagnetic radiation. The above 
advantages have fueled the wide application of LCDs in high-density products such as 
digital cameras, personal digital assistants (PDA), cellular phones, etc., but similar 
popularity has not been gained in color reproduction applications, which have high 
requirements of color precision and stability.   

Various manufacturing techniques and inspection standards are presently used in 
the display panel industry [1-2]. Accordingly, wide variances of image quality exist 
among LCD products. Quality control problems such as color non-uniformity defects 
frequently confront LCD manufacturers [3-4]. But, the color non-uniformity defects 
are seldom automatically inspected because: difficulties exist in comparing real colors 
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and exhibit colors; display brightness spread is unsettled and inestimable; as the 
production of LCDs involves more innovative and precise manufacturing techniques, 
stricter specifications are required for LCD surface inspections.   

Inspection of color non-uniformity defects by human eyes is as difficult as 
automatic inspection because wrong judgments are easily made due to human 
subjectivity and eye fatigues. Therefore, developing an automated visual inspection 
system will significantly contribute to the quality improvement of LCD products. To 
meet consumer expectation, monitors should possess trustworthy display properties: 
maintaining sufficient color uniformity, revealing true colors, and assuring the 
reproducibility of precision. However, the color uniformity of monitor displays can be 
easily affected by lighting conditions, environmental factors and subjective human 
visual perception, so ensuring reliable visual quality of LCDs becomes an important 
problem to be solved.    

Non-uniformity defects are normally called MURA defects [5]. More specifically, 
MURA is a local lightness variation without a clear contour on a uniformly produced 
surface, which imparts an unpleasant sensation to human vision [6]. Jiang et al. [7] 
use luminance measurement equipment to collect data of MURA-type defects and 
apply analysis of variance and exponentially weighted moving average techniques to 
develop an automatic inspection procedure. This procedure is limited to 15-inch LCD 
panels and has difficulties in identifying a defective area crossing two testing blocks. 
Lu and Tsai [8-9] propose a global approach for automatic visual inspection of micro 
defects (pinholes, scratches, particles and fingerprints) on TFT panel surfaces using 
the Singular Value Decomposition (SVD). The SVD is suitable for detecting defects 
on the patterned TFT-LCD images that contain highly periodical textural structures. 
Nevertheless, the variety of LCD manufacturing processes and the higher image 
resolutions of LCD products often lead to less periodical, more complicated textural 
structures in sensed images.   

Since MURA-type defects have no clear contour or contrast, they are very difficult 
to be detected [6-7]. But, two common MURA-type defects, screen flaw points and 
small color variations, often exist in LCDs. To detect these defects, this research 
proposes a new automated visual inspection method based on multivariate Hotelling 
T2 statistics, an Ant Colony algorithm, and a Back Propagation Neural network (BPN) 
model.   

2   Proposed Methods 

Commonly used in monitoring the mean vector of a multivariate process, the 
multivariate process control procedure is utilized in this research to locate color 
variations embedded in LCD displays. We first use multivariate Hotelling T2 statistics 
to integrate coordinates of color models and construct a T2 energy diagram to present 
the degree of color variations. Then, an Ant Colony based approach that integrates 
computer vision techniques is applied to detect the flaw point defects in the T2 energy 
diagram. The back propagation neural network model is applied to determine the 
regions of small color variation defects based on the T2 energy values.   
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2.1   Multivariate Statistic Applied to Image Models  

This research uses color coordinates of the four common color models, RGB, XYZ, 
Yxy, and L*u*v*, as the multivariate quality characteristics to calculate Hotelling T2 
[10-12] statistics, respectively. Figure 1 shows the calculation procedure of T2 
statistics under the four different color models. The T2 statistics are described as 
variations of color uniformity and the T2 energy diagram presents the degree of 
different color variations.���
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processing masks
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Fig. 1. Calculations of T2 statistics in four different color models 

The values of the T2 statistics are calculated from many multivariate image 
processing masks, which are obtained by dividing an image into many image samples 
with sample size n and sample set m. For example, an image of 256 x 256 pixels can 
be divided into 51 x 51 sample sets, each of which has a sample size of 5 x 5 (pixels). 
The mean matrix ( X ) and the covariance matrix (S) of the color coordinates in a 
mask can be written as follows:     
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where 
kM  is the average of the color coordinates (p) in all pixels of mask k (k=1, …, p); 

2

kMS  is the variance of color coordinates (p) in all pixels of Mask k (k=1, …, p); and 2

h kM MS  

is the covariance of color coordinates (p) among all pixels of masks k and h (h=1, …, p, h
k) (k=1, …, p).   
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The transfer function of a multivariate model for color coordinates can be written 
as: 

2 1
( , ) ( , )

T

i j i jT n M X S M X−= − −                                      (2) 

where T2 is the energy value of a multivariate processing mask combining different 
color coordinates; n is the pixel number of a mask; 

( , )i jM  is the feature matrix of color 

coordinates; X  is the mean matrix of image features; and 1S −  is the covariance 
matrix of image features. The control limits are as follows:   
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where F is a tabulated value of the F distribution for the significance level of ψ  

2.2   Ant Colony Algorithm Applied to Flaw Point Defect Detection 

This research applies the explorations for the shortest paths of the ant colony 

algorithm [13-14] to the finding of the maximum 2T  statistics in multivariate 
processing masks. We combine this concept with computer vision techniques to 
detect flaw point defects in LCD displays. Figure 2 describes the concept of the 
proposed ant colony based approach.   
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Fig. 2. Concept description of the proposed ant colony based approach applied to flaw point 
defect detection 

Parameter definitions of the proposed model are summarized as follows: iO  is a 
2T  value of mask i in 2T  energy diagram; 2T

σ  is a standard deviation of 2T  values 

in 2T  energy diagram; )( iOt  is a suspected mask i with a 2T  value of more than 

3 2T
σ ; ijs is a connected path strength between masks i and j; and ijν  is a visibility 

between masks i and j. To proceed with the calculation of the proposed ant colony 
model, some suspected masks )( iOt  need to be sieved out by using the following 
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equation to reduce the complexity of algorithm computations and increase model 
practicability:   

otherwise

Oif
Ot Ti

i 0

31
)(

2σ>
=                                                   (4) 

After the suspected masks are sieved out, the connected path strength and the 
visibility between masks i and j become: 

1/ 22 2 ; , 1, 2, ,ij i js O O i j n= + =                                      (5) 

; , 1, 2, ,ij ijs i j nν = =                                              (6) 

The ant colony algorithm could not perform well without pheromone evaporation. 
Pheromone decay is implemented by introducing a coefficient of evaporation ρ , 0< 

ρ 1, such that the pheromone quantity from masks i to j in the E-th exploration is: 

( ) (1 ) ( 1)ij ij ijE Eτ ρ τ τ= − − + ∆                                           (7) 

The pheromone amount change between masks i and j is:  
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where the pheromone amount change made by the k-th ant is: 
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The transition probability from masks i to j for the k-th ant in the E-th exploration is:   
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To locate the positions of flaw point defects, we define k% of energy values as the 
threshold of the masks with higher energy values. If iQ  is greater than the threshold 

%Q , the mask i is judged as a defective mask containing flaw points.   
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2.3   Neural Network Model Applied to Small Color Variation Defect Detection 

This research uses the back propagation neural network model [15-16] to detect 
defective regions with small color variations. In the previous section, we eliminate 
outliers (the flaw point defects) by the ant colony based approach and use the T2 
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statistics as the inputs of the neural network model to identify the regions with slight 
color variations. The T2 statistics describe the total variations of color uniformity.   

The proposed method uses n continuous T2 statistics in rows of an image as the 
input values of the BPN model. If the mask size is 5x5 pixels, an image of 256 x 256 
pixels will have 2601 T2 statistics. The totals of the input patterns of the rows are 51/n 
sets of the T2 statistics. Each set of the T2 statistics can be judged as in-control or out-
of-control. The selection of the n value directly affects detection performance of the 
network model. If n is too large, it will increase the calculation load and decrease the 
detection performance of the network model. On the other hand, if n is too small, it 
can not locate any defective region in an image. To make network input patterns 
properly describe the color features of a testing image, this research adopts T2 
statistics in normal images which are inputted into the BPN model for training.   

The output layer of the network uses 0 and 1 to represent the in-control and out-of-
control decisions. The output result is determined by the criterion of the control limits.  
If one or more T2 statistics exceed the control limits, the input pattern is out-of-
control. The research uses Hotelling T2 control limits (Eq. (3)) for the differentiation 
among n values of T2 statistics to detect small color variations in LCDs. The data of 
input patterns must be scaled first. The linear transformation is used to set the range 
of the input values between [0, 1] to avoid extreme values from affecting the network 
training results.   

Some parameters of the network model, such as learning rate ( ), training 
number, errors, and number of hidden layer nodes, need to be carefully set to achieve 
good model performance. Uniformly distributed random numbers which range 
between [-1, 1] are used to set interconnected weights and biased weight vectors ( ) 
for the training patterns of the model. Sigmoid function is used in the model and the 
numerical range is between [0, 1].   

1
( )

1 jnet
f x

e
−=

+
                                                    (13) 
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Fig. 3. Network structure of the proposed BPN model 
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The standard energy function below is used to calculate the variation between 
expected output and network output.   

21
( )

2 j j
j

E T Y= −                                                  (14) 

The stop criterion of the proposed model is based on the proposition of Hush and 
Horne [17], who use methods of Root Mean Square Error and fixed learning cycles to 
set the parameters. Figure 3 shows the network structures of the proposed model.    

3   Implementation and Performance Evaluation 

The experimental environment of this research is properly set up in a dark room so 
that the captured images can remain steady. We first use a pattern generator to 
produce a testing pattern, utilize a chromatic CCD to capture the screen images of 
LCDs, and save the digital signals of the images in a personal computer. Then, we 
extract color coordinates of the images, transform the coordinates to multivariate T2 
domain, and detect the flaw point defects and small color variation defects. We test 
175 images with 256 x 256 pixels in RGB color bands. The mask size is 3 x 3 pixels.   

Two kinds of color non-uniformity defects of LCDs are detected in the proposed 
inspection environment. First, color flaw points are serious color variation defects 

whose 2T  statistics of masks exceed 3 standard deviations ( σ3 ) of the normal 
images. The ant colony algorithm is applied to detect the color flaw points. Second, 

small color variation areas are minor color variation defects whose 2T  statistics of 
masks lie between 1.5 and 3 standard deviations ( σσ 3~5.1 ) of the normal images. 
The BPN model is applied to detect the small color variation areas. Currently, the 
LCD industry inspects these two kinds of defects by human eyes.   

In our experiments, two detection phases are planned and conducted for the color 
variation defects of LCD displays. The first phase implements the proposed ant 
colony based approach to detect the flaw points. The second phase applies the BPN 
model to detect the small color variation areas. The color indices of the four color 
models, RGB, XYZ, Yxy, and L*u*v*, are inputted as the quality characteristics of 
the multivariate control procedure and the color indices of the images are transformed 
into T2 statistics. Training and testing images include pure red, green, and blue images 
of LCD displays with and without small color variations. To detect the color flaw 
points of the LCD images, the ant colony method tries to find higher T2 statistics of 
suspected masks for locating the positions of flaw points. The proposed ant colony 
based approach has the following parameter settings: 1) the control value of 
evaporation = 0.5; 2) the city number = suspected masks; 3) the ant number = 10; 4)  
and  of probability calculation equal 1 and 2, respectively; 5) explorations and 
toleration of stop criteria equal 200 and 0.001, respectively; and 6) threshold 
parameter Q% of decision criterion are 0.7%, 1%, 2%, 5%.   

To evaluate the performance of the ant colony method in detecting flaw points 
under different color models, an evaluation index γ  is developed and defined as:   
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average of detected flaw points #(1 )

average of erroneous judgements #( )

b

a b
γ −= =

+
                       (15) 

The γ  value is a relative ratio, representing the average number of detected flaw points 
per average number of erroneous judgments. We divide the mask number of erroneously 
detected defects by the mask number of normal images to obtain Type I error a, and the 
mask number of missing defects by the mask number of total defects to obtain Type II 
error b. The larger the value of the index γ , the better the detection result.   

As to the detection results of the ant colony method applied to the four color 
models, the correct detection rates 100(1-a)% are close to 100% and the values of 
100(1-b)% approximate 90% when Q% is set to 0.7%. Table I presents the evaluation 
indices of the flaw point defect detection under the four different color models. The 
proposed method performs best when Q% equals 2% and when the color model 
L*u*v* is applied based on the criterion of  value.   

Table 1.  Evaluation indices of flaw point defect detection under four different color models 

Model Relative ratio Pure Red Pure Green Pure Blue
Average of  0.32 0.37 1.09 

RGB 

model 
The best result 
and  value 

Q% = 5% 
 = 1.36 

Q% = 2% 
 = 1.25 

Q% = 2% 
 = 3.08 

Average of  0.32 0.37 1.09 
XYZ 

model 
The best result 
and  value 

Q% = 5% 
 = 1.36 

Q% = 2% 
 = 1.25 

Q% = 2% 
 = 3.08 

Average of  0.36 0.32 0.97 
Yxy 

model 
The best result 
and  value 

Q% = 5% 
 = 1.54 

Q% = 2% 
 = 0.96 

Q% = 2% 
 = 3.27 

Average of  0.44 0.40 1.07 
L*u*v* 

model 
The best result 
and  value 

Q% = 2% 
 = 1.47 

Q% = 5% 
 = 1.11 

Q% = 2% 
 = 3.36 

In the second phase, the BPN technique is implemented to detect small color 
variation areas of LCD displays under four different color models. We combine T2 
statistics and the BPN model to establish a color variation detection system for 
detecting the mean deviations of a multivariate process. The input patterns of the BPN 
model, each including twelve continuous T2 statistics, are obtained from the 32 sets of 
each row of a testing image. The Hotelling T2 control limit can judge whether the 
input sets is in-control or out-of-control based on the T2 statistics of the training 
outputs. If any T2 statistic exceeds the control limits, the input set of T2 statistics is 
out-of-control.   

The parameter settings of the BPN model are: 1) training patterns = two-third of 
total images; 2) testing patterns = one-third of total images; 3) learning rate = 0.5; 4) 
iteration cycles = 1,000,000; and 5) error value = 0.01. The testing results of the BPN 
model can be affected by many factors, such as parameter settings, number of training 
samples, input patterns of network, mask size, and so on. The index RMSE (Root 
Mean Square Error) is used to evaluate the performance of the network. As the 
experimental results show, when the T2 statistics are close to the control limits, 
inspection errors will occur because the network has insufficient training cycles.   
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Table 2 shows the evaluation indices of the small color variation defect detection 
by the BPN method under four different color models. According to the RMSE 
indices, the proposed method performs best when the network structure 6-4-2 is 
applied to color model Yxy.   

Table 2.  Evaluation indices of small color variation defect detection under four different color 
models 

RMSE of BPN model Color  
Model 

Network 
Structure Pure Red Pure Green Pure Blue Average 

RGB 6-4-2 0.1325 0.1334 0.1503 0.1387 
XYZ 16-9-2 0.1096 0.1519 0.1516 0.1377 
Yxy 6-4-2 0.1156 0.1248 0.1503 0.1302 

L*u*v* 16-9-2 0.1281 0.1766 0.1837 0.1628 

Table 3.  Evaluation indices of color non-uniformity defect detection under four different color 
models 

Flaw point defect 
detection

Small color variation 
defect detectionColor 

model Q% of  
the best result 

Average of 
values 

Network  
structure 

Average 
of RMSE 

RGB Q% = 2% 1.5767 6-4-2 0.1387 
XYZ Q% = 2% 1.5767 16-9-2 0.1377 
Yxy Q% = 2% 1.5600 6-4-2 0.1302 

L*u*v* Q% = 2% 1.9733 16-9-2 0.1628 

   
(a) Pure green image 
with one flaw point 

(b) T2 energy image (c) 3D energy diagram 

   
(d) Output result after the Otsu 

method is applied 

(e) Output result after the ant 

colony method is applied 

(f) Output result after the BPN 

model is applied 

  
Fig. 4.  Results of a pure green image with a flaw point being processed by the Otsu and the 
proposed defect detection methods 
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Table 3 shows the summarized results of the color non-uniformity defect detection 
by the proposed approaches under four different color models. The ant colony based 
approach with a Q% of 2% under the L*u*v* color model performs best in detecting 
flaw point defects. The BPN method with a network structure 6-4-2 under the Yxy 
color model performs best in detecting small color variation defects.   

Figure 4 partially presents the detection results of a pure green image with one flaw 
point being processed by the Otsu’s method [18] and the two proposed defect 
detection methods. Apparently, the proposed method performs better than the Otsu’s 
method in the T2 domain. Both of the flaw point and small color variation regions are 
correctly detected by our proposed methods.   

4   Concluding Remarks 

This research proposes new automated visual inspection methods to detect color non-
uniformity defects in LCDs. The multivariate Hotelling T2 statistic is used to integrate 
different coordinates of the color models and a T2 energy diagram is constructed to 
represent the degree of color variations for selecting suspected defect regions. Then, 
the ant colony based approach identifies the flaw point defects in the T2 energy 
diagram, and the BPN model determines the regions of small color variation defects 
based on the T2 energy values. As the experimental results indicate, the ant colony 
method with Q%=2% applied to L*u*v* color model performs the best in detecting 
flaw point defects based on the  value. The BPN model with network structure 6-4-2 
applied to Yxy color model is the most effective method for detecting small color 
variation regions based on the RMSE criterion. This research contributes a solution 
for the detection of MURA-type defects and offers a computer-aided vision system to 
the LCD panel industry.   
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Abstract. We present a robust face tracking system from the sequence of video 
images based on effective detector and Kalman filter. To construct the effective 
face detector, we extract the face features using the five types of simple Haar-
like features. Extracted features are reinterpreted using Principal Component 
Analysis (PCA), and interpreted principal components are used for Support 
Vector Machine (SVM) that classifies the faces and non-faces. We trace the 
moving face with Kalman filter, which uses the static information of the de-
tected faces and the dynamic information of changes between previous and cur-
rent frames. To make a real-time tracking system, we reduce processing time by 
adjusting the frequency of face detection. In this experiment, the proposed sys-
tem showed an average tracking rate of 95.5% and processed at 15 frames per 
second. This means the system is robust enough to track faces in real-time. 

1   Introduction 

Real-time face tracking systems have been used in various fields such as access con-
trol systems with user identification and user context-aware systems with specific user 
recognition and tracking. The first step for face tracking is face detection, which lo-
cates faces in the video sequence. The second step is tracking the detected face. For 
the face detection and tracking, various methods have been actively studied to track 
the faces effectively and in real-time. 

Existing tracking methods are mainly based on color, combined color with shape, 
and face features. Color based approaches track faces by updating the skin color 
model using Gaussian-Mixture Model[1]. This method does not handle well lighting 
changes and cases where the skin color exists in the background. To solve these prob-
lems, both shape and color information were used[2]. This method used a gradient 
module to acquire the shape information, and a color module to acquire the color 
information. The gradient module extracts a sum of intensity gradient around the 
ellipse’s perimeter, and the color module uses a color histogram in the ellipse regions. 
However, it is difficult to combine the gradient module and the color module on clut-
tered background images and on images where skin color varies around the ellipse. 
Face feature based approaches use the spatial relationship of local features of the face 
such as eyes, nose, and the mouth[3]. This method requires an independent tracker for 
each feature to track effectively. Another approach uses extended Haar-like features 
and mutated Dynamic Programming (DP) matching technique[4]. This approach is 
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flexible to changes of face angle without needing to retrain the detector. However, 
face tracking fails where faces do not appear during a given time or the position of the 
eyes and mouth are out of the matching area. 

In this paper, we deal with these problems by using effective detector and Kalman 
filter. First of all, we construct an effective face detector using PCA[5] and SVM[6] 
that has acceptable detection speed and is not affected much by the size of the training 
dataset. As such, it works well with a small quantity of training data. We trace the 
moving face with Kalman filter that uses static information from the face detector and 
dynamic information of changes between previous and current frames. To reduce 
processing time, we adjust the number of trials for face detection to locate faces in the 
sequence of video frames. 

The proposed system performs better face detection because it uses effective fea-
tures selected from simple Haar-like features with PCA. The SVM classifier, which 
works well with the binary classification of faces and non-faces, also contributes to 
better face detection. The Kalman filter, which has the best prediction ability, makes 
it possible for the system to trace faces efficiently with the face detector. 

2   Overview of Face Tracking System 

Fig. 1 shows the main structure of our face tracking system. The first step is to detect 
the faces in the input sequence with PCA and SVM. The second step is to extract 
changes between previous and current frames. The last step is to combine the static 
and dynamic information, which is then used for the Kalman filter. 

 

Fig. 1. Main structure for face tracking 

3   Face Detector Construction 

To increase the face tracking rate from an image sequence, the detector must guaran-
tee a high detection rate. Fig. 2 shows the structure of a face detector using PCA and 
SVM. The data collector accumulates the value of Haar-like features. In the second 
step, the feature space is transformed into the space of the principal components. The 
selected features from the principal component space are used as feature vectors of 
the SVM. In the next step, the SVM classifier is trained with the training patterns. In 
the last step, the SVM classifier classifies regions into faces and non-faces. 

 

Fig. 2. Four steps of the face detection 
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3.1   Feature Extraction 

The face detector is based on the simple rectangle features presented by Viola and 
Jones[7]. They measure the differences between region averages at various scales, 
orientations, and aspect ratios. The rectangle features can be evaluated extremely 
rapidly at any scale (see Fig. 3). However, these features require very large training 
datasets. Therefore, after analyzing principal components, we select useful features 
from each of five rectangle features. These selected features are used as feature vector 
for the SVM. Experiments demonstrate that they provide useful information and im-
prove performance of accurate classification with small training datasets. 

 

Fig. 3. Used Haar-like features 

We used 12 principal components that explain features with more than the cumula-
tive explanation rate of 90%. From the 12 principal components, we selected 288 
useful features from all possible 162,336 Haar-like simple features. Fig. 4 shows the 
288 useful features selected using PCA. Consequently, a training image is converted 
to 288 values corresponding to the useful features, and our SVM classifier uses this 
input vector of 288 dimensions for training. 

 

Fig. 4. The 288 useful features selected 

3.2   Training of Classifier 

The training data was 1000 face and 1000 non-face images randomly chosen from the 
MIT CBCL Face Data Set[8]. Each image was normalized to 24×24 pixels. Fig. 5 
shows part of the training data that consists of face and non-face images. 

  
(a) Face data                                                      (b) Non-face data 

Fig. 5. Parts of training data 
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Fig. 6 gives an overview of detection progress, which includes simple feature ex-
traction, feature analysis, and classifier construction. Firstly, from the Haar-like sim-
ple features, useful features are selected using PCA. Training images, as shown in 
Fig. 5, are converted to input vectors of 288 dimensions with the selected features. 
The SVM classifier uses these input vectors for training. Fig. 7 shows examples of 
face detection using our face detector with the CMU test set. 

 

Fig. 6. The basic structure for face detection 

 

Fig. 7. Detection results derived by applying our face detector with some of the CMU test set 

4   Face Tracking with Kalman Filter 

The Kalman filter[9] is a well known method in field of motion prediction. It provides 
optimal prediction on a linear dynamic system that has white Gaussian noise. Also, it 
is easy to implement with low computational cost, because it is a successive and re-
cursive algorithm. As shown in Fig. 8, the Kalman filter consists of two states: predic-
tion of the next state and update of the current state. Each state is computed recur-
sively and iteratively. 

In this paper, we used the Kalman filter in order to reduce the cost of operation and 
improve the tracking rate in the sequence of video images. The state vector of the 
Kalman filter uses static information from the face detector and dynamic information 
between frames. 
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Fig. 8. Cycle routine of the Kalman filter 

4.1   Face Tracking Modeling 

For efficient face tracking, the Kamlan filter requires a setting of an appropriate trace 
model. We set the state vector as the center coordinates ),( yx  of the detected faces 

and the quantity of change ),( yx ∆∆  between previous and current frames. 

The state vector of the Kalman filter in time t  is defined as:  

[ ]Tyxyxt ∆∆= ,,,)(x , (1) 

The Kalman filter assumes that the system state vector, )(tx , evolves according to 

time as: 

)()()()1( twttt +Φ=+ xx  (2) 

where )(tw  is a zero mean Gaussian noise with covariance )(tQ . 

The measurement vector is given by: 

)()()()( tvttHt += xz  (3) 

where )(tv is another zero mean Gaussian noise factor, with covariance )(tR . 

We assumed that faces move with uniform speed and linear direction. The state 
transition matrix )(tΦ is defined as follows: 

=Φ

1000

0100

1010

0101

)(t
 

(4) 

The input vector is a four dimensional vector that uses the center coordinates of the 
face and changes of the yx,  axis. Therefore, the measurement matrix )(tH  is  

defined as: 

=
0010

0001
)(tH  (5) 



458 C.-Y. Seong et al. 

 

5   Experimental Results 

The proposed face tracking system was developed using Visual C++ on an 2.4GHz P4 
PC with the Microsoft Windows operating system. To evaluate our system, we ex-
perimented with face detection and tracking on various video sequences. The video 
sequences were collected from various sources such as the Open-Video web site[10], 
captured video from TV broadcasts, Boston University’s IVC Head Tracking Video 
Set[11], and PC-cameras. 

5.1   Tracking Performance by Adjusting the Frequency of Face Detection 

Table 1 shows the accuracy rate of face detection and tracking by frequency of face 
detection. Fig. 9 shows the trajectory for the x  position of a tracked face for each 
frequency of face detection in Table 1. 

Table 1. Result of face detection and tracking by adjusting the frequency of detector 

Face detection Face tracking Frequency of 
detection False detects Detection (%) False tracks Tracking (%) 

(a) Every frame 261/2490 89.5 129/2490 94.9 
(b) 2nd frame 120/1245 90.4 134/2490 94.6 
(c) 3rd frame 85/830 89.8 433/2490 82.6 

Fig.9 (a) is the traced result with face detection for every frame. (b) is the traced 
result for face detection every second frame. Although detection is performed every 
second frame, it showed a similar result to that for every frame. (c) is the traced result 
for face detection for every third frame. In this case, the accuracy of the tracking rate 
is lower than (a) and (b), and showed an unstable trajectory. 

 

Fig. 9. Trajectory for the x  position of the tracked face according to the frequency of face 
detection 

Fig. 10 shows the trace result for face detection every second frame. Although the 
face detector performs detection every second frame, we can trace faces successfully, 
as shown in Fig. 10. Because this results in a 50% reduction of face detection time, 
we get an improvement of system performance. 
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Frame 323                  324                      325                     326                      327 

 

Fig. 10. Results of detection and tracking every 2nd frame 

5.2   Experiments on Various Image Sequences 

Fig. 11 and 12 shows face detection and tracking results on sequences under various 
conditions. The first rows of each figure show the results of face detection with PCA 
and SVM, and the second rows show face tracking with the Kalman filter. As shown 
in Fig. 11, although face detection fails due to rotated faces not being included in the 
training of the face detector, face tracking is possible. Fig.12 (a) shows successful 
face tracking where occlusion occurs locally in the face region (frames 101 and 103). 
In Fig.12 (b), the face detector extracts two regions as faces incorrectly. However, 
faces were continuously traced by the Kalman filter (frames 419 and 473). 

Frame 51            55                 59                 63                161               167               173              177 

  

Fig. 11. Results of face tracking in a heavily rotated face sequence 

Frame 99          101               103              105           Frame 417          419               473              475 

  
(a)                                                                      (b) 

Fig. 12. Result of face tracking with local occlusion in the face region or spurious detection 

Table 2 presents the face detection and tracking rates on image sequences under 
various conditions. The face detector with PCA and SVM shows an average detection 
rate of 89.5%. The tracking system shows an average of 95.5% of high tracking effi-
ciency. This is due to the high detection rate of the face detector and the prediction 
ability of the Kalman filter. 



460 C.-Y. Seong et al. 

 

Table 2. Comparison of detection and tracking rates in various sequence of images 

Sequence Frame Detection fail Detection (%) Tracking fail Tracking (%) 

1 2490 261 89.5 134 94.6 
2 730 74 89.8 26 96.4 
3 200 20 90.2 4 97.8 
4 200 33 83.6 11 94.4 
5 620 44 92.9 17 97.3 
6 1150 133 88.4 116 89.9 
7 820 69 91.6 25 96.9 
8 500 52 89.7 16 96.8 

Total 6710 686 89.5 351 95.5 

5.3   Comparison with Related Works 

To compare our tracking system with related works, we selected method[4] among 
the various tracking methods. This method uses Viola-Jones[5]’s basic features and 
additional Lienhart[12]’s extended Haar-like features to increase the detection rate on 
various face poses. It creates a deformable face graph of one dimension after subdi-
viding eyes and mouth in the detected face. When it fails to detect the face, it matches 
the face graph of previous and current frames using DP to trace faces continuously. 

The sequences[11] used for comparison are the same as those used in method[4]. 
The input sequence has up, down, left, and right pose variations of faces and frequent 
light changes. We experimented on 2000 frames from 10 sequences, and the results 
are given in Table 3.  

Table 3. The comparison results of our system and method[4] 

 Method[4] Our Approach 

Sequence D.F. D.R. (%) T.F. T.R. (%) D.F. D.R. (%) T.F. T.R. (%) 
1 (jam5.avi) 33 83.5 0 100 12 94.0 0 100 
2 (jary.avi) 38 81.0 0 100 33 83.6 11 94.4 
3 (jim2l.avi) 47 76.5 16 92.0 20 90.2 4 97.8 
4 (llrx.avi) 104 48.0 40 80.0 48 75.8 21 89.6 
5 (llm1.avi) 30 85.0 0 100 14 93.0 0 100 
6 (vam7.avi) 76 62.0 24 88.0 35 82.6 9 95.5 
7 (jam9.avi) 84 58.0 12 94.0 37 81.4 6 97.2 
8 (llm1r.avi) 156 22.0 5 97.5 50 75.0 14 93.2 
9 (llm4.avi) 90 55.0 20 90.0 24 87.8 11 94.6 
10 (mll6.avi) 31 84.5 0 100 8 96.0 0 100 

Total 689 65.6 117 94.2 281 85.9 75 96.2 

(D.F.: Detection fail, D.R.: Detection rate, T.F.: Tracking fail, T.R.: Tracking rate)  

For sequences #2 and #8, our system showed lower tracking performance, as 
shown in Fig. 13. Our system missed faces because of extreme variations in pose and 
low illumination. 
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Fig. 13. Result for sequence #8 

For sequences #5 and #10, which had lower variations in pose and good illumina-
tion, both methods showed a tracking rate of 100%, as shown in Fig. 14.  

 

Fig. 14. Result for sequence #5 

However, for the sequences with up, down, left, and right face movements, such as 
#7 and #9, our system showed a higher tracking rate generally. Especially, our system 
was much better than method[4] where the sequence has a fast moving face (se-
quences #1 and #3), the front of the face does not appear during a given time, and the 
face is rotated extremely (sequences #4 and #6), as shown in Fig. 15.  

 
(a) Result for sequence #4 

 
(b) Result for sequence #6 

Fig. 15. Tracking result for sequences #4 and #6 

6   Conclusion 

We proposed a robust face tracking system based on effective face detector and Kal-
man filter to trace faces in real-time on video sequences having various poses, illumi-
nation, and movement. 
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Firstly, we designed an effective face detector with PCA and SVM. Useful features 
to discriminate between faces and backgrounds are extracted from simple Haar-like 
features with PCA. The feature vectors are used for learning patterns for the SVM that 
is appropriate for binary classification. The Kalman filter for tracking uses the face 
position of each frame, which is the result of the face detector and changes in face 
position between frames, as parameters for the state vector. The prediction process of 
the Kalman filter presents optimal face position prediction for the next frame. Conse-
quently, we implemented a tracking system combining a face detector with a high 
detection rate and the prediction ability of Kalman filter to get synergy. 

In the experiment, we obtained an average tracking rate of 95.5% at 15 frames per 
second on sequences of 320×240 pixel images. This suggests the system is robust 
enough to track faces in real-time. In the future, we will strengthen the system to be 
able to track faces in extreme poses and under significant lighting changes.  
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Abstract. The sponsors for events such as motor sports can install bill-
board advertisements at event sites in return for investments. Checking
how ads appear in a broadcast is important to confirm the effectiveness
of investments and recognizing ads in videos is required to make the
check automatic. This paper presents a method for recognizing multi-
ple ads. After obtaining point correspondences between a model image
and a scene image using local invariants features, we separate the point
correspondences of an instance of an ad by calculating a homography
using RANSAC. To make the use of RANSAC feasible, we develop two
techniques. First, we use the ratio of distances of descriptors to reject
outliers and introduce a novel scheme to set a threshold for the ratio of
distances. Second, we incorporate an evaluation on appearances of ads
into RANSAC to reject the homographies corresponding to appearances
of ads which are never observed in actual scenes. The detail of a recog-
nition algorithm based on these techniques is shown. We conclude with
experiments that demonstrate recognition of multiple ads in videos.

1 Introduction

The sponsors for events such as motor sports can install billboard advertisements
at event sites in return for investments. Checking the positions and areas of
ads in a broadcast is important to confirm the effectiveness of investments and
recognizing ads in videos is required to make the check automatic. Figure 1 (a)
and (b) show an example of the recognition problem. Given a model image of
an ad shown in Fig. 1(a), we try to calculate the positions and areas of the
instances of the ad in a scene image shown in Fig. 1(b). An issue in recognition
is that ads in videos could have various appearances depending on their sizes
and sites, the position, angle and zoom of a camera, and other factors. In the
scene image, the changes in scales and intensities of the four instances of the ad
are observed as well as occlusions. As this example demonstrates, we need to
cope with deformations, illumination changes and occlusions in recognition.

Using local invariant features is a way to develop a recognition algorithm
which has tolerance to deformations, illumination changes and occlusion. Lo-
cal invariant features are constructed by making the following two components
invariant to deformations and illumination changes: (i) local region detectors,

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 463–473, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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(a) (c)

(b) (d)

Fig. 1. An example of a recognition problem. (a) A model image of an ad. (b) A scene
image obtained from a broadcast of a car race (F1). Our aim is to find the positions
and areas of the instances of the ad in the scene. In the scene, the changes in scales and
intensities of the four instances of the ad are observed as well as occlusions. As this
example demonstrates, we need to cope with deformations, illumination changes and
occlusions of ads in recognition. (c),(d) Examples of local regions. The circles represent
local regions in which descriptors are computed. Only 33% of all regions are shown
for the sake of clarity. Local invariant features calculated in the local regions are used
to develop a recognition algorithm which has tolerance to deformations, illumination
changes and occlusions of ads.

(ii) descriptors describing local regions. The circles in Fig. 1 (c) and (d) rep-
resent the examples of local regions. Using multiple local regions as shown in
these figures, we can recognize ads even if they are partly occluded because the
features of visible portions are available. Many different techniques for detect-
ing and describing local regions have been developed. Local region detectors are
based on interest points extraction in scale space [1,2,3,4,5,6,7,8,9,10] , region
segmentation [5,11,12,13], edge detection [13,14] etc. Descriptors are derivatives
of intensities [2,8], image patches obtained by region normalization [4], moment
features [11,12,13], wavelet coefficients [9], histograms of gradient orientations
[3,5,6,7,10,14] etc. The local invariant features constructed from these detectors
and descriptors can be invariant to various transformations of a local region
shape and an intensity such as similarity and affine transformations. Therefore
point correspondences between a model image and a scene image are found in
spite of deformations, illumination changes and occlusions.

We, however, encounter another issue after point correspondences are ob-
tained. The issue is separation of the point correspondences of a single instance
of an ad. If there are multiple instances of an ad in a scene, point correspondences
of instances are mixed and the separation of them is indispensable to recog-
nize an instance. Although many methods for object matching based on local
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invariant features have been proposed [2,3,4,5,7,14], the problem of multiple in-
stances rarely gets much attention so far.

The purpose of this paper is to develop an algorithm for recognizing multiple
instances of ads. Basically, the segmentation problem to separate an instance
can be treated as a model fitting problem for point correspondences with out-
liers (false matches) [15]. We can use a homography [16] as the general model
which gives a global constraint for grouping the point correspondences of a single
instance because billboards are planes in most cases. Thus to extract the point
correspondences that obey a homography is equivalent to separate the point cor-
respondences of an instance. Although a robust estimator, RANSAC (RANdom
SAmple Consensus) [17], can be used to calculate a homography while rejecting
outliers, it would fail if the ratio between inliers and outliers is low as noted in
[7,13]. An alternative to RANSAC is Hough transformation [7], but it needs an
approximation of a homography such as a similarity transformation to reduce
the number of dimensions of a voting space.

In order to take advantage of a homography as the general model, we intro-
duce two techniques for model fitting by RANSAC. First, we use the ratio of
distances of descriptors to reject outliers [7,9] and introduce a novel scheme to
set a threshold for the ratio of distances. The scheme ensures the reasonable
number of point correspondences so that we can use RANSAC to calculate a
homography. Second, we incorporate an evaluation on appearances of ads into
RANSAC. Using the evaluation, we can reject the homographies corresponding
to appearances of ads which are never observed in actual scenes. The evaluation
is useful to reject the homographies computed from samples containing outliers
that coincidentally yield a reasonable amount of votes. We will show the detail
of an algorithm based on these techniques in the following sections and demon-
strate by experiments that our method recognizes multiple instances of ads in
various situations even if only one model image is given.

2 Recognition Algorithm

We show the proposed recognition algorithm using the following notations: The
local invariant features of a scene image are represented by a set fs

i = {ps
i , σ

s
i , d

s
i},

where, ps
i indicates the position of a local region expressed in homogeneous co-

ordinates, σs
i the scale in which the local region is found, ds

i the descriptor and
i index. Similarly, the local invariant features of a model image are denoted as
fm

j =
{
pm

j , σm
j , dm

j

}
. The distance between the features ismeasuredby theEuclid-

ean distance between descriptors, dij =
∥∥ds

i − dm
j

∥∥.
We use Hessian-Laplace detector [7,8] to detect local regions. The detector

is selected based on the results of the preliminary test of 3 local region detec-
tors, Harris-Laplace detector [18], Hessian-Laplace detector and Difference of
Gaussian (DoG) detector [3,7], using several images. The radii of circular local
regions are determined as 20σs

i and 20σm
j . As a descriptor, we use the gradient

location-orientation histogram (GLOH) [19] based on the fact that its high in-
variance has been shown in the comparative experiments of [19]. For gradient
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(a) (b)

(c) (d)

Fig. 2. An example of the recognition process. In (c) and (d), only inliers are shown as
point correspondences. The results of image alignment are expressed in rectangles. (a)
Matching result by the nearest neighbor method. Only 20% of all matches are shown for
the sake of clarity. (b) Putative matching using Eqs.(1) and (2). Compared to (a), false
matches have been reduced while keeping the inliers. However, point correspondences
of the multiple instances of the ad are mixed. (c) Putative alignment by a homography.
The position of the single instance is obtained by RANSAC in which an evaluation on
appearances of ads is incorporated. (d) Guided matching and final alignment results.
The search regions are restricted based on the results in (c), and point correspondences
are obtained only from regions around the instance. Compared to Fig. 2 (c), a homog-
raphy is calculated with more inliers which lead to final alignment of the instance.
Regardless of the existence of the multiple instances, the point correspondences of the
single instance have been separated.

locations, we use 4 bins in radial direction and 8 bins in angular direction, which
results in 25 location bins. Gradient orientations are represented by 16 bins. The
number of dimensions of a descriptor is 25× 16 = 400.

2.1 Putative Matching with Rejection of False Matches

The nearest neighborhood method is adopted to find matches between a model
image and a scene image. The feature fm

j1NN
with the index of j1NN = arg minj dij
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ismatchedwith the featurefs
i . Figure 2 (a) shows an example ofmatches.As shown

in this figure, there are many false matches mainly due to a background. Such false
matches make the ratio between inliers and outliers low.

To reduce the number of false matches, only the point correspondences that
satisfy the following equation are extracted [7,9]:

dij1NN /dij2NN < t, 0 ≤ t ≤ 1 , (1)

where, j2NN is an index for the second nearest neighbor and t is a threshold value.
The number of point correspondences extracted using Eq. (1) increases as t in-
creases, and it reaches the maximum in the nearest neighborhood method corre-
sponding to t = 1. Since the relationship between dij1NN and dij2NN depends on
scene images, it is difficult to estimate the number of extracted point correspon-
dences if we use a fixed threshold value as in [7,9]. If the number of point correspon-
dences is too small, 4 or more inliers needed to calculate a homography may not be
included. If it is too large, the ratio between inliers and outliers could be low. We
actually had difficulty to set an appropriate threshold for many scenes.

To ensure the reasonable number of point correspondences, we increase t ac-
cording to the following equation until the number of extracted point correspon-
dences reaches a certain number Pmin:

t (k + 1) = αt (k) , (2)
α = 1.01, t (0) = 0.80, k = 0, 1, 2, . . . ,

where, k is the number of iterations, and α is the coefficient to control increase
in t. By this scheme which gradually increases t, Pmin point correspondences
are ensured while trying to get the high ratio between inliers and outliers as
possible as we can. Thus this scheme enable us to use RANSAC to calculate a
homography. We found empirically that Pmin = 60 is a good choice for many
scenes. If Pmin point correspondences cannot be extracted, our algorithm decides
that there is no ad in a scene.

Figure 2 (b) shows an example of outlier rejection based on Eqs. (1) and (2).
Compared to Fig. 2 (a), in which the nearest neighbor method is used, false
matches have been reduced while keeping the inliers.

Although false matches can be reduced, the point correspondences of the
instances of the ad are mixed in Fig. 2 (b). Because the point correspondences
of other instances work as false matches in calculation of the homography of
a certain instance, mixed point correspondences can be a cause of selecting an
incorrect solution in RANSAC. The next section describes RANSAC in which an
evaluation on appearances of ads is incorporated to select the correct solution.

2.2 Putative Alignment by RANSAC with Appearance Evaluation

We denote point correspondences as a set using new index k; C = {pm
k , ps

k},
k = 1, . . . , P . Expressing the homography that takes each pm

k to ps
k as H

(3× 3 matrix), transformation error is defined by the following equation:

ek = ‖ps
k −Hpm

k ‖ , k = 1, . . . , P . (3)
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(a) (b)

Fig. 3. Examples of appearances of ads that are rejected in RANSAC. (a) an ap-
pearance corresponding to a twisted rectangle, (b) an appearance corresponding to a
reversed rectangle. Such appearances are never observed in actual scenes.

We can calculate the position and area of an instance in a scene by transforming
a model image by H. H can be calculated by the following RANSAC [17]:

(i) A sample comprising of 4 point correspondences is extracted randomly
from the set C.

(ii) H is calculated from the sample using Direct Linear Transformation
(DLT) algorithm [16] followed by non-linear optimization with the sum of trans-
formation errors defined by Eq. (3) as an evaluation function.

(iii) Transformation errors are calculated for all point correspondences to ob-
tain the number of inliers (votes). Inliers are the point correspondences with the
errors that satisfy the following equation:

ek < ε, k = 1, . . . , P , (4)

where, ε is the threshold value.
(iv) Processes (i) to (iii) are repeated to obtain the inliers with the maximum

vote.
(v) H is calculated using the inliers obtained in (iv).

Since point correspondences of instances are mixed as in Fig. 2(b), a sample
containing outliers may have the maximum vote by chance in the above algo-
rithm. It is important to note that, in many cases, the results of transforming a
model image by H computed from samples extracted from “multiple instances”
yield appearances of ads which are never observed in actual scenes. Figure 3 (a)
and (b) show the examples of such appearances. The major cause to take such
appearances the maximum vote is that the transformation error of Eq.(3) is only
criterion to select H. To address the problem, the following process evaluating
appearances of ads is added after (ii).

(ii’) If the result of transforming a model image by H is a twisted rectangle
or a reversed rectangle, the process returns to (i). If not, the process proceeds
to (iii).

Twisted and reversed rectangles correspond to appearances such as Fig. 3 (a)
and (b), respectively. Thus we can avoid voting by Eq. (4) for homographies
corresponding to impossible appearances by the process (ii’). Twisted rectangles
can be detected by whether the intersection points of lines obtained by connect-
ing the vertexes of a model image after transformation are within the convex
closure comprising of transformed vertexes. Reversed rectangle can be detected
by the signed area [20] used to find the faces of polygons. Since the computations
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to detect these rectangles are very efficient, the evaluation in (ii’) is suited to
RANSAC which requires iterations.

We calculated homographies from 10000 samples obtained from the point
correspondences in Fig. 2 (b), and found 9899 homographies corresponding to
twisted or reversed rectangles. Since many impossible appearances actually occur
in RANSAC as seen in this case, the evaluation in (ii’) is really effective for
selecting the correct solution. Figure 2 (c) shows the result of putative alignment
in the case of ε = 3 [pixel] in Eq. (4). In this figure, the lines show inliers and
the rectangle is the result of transforming the model image by the homography
obtained by RANSAC with appearance evaluation. The false matches and mixed
point correspondences have been removed and the single instance is separated
successfully.

2.3 Guided Matching

Using the result of putative alignment such as Fig. 2 (c), we can obtain point
correspondences only from regions around a single instance, which excludes the
effects of a background and other instances. For local invariant features of a
model image, predicted positions for matching are computed using the homog-
raphy H obtained in putative alignment as:

p̂s
k = Hpm

k , k = 1, . . . , P . (5)

We can set circular search regions with the predicted positions as the centers and
radii rk in a scene image. The radii rk of the search regions are determined by the
scale of the features as 20σm

k . The distances between descriptors are calculated only
for local invariant features in the circular search regions and they are evaluated by
Eqs. (1) and (2). If only one point correspondence is found and thus Eq. (1) cannot
be evaluated, the point correspondence shall be used.

2.4 Final Alignment and Verification

Using the point correspondences obtained by guided matching, we calculate a
homography again by RANSAC with appearance evaluation. Then we verify the
alignment result. Circular regions are prepared for Ni inliers by the same way
as guided matching. The similarity between a model image transformed by H
and a scene image are measured by the normalized cross correlations of RGB
channels computed within the regions. Note that the calculation of the similarity
shown here can minimize the effects of occlusions, because the normalized cross
correlations are calculated in the local regions instead of the entire image. If
the following equation on the average value of the normalized cross correlations,
NCCl, l = 1, . . . , Ni, is satisfied, the final alignment result is accepted:

1
Ni

Ni∑
l=1

NCCl > γ , (6)

where, γ is the threshold value. We set γ = 1.
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Figure 2 (d) shows the results of final alignment. Compared to Fig. 2 (c),
a homography is calculated with more inliers which lead to accurate position
of the instance. The alignment result is accepted, because the average value of
NCCl in Eq. (6) is 2.3. Using the processes in the Sections 2.1 to 2.4, the single
instance has been successfully separated although there are multiple instances
in Fig. 2.

2.5 Termination Conditions

If the result of final alignment is accepted, the point correspondences in the
area of a recognized instance (e.g., in the rectangle that shows the recognition
result in Fig. 2 (d)) are removed. To recognize other instances, the processes
in Sections 2.2 to 2.4 are performed for the remaining point correspondences.
This procedure is repeated until one of the following termination conditions
is satisfied: (a) 4 or more inliers cannot be obtained in RANSAC and (b) the
condition of Eq. (6) is not satisfied. These conditions correspond to the case with
no point correspondences that satisfy the global constraint and the case with an
incorrect alignment result, respectively.

3 Experimental Results

We applied the proposed algorithm to videos of F1. Five ads were selected as
recognition targets, and the model images shown at the top of each image in
Fig. 4 were used. For each target, only one model image shown in Fig. 4 was
given .

Figures 4 (a) (j) show the successful results. In spite of deformations, illu-
mination changes and occlusions of the ads in these scene images, all ads were
successfully recognized by separating point correspondences of each instance.
These results demonstrate that our method recognizes multiple ads in various
situations even if only one model image is given.

Figures 4 (k) and (l) show negative examples. Since the view point was located
horizontally against the ad on the ground in front in Fig. 4 (k), the deformation
of the ad is extremely large. Ads located at a far distance are observed as ex-
tremely small in size. The deformation and scaling for these ads seemed to have
exceeded the range that could be compensated by the invariant property of the
local features, and thus point correspondences were not obtained. In Fig. 4 (l),
recognition of the top left ad failed. In this case, the degree of occlusion was too
large to obtain the sufficient number of point correspondences.

As seen in the negative examples of Figs. 4 (k) and (l), recognition naturally
fails if point correspondences cannot be obtained even by using local invariant
features. One method for addressing such situations is to develop a local invariant
feature that is better able to deal with deformations and occlusions. Another
promising method is to use several model images including the deformations of
ads that can be expected beforehand. We are currently working to examine these
two methods.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 4. Recognition results for broadcasts of F1. The rectangles in the figures show the
recognition results. Figures (a) to (j) show successful cases. In spite of deformations,
illumination changes and occlusions of the ads in these scene images, all ads were
successfully recognized by separating point correspondences of each instance. These
results demonstrate that our method recognizes multiple ads in various situations even
if only one model image is given. Figures (k) and (l) show failure cases. (k) Since
the ranges of deformation and scaling that could be covered by the invariants were
exceeded, point correspondences could not be obtained for the ad on the ground in front
and the small ads in distance. (l) The degree of occlusion was large and recognition of
the top left ad failed. Such failures may be eliminated by improving the local invariant
features and using several model images including the deformations of targets that can
be expected beforehand.
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4 Summary

In this paper, we have presented an algorithm for recognizing multiple billboard
advertisements in videos. We used the local invariant features for matching be-
tween a model image and a scene image, but false matches and mixed point
correspondences appeared due to the effect of a background and multiple in-
stances of ads. To separate the point correspondences of a single instance from
the result of matching, we introduced the outlier rejection method which yields
the reasonable number of point correpondences so that we can use RANSAC to
calculate a homography. We also introduced RANSAC with appearance evalu-
ation in which impossible appearances of ads are rejected. Final alignment and
verification were done using the point correspondences found by guided match-
ing based on the homography. These procedures were carried out sequentially
until the termination condition was satisfied. The experimental results showed
the usefulness of our algorithm. We believe that the algorithm presented here
will be a good tool for several applications such as marketing research and video
retrieval.
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Abstract. In order to track an occluded target in an image sequence, the Bayesian 
decision theory is, here, introduced to the problem of distinguishing occlusions 
and appearance changes according to their different risk possibilities. A new 
target template combining image intensity and histogram is designed. The 
corresponding updating method is also derived based on particle filter. If the 
target is totally occluded by another target, the template can be kept unchanged. 
The occlusion of a target will not influence tracking. Simulation results show that 
the presented method can efficiently justify whether the occlusion occurs and 
realize target tracking in image sequences even though the tracked target is 
totally occluded with long time. 

1   Introduction 

Target tracking is one of the most attractive topics in the computer vision area. The 
main task is to detect, track, and recognize the target and understand its behavior, which 
is widely used in transportation surveillance systems, robot visual navigation, safety 
control, medical diagnosis and weather analysis.  

The target tracking procedure is generally in two steps: template matching and 
template updating. The different selections of template and template updating 
methods yield to different performances. There are several kinds of templates existed 
based on image features, such as contour based template [1], color based template, 
motion based template [5], and mixed features based template(Wolfe[2] biologic 
vision model). 

In target tracking field, mathematic models can be divided into two groups: 
deterministic tracking and stochastic tracking. Deterministic approaches usually 
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reduce to an optimization problem, e.g., minimizing an appropriate cost function [3]. 
Mean shift [6] is an alternative deterministic approach to visual tracking, where the 
cost function is derived from the color histogram. Stochastic tracking approaches 
often reduce to an estimation problem, e.g., estimating the state for a time series state 
space model [3]. For linear systems with Gaussian noises, Kalman Filter could  
find optimal solution. But in many situations of interest, the assumptions made above 
do not hold. Therefore, approximations are necessary. Extended Kalman Filter was 
proposed which can obtain suboptimal solution. Sequential Monte Carlo method  
was widely used in nonlinear/non-Gaussian systems for its flexibility and  
simplicity, namely Particle Filter [4]. The key idea of Particle Filter is to represent the 
required posterior density function by a set of random samples and associated 
weights. 

However, Particle Filter falls apart under severe occlusions. Occlusion problem is 
hard to handle in tracking because both occlusions and target appearance changes  
can cause intensity changes in image sequences. The occlusion detection method is 
too simple in [3] so that it gradually loses the track of the target to the occluding 
object.  

In this paper, a histogram and intensity mixed template is proposed to combine the 
good qualities of both intensity and histogram. Intensity is easy to obtain, and fine 
enough to describe the object appearance, whereas histogram is a statistical description 
of the object, which is flexible to partial intensity change and scale variety. Combing 
the two features makes tracking more stable. If an occlusion is declared, the template 
will not update until the object reappear.  

Based on this template, the Bayesian decision theory is introduced to 
distinguishing occlusions and appearance changes according to their different risk 
possibilities. That is, mistaking occlusions for appearance changes will cause the 
template to update, thus with a high risk to lose the target. But mistaking appearance 
changes for occlusions will only cause the template unchanged, which has little 
influence in the tracking procedure, thus with a comparatively low risk. In this way, 
occlusions can be efficiently detected even if some appearance changes would be 
judged as occlusions.  

To calculate the occlusion probability, we adopt a block matching method based on 
the fact that appearance changes happens randomly in the whole target area, but 
occlusion always happens from one side of the target. 

This paper is organized as follows. We introduce system framework in Section 2. 
We focus on the solution of occlusion detection problem in Section 3. Experimental 
results will be shown in Section 4, with conclusions presented in Section 5. 

2   System Framework 

The framework of proposed algorithm shows in Fig1, which mainly involves template 
matching, occlusion detection followed by state estimation procedure. 



476 Y. Zhou, B. Hu, and J. Zhang 

 

Fig. 1. The algorithm framework. It works in three steps, template matching, occlusion detection 
and state estimation. 

2.1   Particle Filter 
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namely, Bootstrap Particle Filter. Detailed explanations for Bootstrap Particle Filter are 

available in [4]. The main procedure is summarized here: 

The samples set
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k wx 111 },{ =−−  and estimated state at time 

1−k are known. 

For Ni 1=  

Generate new samples: 
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Estimate the target state kx~  at time k ; 

In the paper, we use the state transition model (2) to generate new samples at each time 
step. 

i
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i
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~  (2) 

Where i
kv  follows Gaussian distribution. Template matching coefficient is used as 

sample weight, which will be mentioned in detail in Section 2.2. We implement MAP 

rule to estimate the target state. 
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2.2   Histogram and Intensity Mixed Template 

The task is to track a specific target no matter they are rigid such as vehicles or 
non-rigid such as faces and people. So our approach reaches a wide range of 
application situations.  A histogram and intensity mixed template is proposed, here, 
to combine the good qualities of both intensity and histogram. Intensity is easy to 
obtain, and fine enough to describe the object appearance, whereas histogram is a 
statistical description of the object, which is flexible to partial intensity change and 
scale variety. After a set of samples are generated at time k , a mixed correlation 
coefficient is computed using (4).    
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ht
i
k rr ⋅−+⋅= )1( ββλ  (4) 

Where tr  represents the correlation coefficient of intensity, and hr represents the 

correlation coefficient of histogram. The choice of the parameter β  is done in an 

empirical way ( β  equal to 0.8).  

3   Occlusion Detection 

In a tracking procedure, a target is always occluded by other objects, which will 
probably result in the lost of the target. So it is important to detect occlusion. Occlusion 
problem is hard to handle in tracking because both occlusions and target appearance 
changes can cause intensity changes in image sequences. Bayesian decision theory is, 
here, introduced to the problem of distinguishing occlusions and appearance changes 
according to their different risk possibilities. In this framework, a block matching 
method is proposed to compute the occlusion probability. A correspondingly template 
updating rule is also used in our approach.  

3.1   Bayesian Decision Theory 

In a tracking problem, occlusions and appearance changes are taken as two classes. 
Then, a classifier is designed to distinguish them. Instead of minimizing total 
classification errors, Bayesian decision theory is a rule which aims at minimizing total 
classification risk. Our approach uses Bayesian decision theory as the decision rule on 
account of the fact that mistaking occlusions for appearance changes will cause the 
template to update, thus with a high risk to lose the target. But mistaking appearance 
changes for occlusions will only cause the template unchanged, which has little 
influence in the tracking procedure, thus with a comparatively low risk. 

Let },{ 21 cc  be occlusions and appearance changes. )( 21ccλ  defines the risk 

coefficient while mistaking occlusions for appearance changes. )( 12ccλ  defines the 

risk coefficient while mistaking appearance changes for occlusions. Then the 

discriminate function is as follows: 

)()|()()|()( 212121 ccxcpccxcpxg λλ −=  (5) 

When 0)( >xg , classify to 2c , when 0)( <xg , classify to 1c . )|( 1 xcp  is the 

occlusion probability, and )|( 2 xcp  indicates appearance change probability. As we 
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illustrated before, )( 21ccλ  is higher than )( 12ccλ . In the experiment, )( 21ccλ  is set to 

5 and )( 12ccλ set to 1. 

3.2   Block Matching Method 

To calculate the occlusion probability )|( 1 xcp , we adopt a block matching method 

based on the fact that appearance changes pixel intensity randomly in the whole target 

area, but occlusion always happens from one side(left, right, up or down) of the target, 

so pixel intensity at one side changes much more than the inner area. Therefore, we 

divide the target into four blocks(Fig2); the occlusion probability function is defined: 

)99.0,
)min()max(

min()|( 1 α
µµ −=xcp  (6) 

Where µ  is a vector containing four block matching coefficients. α  is a constant to 

make sure 
α

µµ )min()max( −  is in (0,1). If one side of the target is occluded, 

)min()max( µµ −  becomes larger indicating a high probability of occlusions. if four 

coefficients drop simultaneously, )min()max( µµ −  changes little because it is more 

likely to be caused by appearance changes, not occlusions. After )|( 1 xcp is computed, 

)|(1)|( 12 xcpxcp −= . 

 
Fig. 2. Block matching method. The four blocks represents the fact that an occlusion always 
happens from one side of the target, left, right, up or down. 

3.3   Template Updating Rule 

The idea above yields the corresponding template updating rule: if the matching 

coefficient is higher than the threshold 0T , the template will update. If not, using the 

Bayesian decision theory to detect occlusions. When an occlusion is declared, the 

template and the target state will stay unchanged until the coefficient becomes higher 
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than the threshold 1T , which is smaller than 0T , we empirically define it to 

be 01 7.0 TT = . 0T  is obtained by averaging the initial 5 frames of the image sequences. 

It is reasonable to suppose there is no occlusion in these 5 frames. 

4   Experimental Results 

This section presents the experimental results of the tracking procedure. In our 

implementation, we use the following choices. The state space is ),,( *** αyxx = , 

where *x and *y are 2-D translation parameters, *α is the scale parameter. Their 

initial values are set manually in the first frame. We implemented our approach in many 

image sequences. Fig3 shows the result of a face tracking. During the tracking, one face 

is totally occluded by another face.  Fig4 shows the result of a person tracking at night 

in outdoor environment, during which the person is totally occluded by a head for a few 

frames. 

        (a)                          (b)                          (c) 

        (d)                          (e)                           (f)  

Fig. 3. (a) is the first frame of the tracking. (b) is the20th frame, an occlusion is declared, then the 
template and the target state stay unchanged. (c) is the 27th frame, the face is totally occluded by 
another face. (d) is the 40th frame, after the target reappears, the tracking goes on. (e) is the 58th 
frame, another occlusion happens. (f) is the 81st frame. 
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        (a)                          (b)                          (c) 

        (d)                          (e)                           (f)  

Fig. 4. (a) is the 200th frame of the tracking. (b) is the262th frame (c) is the 268th frame, total 
occlusion happens. Because the template and the target state stay unchanged during occlusion, 
the state variable in the 270th frame(d) is the same as that in (c). Then in the 271st frame(e), 
reappearance is declared, so the state variable begins to update. (f) is the 298th frame. 

5   Conclusion 

We have implemented Bayesian Theory in the occlusion detection problem, and a 
block matching method is proposed to compute the occlusion probability. A target 
template combining image intensity and histogram and the corresponding template 
updating method are used in this paper. When the presented template and the 
corresponding template updating rules are exploited in the particle filter-based tracking 
algorithm, the occlusion of a target will not influence it tracked. The experimental 
results show that our method can efficiently justify whether the occlusion occurs and 
realize target tracking in image sequences even though the tracked target is totally 
occluded with long time. 
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Abstract. Nowadays, pedestrian recognition in far-infrared images to-
ward realizing a night vision system becomes a hot topic. However, suf-
ficient performance could not be achieved by conventional schemes for
pedestrian recognition in far-infrared images. Since the properties of far-
infrared images are different from visible images, it is not known what
kind of scheme is suitable for pedestrian recognition in far-infrared im-
ages. In this paper, a novel pedestrian recognition scheme combining
boosting-based detection and skeleton-based stochastic tracking suitable
for recognition in far-infrared images is proposed. Experimental results
by using far-infrared sequences show the proposed scheme achieves highly
accurate pedestrian recognition by combining accurate detection with
few false positives and accurate tracking.

1 Introduction

Nowadays, many kinds of night vision systems to assist drivers at nighttime
are developed[1,2,3,4,5,6,7], and using a far-infrared camera in such systems
becomes popular. However, performance of conventional methods is insufficient
for night vision systems since pedestrian recognition problem itself is difficult
and the properties of images acquired from a far-infrared camera are different
from visible images. Therefore, a highly accurate scheme suitable for pedestrian
recognition in far-infrared images is required.

Pedestrian recognition based on image processing is widely tackled [1,2,3,4,5,6,
7,8,9,10,11,12]. [8,9,10,11,12], [6], and [1,2,3,4,5,7] aim pedestrian recognition in
visible, near-infrared, and far-infrared images, respectively. Generally, pedestrian
recognition is performed by three steps as same as object recognition in visual

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 483–494, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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surveillance[13]; candidate extraction, pedestrian detection from candidate ar-
eas, and tracking of detected pedestrians. Candidate extraction enhances the
accuracy of pedestrian detection since areas which obviously include no pedes-
trian can be ignored before detection process and tracking enhances total per-
formance of pedestrian recognition since a pedestrian who is once detected can
be recognized even if it is not detected successfully in some subsequent frames.

Stereo vision is widely used in candidate extraction[2,4,10,11]. However, a dense
disparity map cannot be obtained by stereo matching in far-infrared images be-
cause of the properties of themselves. Therefore, it is difficult to extract candidate
regions by stereo segmentation in far-infrared images. In [1], which adopts amonoc-
ular far-infrared camera, candidate regions called hotspots are extracted by bina-
rization based on the fact that luminance of the head of a pedestrian is high. This
scheme is simple but sometimes does not work successfully.

For detection phase, neural network is adopted in [11], Support Vector Ma-
chine (SVM) is applied in [8,9,10,1], and boosting-based scheme are proposed
in [12]. Most of these schemes aim pedestrian detection in visible images and
the scheme suitable for pedestrian detection in far-infrared images has not been
proposed.

For tracking phase, Kalman filter is widely adopted [14,1,10]. However, due to
the fact that functional assumptions of models used in tracking based on Kalman
filter (linearity, Gaussianity, and unimodality) are often violated in pedestrian
tracking, Kalman filter can not achieve accurate pedestrian tracking in princi-
ple. Meanwhile, in the field of object tracking[15,16,17,18], particle filter[19] has
been attempted recently. Since the assumptions tracking based on Kalman filter
depends on are no more required, this approach is expected to solve problems,
which existing tracking schemes have been confronted with, such as occlusions
and non-linear motion of a tracking target. Therefore, to enhance the accuracy,
a tracking scheme based on particle filter suitable for pedestrian tracking in
far-infrared images is required.

In this paper, a novel pedestrian recognition scheme combining accurate pedes-
trian classifierwithwhichpedestrians are detectedby searchingwhole of each input
image without candidate extraction and tracking based on particle filter which is
expected to achieve highly accurate tracking is proposed. The accurate classifier
required for detection with searching whole of each input image is constructed by
boosting in the proposed scheme. For the tracking phase, skeleton-based stochas-
tic tracking which adopts particle filter[20] for state estimation proposed by the
authors is applied. The proposed scheme is evaluated by applying it to sequences
acquired by a far-infrared camera.

The rest of this paper is organized as follows. Section 2 describes boosting and
skeleton-based stochastic tracking which adopts particle filter. In Section 3, the
boosting-based pedestrian detection used in the proposed scheme is described
and the performance of pedestrian detection is evaluated by applying it to far-
infrared sequences. In section 4, the tracking accuracy of skeleton-based scheme
in far-infrared images is evaluated and a skeleton model suitable for the tracking
is selected. In section 5, the boosting-based detection and the skeleton-based
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tracking are combined with automatic initialization required for the skeleton-
based tracking and it is shown that the proposed scheme detects and tracks
pedestrians properly. This paper is concluded with Section 6.

2 Preliminaries

In the proposed recognition scheme, boosting-based detection and skeleton-based
stochastic tracking are adopted, since boosting is one of the most successful clas-
sification methods used in pattern recognition and the skeleton-based tracking
achieves highly accurate pedestrian tracking in visible images. Especially, since
the skeleton-based tracking requires only input binary images which represent
silhouettes of tracking targets, it is expected to work properly in far-infrared
images. In this section, overview of boosting and skeleton-based tracking used
in the proposed scheme is described.

2.1 Boosting

Boosting is one of the ensemble learning methods with which accurate classifier
is constructed by combining weak hypotheses learned by weak learning algorithm.
Obtained classifier consists of weak hypotheses and a combiner, and output is com-
putedbyweighted vote ofweakhypotheses. In the proposed scheme,AdaBoost[21],
one of the most popular methods based on boosting, is adopted for construction of
an accurate classifier. The learning flow of AdaBoost is shown as follows.

Algorithm 2.1. AdaBoost(h, H, (x1, y1), . . . , (xn, yn), m, l, T )

for i ← 1 to n
do if yi == 1
then w1,i = 1

2m

else w1,i = 1
2l

for t ← 1 to T

do

for i ← 1 to n
do wt,i =

wt,i
n
j=1 wt,j

for j ← 1 to H
do εj = i wi|hj(xi) − yi|

Choose the classifier ht, with the lowest error εt

for i ← 1 to n

do wt+1,i = wt,iβ
1−ei
t , βt = εt

1−εt

where ei = 0 if example xi is classified correctly, ei = 1 otherwise

Final strong classifier is: h(x) =
1 if T

t=1 αtht(x) ≥ 1
2

T
t=1 αt, αt = log 1/βt

0 otherwise

where x is an input sample and y indicates a label of the sample. Input is negative
sample if y = 0, and input is positive sample if y = 1. T is the number of iteration,
m and l are the number of negative and positive examples, respectively, h is a
set of weak classifier, and H is the number of sets of weak classifier.



486 R. Miyamoto et al.

2.2 Skeleton-Based Tracking

A definition of state space, a rule of state transition, a scheme of likelihood
estimation must be provided to realize tracking based on particle filter. In [20],
a skeleton model shown in Fig. 1 is adopted and state space X is defined by the
following:

X
�
= {xB, yB, lAB, lBC, lBE, lEF, aAB, aBC, aBD, aBE, aEF, aEG},

where an edge between nodes P and Q is denoted as stickPQ, while lPQ and aPQ

indicate the length of stickPQ and the angle of the vector
−→
PQ of stickPQ to x

axis, respectively. (xB, yB) denotes the absolute coordinate of the node B.
For the state transitions of xB, yB, and aPQ, 2nd-order autoregressive model

is used with the following restrictions:

π/4 ≤ aAB, aBE ≤ 3π/4
0 ≤ aBC, aBD, aEF, aEG ≤ π.

1st-order autoregressive model is applied for the state transitions of lPQ.
In likelihood estimation, first, a silhouette of a tracking target is extracted as

a binary image and a distance transformed image is generated. An example of a
binary and a distance transformed image are shown in Fig. 2 (a) and Fig. 2 (b),
respectively. Next, several points on each predicted stick are selected, and a point
which has the maximum pixel value on the orthogonal direction to a stick in the
distance transformed image is searched for each point as illustrated in Fig. 2 (c).
Then, e(n) is calculated by the following:

e(n) = exp
{
−1

r

∑
i

(
min(d(n)

i , µ)
)2}

,

where di denotes the distance between the selected point and the searched point,
i corresponds to an index of selected points, r represents a constant value for
scaling parameter, n indicates the number of particles, and µ is a search range.
Finally, a likelihood w(n) of each particle is obtained by normalizing e(n) by
w(n) = e(n)/

∑N
k=1 e(k).

3 Pedestrian Detection

In order to enhance the performance of detection, both candidate extraction
and detection itself must be improved. In this paper, accurate detection without
candidate extraction is adopted since to improve candidate extraction is difficult.
The proposed method aims to detect pedestrians by searching whole of each
input image with an accurate classifier. However, pedestrians can not be detected
properly by searching whole of each input image with a SVM-based classifier as
shown in Figs. 3 and 4, where rectangles indicate detected pedestrians. Figs. 3
and 4 show the result of SVM-based classification using a gray value and Haar
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Fig. 1. 6-stick skele-
ton model

Fig. 2. Distance transformation and likelihood estimation

wavelet as a feature vector. To obtain a more accurate classifier, boosting is
adopted. In the rest of this section, construction of a classifier, the pedestrian
detection by searching whole of each input image with the constructed classifier
by boosting, and performance evaluation of pedestrian detection in far-infrared
image is described.

3.1 Construction of Classifier

Classifier is constructed by using AdaBoost shown in Section 2.1. In this process,
the performance of classification depends on given training samples and features
used in learning. In [1], to build multiple classifiers is attempted by classifying
training set into three types of pedestrians; along-street pedestrian, across-street
pedestrian, and bicyclist. However, there is no significant difference of detection
performance between a single classifier and combination of multiple classifiers.
Therefore, multiple classifiers are not adopted in this paper. Figs. 5 and 6 show
a part of training samples and features adopted for AdaBoost in the proposed
scheme, respectively.

3.2 Pedestrian Detection Scheme

In the proposed scheme, pedestrians are detected by searching whole of each
input image with a classifier constructed by boosting. This detection is operated
by the following:

1. set initial coordinates and a size of detection window,
2. read an image specified with the coordinates and the size,
3. detect pedestrians by applying the classifier with scaled features,
4. move the coordinates,
5. if all coordinates is not searched, go to 2,
6. change the size,
7. if the size is not maximum, go to 2, else search is terminated.

In this paper, 10 × 24 and 89 × 213 are adopted as the minimum size and the
maximum size of detection window, respectively.
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3.3 Experiment and Evaluation

In this experiment, two test sequences obtained by a far-infrared camera are
used. Figs. 7 and 8 show the test sequences, which are called S1 and S2 in
this paper, respectively. The image size of these sequences is 320 × 240. The

Fig. 3. SVM-based detection by a gray
value

Fig. 4. SVM-based detection by Haar
wavelet

Fig. 5. Training samples Fig. 6. Features

number of frames of S1 and S2 is 71 and 107, respectively, and S1 includes 65
pedestrian regions and S2 includes 202 pedestrian regions. Table 1 shows the
number of correct detections of pedestrians (True Positive: TP) and the number
of false detections of pedestrians (False Positive: FP) obtained by applying the
proposed pedestrian detection to these sequences. The number of TPs and FPs
by detection of [1] without tracking is also shown in Table 1 as reference.

According to this result, the proposed detection is more accurate than [1]
obviously for S1. For S2, the number of TP by [1] is greater than the proposed
detection. However, the number of FP by [1] is much greater than the proposed
detection. Considering that FP decreases the accuracy of recognition if track-
ing is performed consecutively, the proposed detection scheme is superior to the
detection scheme of [1] for a pedestrian recognition system which adopts tracking
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Fig. 7. Sequence S1 Fig. 8. Sequence S2

Table 1. Result of pedestrian detection

scheme [1] proposed

True/False TP FP TP FP

S1 5 6 14 1

S2 117 100 69 4

to enhance total performance of recognition. Furthermore, this result shows that
classifier constructed by AdaBoost can properly detect pedestrians in far-infrared
images with few FPs, though it is shown that such a detection scheme does not
work properly for pedestrian detection in visible images in [12].

4 Pedestrian Tracking

A method to extract a silhouette must be defined to perform pedestrian tracking
by the skeleton-based tracking since it is required for likelihood calculation. Also,
a skeleton model used in tracking suitable for far-infrared images must be deter-
mined since the tracking performance depends on an adopted skeleton model[22].
In the rest of this section, how to extract a silhouette and a skeleton model used
in this experiment are described and tracking performance is evaluated by us-
ing far-infrared images. In this experiment, a state is initialized manually and
random numbers required for tracking based on particle filter are generated by
Mersenne Twister[23] which is suitable for Monte-Carlo applications.

4.1 Silhouette Extraction and Selection of Skeleton Model

A silhouette extraction scheme by binarization with adaptive threshold for far-
infrared images is proposed in [5]. However, this scheme does not work properly
under unideal condition. In this paper, simply, interframe subtraction is adopted
for silhouette extraction.
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Next, in order to select a skeleton model suitable for tracking in far-infrared
images, tracking performance by using two types of skeleton model is evaluated.
Figs. 13 and 14 show the skeleton model used in this experiment, which are
called M1 and M2 in this paper, respectively.

4.2 Experiment and Evaluation

Figs. 9 and 11 show the tracking result applied to a pedestrian in S1 by using
M1 and M2, respectively. Figs. 10 and 12 show the tracking result applied to a
pedestrian in S2 by using M1 and M2, respectively. Averages of tracking errors
are shown in Table 2.
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Fig. 9. Tracking result of S1 by M1
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Fig. 10. Tracking result of S2 by M1

Table 2. Averages of tracking error

model M1 M2

direction x y x y

S1 2.23 2.16 3.49 2.23

S2 1.42 1.96 1.31 1.61

This result shows that the tracking is performed properly with low error, and
the difference of the tracking accuracy between by M1 and by M2 is trivial.
Since the computational cost required for using M2 is less than M1, M2 is
adopted in this paper.

5 Combining Detection and Tracking

In the proposed scheme, pedestrian recognition is achieved by combining de-
tection with few FPs and accurate tracking. The previous sections show that
detection with few FPs is achieved by boosting-based detection and accurate
tracking is achieved by skeleton-based stochastic tracking. Remaining problem
to construct a pedestrian recognition system is to combine boosting-based de-
tection and skeleton-based stochastic tracking. The skeleton-based stochastic
tracking requires initialization of a state to start tracking automatically after
detection. In the rest of this section, a scheme of initialization is defined and
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Fig. 11. Tracking result of S1 by M2
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Fig. 12. Tracking result of S2 by M2
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Fig. 13. Skeleton model
M1

    A

B

E

FG

Fig. 14. Skeleton model
M2
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Fig. 15. Initial state of
skeleton

then tracking accuracy with this initialization is evaluated by applying to far-
infrared sequences.

5.1 Initial Value Setting of Tracking

Since to determine the optimal initial values required for [20] is difficult, in this
paper, initial values corresponding to the position of the skeleton as shown in
Fig. 15 is adopted, where the rectangle represents a region of detected pedes-
trian. The initial values given by this scheme is not optimal since the pose of a
target pedestrian is unpredictable. However, the number of states corresponding
to low likelihood decreases and states corresponding to high likelihood become
dominant in tracking process based on particle filter. Therefore it is expected
that a target pedestrian is adequately tracked after a while.

5.2 Experiment and Evaluation

Figs. 16 and 17 show the tracking result with the proposed initialization after
detection described in the previous section. In this experiment, the same pedes-
trians as tracked in Section 4 are used. Averages of x and y directional tracking
error in S1 are 3.20 and 1.59, respectively, and averages of x and y directional
tracking error in S2 are 1.06 and 1.34, respectively.

By comparison between this result and the result of Section 4, the proposed
scheme which tracks a target with automatic initialization after pedestrian de-
tection achieves as same accuracy as the tracking with manual initialization. This
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Fig. 16. Tracking result of S1 with auto-
matic initialization
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Fig. 17. Tracking result of S2 with auto-
matic initialization

Fig. 18. Recognition result (frame 5) Fig. 19. Recognition result (frame 6)

Fig. 20. Recognition result (frame 7) Fig. 21. Recognition result (frame 11)

result shows that the proposed pedestrian recognition scheme which combines
boosting-based pedestrian detection and skeleton-based stochastic tracking with
automatic initialization works properly in far-infrared images.

Finally, the recognition results by applying the proposed scheme to S2 are
shown in Figs. 18, 19, 20, and 21. In these figures, rectangles and skeletons
show detection results and tracking results, respectively. A pedestrian is detected
successfully in Fig. 18, in Figs. 19 and 20, both detection and tracking of the
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pedestrian succeed, and in Fig. 21, the pedestrian is not detected successfully
but can be recognized as pedestrian because he is tracked adequately.

6 Conclusion

In this paper, it is shown that a classifier constructed by AdaBoost detects
pedestrians in far-infrared images properly with few FPs compared with the
conventional pedestrian detection scheme and the skeleton based tracking pro-
posed in [20] tracks a pedestrian properly with very low error in far-infrared
images. The pedestrian recognition scheme combining the boosting-based detec-
tion and the skeleton-based tracking with automatic initialization is proposed.
Experimental results show that this scheme can track a pedestrian accurately as
same as the tracking with manual initialization. These results show that the pro-
posed pedestrian recognition scheme which combines boosting-based pedestrian
detection and skeleton-based stochastic tracking works properly in far-infrared
images.
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Abstract. This paper presents a novel texture segmentation scheme based on 
two techniques: watershed and a novel structural adaptation artificial immune 
antibody competitive network (SAIANet). The proposed scheme first partitions 
image into a set of regions by watershed algorithm and then clusters the 
watershed regions by SAIANet, where the gray level co-occurrence matrix and 
the wavelet frame texture features are extracted from each watershed region as 
the antigens of SAIANet. A new immune antibody neighborhood and an 
adaptive learning coefficient are presented, and inspired by the long-term 
memory in cerebral cortices, a long-term memory coefficient is introduced into 
the network. The minimal spanning tree in graph theory is used to automatically 
cluster antibody obtained in the output space without a predefined number of 
clustering. Finally, the presented SAIANet is devoted to performing a fully 
unsupervised texture segmentation with a superior performance, which makes 
full use of the watershed segmentation results.   

Keywords: Texture segmentation, watershed, structural adaptation, artificial 
immune network, minimal spanning tree. 

1   Introduction 

Both neural networks and immunity-based systems are biologically inspired 
techniques that have the capability of identifying different patterns. They use learning, 
memory, and associative retrieval to solve recognition and classification tasks. In the 
recent years, there has been growing interest in using intelligent approaches such as 
neural network, evolutionary method, and their combined technologies[1]. This paper 
aims at the combination of the artificial immune system(AIS)[2] and self-organizing 
feature map neural network(SOFM)[3], to design a novel network model, named 
structural adaptation artificial immune antibody competitive network(SAIANet), 
which can use the characteristic knowledge for clustering problem, consequently 
perform texture segmentation. In SAIANet, a new immune antibody neighborhood 
and an adaptive learning coefficient are presented, and inspired by the long-term 
memory in cerebral cortices[4], a long-term memory coefficient is introduced into the 
network. The model can adaptively map input data into the antibody output space, 
which has a better adaptive net structure. 
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As the total number of pixels in the original feature image is usually huge, which 
can not be used as antigens (train pattern) in SAIANet, a two-stage image 
segmentation algorithm is proposed. We first segment the original image by the 
watershed segmentation algorithm. Then, a set of features, including gray co-
occurrence matrix and wavelet frame texture features, are extracted from each 
watershed region, which is regarded as the antigens and inputted into SAIANet. 
Finally, we utilize the minimal spanning tree in graph theory to automatically cluster 
antibody obtained in SAIANet. 

2   Watershed Segmentation Algorithm 

In this work, we use the well-known watershed segmentation algorithm[5][6] to 
partition an image into nonoverlapping regions. Watershed segmentation is an 
efficient, automatic, and unsupervised segmentation method. Pixels in a watershed 
region are homogeneous in the feature space. We then introduce the basic concept of 
watershed segmentation as follows.  

In a natural image, ideal step edges do not often exist since every edge is blurred to 
some contents. A blurred edge can be modeled by a ramp. For a ramp edge, a usual 
gradient operator will generate a slope of the edge. Thus, the ramp edge cannot be 
separated from noise if the slope of the edge is small. Wang proposed a multi-scale 
gradient operator to solve the above problem [6]: 

                                   ( ) ( )( )[ ]
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fMG
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1
1

)(                                  (1) 

where ⊕ and Θ denote dilation and erosion, respectively, and iB is called structural 

element of size ( ) ( )1212 −×− ii , and f  is the original image. 
In the watershed segmentation algorithm, two parameters, r and h, need to be 

assigned. Parameter r is the size of the structural element of the dilation operators. By 
using the dilation with the structural element, local minima which size is less than r 
pixels will be eliminated. Besides, parameter h is the height of elevation used for 
removing the local minima with low contract. These two parameters can be used to 
control the coarseness of the segmentation results. As r and h increase, the number of 
regions generated decreases. 

If the watershed regions are too large, one big region may contain more than one 
focused subject in the image, texture feature in the region may not be homogeneous. 
While if the watershed regions are too small, the computational complexity will 
increase. In our design, we assign two parameters: r=4 and h=4. Using this setting, the 
number of watershed regions is about 1400 for each image. 

3   Structural Adaptation Artificial Immune Antibody Competitive 
Network 

In SOFM, a Hebbian learning rule gives an explicit mechanism to adjust the 
connection strengths among a fixed set of formal neurons. This self-regulated ongoing 
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change in synaptic connectivity endows the SOFM neural network with a dynamic 
and metadynamic characteristic that can be explored in the realm of immune 
networks. Inspired by ideas from SOFM and immunology, a novel immune network, 
i.e. SAIANet, is proposed.  

The SAIANet algorithm is summarized in the pseudocode presented below. 

1. Initialize randomly antibodies in the network and define the parameters: )1(η , 
β , γ  and σ . The number of initial antibodies could be set between 0.005*N to 
0.01*N, where N is the number of input data points. 

2. While not reached the convergence criterion do: 

2.1. For each input pattern do: 
2.1.1. Present all the antigens to the network; 
2.1.2. Calculate the Euclidean distance between the antigens and the antibodies in 

the network; 
2.1.3. Calculate the neighborhood of each antibody and find the winner antibody; 
2.1.4. Update the weights of the antibodies using the intra-points of their 

neighborhoods; 
2.2. If (Iteration > ) then ))(exp()()( ασηη −−= kkk , where k is the current 

Iteration; 
2.3. If (iteration is multiple of ) then clone the winner if necessary; 
2.4. If the concentration level of a given antibody is smaller a given threshold that 

can be set to 0.01*N, then it is pruned from the network.. 
3. Use the MST criterion proposed to automatically segment the antibodies at the 

output of the network. 

3.1   Antibody Neighborhood 

An antigen is recognized involves finding the most similar antibody to the given 

antigen, which is expressed through the equation(2), iAb
jAg shows that the jth antigen 

is recognized by the ith antibody. This antibody is said to have the highest affinity 
with the antigen. This is aimed at calculating the antibody neighborhood, i.e. the 
concentration level of each antibody, what corresponds to the number of antigens 
recognized by each antibody. The neighborhood of the ith antibody Nci AgAb −  is 

expressed through the equation(3).  

        ( ) ∈−= )(,1max kAbAbAbAgAbAg setiij
i

i
Ab
j

i                                 (2) 

            ∈==− setj
Ab
jNci AgAgiqAgAgAb q ,                                     (3) 

where )(kAbset is the current antibody set, setAg is the antigen set. 

3.2    Antibody Competitiveness Rule 

During the competitive phase, the realization of antibody competitiveness is to choose 
the most stimulated antibody (the winner antibody wAb ). It is based on the 
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concentration of antigens recognized by an antibody, i.e. the antibody neighborhood, 
which is expressed by the equation (4). 

                                 ( ){ })(,max kAbAbAbAbAb seti
ionConcentrat

iiw ∈=                             (4) 

                                       )( Nci
ionConcentrat

i AgAbsumnumAb −=                                       (5) 

where ionConcentrat
iAb  is the concentration of the ith antibody, )(⋅sumnum is a count 

operator. 

3.3   Antibody Clone Operator 

In SAIANet, network growing is inspired by the clonal selection principle, where the 
most stimulated cell is selected for cloning. The choice of wAb  is based on the 

affinity to the antigen, determined during the competitive phase. The antibody with 
the highest antigen concentration will generate a single offspring (clone) and the two 
antibodies might turn into memory antibodies after their maturation phase. Whether 
the winner antibody is cloned is also decided by an affinity threshold ε . Provided 

that the network growing process is executed every β  iterations, the clone process is 

described in Equation (6). 

if 0),( =βkround , and ε>w
l

Ab
AgAf , then wsetset AbkAbkAb += )()(   

else )()( kAbkAb setset =                                                                                             (6) 

where lw
Abw

Ag AgAbAf
l

−= 1 , lAg is the antigen with the lowest affinity to wAb . 

3.4   Antibody Death Operator 

Antibody death operator is to realize the network pruning policy, which is defined as 
follows: if a cell p has its concentration level less than a presented value, for example 
one, longer than a specified length of time, then it can be deleted from the network. 

3.5   Antibody Network Learning Rule 

The learning rule in SAIANet is similar to the procedure used in SOFM neural 
networks. Equation (7) shows the weight updating rule used. Thus, antibodies are 
constantly being moved in the direction of the recognized antigens, and antibody is 
only adjusted with those antigens in its neighborhood.  

                  ))()()(()()1( kAbpAgAbkkAbkAb iNciii −+=+ −η                       (7) 

where )(kη  is the learning coefficient, )( pAgAb Nci− is the pth antigen that is 

recognized by the ith antibody. 

3.5.1   Learning Coefficient  
In the above learning rule, the amount of the change is guided by the learning 
coefficient )(kη . The learning coefficient )(kη  is set a large enough value in the 
beginning of learning, then after α  iterations, it is exponentially decreased by a factor 
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σ  and is adaptively adjusted with each antibody affinity. So each antibody owns its 
learning coefficient which is different from the others. This process is described in 
equation (8) and (9). 

                                               ))(exp()()( ασηη −−= kkk                                             (8) 
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3.5.2   Long-Term Memory Coefficient  
In this paper, based on the biological aspects[4], we develop a novel long-term 
memory model. The formation strategy for long-term memory is that if an input 
pattern is something new then the pattern can be stored as long-term memory. With 
this strategy, we design a long-term memory )(kyi  by utilizing the affinity of 

antibodies, which is expressed through the equation (10). 
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where 2
)()( kAbkAb di −  is the distance between the ith antibody iAb  and the 

antibody dAb , which is the nearest antibody to iAb  in the current antibody set. If 
2

)()( kAbkAb di −  is relatively large, then the antibody iAb  may be something new 

and will have a chance to recognize more antigens, so it has a tendency to be stored as 
long-term memory, otherwise the input pattern will disappear or be replaced by the 
other antibodies rapidly. 

With the adjusted learning coefficient )(kη  and long-term memory coefficient 
)(kyi , we have the new complete antibody learning rule given as 

                    ))()()(()()1( )( kAbpAgAbkykAbkAb iNcii
Ab

pAgAbii
i
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η                 (11) 

3.6   Convergence Criterion 

The convergence criterion is used to check the stability of the network topology. It is 
assumed that the network topology has reached stability if during the last 5* β  
iterations there was no variation in the number of antibodies. 

3.7   Defining the Number of Clusters 

We propose the use of a minimal spanning tree (MST) [10], which is a tool from 
graph theory for clustering. The MST defines a neighborhood relationship among 
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antibodies and determines the number of clusters found by the learning algorithm. An 
inconsistent edge may be determined as follows: if the length of an edge is greater 
than the average plus two standard deviations, then this edge is considered 
inconsistent [1]. 

4   Experimental Results 

We have demonstrated the procedure of our texture segmentation scheme above. It 
mainly consists of three parts: watershed segmentation, feature extraction and pixels 
clustering. In this paper, we used two kinds of the texture features, including the gray 
level co-occurrence matrix(GLCM)[7] and the wavelet frame texture features[8][9]. 
The feature vector for GLCM had a set of 12 features, while the wavelet frames based 
technique had 10 features. The antigens, i.e. input data, are the mean of the feature 
vectors of the pixels in each watershed region. In this section, we make some 
experiments to assess the performance of the proposed texture segmentation scheme. 
The performance of the proposed method is compared with that of the FCM 
algorithm[11]. Three natural and one SAR texture segmentation examples are 
presented in the following. All the natural textured image is from the Brodatz 
album[12]. The parameters used to run SAIANet in all experiments to be reported 
here were: 2=β 70=α 3.0)1( =η 02.0=σ 03.0=ε , unless otherwise 
specified. 

The first example is shown in Fig.1. The original textured image shown in Fig.1(a) 
which is a composite of two textures. The watershed segmentation is illustrated in 
fig.1(b), which is regarded as antigens in our SAIANet algorithm. The segmentation 
results of FCM and SAIANet are illustrated in Fig.1(c) and Fig.1(d), respectively. We 
observed that the two regions are well segmented by these two algorithms. However, 
with the FCM algorithm, the segmentation result still has some noise, while the result 
used by SAIANet algorithm is less speckled and smoother. The segmentation 
accuracy of SAIANet algorithm is 98.92%, and that of FCM is 97.54%. 

The next two examples are two and three textures in the original images, which are 
shown in Fig.2 and Fig.3 , respectively. The FCM segmentation results are displayed 
in (b), and the watershed segmentation and the SAIANet segmentation results are 
displayed in (c) and (d) , respectively. It is obviously that SAIANet segmentation 
result is better than FCM, either in the boundary localization or the noise smoothness. 

The last exmple is a SAR image which is a more challenging case. The image is 
composed of three parts: water, grass and building. The processing of the SAR texture 
image is generally more involved, mainly because the textures appearing in the SAR 
image are usually nonstationary. Fig.4(a) to (d) show the segmentation results by the 
watershed, FCM and SAIANet. It is clearly seen that our segmentation result is much 
closer to the ground truth. The result of SAIANet is more homogeneous and smoother 
than that of the FCM algorithm, moreover, there are many error segmentations 
between water and building in the latter, which again indicates our method is effective 
and robust to noise. 
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Fig.1(a) The original image                                Fig.1(b) FCM result 

 

       
     Fig.1(c) watershed segmentation                     Fig.1(d) SAIANet result 

Fig. 1. Segmentation results 

     
                            Fig.2(a) The original image                           Fig.2(b) FCM result 

 
        Fig.2(c) watershed segmentation                Fig.2(d) SAIANet result 

Fig. 2. Segmentation results 
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Fig.3(a) The original image                                   Fig.3(b)  FCM result 

 
Fig.3(c) watershed segmentation                   Fig.3(d) SAIANet result 

Fig. 3. Segmentation results 

 
Fig.4(a) The original image                                        Fig.4(b)  FCM result 

 
Fig.4(c) watershed segmentation                      Fig.4(d) SAIANet result 

Fig. 4. Segmentation results 
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5   Conclusion 

This paper has presented a new fully unsupervised segmentation algorithm based on 
watershed and an artificial immune antibody competitive network. The immune 
antibody network is derived from vertebral animal immune system, SOFM neural 
network and the long-term memory in cerebral cortices, which has a better adaptive 
net structure. With the antigens get from each watershed region, the immune network 
can automatically cluster antibody obtained in the output space without a predefined 
number of clustering. The experimental results show our texture segmentation system 
has an excellent segmentation performance, and should be useful in many practical 
applications, on account of its high segmentation accuracy, its flexibility and its 
robust property. 
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Abstract. This paper describes a novel driving pattern recognition and status 
monitoring system based on the orientation information.  Two fixed cameras 
are used to capture the driver’s image and the front-road image.  The driver’s 
sight line and the driving lane path are found from these 2 captured images and 
are mapped into a global coordinate.  Two correlation coefficients among the 
driver’s sight line, the driving lane path and the car heading direction are 
calculated in the global coordinate to monitor the driving status such as a safe 
driving status, a risky driving status and a dangerous driving status.  The 
correlation coefficients between the lane path and car heading direction in a 
fixed period are analyzed and recognized as one of 4 driving patterns by HMM.  
Four driving patterns including the driving in a straight lane, the driving in a 
curve lane, the driving of changing lanes, and the driving of making a turn are 
able to be recognized so far. 

Keywords: Driving event, HMM, Ada-boosted, driving safety monitoring, 
intelligent transport, and shape-context. 

1   Introduction 

Car accident deaths in Taiwan increase in the last years and become one of top 10 
accident death factors, so intelligent transportation systems have became an important 
research aspect.  Many intelligent transportation and pre-crash systems [1][2][3][4][5] 
have been proposed to avoid a potential car accident and to increase driving safety.  
Mitrovic used hidden Markov models (HMMs) to develop a driving event recognition 
system [6]. Numeric data were acquired from the longitudinal and lateral beam 
equipments and a GPS receiver to measure the average speed and acceleration 
information which were converted into symbols to train HMM.  His system is able to 
recognize hundreds of driving events such as “Stop”, “U Turn”, “Left Turn”, “Left 
Turn on RA”, etc.  To implement an easier driving event recognition system, we focus 
on using image information captured from webcams or video cameras because an 
image-based system is cheaper and easier to be setup.  In this paper, an intelligent 
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transport system which is able to recognize the current driving pattern and to monitor 
the driving status is introduced.  Two fixed cameras were used in the proposed system 
to capture the driver’s image and the front-road image, and the orientation 
information including the car heading direction, the driver’s sight line and the lane 
path from the 2 captured images were mapped into a global coordinate to calculate 2 
correlation coefficients.  Soft-shape-context concept [7] was used in the correlation 
coefficient calculation to indicate the orientation similarity relations which also 
provided the driver’s steering degrees.  The lane correlation coefficient was between 
the lane path and car heading direction, and the driver correlation coefficient to 
indicate the driver’s cognition was between the lane path and the driver’s sight line.  
The sequences of tens of the lane correlation coefficients were used for HMM training 
and identification of 4 driving patterns such as driving in a straight lane and making a 
turn.  The lane and driver correlation coefficients were used for the driving status 
monitoring which was recognized as one of 3 stages: safe, risky and dangerous stages.  
The proposed system is able to cooperate with other pre-crashed systems based on the 
distance information to neighbor cars, too. 

2   The Details of the Proposed System 

The proposed system contains 3 major parts: the orientation information calculation 
part, the driving pattern recognition part, and the driving status monitoring part.  
Two fixed cameras were used in the proposed system to capture 2 images: the 
driver’s image and the front-road image.  In the orientation information 
extraction/calculation part, the image processing technologies were applied on 2 
captured images to extract the driver’s sight line, the lane path and the car heading 
direction.  These 3 orientations were mapped into a global coordinate and calculated 
for 2 correlation coefficients: the lane correlation coefficient and the driver 
correlation coefficient, by using Soft-shape-context concept.  In the driving pattern 
recognition part, the sequences of the lane correlation coefficients of different 
driving events were used for HMM training which was used to identify the current 
driving event.  In the driving status monitoring part, the lane and driver correlation 
coefficients were used to monitor the driver’ steering degrees and were classified as 
3 steering stages: safe, risky, and dangerous stages according the coefficient values.  
The driver’s sight line is used in the driver correlation coefficient calculation 
because the driver’s sight line information shows the driver’s conscious steering  
to the cases of changing lanes and making a turn.  The system flowchart is shown in 
Fig. 1. 

2.1   The Extraction of Three Orientations and the Calculation of Two 
Correlation Coefficients 

Two fixed cameras were placed according planned positions in a global coordinate to 
capture 2 images: the driver’ image and the front-road image.  Therefore, the distance 
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Fig. 1. The system flowchart  

and line information in these 2 images were able to be mutually fused in the global 
coordinate domain.  The block diagram of the correlation coefficient computation part 
is shown in Fig. 2. 

Ada-boosted algorithm [8][9] was applied twice on the driver’s image to extract 
the driver’s face first and to extract the lip position second from the previous 
extracted face region.  From the upper neighbor region of the lips, the driver’s 
philtrum was detected by the binary projection information.  The ratio RLIP of two 
lengths L3 and L4 between the fringes of the driver’ lips and philtrum as shown in Fig. 
3 was calculated by (1) to indicate the driver’s sight line.  The threshold values of RLIP 
were 0.7, 0.5, 0.3, -0.7, -0.5, -0.3 to the cases of °12 , °24 , °36 , °−12 , °− 24 , and 

°− 36  respectively. 
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The camera denoted as Camera 2 in Fig. 2 to capture the front-road image was 
located close to the central rear-view mirror, i.e. the global coordinate was based on 
Camera 2 and the central vertical line of the global coordinate was the car heading 
direction.  The binary detected results of the red, yellow and white color-segmented 
points and edge-detection points were mapped into the global coordinate by using the 
inverse perspective mapping [10] and were added with the previous-frame mapped 
points.  A morphology operator, a thinning operator and Hough transform were 
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Fig. 2. The block diagram of the correlation coefficient calculation part  

orderly applied on the added results to detect two longest lines close to the central 
vertical line as the possible traffic lane lines.  Therefore, the lane path was the central 
line of detected longest lines. 

After that the driver’s sight line, the lane path were found in the global coordinate 
and the car heading direction was defined as the central line, Soft-shape-context 
concept [7] was used to calculate the lane correlation coefficient and the driver 
correlation coefficient.  The shape context [11] is a similarity measurement to 
measure two shapes in two images by accumulation of counting differences in each 
bin.  Edge-detection points of one shape are accumulated by their locations in bins to 
generate a bin histogram denoted as hi(k) where k is the kth bin to the ith image.  The 
correlation coefficient between the ith image and the jth image is defined in (2).   
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Fig. 3. The face model 

Smaller values of correlation coefficients indicate that two shapes are more similar.  
The soft-shape context method [7] utilizes a low-pass filter on smoothing the bin 
histogram to avoid the sensitiveness around the bin boundaries.  Therefore, the lane 
correlation coefficient between the lane path and the car heading direction and the 
driver correlation coefficient between the driver’s sight direction and the lane path in 
a global bin map were calculated by using the soft-shape context concept. 

The lane correlation coefficient CLane indicates the driving consistency and the 
driver correlation coefficient CDriver indicates the driver’s cognitive degrees.  In Fig. 4, 
an example was shown.  Ten equal rectangular bins were separated by blue lines, the 
detected lane path was in the red color, the driver’s sight line was in the green color, 
and the car heading direction was the central vertical line in the white color.  CLane is 
5.54 and CDriver is 236.43 in Fig. 4 because the driver looked at its left side to increase 
CDriver values.  

 

   

                       (a)                                       (b)                                       (c) 

Fig. 4. An example of the detected lane path mapped into a 10-rectangular-bin map in a global 
coordinate.  (a) the captured driver’s image, (b) the captured front-road image, and (c) the 
detected lane path in red color and driver’s sight line in green color in the bin map.  

2.2   The Driving Pattern Recognition Part 

Lane correlation coefficients were used in the driving pattern recognition part.  A 
sequence contained tens of lane correlation coefficients, and sequences of a same 
driving event were trained for HMM.  Four driving patterns/events: driving inside a 
straight lane, driving in a curve lane, making a turn and changing lanes were trained 
so far.  The distribution of the lane correlation coefficients was used as the feature to 
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distinguish the driving events.  The lane correlation coefficients of the driving inside a 
straight lane were small and as almost a straight line in the distribution map. The lane 
coefficients of the driving in a curve lane were high and formed a straight line.  The 
lane correlation coefficients of the case for changing lanes changes from small values 
at the beginning, then into high values, and finally to small values again.  Therefore, 
from the distributions of the lane correlation coefficients, the driving events were 
distinguished.   

2.3   The Driving Status Monitoring Part 

The driver and lane correlation coefficients were used to monitor the driving status 
which was judged as one of the safe, risky and dangerous stages in this part.  The 
driver correlation coefficient was used to verify the lane correlation coefficient, i.e. a 
high value of the lane correlation coefficient doesn’t always indicate a dangerous 
situation since this driving event may be still under the driver’s control.  For example, 
the driver correlation coefficient should reduce the danger degrees in the case when 
car was shifted to the left lane and the driver looked at the left side to show that this 
behavior was under the driver’s steering.  A danger coefficient defined in (3) utilized 
the lane correlation coefficient and the driver correlation coefficient to monitor the 
current driving status.  Smaller values of CDanger indicate a safer driving status.  

DriverLaneDanger CCC ⋅=  (3) 

3   Experimental Results 

Four sequences including driving in a straight lane, driving in a curve lane, making a 
right turn, making a left turn and changing lanes were tested but only some were 
shown in this section because of the page limitation.  Three original front-road images 
including 3 driving situations of driving in a straight lane, driving in a curve lane, and 
changing lanes were shown in Fig. 5(a) to 5(c) respectively, and their lane-path bin 
maps in the global coordinate were shown in Fig. 5(d) to 5(f) respectively.  The car 
heading direction was the white line and the lane path was the red line in a 10-bin 
map as in Fig. 5(d) to 5(f).  The CLane coefficients were 0, 86.6, and 236.3 in Fig. 5(d) 
to 5(f) respectively.   

The typical CLane distributions of 4 driving patterns were shown in Fig. 6(a) to 6(d).  
All CLane coefficients of driving in a straight lane were below 50 as in Fig. 6(a), and 
all CLane coefficients of driving in a curve lane were between 60 and 150 for a period 
as in Fig. 6(b).  The CLane coefficients of changing lanes were small at the beginning , 
increased fast during the shifting, and decreased to small values when drove in 
another lane as shown in Fig. 6(c).  The CLane coefficients of making a right or left 
turn in Fig. 6(d) were assigned into negative values when the car was in the 
intersection and the lane path was not able to be detected.  HMM was trained by using 
distribution information to recognize four driving patterns. 
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                (a)                                          (b)                                       (c) 

    

                 (d)                                         (e)                                        (f) 

Fig. 5. Three examples of lane correlation coefficients.  (a) the front-road image of driving in a 
straight lane, (b) the front-road image of driving in a curve lane, (c) the front-road image of 
changing lanes, (d) the lane path of (a) in the bin map in the global coordinate, (e) the lane path 
of (b) in the bin map in the global coordinate, and (f) the lane path of (c) in the bin map in the 
global coordinate.  

  

(a)     (b) 

  

(c)     (d) 

Fig. 6. The typical CLane distributions of 4 driving patterns.  (a) the distribution of driving in a 
straight lane, (b) the distribution of driving in a curve lane, (c) the distribution of changing 
lanes, and (d) the distribution of making a right turn.  
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The possible CDangery ranges for 3 driving statues were suggested in Table 1. 

Table 1. The coefficient ranges of CDanger for three driving statuses 

 CDnager 
The safe driving status 3000 
The risky driving status 3000 to 24000 
The dangerous driving status Above 24000 

 

Two recognized results were shown in Fig. 7.  In Fig. 7(a), the driving status was 
suggested as the safe status and the recognized driving pattern was the case of 
changing lanes.  In Fig. 7(b), the driving status was suggested as the risky status 
displayed in the yellow color and the recognized driving pattern was the event of 
driving in a big curve lane. 
 

 
(a) 

 
(b) 

Fig. 7. Two recognized results.  (a) the driving status was suggested as the safe status and the 
recognized driving pattern was the case of changing lanes, and (b) the driving status was 
suggested as the risky status and the recognized driving pattern was the case of driving in a big 
curve lane.  
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4   Conclusion and Future Works 

A novel intelligent transport system has been presented.  In the proposed system, the 
driver’s sight line, the lane path, and the car heading direction were mapped into the 
global coordinate to calculate the driver and lane correlation coefficients by using the 
soft-shape-context concept.  Sequences of lane correlation coefficients were trained 
for HMM to recognize four common driving patterns including driving in a straight 
lane, driving in a curve lane, changing lanes, and making a turn.  From combined 
values of the driver and lane correlation coefficients, one driving status of the safe, 
risky, and dangerous statuses was suggested.  From the experimental results, the 
driving statuses could be monitored well in the ideal situations.  In a practical 
situation when the car was standing for the green traffic light or a chance to make a 
left turn, the current system couldn’t recognize this driving event well.  Some traffic 
letters and signs painted on the road may affect the lane path detection.  In the future, 
the motion information and the distance information to neighbor cars are considered 
to be added for the improvement of the monitoring suggestions.   
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Av. Vicuña Mackenna 4860(143), Santiago de Chile
dmery@ing.puc.cl

Abstract. Automated visual inspection is defined as a quality control
task that determines automatically if a product, or test object, devi-
ates from a given set of specifications using visual data. In the last 25
years, many research directions in this field have been exploited, some
very different principles have been adopted and a wide variety of algo-
rithms have been appeared in the literature. However, automated visual
inspection systems still suffer from i) detection accuracy, because there
is a fundamental trade off between false alarms and miss detections; and
ii) strong bottleneck derived from mechanical speed and from high com-
putational cost. For this reasons, automated visual inspection remains
an open question. In this sense, Automated Multiple View Inspection, a
robust method that uses redundant views of the test object to perform
the inspection task, is opening up new possibilities in inspection field
by taking into account the useful information about the correspondence
between the different views. This strategy is very robust because in first
step it identifies potential defects in each view and in second step it
finds correspondences between potential defects, and only those that are
matched in different views are detected as real defects. In this paper,
we review the advances done in this field giving an overview of the mul-
tiple view methodology and showing experimental results obtained on
real data.

Keywords: automated visual inspection, multiple view geometry, in-
dustrial applications.

1 Introduction

Visual inspection is defined as a quality control task that determines if a product
deviates from a given set of specifications using visual data1. Inspection usually
involves measurement of specific part features such as assembly integrity, surface
finish and geometric dimensions. If the measurement lies within a determined
tolerance, the inspection process considers the product as accepted for use. In
1 For an extended overview of automated visual inspection, the reader is referred

to excellent review papers by Malamas et al. [1] and Newman and Jain [2]. The
information given in this paragraph was extracted from these papers.
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industrial environments, inspection is performed by human inspectors or auto-
mated visual inspection systems. Although humans can do the job better than
machines in many cases, they are slower than the machines and get tired quickly.
Additionally, human inspectors are not always consistent and effective evalua-
tors of products because inspection tasks are monotonous and exhausting, even
for the best-trained experts. Typically, there is one rejected in hundreds of ac-
cepted products. Moreover, human experts are difficult to find or maintain in
an industry, require training and their skills may take time to develop. It has
been reported that human visual inspection is at best 80% effective. In addition,
achieving human 100%-inspection, where it is necessary to check every product
thoroughly to ensure the safety of consumers, typically requires high level of re-
dundancy, thus increasing the cost and time for inspection. For instance, human
visual inspection has been estimated to account for 10% or more of the total
labor costs for manufactured products. Moreover, in some environments (e.g.,
underwater inspection, nuclear industry, chemical industry, etc.) human visual
inspection may be difficult or dangerous. For these reasons, computer vision has
been gradually replacing more and more human inspection.

Comprehensive reviews on automated visual inspection are given in [1,2,3,4].
According to these surveys, approaches developed for automated visual inspec-
tion are tailored to the inspection task, i.e., there is no general approach appli-
cable to all cases because the development is an ad hoc process. Although there
are several approaches that have been developed in the last 25 years, automated
visual inspection systems still suffer from i) detection accuracy, because there is
a fundamental trade off between false alarms and miss detections; and ii) strong
bottleneck derived from mechanical speed and from high computational cost.
For this reasons, automated visual inspection remains an open question. In this
paper, we present recent advances on Automated Multiple View Inspection, a
robust method that uses redundant views to perform the inspection task. This
novel strategy is opening up new possibilities in inspection field by taking into
account the useful information about the correspondence between the different
views of the test object. It is very robust because in first step it identifies po-
tential defects in each view and in second step it finds correspondences between
potential defects, and only those that are matched in different views are detected
as real defects. The paper gives an overview of the multiple view methodology
and show experimental results obtained on real data.

2 General Overview of the Multiple View Approach

The principle aspects of an automated multiple view inspection system are shown
in Fig. 1. Typically, it comprises the following five steps: i) a manipulation system
for handling the test piece (manipulator, robot, etc.), ii) an energy source (light,
X-ray, etc.), which irradiates the object under test with, iii) image acquisition
system (CCD cameras, image intensifier, etc.) that register digital images of the
test piece, and iv) a computer to perform the digital analysis of the images and
to classify the test piece accepting or rejecting it.
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Fig. 1. Computer vision system for automated visual inspection

In the computer-aided inspection, our aim is to identify defects automatically
using computer vision techniques. The general automated inspection process,
presented in Fig. 1, consists of image formation, preprocessing, segmentation,
feature extraction, detection/classification and multiple view analysis [5]. Typi-
cally, automated visual inspection using only one view does not follows the last
step. The mentioned six steps are explained in further detail:

i) Image formation: Images of the test object are taken and stored in the
computer. The human eye is only capable of resolving around 40 grey levels [6],
however in automated visual inspection grey level resolution must be a minimum
of 28 levels. In some applications with X-rays, 216 grey levels are used [7], which
allows one to evaluate both very dark and very bright regions in the same image.
On the other hand, color image systems are able to capture images in several
color spaces with 224 different colors [8,9]. Nowadays, a digital image used in
automated visual inspection contains usually more than 220 pixels.
ii) Image preprocessing: The quality of the images is improved using con-
trast enhancement, noise removal and image restoration techniques. Typically,
image enhancement is achieved by histogram manipulation, and noise removal
by frame averaging or edge-preserving filtering [6]. Edge-preserving filtering is
important for defect detection, because it is desirable to smooth the noise with-
out blurring the edges. Moreover, image restoration involves recovering detail in
severely blurred images, which is possible when the causes of the imperfections
are known a-priori [10,11]. This knowledge may exist as an analytical model, or
as a-priori information in conjunction with knowledge (or assumptions) of the
physical system that provided the imaging process in the first place.
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iii) Image segmentation: The digital images are divided into disjoint regions
with the purpose of separating the parts of interest from the rest of the scene.
Image segmentation plays one of the most important roles in real world computer
vision systems. In the last 40 years, this field has experienced significant growth
and progress [12]2. According to [13], monochrome image segmentation tech-
niques are classified into the following categories: histogram thresholding, fea-
ture space analysis based methods, edge detection based methods, region based
methods, fuzzy logic techniques and neural networks, and pointed out that most
of them can be extended to color images by representing color information in
appropriate color spaces. However, better performance in segmentation of color
images is achieved using vector-value techniques that treat the color information
as color vectors in a vector space provided with a vector norm [14]. In image
segmentation for detecting defects we aim to separate potential defects from
background.
iv) Feature extraction: Since some structural parts of the object could be
erroneously segmented as defectively regions, we denoted them as potential de-
fects. Subsequently, additional steps are required to eliminate the false alarms
of the potential defects. The first of these steps is feature extraction, which is
centered principally around the measurement of geometric and chromatic char-
acteristics of regions. Contrast based on crossing line profiles [15] and texture [16]
are very helpful to distinct defectively regions from its neighbors. After feature
extraction, it is important to know which features provide relevant information
about defects. For this reason, a feature selection [17] is performed to find the
best subset of the input future set that separates the real defects from the false
alarms. Methods based on sequential forward/backward selection achieve effec-
tive and fast results but they are suboptimal [18]. On the other hand, a branch
and bound method guarantees to find the optimal subset, although the complex-
ity is greater than the mentioned methods, it can be reduced considerably using
a fast technique [19].
v) Detection/classification: The extracted (and selected) features of each
region are analyzed in order to detect or classify the existing defects. We differ-
entiate between detection and classification of defects. Detection corresponds to
a binary classification, because in the detection problem, the classes that exist
are only two: ‘defects’ or ‘no-defects’, whereas the recognition of the type of de-
fect (e.g., voids, cracks, bubbles, inclusions and slags) is known as classification
of defect types [20]. Normally, the ‘defect’ class constitutes a very small fraction
of the total search area. Therefore, the ‘defect’ class will be either empty or
sparsely populated [21]. This implies that there are not sufficient data to train
a statistical classifier or statistically evaluate the performance of a detector. In
these cases, where the defect probability is very small, minimization of the error
probability is not a good criterion of performance, because it can be minimized
by classifying every region as ‘no-defect’ (in a domain where the classes are
distributed in a 1:99 ratio (skew = 102), the maximum likelihood gives 99%

2 Only last year, 194 papers with the word ‘image’ and ‘segmentation’ in the title field
were indexed by the Web of Science of ISI.



Advances on Automated Multiple View Inspection 517

accuracy). For this reason, the probability of detection is typically maximized
while keeping the probability of false alarms under a certain predefined value
(Neyman-Pearson criterion [22]). Other applications with skewed class distribu-
tion can be found in fraud detection [23] or target detection in hyperspectral
imaging [24]. In order to increase the samples of the defect class, simulation
of defects can be used [25]. The classifier is designed using well known pattern
recognition techniques, that can be categorize into generative and discriminative
approaches [26]. Generative learning focuses on generative description of samples
and tend to synthesize configurations from them. Principal component analysis
[17], linear discriminant analysis [17] and hidden Markov models [27] are typ-
ical generative classifiers that produce a probability density model for pattern
recognition. On the other hand, discriminative learning attempts to compute the
mapping for classification from input to output directly without modeling the
underlying distributions. It normally achieves superior performance than gener-
ative approach in many applications. Traditional neural networks [28] and sup-
port vector machines [29] are discriminative classifiers that attempt to maximize
the classification boundary margin of classes for recognition. Recent research on
combining generative and discriminative learning has shown that proper com-
binations of two models outperforms pure generative or discriminative models
[26,30,31].
vi) Multiple view analysis: Multiple view geometry is increasingly being used
in machine vision [32]. It describes explicit and implicit models which relates the
3D coordinates of an object to the 2D coordinates of the digital image pixel, the
geometric and algebraic constraints between two, three and more images taken
at different projections of the object, and the problem of 3D reconstruction from
N views. Since in last step certain ‘no-defects’ could be classified erroneously as
‘defects’, we use multiple view geometry as a final discrimination step. The key
idea is to gain more information about the test object by analyzing multiple views
taken at different viewpoints. Thus, the attempt is made to match or track the
remaining potential defects along the multiple views. The existing defects can be
effectively tracked in the image sequence because they are located in the positions
dictated by geometric conditions. In contrast, false alarms can be successfully
eliminated in this manner, since they do not appear in the predicted places on
the following images and, thus, cannot be tracked. The tracking in the image
sequence is performed using algebraic multi-focal constraints: bifocal (epipolar)
and trifocal constraints among others [32,33,34]. Multiple view analysis is a useful
and powerful alternative for examining complex objects were uncertainty can
lead to misinterpretation, because two or more views of the same object taken
from different viewpoints can be used to confirm and improve the diagnostic
done by analyzing only one image [33,34].

Finally, the performance of an automated visual inspection method is as-
sessed using a validation technique (e.g., cross-validation, bootstrap and jack-
knife [17,35]). Usually, some of the collected cases are removed before training
begins. Then when training is performed, the cases that were initially removed
can be used to test the performance of the inspection method on these test data.
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Thus, one can evaluates how well the method will inspect the test objects that
has not already examined. Confidence intervals, where the true values of the
misclassification error is expected to fall, can be obtained from the test sets.

3 Implemented Multiple View Approaches

Automated multiple view inspection was implemented in the quality control of
aluminum castings of the automotive industry using X-ray images [5]. However,
the methodology can be used in the inspection of other manufactured products.
In this section we present two approaches that were implemented using calibrated
and uncalibrated image sequences and their results obtained on real data.

i) Calibrated Approach: In [36] we performed the tracking using a calibrated
image sequence , i.e., the model 3D→ 2D was a-priori known because it was ob-
tained in an off-line process called calibration [37]. The calibration of an imaging
system is the process of estimating the parameters of the model, which is used
to determine the projection of the 3D test object into its 2D digital image. This
relationship 3D→2D can be modeled with a transfer function F : R3 → R2.
Using this model the multi-focal tensors can be calculated in order to evaluate
the multi-focal constraints for the correspondences of the potential defects in
the image sequence [32]. The calibration was performed using the well-known
photogrammetric calibration [38], in which a calibration object whose geom-
etry in 3D space is known with high accuracy. Using this technique a true
reconstruction of the 3D space without a scale factor is achieved. In the cal-
ibration, we estimate the parameters of a geometric model based on n points
whose 3D object coordinates Mi are known, whose 2D image coordinates wi

are measured, for i = 1, ..., n. Using the model we obtain the reprojected points
w′

i = F (Mi, θ), i.e., the inferred projections in the digital image computed from
the calibration points Mi and a parameter vector θ. The calibration is performed
in each image of the sequence by minimizing the objective function defined as the
mean-square discrepancy between measured points wi and inferred points w′

i

[32]. Usually, the calibration problem is a non-linear optimization problem. In
general, the minimization of the objective function has no closed-form solu-
tion. For this reason, it must be iteratively minimized starting with an initial
guess θ0 that can be obtained from nominal values or preliminary reference
measurements.
ii) Uncalibrated Approach: The calibration is a very difficult task because
the iterative estimation of the parameters is very sensible to the initial guess. In
addition, the vibrations of the imaging system induce inaccuracies in the esti-
mated parameters of the model, i.e., the calibration is not stable and the com-
puter vision system must be calibrated periodically (off-line) in order to avoid
uncertainty. For this reason, we developed an approach based on the tracking of
potential detects in two views [39,40] and in three views [40] using uncalibrated
image sequences, in which it was not necessary to calibrate the imaging sys-
tem. This new approaches track the potential defects based on a motion model
estimated from the image sequence itself. Thus, we obtain a motion model by
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Fig. 2. Block diagram of the uncalibrated automated multiple view inspection: a) es-
timation of motion model, b) detection of defects [40]

matching structure points of the test object in the images as shown in Fig. 2. The
structure points are matched using B-Spline curves and correlated curve sections
of the structure (see details in [39] and in [40] respectively). Using RANSAC [32],
the matched structure points are employed to estimated the bifocal and trifocal
tensors required for the multiple view analysis. In this sense, we do not calibrate
the image sequence, we only estimate the bifocal and trifocal tensors required
for the tracking. The great disadvantage of this approach is the inherent diffi-
culty in identification of the structure points (and thus the estimation of the
motion model) from the test object itself, when the images of the test object do
not significantly differ from each other in the sequence, e.g., a glass or a bottle
rotating around its vertical axis.

Once the system is calibrated (in the calibration approach) or the motion
model is estimated (in the uncalibrated approach) the same algorithm is used
to track the potential defects [41]. The tracking algorithm requires the bifocal
and trifocal tensors [32] between the views. In the first approach the tensors are
obtained from the projection matrices estimated after the calibration, whereas
in the second approach the tensors are obtained using corresponding points of
the test object in two and three views.

Table 1 summarizes the results obtained on real data using calibrated and
uncalibrated approaches. We calculate the performance of the identification and
the performance of the tracking separately. True positives are the number of de-
fects correctly detected. The true positive percentage is calculated related to the
number of the existing defects. False positives (or false alarms) correspond to
the number of ‘no-defects’ misclassified as ‘defects’. The false positive percentage
is given related to the number of detected potential defects. We present three
implementations of the calibrated approach. They perform the tracking in three,
four and five views (cases C-I, C-II and C-III respectively). We observe that the
number of false alarms in the identification is enormous. However, the results are
perfect for four views (case C-II) where all defects are detected without any false
alarms. The verification of the correspondence on three views flags too many false
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Table 1. Performance of calibrated and uncalibrated approaches

alarms. On the other hand, with 5 views we cannot ensure the segmentation of a
defect in five views, for this reason some defects cannot be detected. We increase
the performance in the segmentation in the uncalibrated approaches reducing
the number of false alarms significantly. In case U-I, we perform the tracking
in only two views using B-spline curves for the motion model. In case U-II and
U-III, the tracking is done in two and three views respectively using correlated
curve sections of the structure for the motion model. The results of case U-III
are promising because all defects to be tracked, i.e., defects that are present
in three views, could be tracked, with only a few number of false alarms. We
observe that the performance obtained in calibrated approach is higher, however
the calibration is in many cases an excessively difficult and unstable task that
can be avoided using an uncalibrated approach.

4 Conclusions

Automated visual inspection remains an open question. Many research directions
have been exploited, some very different principles have been adopted and a wide
variety of algorithms have been appeared in the literature of automated visual
inspection. Although there are several approaches in the last 25 years that have
been developed, automated visual inspection systems still suffer from i) detection
accuracy, because there is a fundamental trade off between false alarms and miss
detections; and ii) strong bottleneck derived from mechanical speed (required to
place the test object in the desired positions) and from high computational
cost (to determine whether the test object is defective or not). In this sense,
Automated Multiple View Inspection offers a robust alternative method that
uses redundant views to perform the inspection task. We believe that the method
is opening up new possibilities in inspection field by taking into account the
useful information about the correspondence between the different views of the
test object. Two approaches were developed in the last years: the calibrated
and the uncalibrated approaches. Both of them achieve very good performance.
However, the calibration of the first approach is a very complicated task, and the
identification of structure points in the second approach is inherently difficult
when the images of the test object do not significantly differ from each other
in the sequence. In order to avoid the mentioned problems, we are working on
an on-line calibration of the multiple view system using a calibration object
attached to the test object which is imaged in all views. Thus, the images have
an enough number of points to calibrate the system.
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Abstract. Video images have long been used in tracking a target. Most of these 
studies have focused on tracking the moving target with a motionless video 
camera. Yet, relatively few studies have been conducted on target tracking from 
a moving video camera. In addition, the tracking of a moving target from one 
single video camera is inherently unable to provide the positioning information 
of the target in real space. This study proposes a three-stage approach with the 
concept of segmentation and photogrammetry to track and position the target on 
the video sequence acquired from a moving video camera. In the first stage, 
both the color segmentation technique and ACM (Active Contour Model) are 
used to separate the target from the background. In the second stage, an area-
based matching approach is employed to track the feature points of the target on 
the video sequence. In the final stage, by integrating the video camera, GPS, 
digital compass and tracking results, the ground position of the target can be 
calculated using the photogrammetric techniques.     

Keywords: Object Tracking, Object Positioning, Moving Video camera. 

1   Introduction 

Digital video cameras have recently become a popular monitoring tool, where it can 
be used for intelligent vision applications, as it is smaller, lighter and easier to use 
than traditional ones. Over the past years, a considerable amount of studies have been 
made on video sequence analysis and vision applications, such as security 
surveillance [1], traffic monitoring [2], and human movement analysis [3][4]. In these 
studies, numerous algorithms have been developed in tracking a moving target with 
the motionless video camera [5][6][7]. Since these algorithms need a relatively 
stationary background to track the moving target successfully, the video camera is 
generally kept motionless. For example, the conventional background suppression 
[8][9] and frame differencing [10][11] methods are able to effectively track the 
moving target via a motionless video camera. Moreover, the tracking information of 
these studies is generally presented on the image plane instead of transforming the 
track into the position information in real space. Nevertheless, very few attempts have 
been conducted regarding the issue of tracking and positioning the target on video 
sequence acquired from a moving video camera. In fact, many monitoring 
applications require not only the track information of the target, but also its position 
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data in real space.  One of the major applications is the position data (e.g. the 
coordinates) of the target can be integrated with GIS (Geographic Information 
Systems) for further spatial analysis. It is well known that the coordinates of the target 
in real space are impossible to be obtained solely from a camera, when its orientation 
parameters are unknown [12]. The orientation parameters can be mathematically 
determined if the target is recorded by at least two cameras or by a moving video 
camera. In this study, we propose a three-stage approach, utilizing the concept of 
segmentation and photogrammetry to track and position the target on the video 
sequence acquired from a moving video camera. The proposed approach consists of 
three stages: (1) target segmentation, (2) target tracking and (3) target positioning. In 
the first stage, although the appearances of the background on each image frame will 
vary from time to time due to the moving motion of the video camera, the colors of 
the target’s major features will mostly be preserved on the adjacent image frames. 
Thus, the color segmentation technique is used to separate the target from the 
background. In addition, in order to preserve the target after the segmentation process, 
the Active Contour Model (ACM) is used to maintain the target’s proper shape. In the 
second stage, an area-based matching approach is employed to track the feature points 
of the target on the video sequence. In the final stage, by integrating the video camera, 
GPS, digital compass and tracking results in each frame; the ground position of the 
target can be calculated using the collinearity condition equations and the least 
squares adjustments.    

The organization of this paper is as follows. Section 2 introduces the hardware 
used in the proposed method. Section 3 describes the methodology that includes the 
target extraction, the target tracking and the target positioning. Three experiments are 
designed to test the proposed approach and the results will be shown in Section 4. The 
conclusions will be addressed in Section 5. 

2   The Hardware System 

Basically, both the position and orientations of a camera, which is called the exterior 
orientations in photogrammetry, are necessary to calculate the position of a target in 
real space. In order to record the video images and the exterior orientations of the 
camera synchronously, the GPS, digital compass and tilt meter with a digital video 
camera, were integrated through an encoded-decoded hardware device in this study. 
The type of digital video camera used in recording the data is the SONY PC115, 
whose super steady shot function can provide better image quality during the actual 
movements. The accuracy of the tilt meter is +/- 1° with a range of +/- 20° from the 
horizon. The accuracy of the digital compass is about +/- 3°, and the GPS accuracy is 
roughly in 10~15 meters.  In addition, the data update rate of the entire system is 
limited to 1 Hz, because the GPS receiver can only provide the data at 1 Hz. After the 
recording procedure is accomplished, the exterior orientations of the video camera 
and the corresponding video sequence can be captured in a digital format 
synchronously by employment of the decoded device and Microsoft DirectX Software 
Development Kit. 
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3   Methodologies 

The methodologies used in the proposed approach can be divided into three main 
stages. The first stage uses both color-based and contour-based segmentation 
techniques to extract the target. The second stage implements the tracking task by 
matching the feature points of the target. In the third stage, the ground position of the 
target can be calculated by integrating the camera’s orientations, target tracking 
results and photogrammetric techniques. A systematic flowchart of the proposed 
approach is illustrated in Fig1. The following sections will describe the physical 
mechanisms of each stage in greater detail. 

 

Fig. 1. Flowchart of the proposed approach 

3.1   Target Extraction 

In this segment, details of the target extraction method will be presented. As the 
image background may vary continuously, due to the video camera’s constant 
movements, the commonly used image differentiating method can not be properly 
employed to extract the target. Thus, we use a two-step segmentation procedure to 
constantly track the target, image by image, from the video sequence. In the first step, 
the major color features of the target is extracted, and used to represent the target. In 
the second step, the ACM is applied to preserve the target’s appropriate shape. 

3.1.1   Color-Based Segmentation  
During the human eye’s initial perception of the object, similar colors are always 
grouped together for further analysis.  Based on this assumption, the target can be 
represented as features with characteristic colors [13]. However, because of the 
motion of the video camera, the colors of the background may change and generate a 
color confusion associated with the target, during the target extraction. In this study, 
the preferred target is manually selected by marking a rough polygon line in the first 
image. Afterward, a buffer region surrounding the target is automatically generated to 
represent the background. In order to avoid confusion of the color features, similar 
color features between the target and the background have to be eliminated from the 
target during the target extraction. First, an unsupervised classification (K-mean 
classifier) method is used to extract the different color classes of the target and the 
background, respectively. Second, based on the spectral distance between the target 
and the background classes, a comparison is made to eliminate the classes with a 
shorter spectral distance that signifies the color similarity. By doing so, it will avoid 
the color confusion between the target and background. Both Fig. 2 (a) and 2(b) 
depict the results of the color-based segmentation. Fig. 2(a) indicates that the similar 
color classes of both the target and background can be eliminated from the target, due 
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to their color similarities. Fig. 2(b) shows the rest of the color features on the target. 
As Fig. 2(b) illustrates, the target’s shape is quite different from the original one. In 
order to maintain the target’s proper shape, the Active Contour Model (ACM), which 
is based on an energy-minimizing contour segmentation algorithm, is used to describe 
the target’s resulting shape. The detailed procedures of the ACM will be seen in the 
next sub-section. 

 

                             (a)                                                   (b)                                 (c) 

Fig. 2. Sketch graphic of the target extraction: (a) Color features extraction of both the target 
and background. (b) Results of the color-based segmentation. (c) Results of Contour-based 
segmentation. 

3.1.2   Contour-Based Segmentation  
The Active Contour Model (ACM) [14] is a kind of parametric curve presentation, 
which is defined within a curve domain. The curves of the ACM can move under the 
influence of internal forces, caused by the initial curve, and external forces supplied 
by image data. The ACM is widely used in image processing applications, such as 
edge detection, segmentation and particularly in the location of object boundaries 
[15]. The ACM transfers the boundary detection problem in the image domain to the 
energy-minimizing problem in the curve domain. The traditional energy functions in 
the ACM are defined as follows: 
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Where   

SnakeE  : ACM energy of the contour 

iS  : ith Seed pixel 

N  : Number of seed pixel 

intE ( iS ) : Internal energy at seed pixel Si  

extE ( iS ) : External energy at seed pixel Si  

 : The weighting functions are defined to control the importance of the elastic 
and bending terms 
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Traditional ACM has two problems: initialization and convergence in concave 
regions. The initialization problem means that the initial contour has to be close to the 
object, because the potential force of traditional ACM is generally small. In addition, 
due to the fact that the ACM has no extra pressure force on the concave region; the 
contour often goes across the boundary concave. In order to solve these problems, an 
additional external force, the Gradient Vector Flow (GVF), [16] was developed to 
improve the result of the ACM. The GVF is a diffusive field, which is computed from 
gradient vectors of a gray-level map derived from the image.  When the point in the 
field is near the object’s boundary, the GVF field will move toward the boundary. 
Moreover, the GVF field will change smoothly in the homogenous regions of the 
image. Therefore, the GVF is not only capable of providing a larger buffer in the 
initial contour, it will also converge in the concave region as well.          

Since the target object may have irregular shapes, the value of elastic parameter  
and the bending parameter  used in this study are given as 0.7 and 0.015. The 
resulting image of the color-based segmentation can be transferred to a binary image 
(Fig. 3a, 3b). The GVF can then be produced from the binary image. Fig. 3c indicates 
the intensity of the GVF, where the pixels with higher brightness levels have higher 
intensities of the GVF. In this study, the boundary of each search rectangle is 
considered an initial contour for the ACM. Fig. 3d, 3e and 3f show the process of the 
ACM. The red contour represents the contour of the ACM, as the contour is evidently 
seen approaching the target pixels, when the iterations increase. Eventually, by using 
the GVF Active Contour Model, the target object can be automatically and 
completely segmented from the video images.  

Since the color features of background may change due to the motion of the video 
camera, it is necessary to update the color features of both the target and the 
background to avoid the color confusion in the following sequence.      

 

     (a)                  (b)                (c)                (d)                 (e)                (f)                 (g) 

Fig. 3. Sketch graphic of the contour-based segmentation. (a) Image of search rectangle. (b) 
Binary image of the target segmentation. (c) GVF of binary image. (d) Contour of ACM in 
iteration 1. (e) Contour of ACM in iteration 5. (f) Contour of ACM in iteration 10. (g) Overlay 
of the final ACM contour on the original image. 

3.2   Target Tracking 

After the execution of both the color-based and contour-based segmentation on the 
first image, a color-exclusive target will be generated. The polygon line of the target 
will be moved to the next image, and will be used to repeat both the color and contour 
segmentation on the image. As a result, a series of color-exclusive target images will 
be produced from the video sequence. In general, the procedures will complete the 
target image tracking. Since the target positioning requires the point coordinates to 
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calculate the position, this study uses the following procedures to pin down the target 
image to the point coordinates. 

In this approach, the TDGO [17] operator is used to extract the most obvious 
feature point of the target object. Afterwards, an area-based matching algorithm is 
applied to track the feature point. Since the target object has already been extracted 
during the previous stage, it is helpful to reduce the matching error probability, and 
increase the efficiency of the matching procedure. This study selects the Mean Square 
Error (MSE) to be the objective function of an area-based matching. The MSE 
measures the error magnitude via a two blocks’ comparison. A lower error means a 
higher probability of the two blocks being similar.  The definition of the MSE is 
shown in Eq. (4). Let Bpq be the candidate block with position (p,q) in N+1th frame, 
and Trs as the target block with position (r,s) in Nth frame. The Mean Square Error of 
the two blocks is given as: 
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Where:  �
M, N : The dimensions of the block 

i, j : Pointer of pixel in blocks 

3.3   Target Positioning 

As stated in section 2, the exterior orientations of the camera can be obtained from the 
hardware system. Furthermore, the target segmentation and feature point tracking can 
help locate the image coordinates of the target. Consequently, for each frame with 
exterior orientation data, it will generate three equations. Based on the concept of the 
space intersection in photogrammetry, the equation (Eq. 5) can be derived from the 
relationships between the camera’s position P, scaling factor S, unit vector of 
observation U and the target’s location T in a local geodetic system (E, N, H). The 
geodetic system used in this research is the TWD67, which is widely used in Taiwan 
(unit is depicted in meters). A rotation matrix is required to transfer a camera 
coordinate system to a geodetic one. (Eq. 6,7). 
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Where: 

T : Position vector of Target [T E  T N  T H ]T 

Pi : Position vector of frame i. [P i
E  P i

N  P i
H ]T 

S i : Scaling factor of frame i 
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Ui :Unit vector pointing from the camera to the target of frame i. [U i
E  U i

N  U i
H ]T 

R i
FB  

: Rotation matrix of frame i, the shorthand c for cos () and s for sin (), 
represent the pitch  

Obsi 
: Observation vector [xi f yi]T, xi and yi are the image coordinates of target in 
frame i. 

If the duration of the whole tracking procedure is in n seconds, there will be n images 
with both exterior and interior orientation data. This is attributed by the fact that the 
system’s data update rate is 1Hz. Moreover, because all the observation vectors in this 
study are 3-dimension vectors (E, N and H), the n observation vectors can construct 
3n equations. Under the condition of n observation vectors, the number of unknowns 
is n+3, which consists of three ground coordinates of target [TE TN TH]T, and n scaling 
factors for each observation vector (Eq. 8). Since the observation vectors have already 
been normalized to a unit vector, the scaling factor can accordingly be considered as 
the distance between the target and the camera. It is clear that when n is greater than 
2, the number of equations will be greater than the number of unknowns. Therefore, 
by using the least squares adjustment, the most approximate position of the target can 
be estimated.   

[ ][ ] [ ][ ] [ ][ ]13

2

2

1

1

1

13

2

1

33

2

2

1

1

1

00100

00010

00001

00100

00010

00001

n
n

H

N

E

H

N

E

nn

H

N

E

nn
n
H

N

E

H

N

E

P

P

P

P

P

P

S

S

S

T

T

T

U

U

U

U

U

U

=•

−

−
−

−
−
−

++

 
(8) 

4   Experimental Results and Discussions 

Three experiments are conducted by the video system described in section 2. In the 
first experiment, the video system is mounted on a helicopter that flies around the 
coast to target a stationary ship. In both the second and third experiment, the video 
system is placed on a car traveling on a highway targeting a signboard and the Taipei 
101 building, respectively. The video sequence of the three experiments is recorded at 
a frame rate of 10 fps, within a 320 by 240 image size. The video sequence segments 
and the results of the target extraction and tracking of the three experiments are 
presented, respectively, in Fig.4, Fig.5 and Fig.6. The results of the target position can 
be seen in Table1. In addition, the ortho aerial photos are also used in conjunction 
with Fig.4, Fig.5 and Fig.6 for map referencing. The orange triangles represent the 
GPS positions of the moving video camera, the red circle dot indicates the actual 
coordinates of the target, and the blue square box denotes the estimated coordinates of 
the target, derived from the proposed method. Throughout the remaining part of this 
paper, the three experiments will be referred to as the “Boat experiment”, “Signboard 
experiment” and “Taipei 101 experiment” respectively. 
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For the Boat experiment, the helicopter flies roughly at 50 km/h at a height of 
about 280 m, and the video recording time is 30 seconds. A base-height ratio can be 
generated from the data, where the base represents the total displacement of the 
moving camera, while the height depicts the average distance between the moving 
camera and target. The Boat experiment will produce a base-height ratio 
approximately equal to one (Table 1), which indicates that an excellent space 
geometry can be created. This offers a conducive condition for position estimations. 
As the helicopter flies around the boat in circles during the experiment, various 
shapes and sizes of the boat images, and unpredictable color variations of the 
background images are produced (Fig.4). It is obvious that these random variations of 
the target and background images generate difficulties for target extraction and 
tracking. A segment of the video sequence and the results of both the target extraction 
and tracking are shown in Fig.4. A close inspection of the “Target Extraction” in 
Fig.4 indicates that the boat can be effectively extracted from the background, and the 
shape of the boat can be well preserved (The boat is encircled by the red contour). 
The target tracking results are presented in “Target Tracking” in Fig.4, where the sign 
of the cross indicates the position of the feature’s point on the target image. It is seen 
that every target image is correctly spotted with the cross. In order to perform the 
accuracy check for the estimated coordinates of the boat’s feature point, which are 
derived from the target positioning, a ground survey from the coastland using two 
electronic altazimuths via a space intersection technique is used to measure the actual 
coordinates of the ship. The position comparison indicates a position discrepancy of 
approximately 12.5 meters (Table 1). If the point position of the ship can be 
considered as a part of the ship body (the ship is about 50 meters in length), the 
position discrepancy may be practically ignored in the position comparison. It should 
be reasonable to conclude that the Boat experiment for boat positioning is considered 
as the successful one.  

During the Signboard experiment, the car travels at a speed of about 70km/h. The 
average filming distance is about 84m, and the video recording time is 6 seconds. 
With a base-height ratio approximately equal to one (Table 1), it may create an 
excellent space geometry and advantageous conditions for position estimations. As 
the experiment is designed to drive the car on the highway, and record the signboard 
from the window, a series of gradually bigger images of the signboard are recorded. A 
segment of the video sequence, along with the results of both the target extraction and 
tracking are shown in Fig.5. The “Target Extraction” and “Target Tracking” of Fig.5 
clearly reveal that the proposed method successfully extracts and tracks the signboard. 
The actual coordinates of the signboard are measured by GPS, and used to compare 
with the estimated coordinates. The accuracy check shows a position discrepancy of 
about 2.7 meters (Table 1). The small discrepancy can basically be attributed to the 
success of the target extraction and tracking, as well as the excellent space geometry 
generated from a good base-height ratio (Table 1).     

For the Taipei 101 experiment, the car travels at a speed of about 55km/h. The 
average filming distance is about 3380m, and the video recording time is 20 seconds. 
Since there are some visual blockages in the line of sight between the camera and the 
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Taipei 101 building, the recording baseline can only reach around 290m. Since the 
video is recorded with the long observation distance and a relatively short baseline, 
the base-height ratio in this case is approximately equal to 0.1 (Table 1). With such a 
low base-height ratio, it represents the poor space geometry and the weak conditions 
for position estimations. A portion of the video sequence and the results of both the 
target extraction and tracking are shown in Fig.6. The “Target Extraction” and 
“Target Tracking” of Fig.6 visibly show that the proposed method successfully 
extracts and tracks the Taipei 101 skyscraper. The performance of the accuracy check 
is carried out by comparing the estimated coordinates with the actual coordinates 
measured from the ortho aerial photo. The accuracy check indicates that a position 
discrepancy of about 98.4 meters can be found (Table 1). In spite of the success of the 
target extraction and tracking, the poor space geometry is apparently responsible for 
the relatively large discrepancy.  

 

Fig. 4. Test results of Boat experiment 

 

Fig. 5. Test results of Signboard experiment 

 

Fig. 6. Test results of Taipei 101 
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Table 1. Position discrepancy between the proposed method and the ground survey 

Experiment 
Actual Coordinates 

E, N (m) 
Estimated 

Coordinates E, N (m)
Base (m) –  

Height (m) Ratio
Discrepancy
in E, N (m)

Total 
Discrepancy (m) 

Boat 290581, 2785809 290587.9, 2785819.5 405/280=1.446 6.9, 10.4 12.5 

Signboard 268869, 2760042 268870.2, 2760045 98/84=1.16 1.2, 2.4 2.7 

Taipei 101 306120, 2769925 306179.3, 2770003.8 293/3381=0.087 59.3, 78.5 98.4 

5   Conclusions 

This paper introduces a three-stage approach to track and position the target from a 
moving video camera. In the first stage, both the color-based and contour-based 
segmentation techniques are used to separate the target from the background. In the 
second stage, in order to pin down the target images to the point coordinates, an area-
based matching approach is employed to track the feature points of the target on the 
video sequence. In the final stage, the ground position of the target can be calculated 
via integrating the camera’s orientations, tracking results of the target and techniques 
found in photogrammetry. Three experiments are designed to test the possibility and 
reliability of the proposed method. The results indicate that the proposed approach 
can successfully extract and track the target on a moving camera. The accuracy 
checks of the target positioning show that the position discrepancies between the 
estimated coordinates and the actual coordinates may be essentially ignored if the 
experiments can obtain a good space geometry. In contrast, the occurrence of the 
relatively large position discrepancy can be basically attributed to the limited 
precision of the recording devices, as well as the poor space geometry during the 
image recording. 
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Abstract. Existing radiometric compensation methods are based on the 
assumption that the projection surface (screen) is Lambertian, i.e. there exists 
no specular reflection. Thus the methods cannot be applied to non-Lambertian 
surfaces which are ubiquitous in our everyday environment. In this paper, we 
try to faithfully display an image onto non-Lambertian surfaces using multiple 
overlapping projectors and cameras. The projectors which are separated at a 
distance would hardly produce specular reflection at the same time at the same 
point of the projection surface. Therefore, we can reasonably assume that there 
is at least one diffuse projector which does not generate specular reflection in a 
region of projection surface at a camera viewpoint. From the perspective of the 
diffuse projector-camera pair, the region of projection surface looks like 
Lambertian and the existing radiometric compensation methods could be 
employed for compensating the radiometric distortion of the region. 
Experimental results are given to show the validity of our method. 

Keywords: Radiometric compensation, projection-based augmented reality, 
multiple overlapping projectors, non-Lambertian surface. 

1   Introduction 

Recently, projection-based display systems have gained attention and been applied to 
many applications such as generating immersive 3-D virtual environment [11] or 
changing the color and texture of real objects [12]. Projection made it possible to use 
3-D real and large objects as displays [16] and freed from discomforts inherent to 
wearing a device such as HMD. In the projection-based display systems, the color of 
projection is dependent on that of the projection surface. In other words, if the color 
of the surface is not pure white, the projection is modulated (distorted) by the surface 
color. The radiometric compensation is a technique that makes the color of projection 
look unchanged by adjusting the color of the projection input in advance when the 
projection surface has colorful texture [3, 9, 1]. In the projection-based display 
systems, video projectors and cameras are usually used for projecting an image and 
observing the projected image respectively.  
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The previous radiometric compensation methods are based on the assumption that 
the projection surface is Lambertian, i.e. there exists no specular reflection. Actually, 
it may be an unconvincing assumption because the projection surfaces are non-
Lambertian in our everyday environment. However, it is not easy to modify the 
previous radiometric compensation methods themselves such that they can cope with 
specular reflection. 

Recently, Park et al. have proposed a method for projecting an image onto non-
Lambertian surfaces while avoiding specular reflection using multiple overlapping 
projectors [7, 8]. Their method enabled us to catch diffuse reflection selectively at a 
camera viewpoint, exclusive of specular reflection. This ability inspired us to utilize 
multiple overlapping projectors for radiometrically-compensated projection onto non-
Lambertian surfaces.  

In this paper, our initial system using two projectors and a single camera is 
presented. However, there is no doubt that the method can be easily extended to the 
case of M projectors and N cameras. In the experiments, it is assumed that the 
projection surfaces are smooth and thus piece-wise planar. This assumption allows the 
geometric relationship between projectors, camera, and projection surface to be 
defined by homographies [9, 15, 8].  

2   Radiometric Compensation of Non-Lambertian Surfaces Using 
Multiple Overlapping Projectors 

Multiple overlapping projectors have been successfully used for avoiding specular 
reflection in a direct-projected augmented reality system [7, 8] or shadow due to 
projector light as a part of an intelligent presentation system [2]. In this paper, we 
utilize multiple overlapping projectors for enabling radiometric compensated 
projection onto non-Lambertian surfaces. The concept is not much different from the 
previous methods [7, 8, 2]. If multiple projectors are separated at a distance, there 
would exist at least one projector which does not generate specular reflection in a 
region of projection surface at a camera viewpoint. We call the projector diffuse 
projector in the region at the viewpoint. In the other regions and at the other camera 
viewpoint, there would exist another diffuse projector. Therefore, at an arbitrary 
camera viewpoint, the data for radiometric compensation in a certain region of the 
projection surface could be computed from the diffuse projector of the region at the 
viewpoint and camera pair.  

After radiometric compensation, at each point of the projection surface, light of the 
projectors which are not diffuse projector is blocked and light (radiometrically 
compensated) of the diffuse projectors is boosted to make the brightness of the final 
projection unchanged [7, 8].  

Notice that it should be known which projector generates specular reflection or not 
with respect to each point of the projection surface. In this paper, a surface normal 
based measure is used for this [8].  

Note that the performance of the proposed method depends on the reflection 
property of the projection surface material. If a material cannot have sufficient diffuse 
reflection, the proposed method may not be useful for the material. If a material has 



536 H. Park et al. 

excessive specular reflection, the results may look still distorted even after 
radiometric compensation. Actually, the proposed method would gain an advantage 
over existing radiometric compensation methods when the projection surface material 
is suitably specular and also has sufficient diffuse reflection. In this paper, we 
measure a simplified isotropic BRDF to examine the reflection property of several 
typical materials and heuristically adopt a material most suitable for verifying the 
validity of the proposed method. 

3   Geometric Registration 

In this section, it is explained how multiple projectors are overlapped. Once the 
projectors and the camera are calibrated using a variant of the Zhang’s calibration 
method [9, 8], the projection surface geometry is recovered first using a simple 
binary-code method based on temporal coding [13]. A set of patterns are successively 
projected onto the surface and imaged at a camera. The codeword for a given pixel is 
usually formed by the sequence of illumination value for that pixel across the 
projected patterns. The correspondences between the projector input images and its 
corresponding camera image are found based on the codeword [13]. Finally, their 3D 
position is computed by applying triangulation [4] to the corresponding pixels of the 
projector input image and the camera image. The surface is triangularly represented 
based on the recovered points on the surface. 

Because the surface is represented piece-wise planar (by triangle meshes), the 
geometric relationship between projectors, camera, and the projection surfaces can be 
defined by homographies [9, 15, 8]. The Discrete Linear Transform (DLT) algorithm 
can be used to calculate homographies between the projectors and camera via the 
triangle meshes. More sophisticated algorithms can be used for obtaining a reliable 
solution [4]. 

Once the homographies between the projector input images and the camera images 
are estimated, the projector input images are prewarped to be overlapped. Let

CPi
H −   

be the homography that takes the i-th projector coordinates to the camera coordinates. 
Then, the projector input images are pre-warped by the following transformation. 
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Here, x and y are the original projector input image coordinates, "ix  and "iy  are 

the pre-warped projector input image coordinates. Then, the coordinates of the pre-
warped projector input images in the camera coordinate system ( "iu , "iv ) becomes 

same (overlapped) as each other as follows. 
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4   Radiometric Compensation 

The color of projection is dependent on that of the projection surface. In other words, 
if the color of the surface is not pure white, the projection is modulated by the color of 
the surface. Radiometric compensation is a technique that makes the color of 
projection look unchanged by adjusting the color of the projector input image in 
advance when the projection surface has colorful texture [3, 9].  

In this section, it is assumed that the projection surface is Lambertian. Letting I be 
the projector input image, the projected image Ip is acquired by projector response 
function f as 

)(IfI P = . (3) 

The projected image is observed by a camera. The radiometric model of the pipeline 
from the projection color to the camera input radiance color R is defined as 

FVIR P +=  where V: color mixing matrix, F: ambient light. (4) 

The measured camera image C is acquired by camera response function g as 

)(RgC = . (5) 

Once the unknown parameters are estimated, the projector input image is 
compensated in advance to obtain the desired camera image Cdesired such that 

}])({[ˆ 111 FCgVfI desired −= −−− . (6) 

where Î  is the compensated projector input image [3, 9]. 
The unknown parameters are computed as follows. Let D be the diagonal matrix 

with diagonal entries of V. Then we define a matrix 1ˆ −= VDV  so that the diagonal 

entries of V̂  are 1. Then,  

))(ˆ( FIfDVgC +⋅= . (7) 

V̂  is estimated from the ratio of the changes in the three channels [3]. The camera 
nonlinear response function g is estimated from the images captured with different 
exposure time [5]. And the environmental lighting term F is measured by projecting a 
black image. With respect to an ideal screen, D becomes an identity matrix. Then, 
Equation (7) is written as 

)()(ˆ 11 IfFCgV =−⋅ −− . (8) 

Thus, the projector nonlinear response function f can be estimated from the projector 
input image I and the corresponding camera image C. The estimation is performed 
independently of the computation of the reflective property of the projection surface 
(D), which is efficient when the color or shape of projection surface is dynamically 
changing. Recall that f and D were considered as a nonlinear function together in [3], 
which is computationally inefficient.  
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In case of using N multiple projectors, Equation (7) is generalized as 

))(ˆ( iiiiii FIfDVgC +⋅= , i=1,2, …, N. (9) 

Without loss of generality, it can be assumed that Di and Fi are constant. Before 
compensation, all the projector input images are same as each other (I1=I2=…=IN=I). 
Therefore, Equation (9) is written as 

))(ˆ( FIfDVgC iii +⋅= , i=1,2, …, N. (10) 

g, 
iV̂ , fi, and F can be estimated in advance. Therefore, once I and Ci are given, D 

(reflective property of the projection surface) can be estimated using Equation (10).  
In a region of projection surface at a camera viewpoint, when the k-th projector is 

diffuse projector, only the k-th projector illuminates the region of projection surface 
[8]. Then, the projector input image of the k-th projector Ik is compensated in advance 
to obtain the desired camera image Cdesired such that 

}])({ˆ[ˆ 1111 FCgVDfI desiredkkk −= −−−− . (11) 

where 
kÎ  is the compensated projector input image.  

5   Experimental Results and Discussion 

Before the experiments, we measured a simplified isotropic BRDF to examine the 
reflection property of several typical materials (plywood, felt, paper, acrylic plastic, 
polyester film, stylene foam, cellophane). A projector (light source) projects a pure 
white image with a resolution of 1024 by 768 pixels at a fixed position (at an angle of 
90 degree and at a distance of 1.2m) and a camera captures it at the different positions 
(from 0 to 180 degree at a distance of 1m) as shown in Figure 1. From the intensities 
of an identical region (51 by 51 pixels) at the camera images (see Figure 2), a curve of 
representing the reflection property of each material was obtained. Figure 3 shows the 
channel-wise reflection properties of the materials. Plywood or stylene foam has little 
specular reflection (close to Lambertian). On the contrary cellophane or acrylic plastic 
has excessive specular reflection. Especially, cellophane does not have sufficient 
diffuse reflection that the proposed method may not be useful for them. Polyester film 
is quite specular and also has sufficient diffuse reflection. Therefore, it is most 
suitable for verifying the performance of the proposed method. 

 

 

Fig. 1. Measurement of BRDF at a point. i: incident angle, r : reflective angle. 
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Fig. 2. Measurement of a simplified isotropic BRDF of several typical materials (plywood, felt, 
paper, acrylic plastic, polyester film, stylene foam, cellophane) 

 
 

 

Fig. 3. Reflectance curve in RGB channels. Enumeration in order of their specularity: 
cellophane, acrylic plastic, polyester film, felt, stylene foam, paper, plywood. Left-top: red 
channel, left-bottom: blue channel, right: green channel. 
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Figure 4 shows our experimental setup. Two projectors (SONY VPL-CX6 [14]) 
and a single camera (PointGrey Dragonfly [10]) were used in our experiments. Two 
video cards (nVidia Geforce 6800LE, ATi Radeon 7000) with dual monitor support 
are connected with two monitors and two projectors separately. Two monitors are 
used to control the working program and the camera image. The images were at  
 

 

Fig. 4. Experimental setup. A camera is positioned between two projectors. Two video cards 
(nVidia Geforce 6800LE, ATi Radeon 7000) with dual monitor support are connected with two 
monitors and two projectors separately. Two monitors are used to control the working program 
and the camera image. The projection surface with multi-colored texture is covered with a 
polyester film which is quite specular. 

  

Fig. 5. Results of compensating a non-Lambertian surface using a single projector. In the 
resulting images, the specular region or its periphery was compensated wrongly. The specular 
region got stained after radiometric compensation. The right images are those of enlarging the 
specular region of some other resulting images. 
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a resolution of 1024 by 768 pixels. Screen texture used in our experiments is created 
by blurring and brightening a color chart because the radiometric compensation 
methods are not applicable to the screen with too much high texture or dark color. 
 

 

  

Fig. 6. Geometric and radiometric distortion. Left images: projector input images of two 
projectors, right image: projection by two projectors without any processing. 

 

  
  (a) (b) 

 

  
   (c) (d) 

Fig. 7. Recovering the projection surface geometry using a binary code method and pre-
warping the projector input images to be overlapped. (a) projecting the binary patterns onto the 
screen, (b) triangle meshes which were recovered using the binary-code method, (c) pre-warped 
projector input images to be overlapped, (d) overlapped projection. 
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The color chart includes various colors and thus is suitable for evaluating the 
performance of the radiometric compensation method. We covered the textured 
screen with a transparent polyester film to examine the problem due to specular 
reflection. For convenience and performance, some algorithms were implemented 
using OpenCV library [6] which includes most image processing and computer vision 
algorithms. 

Figure 5 shows the results of applying the previous radiometric compensation 
method (using a single projector) [9] to a non-Lambertian curved surface. A part of 
the projection image was still distorted (not compensated) and got stained because the 
color information in the specular region is not readable in the camera view. 

In case of using multiple projectors, without geometric registration, two projected 
images are distorted and not exactly overlapped because their coordinates are 
transformed by different projection matrix [8] as shown in Figure 6. Figure 7 shows 
the procedure of recovering the projection surface geometry using the binary-code 
method. The surface was represented as piece-wise planar with triangle meshes. After 
the regional homographies corresponding to the meshes were estimated, the projector 
input images were successfully pre-warped to be overlapped. 

Figure 8 shows the results of applying the proposed radiometric compensation 
method (which is the same as the previous radiometric compensation method [9] 
except for utilizing multiple overlapping projectors) to a non-Lambertian curved 
surface. The color of the whole projection image was successfully compensated 
except for artifacts (which look like remaining specular reflection) due to the 
unevenness or imperfectness of the projection surface. Even if a pair of projector-
camera system fails to compensate the color of a certain region of projection surface, 
the different projector-camera pair is used for successfully compensating the color of 
the region. 

 

 

  

Fig. 8. An example of applying the proposed radiometric compensation method (using multiple 
overlapping projectors) to a non-Lambertian curved surface. Left images: projector input 
images which are partially compensated for compensating the whole image, right image: 
compensated projection image. The color of the whole projection image was successfully 
compensated except for artifacts due to the unevenness of the projection surface. 
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6   Conclusion 

In this paper, it was demonstrated that multiple overlapping projectors could be 
successfully employed for radiometric compensated projection onto non-Lambertian 
surfaces. Reflectance of various non-Lambertian surfaces was examined 
experimentally. Except for highly specular materials (which do not usually have 
sufficient diffuse reflection) such as acrylic plastic and cellophane, the proposed 
method showed the performance far superior to existing radiometric compensation 
methods. Actually, the proposed method showed the best performance with respect to 
suitably specular materials with sufficient diffuse reflection such as polyester film. 

Currently, we are trying to analyze the performance of the proposed method 
quantitatively. 

In the future, it would be interesting to develop a radiometric compensation 
method of coping with a surface having more complicated reflection components 
(such as mutual reflection or subsurface scattering). 
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Abstract. For the detection of moving objects, background subtraction methods 
are widely used. In case the background changes, we need to update the back-
ground in real-time for the reliable detection of foreground objects. An adaptive 
Gaussian mixture model (GMM) combined with probabilistic learning is one of 
the most popular methods for the real-time update of the complex and dynamic 
background. However, the probabilistic learning approach does not work well 
in high traffic regions. In this paper, we classify each pixel into four different 
types: still background, dynamic background, moving object, and still object, 
and update the background model based on the classification. For the classifica-
tion, we analyze a sequence of frame differences at each pixel and its neighbor-
hood. We experimentally show that the proposed method learn complex and 
dynamic backgrounds in high traffic regions more reliably, compared with tra-
ditional methods. 

1   Introduction 

Security on various regions (subways, airports, harbors, etc.) rapidly increases after 
911-terror attack in USA. Traditional surveillance systems like a digital video re-
coding (DVR) system cannot detect an abnormal situation in real time. For the real-
time and automatic detection of an abnormal situation, an intelligent procedure, 
which automatically detects events and is aware of situation, is required. An intelli-
gent visual surveillance system is composed of many stages: motion detection,  
object classification, tracking, and behavior understanding [1]. Fig. 1 shows the 
various stages. In these stages, the motion detection stage is very important for ac-
curate and reliable processing in subsequent stages. For motion detection, adaptive 
background subtraction is widely used, in which each pixel of the background is 
statistically modeled. Model accuracy is a heart of adaptive background subtraction 
especially when an environment has many changes. An adaptive Gaussian mixture 
model (GMM) is a reasonable approach for backgrounds with various changes be-
cause it well describes complex intensity distributions due to the changes and is 
mathematically easy to handle. 
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Fig. 1. General framework of visual surveillance 

Most applications involving GMM use some variants of EM algorithm for the 
learning of the model parameters. In the learning, the rate of adaptation is important. 
Too large rate values make foreground be modeled as background. Too small rate 
values result in slow convergence whenever environment changes. In both two cases, 
detection is not reliable and it adversely affects next stages. 

In the motion detection, Stauffer and Grimson [2] proposed a popular learning 
method for GMM. They used an online EM approximation based on a recursive filter 
to learn the mixture background model. The method can detect small objects using a 
slow global convergence rate. However, it causes slow convergence to the local 
changes of an environment. Most recently, Lee [3] proposed an effective learning 
method, which improves the convergence rate without compromising model stability. 
The method makes the learning rate slow down as the amount of learning increases: 
that is to say, a recently built-up Gaussian distribution, which has a small amount of 
learning, converges fast, and a long standing Gaussian distribution, which has a large 
amount of learning, converges slow. KaewTraKulPong and Bowden [4] proposed dif-
ferent methods for the learning rate adaptation. However, in high traffic regions, those 
approaches with only learning rate adaptation cannot detect moving objects reliably. 
The approaches assumed that in GMM, a Gaussian distribution for the background 
has larger values than those for moving objects. However, in a high traffic region, the 
Gaussian distributions for moving objects has a large variance value, and finally it is 
difficult to differentiate the Gaussian distribution for the background from those of 
foreground objects. 

For reliable and robust detection of foreground objects, Haville, Goldon, and 
Woodfill [5] proposed a method using stereo vision. They use the fact that the depth 
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of background is deeper than the depths of foreground moving objects. However, the 
estimation of depth using a stereo vision in outdoor is unreliable yet, is computation-
ally complex, and needs more than one camera. 

In this paper, we present a new learning method of a Gaussian mixture model for a 
background pixel. In the proposed method, we classify each pixel into four different 
types: a still background, a dynamic background, a moving object, and a still object, 
and update the GMM appropriately based on the classification result. For the classifi-
cation, we use a temporal motion history like a sequence of frame differences in addi-
tion to a likelihood test. 

In Section 2, we describe the detection of foreground objects. In the following sec-
tion 3, we compare the proposed method with two traditional methods using three dif-
ference test videos. We draw conclusions in Section 4. 

2   Detection of Foreground Objects 

In the learning of the background, we first detect pixels with motion, and then classify 
the pixels into a dynamic background or a moving object. When a pixel is in a still re-
gion, we classify it into a still background or a still foreground object. We model the 
background using a Gaussian mixture model. Based on the model, we compute the 
likelihood of the pixel belonging to the background and classify each pixel. Once we 
classify the pixel into a background, we update the model parameters for the back-
ground. Fig. 2 shows the overall procedure. 

 

 

Fig. 2. The overall procedure of the proposed learning method  
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For the detection of a moving object in the proposed procedure, we extend  
the method proposed by Collins [6]. We briefly summarize the method in the  
subsection 2.1. 

2.1   Detection of Moving Object 

Using temporal frame difference, we can detect moving objects. When an object 
moves slowly, a single temporal frame difference show only the partial region of 
the moving object. For the reliable detection of the silhouette of a moving object, 
we need many frame differences. Collins defines a motion trigger, T and a stability 
measure, S, which are based on the history of frame differences. Two parameters 
are defined as 
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When two parameters are larger than given threshold values, respectively, a pixel  
(x,y) is detected as a moving object pixel, and the status of the pixel, M(x,y), is set to 
1. Otherwise, it is set to zero. The threshold should be higher than the values due to il-
lumination changes.  

2.2   Detection of Temporary Still Object  

When an object stops moving for a short period or most region of the object has simi-
lar intensity, two parameters, T and S, have small values and we detect it as a back-
ground. In the proposed method, when a pixel status M(x, y) changes from one to 
zero at a frame, we choose the pixel as a candidate for a temporary still object for 
some period. During this period, if the pixel value is within some range, we classify it 
as the background and update the model parameters for the background. We deter-
mine the range using the recent means and variances of Gaussian mixture models. 
Otherwise, we classify it a temporally still object or noise. We update the model pa-
rameter using the method proposed in [3]. 

2.3   Detection of Dynamic Background 

In a waving jet of water or a moving escalator in the background, the intensity 
change is larger than the changes due to illumination change or noises. As a result, 
two parameters, T and S, have large values, and we detect it as a moving object. 
Under the assumption that moving objects pass by a region in a short time period, if 
M(x, y) is set to 1 for some period of time, we need to determine whether the pixel 
(x,y) belongs to a dynamic background or not. Since we can describe most dynamic 
 



 Motion Detection in Complex and Dynamic Backgrounds 549 

background well with a Gaussian mixture model, we can classify the pixel type 
with the likelihood test. If the pixel belongs to a dynamic background, we update 
the model parameters. We update the model parameter using the method proposed 
in [3]. For reliable operation, we need to learn the model parameters for a long pe-
riod of time when there is no traffic. 

2.4   Still Background 

When a pixel is in a still region, we classify it into a still background or a still fore-
ground object. The pixel values in the still background region changes slightly by il-
lumination changes or camera noises. Based on the off-line trained GMM parameters, 
means and variances, we compute the likelihood of the pixel belonging to the back-
ground and classify each pixel. Once we classify the pixel into the still background, 
we update the model parameters for the still background. We update the model pa-
rameter using the method proposed in [3]. 

3   Experimental Results 

We tested the proposed method using two different videos: high traffic region and 
high traffic region with a dynamic background (a moving escalator). The frame rate is 
15 frames per second in all videos. 

“High traffic region” is acquired at a passageway of a department store. It consists 
of 900 image frames and about 20 people passed by in the video. The first column in 
Fig. 3 shows the last frame. 

“High traffic region with a dynamic background” is acquired in a subway. It con-
tains a moving escalator modeled as a dynamic background. It consists of 660 frames 
and 18 people passed by in the video. The second column in Fig. 3 shows the 660th 
frame.  

We compared the proposed method with the works of Stauffer and Lee using the 
three videos. In the experiments, we used a Gaussian mixture model. We set the initial 
converge rate 0.05 and used the Bayesian frame classifier for motion detection de-
scribed in [3]. The same sigmoid function was used (a=96, b=3). Table 1 shows the 
comparison of the learned model parameter values at the pixels marked with red 
crosses in Fig. 3. 

In the experiments, the method of Stauffer [2] is relatively stable in high traffic 
regions because of its slow convergence rate. In all test videos, the model variance 
does not converge to an appropriate value and remains near the initial value 40, 
which is shown at Table 1. As a result, it cannot model the background properly es-
pecially when the foreground objects have similar color. The method of Lee [3] 
learns the background model properly with a fast convergence rate in general envi-
ronments. However, in high traffic region, the model parameters wander widely. As 
the result, the model parameters have large variances and cannot model the back-
ground properly.  
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Generally, the proposed method learned the background model with a fast conver-
gence rate in high traffic regions as well as in general environments. In two videos, 
the proposed method prevents the foreground object corrupting the background 
model. As a result, the learned variance has small values, compared with other two 
methods. In these cases, the proposed method can detect the foreground objects more 
accurately than two other methods.  

 

(a) 

   

(b) 

   

(c) 

   

(d) 

   

Fig. 3. Comparison of motion detection results in two different videos with high traffics: The 
row (a) shows two different videos. Their frame numbers are 900 and 664, respectively. The 
row (b) and (c) show the detected foreground using the methods described in [2] and [3], re-
spectively. The row (d) shows the results of the proposed method.  
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Table 1. Comparison of the learned model parameter values at the pixels marked with red 
crosses in Fig. 3  

The method of [2] The method of [3] The proposed method 

Gaussian No. Y1 Y2 Y3 Y1 Y2 Y3 Y1 Y2 Y3

Mean 90.21 58.00 23.99 86.51 - - 92.09 22.06 72

Variance 37.93 39.98 39.40 200 - - 15.68 11.68 40

C 627.00 8.00 109.00 899.00 - - 364 52 1

Video A 

Weight 0.85 0.04 0.11 1.00 - - 0.936 0.058 0.004

Mean 52.97 139.00 83.08 87.92 - - 67.94 88.67 46.13

Variance 40.07 40.02 40.21 389.16 - - 31.09 17.68 17.23

C 117.00 14.00 410.00 618.00 - - 175.04 50.45 68.50

Video B 

Weight 0.19 0.05 0.76 1.00 - - 0.66 0.22 0.13

 

4   Conclusion 

Adaptive Gaussian mixtures models are widely used for modeling complex back-
grounds for motion detection. In this paper, we pointed out a limitation of traditional 
probabilistic learning methods in high traffic regions, and presented an effective 
learning algorithm. The presented method improved the model learning with the clas-
sification of each pixel into four different types. The classification was based on the 
temporal history of the pixel intensity variation. With experiments, we showed that 
the proposed method significantly enhanced foreground object detection in high traf-
fic regions, compared with two traditional methods.  
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Abstract. We present an effective and real-time face detection method based on 
Principal Component Analysis (PCA) and Support Vector Machines (SVMs). 
We extract simple Haar-like features from training images that consist of face 
and non-face images, reinterpret the features with PCA, and select useful ones 
from the large number of extracted features. With the selected features, we con-
struct a face detector using an SVM appropriate for binary classification. The 
face detector is not affected by the size of a training dataset in a significant way, 
so that it works well with a small quantity of training data. It also shows a suffi-
ciently fast detection speed for it to be practical for real-time face detection. 

1   Introduction 

Face detection has been used in various fields such as security systems with user 
identification and user context-aware systems with both specific user recognition and 
tracking. In these fields, face detection is the most fundamental and significant step, 
so that performance of the entire system is dependent on whether the face detection 
algorithm succeeds or not. Therefore, various theories have been actively studied to 
detect faces effectively and in real time. Face detection is a problem of binary classi-
fication that divides images into two regions: a face region and a non-face region. 
While many successful research results for face detection have been presented in the 
literature, there has been little progress for its real application because of its complex-
ity. Faces have inherent differences such as color, size, and shape. They have various 
state changes that result from facial expressions, hairstyles, facial make-up, and ac-
cessories like glasses. They are also affected by external environments such as light-
ing effects and complex backgrounds. Several attempts have been made to deal with 
these obstacles to face detection. 

These methods can be divided into facial feature-based approaches and facial 
shape-based approaches. Graf[1] suggested a method to locate faces with a threshold 
value after intensity enhancement of the gray image. This method has difficulty han-
dling lighting changes. Cail[2] suggested a method that uses skin color information 
defined in the color space of CIE Lab. Although it takes advantage of color informa-
tion instead of simple gray information, it is affected by changes of lighting. Craw[3] 
used templates that describe facial features. This method improves frame rates, but it 
cannot process the changes of facial size, rotation, and pose. These methods are easy 
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to implement and detect faces rapidly with simple operations. However, they do not 
consider many variations of face images. To solve these problems, statistical ap-
proaches based on neural networks, statistical distributions, and AdaBoost were sug-
gested. Among them, neural network-based approaches use the adapted structure of a 
neural network such as hierarchical neural network[4], auto associative neural net-
work[5], probabilistic decision-based neural network(PDBNN)[6], and convolutional 
networks[7]. A typical method of this approach is that of Rowley[8], which intro-
duces the concept of arbitration. This method is good for training and modeling of 
complex face patterns, but it is slow as it has many operations. Sung and Poggio[9] 
suggested a method to get faces and backgrounds based on the distribution of Gaus-
sian clusters in a high dimensional space. This method ensures high detection rates 
only if the training data for backgrounds are appropriate. However, it is difficult to 
collect typical samples for various backgrounds. Finally, these methods have prob-
lems of both sampling and frame rates. To ensure high frame rates and high efficiency 
of detection simultaneously, Viola and Jones[10] suggested a face detection method 
using the AdaBoost algorithm, which reduces the number of complex operations. 
Operating on 384×288 pixel images, their detector processes 14 frames per second 
with high detection rates. However, to get feasible performance, they need a big 
enough dataset of face and non-face images for training the detector. They also have 
to retrain and reconstruct the entire system for additional data even though they use 
large training datasets. These problems are common to AdaBoost-based approaches.  

In this paper, we propose a method that has high detection rates and acceptable 
frame rates when applied to a real-time system with only a small quantity of training 
data. In real-time face detection, complex features that require many operations can-
not be used because of the impact on the frame rates. We use simple Haar-like fea-
tures used by Viola and Jones[10] to achieve high frame rates. However, it is difficult 
to obtain useful features to characterize faces and non-faces from the large number of 
simple features. So, Viola et al. use a cascade structure that eliminates the background 
by stages with specific groups of simple features selected for each step. To deal with 
this problem, we extract the useful features with a Principal Component Analysis 
(PCA), which analyzes correlations between simple features and transforms feature 
space into principal component space. The selected features from the principal com-
ponent space are used as feature vectors of a Support Vector Machine (SVM), which 
estimates a class of populations with them. The SVM classifier also provides high 
performance on the binary classification problem. Therefore, our detector works well 
with only a small quantity of training data.  

In this experiment, our detector showed high detection rates and acceptable frame 
rates. Even though frame rates are lower than those of Viola and Jones[10], it can 
process eight frames per second for 320×240 pixel images. This is an acceptable 
processing time for a real-time system. 

2   Face Detection Using PCA and SVM 

Fig. 1 shows the main structure of our face detection system. The data collector ac-
cumulates the value of Haar-like features. In the second step, the feature space is 
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transformed into the space of the principal components. The selected features from 
the principal component space are used as feature vectors for the SVM. In the next 
step, the SVM classifier is trained with the training patterns. In the last step, the SVM 
classifier classifies regions into faces and non-faces. 

 

Haar-like feature extraction

Feature selection after PCA

SVM classifier learning / construction

Face classification using SVM classifier

Haar-like feature extraction

Feature selection after PCA

SVM classifier learning / construction

Face classification using SVM classifier
 

Fig. 1. Four steps of the face detection 

2.1   Feature Extraction 

The face detector is based on the simple rectangle features presented by Viola and 
Jones[10], who measured the differences between region averages at various scales, 
orientations, and aspect ratios. The rectangle features can be evaluated extremely 
rapidly at any scale (see Fig. 2). However, these features require very large training 
datasets. Therefore, after analyzing principal components, we select useful features 
from each of five rectangle features. These selected features are used as feature 
vectors for the SVM. Experiments demonstrate that they provide useful information 
and improve performance of accurate classification with only small amounts of 
training data. 

 

                     Type 1          Type 2           Type 3         Type 4         Type 5

Fig. 2. Used Haar-like features 

Fig. 3 shows 100 face images and 100 non-face images used for PCA. The non-
face images are selected carefully to describe various backgrounds and human bodies.  
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Fig. 3. Face and non-face images for PCA 

In the selection of useful features, we regard the following features as useless and 
eliminate them before performing PCA.  

1. A feature value near 0, which results from the symmetry structure of the face 
(Fig. 4. a). 

2. The size of a feature being more than 450 pixels (Fig. 4. b). 
3. The size of a feature being less than 18 pixels (Fig. 4. c). 

Figure 4 shows these useless features. 
 

                         (a)                                 (b)                                (c) 

Fig. 4. Useless features 

The Haar-like features on the image are transformed to the space of principal com-
ponents using PCA, which is a method of multivariate statistical analysis.  

 

 

Fig. 5. The 288 useful features selected  
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In this paper, we used 12 principal components that explain features with more 
than the cumulative explanation rate of 90%. From the 12 principal components, we 
selected 288 useful features from all possible 162,336 Haar-like simple features. Fig. 
5 shows 288 useful features selected using PCA. Consequently, a training image is 
converted to 288 values corresponding to the chosen useful features, and our SVM 
classifier uses this input vector of 288 dimensions for training.  

2.2   SVM Classifiers 

SVM classifiers find a separating hyperplane that maximizes the margin between two 
classes, where the margin is defined as the distance of the closest point, in each class, 
to the separating hyperplane (see Fig. 6). This is equivalent to performing structural 
risk minimization to achieve good generalization[13]. 

 

  
(a)                                     (b) 

Fig. 6. (a) A separating hyperplane with small margin. (b) A separating hyperplane with a large 
margin. The filled circles and rectangles are termed “support vectors.” 

Given a dataset l
iii y 1},{ =x  of l examples ix  with labels }1,1{ +−∈iy , finding the op-

timal hyperplane implies solving a constrained optimization problem using quadratic 
programming, where the optimization criterion is the width of the margin between the 
classes. The separating hyperplane can be represented as a linear combination of the 
training examples, and classifying a new test pattern x  is done using the following 
expression: 

( )
=

+=
l

i
iiii bkyf

1

,)( xxx α  (7) 

where ),( ik xx  is a kernel function and the sign of )(xf  determines the class mem-

bership of .x Constructing the optimal hyperplane is equivalent to finding the a non-
zero .iα  Any data point ix  corresponding to nonzero iα is termed a support vector. 

Support vectors are the training patterns closest to the separating hyperplane, and the 
kernel function extends the SVM to handle nonlinear separating hyperplanes. Popular 

kernel functions include, )2/||||exp(),( 22 σjjk xxxx −−=  which leads to a Gaus-

sian RBF, and d
j

T
jk )1(),( += xxxx  which is a polynomial of degree d. 

Fig. 7 gives an overview of detection progress that includes simple feature extrac-
tion, feature analysis, and classifier construction. Firstly, from the Haar-like simple 
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features, useful features are selected using PCA. Training images, as shown in Fig. 8, 
are converted to input vectors of 288 dimensions with selected features. The SVM 
classifier uses these input vectors for training.  

 

Fig. 7. The basic structure for the face detection 

We collected training data from various sources such as the Internet, a digital cam-
era, a PC-cam, and a well-known face database. To reduce the misclassification rate 
due to various backgrounds, we constructed a training set for non-face images that 
was twice as large as the training set for face images.  

 

     
          (a) Face images                                            (b) Non-face images 

Fig. 8. Training data for the SVM 
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To detect face of various sizes, there are two methods. One is to vary the size of the 
training image itself. The other is to normalize input images of various sizes to a fixed 
size of training image. As the first method requires many operations to change the 
size of training images, we instead normalized input images to a fixed size of 24×24 
pixels for real-time detection.  

3   Experimental Results 

Our face detector was implemented using Visual C++ on a 2.0 GHz Pentium IV PC 
with the Microsoft Windows operating system. We experimented on detection rates 
and frame rates according to a quantity of training data. To compare the performance 
of our detector with that of related works, we also tested our detector with the CMU 
test set. Fig. 9 shows examples of face detection.  

 

 

Fig. 9. Examples of face detection 

We also did experiments to see the effect on face detection performance of chang-
ing the number of training images that influence the quantity of training data and the 
number of features that is used in training. The training images include 1000 face 
images and 1000 non-face images.  
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Fig. 10 shows face detection results using 100, 200, 500, and 1000 training images. 
These show our detector is flexible with respect to the quantity of training data and 
works well with only a small quantity of training data. 

 
(a)                                                             (b) 

Fig. 10. Face detection results according to the amount of training data 

Fig. 11 shows face detection results from when we used Haar-like features of 100, 
200, and 500 features. With the relatively small number of 100 selected features, a 
good result of 94% was obtained. 

 

 
(a)                                                                (b) 

Fig. 11. Face detection results according to the number of features 

Consequently, the proposed method showed good face detection with only a small 
quantity of training data. It can also process eight frames per second for 320×240 
pixel images. Although these frame rates are lower than those of Viola and Jones[10], 
it is an acceptable processing time for real-time systems. 

3.1   Comparison with Related Works 

We compared our detector with that of related works through a test with the CMU 
dataset, which consists of 130 gray-scale images and contains 507 faces (see Table 1). 
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Table 1. Detection rates with the CMU test set 

Face detectors Missed faces/total faces Detection rate False alarms 

Feraud-et[5] 73/507 85.6%  8 
Garcia-Delakis[7] 49/507 90.3%  8 
Rowley-Baluja-Kanade[8] 83/507 83.6% 10 
Viola-Jones[10] 96/507 81.1% 10 

Using PCA and SVM 50/507 90.1% 8 

 

We can not compare the processing time of the other researchers’ algorithms pre-
cisely because of the difficulty of testing each algorithm in the same system environ-
ment. Table 2 shows results of each study presented in their papers and our result.  

Our detector got a detection rate of 90.1% and a detection speed of 0.12 second per 
frame with the CMU dataset. This is better than Viola-Jones[10] from the viewpoint 
of detection rate and Garcia-Delakis[7] from viewpoint of the detection speed. Fur-
thermore, it showed eight false alarms, which is lower than that of Viola-Jones[10], 
and had a high detection rate and acceptable detection speed. 

Table 2. Processing time of related works 

Face detectors 
Processing 

time(s) 
Test environments 

Feraud-et[5] 1.27 s Average processing time with the CMU test set 
Garcia-Delakis[7] 0.25 s 1.6 GHz Pentium IV processor 
Rowley-Baluja-Kanade[8] 7.2 s 200 MHz R4400 SGI Indigo 2 
Viola-Jones[10] 0.067 s 700 MHz Pentium III processor 

Using PCA and SVM 0.12 s 2.0 GHz Pentium IV processor 

4   Conclusion 

In this paper, we proposed a face detection method that is not affected by the size of a 
training dataset and gets a sufficiently good detection speed for use in real-time face 
detection. We used simple Haar-like features for detection speed. They are selected 
with PCA to reflect characteristics of the population with only a small amount of 
training data. Using these feature vectors, we constructed a detector based on a SVM 
that provides high performance with binary classification problems. 

In this experiment, our detector showed a good face detection rate of 90.1% and a 
frame rate of eight frames per second.  

Although the proposed method detects faces efficiently, its performance will be 
enhanced if a tracking method was also attached. Furthermore, if 3D technology with 
several cameras is applied, it should deal well with the rotation of faces and could be 
used in many applications such as in a smart home.  
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Abstract. Developing a question answering (Q/A) system involves in integrat-
ing abundant linguistic resources such as syntactic parsers, named entity recog-
nizers which are not only impose time cost but also unavailable in other lan-
guages. Ranking-based approaches take the advantage of both efficiency and 
multilingual portability but most of them bias to high frequent words. In this 
paper, we propose a new passage ranking algorithm for extending textQ/A to-
ward videoQ/A based on searching lexical information in videos. This method 
takes both N-gram match and word density into account and finds the optimal 
match sequence using dynamic programming techniques. Besides, it is very  
efficient to handle real time tasks for online video question answering. We 
evaluated our method with 150 actual user’s questions on the 45GB video col-
lections. Nevertheless, four well-known but multilingual portable ranking ap-
proaches were adopted to compare. Experimental results show that our method 
outperforms the second best approach with relatively 25.64% MRR score.  

1   Introduction 

With the rapid expansion of video media sources such as news, TV shows,  and 
movies, there is an increasing demand for automatic retrieval and browsing of video 
data. Generally speaking, the most effective way of managing video data is to sup-
port a video document retrieval based on the input keyword queries. In a modern 
video retrieval scenario, users would query the system with short or natural lan-
guage questions with his familiar language, e.g., “Where is the beginning of the 
Chinese culture?” or “In China, what is the most exquisite pottery city?” They ex-
pect the system to return short answers rather than the whole videos which may be 
in different language. 

To support above goals, this implies several research fields such as, video content 
extraction, information processing, and question answering. Extracting contents in 
videos is a very difficult but complex task and becoming an important issue. Textual, 
visual, audio information is most frequently adopted features for this purpose. Among 
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them, text in videos, especially for the closed captions is the most powerful of high-
level semantics since it is closely related to current content and state-of-the-art optical 
character recognition (OCR) techniques are far more robust than existing speech or 
visual object analysis  approaches [11]. Thus, almost all video content retrieval re-
searches start with video text recognition [3] [8] [18] [21]. The well-known Informe-
dia and TREC-VID projects are the typical examples. 

Over the past few years, several related research studies had been proposed and 
addressed the use of either videoOCR or speech recognition (SR) techniques to sup-
port video question answering. Lin et al. [9] showed an earlier work on combining a 
simple videoOCR and lexical term weighting methods. They focused on extracting 
the “white” text components in image and hand-created keyword list to increase the 
lexicon. Besides, they also presented three strategies for improving OCR errors. In 
2003, Yang et al. [19] proposed a complex videoQ/A system by integrating abundant 
resources such as, WordNet, Internet, shallow parsers, named entity taggers, and 
human-made rules. They employed the term weighting approach as [12] to rank the 
video shots that contain high-frequent related words. Usually when porting this sys-
tem into another language or domain, these components should be re-trained by 
means of amount of annotated corpus which is often a huge work, for example build-
ing the treebank bracketing corpora. Cao et al. [2] proposed a domain-dependent 
video question answering system to enable learners engaging in the learning process. 
Unlike previous literatures, Cao used the pattern-matching approaches to pinpoint 
answers where pattern set was constructed by a domain expert. In the same year, Wu 
et al. [18] presented a cross-language videoQ/A framework based on the videoOCR 
techniques as mentioned in [6] [9]. They convert auto-translated Chinese OCR tran-
scripts into English and performed the English Q/A method based on combining 
named entity taggers, mapping rules, and WordNet. Alternatively, Zhang and  
Nunamaker [21] treated the video clips as answers and applied the TFIDF (term fre-
quency*inverse document frequency) term weighting schema to retrieve the manual-
segmented clips. In that approach, they also hand-created the ontology and combined 
rich resources, such as parsers, and WordNet. 

In this paper, we present a new passage ranking algorithm for extending textQ/A 
toward videoQ/A based on searching text information in videos. Users interact with 
our videoQ/A system through natural language questions with content of the expected 
videos. Our system retrieves relevant video fragments and supports both visual and 
text outputs in response to the user’s questions. We consider that a passage is able to 
answer the question and suitable for videos since itself forms a very natural unit of 
response for question answering. Lin et al. [10] showed that users prefer passages 
over exact answer-phrase because paragraph-sized chunks provide context. In contrast 
to previous studies [2] [9] [18] [19], the proposed method is relatively simple yet and 
effective. 

2   System Architecture and Video Processing 

The overall architecture of the proposed video Q/A system is shown in Fig. 1. At first, 
the video processing module recognizes the caption words as transcript through the 
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text localization, extraction&tracking, and OCR. Second, the Q/A processing module 
ranks the segmented passages in response to the input question. In this section, we 
describe the overall videoOCR processing. Section 3 presents the proposed passage 
ranking algorithms. 
 

 

Fig. 1. Framework of video question answering 

2.1   Video Processing 

Our video processing takes a video and recognizes the closed captions as texts. An 
example of the input and output associated with the whole video processing compo-
nent can be seen in Figure 2. Our videoOCR consists of three important steps: text 
localization, extraction&tracking, and OCR. The goal of text localization is to find the 
text area precisely. Here, we employ the edge-based filtering [1] [11] and slightly 
modify the coarse-to-fine top-down block segmentation methods [8] to locate text 
components in a frame. The former removes most non-edge areas with global and 
local thresholding strategy [5] while the latter incrementally segments and refines text 
blocks using horizontal and vertical projection profiles. 

The target of extraction&tracking step is to integrate multi-frames and binarize the 
text pixels. As we know, the video consists of a sequence of image frames. A text 
component frequently appears more than one frames. To integrate them, we slightly 
modify Lin’s approach [9] by counting the proportion of overlapping edge pixels 
between two frames. If the portion is above 70%, then the two frames were consid-
ered to contain the same text area and merge the two frames by averaging the gray-
intensity for each pixel in the same text component. After multi-frame merging, the 
Lyu’s text extraction algorithm [11] is used to binarize the text components. Unlike 
previous approaches [3] [9], this method does not need to assume the text is either 
bright or dark (but assume the text color is stable). At the end of this step, the output 
text components are prepared for OCR. 

The aim of OCR is to identify the binarized text image to the ASCII text. In this 
paper, we re-implement a naïve OCR system based on nearest neighbor classification 
algorithms and clustering techniques [6] [18] [3]. We also adopted the word re-
ranking methods (see [9], strategy 3) to improve the OCR errors.  
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Fig. 2. Text extraction results of an input image 

2.2   Document Processing and Passage Segmentation  

Searching answers in the whole video collection is impractical since most of the 
words are irrelevant to the question. By means of text retrieval technology, the search 
space can be largely reduced and limited in a small number of relevant documents. 
The document retrieval methods have been developed well and successfully been 
applied for retrieving relevant documents for question answering [12] [14] [20]. We 
replicated the Okapi BM-25 [13], which is one of the most effective retrieval algo-
rithms to find the related videoOCR documents for the input question. For the Chi-
nese word indexing, we simply use the so-called “overlapping bigram”, i.e. two con-
secutive Chinese atomic characters that had been successfully applied for many Chi-
nese document retrieval tasks [15]. 

Usually, words that occur in the same frame provide a sufficient and complet de-
scription. We thus consider that words that appear in the same frame as a sentence. 
The passage is then grouped with every 3 sentences and one previous sentence over-
lapping. An example of a sentence can be found in Fig. 2. The sentence of this frame 
is the cascading of the two text lines, i.e. “speed-up to 1.75 miles/hr in six minutes” 

3   Passage Ranking Algorithm 

The ranking model receives the segmented passages from previous steps and outputs 
the top-N passages to response the question. Tellex et al. [16] compared seven pas-
sage retrieval algorithms such as BM-25, density-based for TREC-Q/A task except 
for the two ad-hoc methods that needed either human-generated patterns or inference 
ontology which were unavailable. They indicated that the density-based methods 
achieved better performance than the other ranking models. In 2005 Cui et al. [4] 
showed that their fuzzy relation syntactic matching method outperformed the density 
methods by up to 78% relative performance. But the limitation is that it required a 
dependency parser, thesaurus, and training data. In many Asian languages like Chi-
nese, Japanese, parsing is more difficult owing to it is necessary to resolve the word 
segmentation problem first. Besides, to develop a thesaurus and labeled training ex-
amples for Q/A is quite huge cost and time-consuming. Compared to Cui’s method, 
traditional term weighting models are much less cost, portable and practical. 

In basic, traditional term weighting methods often give more weight on the pas-
sages that contain high frequent term match. Even density-based methods further take 
the word distribution into account, they still bias to high frequent terms if the passage 
tends to include abindant keywords rather than N-gram chunks. Usually, the N-gram 
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information is much important than high-frequent unigram words. For example, the 
passage that contains three unigrams “optical”, “character“,  “recognition” frequently 
receives similar score as the passage, which has the trigram “optical ∧ charac-
ter ∧ recognition”. It is often the case that an N-gram chunk is much more unambigu-
ous than its individual unigrams. Thus, we attempt to put emphasis on N-gram match 
and also take the density into account.  

To efficiently find the match sequence, we design an algorithm that approximately 
discovers the optimal match sequence. At first, we note the following notations. 

passage P = PW1, PW2, …, PWN 
question Q =  QW1, QW2, …, QWM 
match sequence SP = s1, s2, …, sN  

PWi and QWi are the i-th word in passage and question. Here, a word is viewed as the 
atomic Chinese character. The match sequence SP represents the lexical match rela-
tion on the aspect of mapping each question word to the passage. The sequence is 
used to express whether the corresponding word in P is match(1) or nonmatch(0) a 
word in Q. From the point of probabilistic view, given a passage P we want to find the 
best-fit match sequence SP that maximize Prob(SP|P,Q).  Prob(SP|P,Q) can be consid-
ered as the generative probability of sequence SP given P and Q. By applying Bayes 
rules, we have 
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We skip Prob(P,Q) since it is equal for each match sequence. Prob(SP) represents the 
generative probability of SP among all possible state sequences. The above equation 
searches for the optimal sequence that generates P and Q with maximum probability. 
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ngram_cnt represents the number of N-gram match for the match sequence 

PS
~ . Here 

we add two stable additional N-grams (N=1) at start-of-passage (SOP) and end-of-
passage (EOP) which result least three matched N-grams for all match sequences. 
Subj is the j-th N-gram of 

PS
~ which is an N-gram match between passage and ques-

tion. If Subj starts from m-th word in P with n words length, which exact matches the 
equal length of N-gram question words in Q that starts from QWm’ to QWm’+n. 1 and 

2 are the parameters that controls the impact of subsequence length and the distance 
measurement. If we simply set 1=1 and 2=1, then equation (2) does only consider 
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the number of N-grams match rather than the length of N-grams. We empirically set 
the two parameter as 1=1.5 and 2=0.5 which were found to be effective in our ex-
periment. Z(SP) is a normalizing constant determined by the requirement 
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The normalization factor Z(SP) of equation (2) does not effect the overall comput-
ing and it merely serves as a constant multiplier. By deduction of equation (1), the 
score of the given passage P is: 
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The target of determining optimal match sequence 
PS

~  is to find the best-fit 
PS

~  that 

maximizes equation (4). However, there are 2N possible sequences which are not able 
to find the optimum match sequence as statisfied with equation(4) in polynomial time. 
Therefore, we propose a Viterbi-like algorithm to approximately find the optimal 
match sequence using a dynamic programming technique (see Fig. 4.). Fig. 3. lists the 
preprocessing step of the proposed algorithm. 

As shown in Fig. 3., the goal of algorithm 1 is to produce the element list, which 
stores all possible appearing locations of each question word in P. For question word 
QWi, Loci

j indicates the j-th occurrence of QWi in P where iLj ≤≤1 , and a question 

word at most appears Li times in P. 
Algorithm 2 made use of a Viterbi-like method to compute the optimal score in 

forward direction, and track the path in the backward stage. The corresponding vari-
able )(Loc t

jtψ  records the node of the incoming arc that led to the most probable 

path. Using dynamic programming, we can calculate the most probable path through 
the whole trellis as outlined in algorithm 2. In Fig. 4, we define an equation to find the 
transition score between two elements in algorithm 2 (see equation (5)). Note that we 
give the discounting transition score1 if the position t

i
t
j LocLoc 1 <+ . In this way, the 

passages that preserve the word ordering sequence as the given question are given 
more weight. After the path tracing, Q*= { **

2
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best-fit state sequence of S*= { **
2
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q* as 1, while the others as 0. By applying equation (4), the SP score is obtained. Due 
to the length limitation, we left an example of estimating passage score using above 
algorithms at the web page2. 
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1  In this paper, we simply set the discounting factor as the square of the distance which resulted 

in satisfactory ranking performance. 
2 http://dblab87.csie.ncu.edu.tw/bcbb/tvqs/ 



 A New Passage Ranking Algorithm for Video Question Answering 569 

Algorithm 1: Extracting_Possible_Match_Position (P, Q) 
Input: given a passage P = PW1, PW2, …, PWN 
          question Q =  QW1, QW2, …, QWM 
Output: Set of element list ,Loc,  ,Loc ,Loc{ 11

2
1
1 1L…  

          }Loc,,Loc,,Loc ,  ,Loc 1
22

1 2

M
L

M
L M

………  

Algorithm: 
 For (i := 1 ~ N) { 
                 Li := 0; 
                 For (j := 1 ~ M) { 
                             If (QWi := PWj) { 
                                          i

L i
Loc := j; 

                         Li ++; } 
 } } 

Fig. 3. A preprocessing algorithm for finding the possible match positions 

Algorithm 2: Finding-the-Optimal-Match-Sequence (set_of_element-list) 
Input: Set of element list ,Loc,  ,Loc ,Loc{ 11

2
1
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}Loc,,Loc,,Loc ,  ,Loc 1
22
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Output: Optimal path Q*= { **
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Fig. 4. A Viterbi-like algorithm to find the optimal match sequence for a passage 

Again, our method does do not simply consider the number of match words in a 
passage, instead, it seeks to find the match sequence that contains “dense” and “long” 
N-gram match relation between P and Q. However, the original density-based method 
does not tend to find the optimal match position for each word, rather it estimates the 
term distribution and weighted number of match words in the passage. But when there 
is only unigram match between P and Q, our method is then somewhat like traditional 
density-based approaches. The difference in this case relies in our method tries to find 
the optimal “one-to-one” match relation that leads to the densest distribution rather 
than “one-to-all”. 
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4   Experimental Result 

4.1   Dataset and Evaluations  

The testing video corpus mainly collected from the 93 Discovery films. Table 1 su-
marizes the characteristics of this corpus. In comparison with previous videoQ/A 
studies [2] [9] [18] [19] [21] which made use of less than 6 films and less than 40 
questions, the used video collection and testing questions are substantially larger. The 
video data had been converted into OCR document through the video processing (see 
section 3). Then, we found that video OCR method recognized 49951 sentences and 
677060 single Chinese characters. Averagely, a video contains 537 sentences and 
7280 Chinese characters. 

We collect 150 actual user’s questions to evaluate the overall video Q/A perform-
ance. By following the answer assessment process as TREC-Q/A task [17], each 
question was judged by two assessors and differences were labeled. A domain expert 
reviewed each ambiguous label to determine or correct the final answer. If the system 
returns the correct answer frames, then it is judged as right answer. In this paper, we 
use MRR score (Voorhees, 2000) which is widely used for evaluation to measure the 
passage ranking performance, while the recall and precision rates are used to evaluate 
the accuracy. 

Table 1. Statistics of the Discovery programs 

Number of videos 93 
Number of recognized sentences 49951 
Number of recognized Chinese characters 677060 
Total video data size 45.2GB 

4.2   Results  

At the beginning, we evaluate our videoOCR method in terms of text localization and 
overall OCR recognition rates. The Discovery collection is a large video dataset, 
which makes it difficult to comprehensively test on it. Rather, we only examine our 
method on a small sampled set of the vides that collected from 30 short clips. Our 
videoOCR sampled two frames per second with 352x240 resolution for the MPEG-1 
Discovery movies. Totally there were 1684 image frames derived from the 30 clips 
which contained 2195 text areas. Table 2 lists the experimental results on text local-
ization (Table 2(a)) and the overall videoOCR (Table 2(b)). 

For the overall videoQ/A evaluation, we compare our ranking algorithm with TFIDF 
(term frequency multiplies inverse document frequency), BM-25 [13], and density-
based [7] approaches. These ranking models received the same segmented passages, and 
retrieved top-ranked passages with their own methods. Empirically, we found that on 
averagely, the retrieved passage contains 48.78 Chinese words that represent a very 
short but more complete fragment than merely retunring an answer phrase. Table 3 
summarizes the overall videoQ/A results using different ranking models. 

As seeing in Table 3, our method produced 0.572 MRR(top5) score which out-
performed the TFIDF, BM-25, and density-based approaches. In comparison to the 
second best method (TFIDF), the proposed ranking algorithm is relatively 6.31% 
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better in MRR(top5) score, and 5.52%, 5.75% better in terms of recall and precision 
rates. Compared to the BM-25 model, our method is 19.16%, 16.02%, and 15.72% 
better in relatively MRR(top5), recall, precision rates. 

Table 2(a). Text localization performance with pixel and area based evaluations 

Recall (Pixel-based) Precision (Pixel-based) Recall (Area-based) Precision (Area-based) 
92.97% 95.06% 98.93% 97.63%

 

Table 2(b). Overall videoOCR performance 

Recall Precision F1-measure 
86.51% 83.05% 84.74% 

Table 3. System performance for different passage ranking algorithms 

 TFIDF BM-25 Density-based Our method 
MRR (Top1) 0.479 0.413 0.280 0.506 
MRR (Top5) 0.538 0.480 0.370 0.572 
Recall (Top5) 0.597 0.543 0.472 0.630 
Precision (Top5) 0.174 0.159 0.137 0.184 

5   Conclusion 

Usually, it is necessary to integrate with abundant external knowledge for answering. 
This paper proposes a light-weight and multilingual portable video Q/A system that 
extend the text Q/A method to multimedia. The system returns the retrieved passages 
with corresponding video clips in response to the question. The experiments showed 
that the proposed method outperforms the TFIDF, TF, BM-25, and density-based 
approaches in terms of MRR score. In the future, we plan to adopt well known speech 
recognition techniques to enhance the system performance. 
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Abstract. A spatial-temporal method is proposed for video object detection. 
The first stage is temporal segmentation which is comprised of GMM on luma 
and GMM on chroma. An efficient fusion method is proposed to combine the 
two GMM segmentation results such that the object mask can be improved to 
some extent. In the second stage, the mask produced in the first stage is statisti-
cally analyzed in spatial domain. HMM is employed to refine the segmentation 
result by estimating the foreground-background state such that the false detec-
tion in foreground and background area can be decreased and lead to robust and 
satisfactory detection results. 

1   Introduction 

Object detection is a very important task in many video applications, e.g. computer 
vision and video surveillance etc. In general, object detection is the main factor to the 
success of a vision system. Thus, there are many researches regarding the design of 
robust object detection.  

In sequential video processing, GMM [6] (Gaussian mixture model, i.e. Stauffer-
Grimson algorithm [1]) is usually used to model each pixel (or region) in order to 
adapt the background model to the changing illumination. Pixel values that do not fit 
the model will be considered as foreground. A practical implementation using GMM 
is the human action recognition system [7] which employed GMM for real-time mov-
ing object detection. The detail discussion of the implementation of Stauffer-Grimson 
algorithm can be found in [8]. 

HMM (Hidden Markov Model) is useful for modeling non-stationary process con-
sidering that a temporal continuity constraint can be imposed on consecutive pixels’ 
intensities; i.e., if a pixel is detected as part of foreground (object), it is expected to 
remain part of the foreground for a period of time. The advantages of HMM revealed 
in [2] are as follows: (1) Selection of training data is not required (unsupervised); (2) 
Different hidden states allow the learning of statistical characteristics of foreground 
and background from a mixed sequence of foreground symbol and background sym-
bol, e.g. in the proposed method, the 1D representation (described in Sec. 2.3) of the 
binary segmentation object mask. In [3], there are three states for each pixel: fore-
ground state, background state and shadow state; however, HMM for each pixel is 
inclined to be slow. In addition, HMM will cost considerable amount of time for es-
timating HMM parameters owing to the fact that Baum-Welch algorithm [5] is an 
iterative likelihood maximization method and tends to be time-consuming. In order to 
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be used in practical video surveillance application, the proposed method also presents 
a rapid way of estimating HMM parameters instead of using Baum-Welch algorithm. 

The paper is organized as follows: The proposed object detection method is de-
scribed in Sec. 2. Sec. 3 demonstrates the experimental results. Finally, a brief con-
clusion is given in Sec. 4. 

2   Proposed Method 

Fig. 1 illustrates the proposed method for object detection. )(C tψ denotes chroma 

(i.e. hue and saturation) of an input image )(tψ  at time t. )(I tψ  represents the luma 

(intensity) of the input image. In this paper, GMM [1] is used to model the back-
ground statistics. In order to not to be affected by the shadow, the input color space 
(RGB) is transformed to HSI space. ‘HS’ are hue and saturation which are not sensi-
tive to the appearance of shadow. ‘I’ denotes ‘intensity’ which can lead to better  
segmentation than HS; however, it is susceptible to shadow of objects. After the proc-

essing of GMM, the preliminary segmented object mask of Cψ  ( Iψ ) is CΩ ( IΩ ) as 

illustrated in the block diagram of Fig. 1. In the block diagram, all masks are repre-
sented by  

background is y)(x,0

 foreground is y)(x,1
{t)y,(x,

ψ
ψ

=Ω                             (1) 

Sec. 2.1 will introduce the principles of GMM and the shadow issue.  
“Mask Fusion” is designed to combine the positive effects of segmentation results 

of chroma and luma. In general, HS part of an image cannot lead to satisfactory seg-
mentation result in background area but it can avoid the shadow. On the other hand, 
luma can lead to better background segmentation than chroma; however, shadow will 
also be segmented as part of foreground. Thus, Sec. 2.2 will discuss the fusion ap-
proach to combing the two segmentation results. 

In Sec. 2.3, HMM (Hidden Markov Model) is employed to model the background 
in spatial domain in contrast to that GMM is used to model the background in tempo-
ral domain for each pixel.  

2.1   Gaussian Mixture Model 

All pixels in a specific ‘pixel position’ (x, y) of an image sequence over time is con-
sidered as “random process” or “pixel process” [1] as expressed as follows: 

T)}(1,t|t)y,(x,{}X,...,{X T1 ∈==∆ ψ                        (2) 

For on-line applications, the set ∆of recent collection of observations }X,...,{X t1  

can be modeled by K Gaussian distributions as 

   
=

Φ=∆
K

1 j

2
jjj I),(x,), ,|p(x σµωβα                               (3) 
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Fig. 1. Block diagram of the proposed object detection method 

condition on observation set ∆ , foregroundα , and background β . jω  is the weight 

of the j(th) Gaussian distribution Φ . I is identity matrix. Finally, the background can 
be approximated by 

=

Φ=∆
B

1 j

2
jjj I),(x,) ,|p(x σµωβ                               (4) 

i.e., the background is modeled by the first B Gaussian distributions whose ( σω/ ) 
ratios are the first B largest values [1]. 

GMM modeling is employed as the first step of the proposed object detection 
method. It is to model the background by chroma and luma, respectively. In conven-
tional method, RGB color space is used to model the input image sequence. However, 
shadow will be extracted as part of object mask when using RGB color space. HSI 
color space is used in segmentation [4] and tends to be shadow-removable. However, 
the results are not satisfactory due to the fragmented segmentation results by using 
hue and saturation. In order to achieve both ‘shadow-rejection’ and ‘segmentation 
stability over time,’ GMM is employed on chroma (hue and saturation) and luma 
(intensity) separately. The segmentation result by chroma (luma) is denoted as 

CΩ ( IΩ ) as illustrated in Fig. 1. 
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2.2   Fusion of Object Mask 

In this section, two feature values will be computed. Firstly, let y)(x,1Γ  denote the 

statistics (foreground appearance) of the 3x3 block centering at y)(x,CΩ . 

                                   
==

−=−=

++Ω=Γ
1,1

1,1
1 ),(y)(x,

ji

ji
C jyix                                        (5) 

Secondly, let y)(x,2Γ denote the accumulated support resulted from chroma and 

luma. 

),(  ),(y)(x, I

1,1

1,1
2 jyixjyix

ji

ji
C ++Ω+++Ω=Γ

==

−=−=

                (6) 

The principle of fusion of CΩ  and IΩ is formulated as follows: 

Criterion 1: if 11   y)(x, ρ≥Γ , 1  y)(x,f1 =Ω , otherwise, 0  y)(x,f1 =Ω              (7) 

f1Ω is the mask-fusion result. By using this criterion, the resultant binary object mask 

will not include shadow part because only chroma information is used for judgment. 
However, this mask is not satisfactory because of poor performance of chroma. By 

using the following second criterion, the binary mask f1Ω  can be further improved 

without being affected by shadow. 

Criterion 2: if 22   y)(x, ρ≥Γ , 1  y)(x,f1 =Ω , otherwise, 0  y)(x,f1 =Ω .            (8) 

1ρ (e.g. 2) and 2ρ  (e.g. 8) are thresholds. By means of this two criteria, f1Ω can 

reserve the merit of the result using chroma (i.e. avoiding shadow) and the merit of 
the result using luma (i.e. stability of segmentation). 

2.3   Refine Object Mask by HMM 

The 1D signal representation of the 2D object mask can be considered as a non-
stationary signal process which is composed of several state-dependent subprocesses. 

For example, in object detection problem, there are two states: background state 1S  

and foreground state 2S  as illustrated in Fig. 2. Each subprocess is a Markovian 

chain with stationary statistics. Thus, a mask (represented as 1D sequence) can be 
modeled by HMM. An HMM model is abbreviated as 

),,,,,(: 21 PPAMN π=Η .                                    (9) 

N is the number of states. M is the number of symbols. In the proposed design, N = 2 

( 1S  : background state, and 2S : foreground state) and M = 2 (background symbol and 

foreground symbol). A is the state transition probability matrix. 
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},...1,,{ NjiaA ij == , ija is the transition probability from state i to state j. In the 

proposed method, the state transition probability is initialized as: 

9.0,1.0,1.0,9.0 22211211 ==== aaaa . The state diagram is illustrated in Fig. 2.  

 

S1 S2
11a

21a
22a

21a
S1 S2

11a
21a

22a

21a
 

Fig. 2. The HMM model of background and foreground 

},...,{ 1 Nπππ = , iπ is the initial state probability of sate i.  1P  and 2P  is the 

PDF (probability density function) of state 1 and state 2, respectively. )(x1 α=P is 

the probability that foreground symbol occurs during the background situation.    

)(x1 β=P  is the probability that background symbol occurs during the background 

situation. )(x2 α=P  is the probability that foreground symbol occurs during the 

foreground situation. )(x2 β=P  is the probability that background symbol occurs 

during the foreground situation. In Fig. 1, λ denotes the set of HMM parameters in 
the model H. 

Fig. 3 shows the generic flow of HMM procedure. The first step is to initialize the 
HMM parameters. The second step is to estimate and update the HMM parameters by 
Baum-Welch algorithm. The last step of the procedure is to estimate the state of the 
input sequence by means of Viterbi algorithm. In the proposed approach, the esti-
mated state for each pixel is background state or foreground state. 

The proposed method of re-estimating (refining) the background mask is formu-
lated as a HMM training problem to obtain the model parameters. As shown in Fig. 3, 
Baum-Welch method [5] is used for training parameters of HMM. It is an iterative 
likelihood maximization method. By means of Baum-Welch algorithm, the transition 

matrix A, state probability iπ  of each state, and the PDF of each state iP  can be 

trained and updated according to previous samples. 
At the last step of HMM procedure, Viterbi decoding algorithm is used to obtain 

the maximum a posterior (MAP) estimate of the states of an unlabelled observation 
sequence (i.e. the 1D representation of the object mask). 

For practical implementation of HMM, Baum-Welch algorithm is not employed 
in the HMM procedure because it tends to be time-consuming. In order to estimate 
the HMM parameters in a faster way, the training stage of HMM is modified as 
follows. 

Let (t)Ω denote the binary mask excluding the foreground part of previous final 

object mask 1)-(trΩ : 

(t)  AND1)-(t  (t) f1r ΩΩ=Ω .                                    (10) 
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Fig. 3. HMM procedure 

Let ξ denote the occupy-ratio of foreground symbol in )(tΩ . Thus, the probability of 

foreground in background state can be approximated as 

ξα == )(x1P .                                                (11) 

Therefore, the probability of background symbol in background state is as follows: 

)(x-1)(x 11 αβ === PP .                                   (12) 

After updating the HMM parameters, the Viterbi algorithm is used to estimate the 

state of each element of ),,(1 tyxfΩ . In other words, the statistical model of the 

background is estimated; if part (fusion of background symbol and foreground sym-

bol) of )(1 tfΩ  fit the background statistics, the part will be recognized as back-

ground. Therefore, the original object mask )(1 tfΩ  can then be refined and result in 

a better object mask )(thΩ .  

In the proposed method, the HMM procedure can be performed in different scale 
options. The above processing is scale = 1, i.e. the original resolution of mask is used 
for processing. In case of scale=2 for HMM procedure, (t)Ω will be down-sampled 

to (t)Ω′  and (t)Ω′ will be used instead of (t)Ω for estimating HMM parameters. In 

this case, the refined state sequence is denoted as )(thΩ′ which must be up-sampled 
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Fig. 4. (a) Frame 100, (b) CΩ  , (c) IΩ , (d) f1Ω , (e) hΩ ′′  (scale = 2), (f) rΩ  

to obtain the object mask )(thΩ ′′ (with original size) in this HMM procedure. Accord-

ing to experimental results, HMM of scale=2 will lead to more robust object mask. In 
the final stage of Fig. 1, “Regions processing,” connected component analysis (CCA) 

[9] is used to as the post-processing to refine the object mask )(2 tfΩ . The final 

result is denoted as )(r tΩ . 

3   Experimental Results 

On considering that the area of the background is statistically larger than area of fore-
ground in general case, the initial probability for background state is set as 

0.91 =π and the initial probability for foreground state is set as 0.12 =π . 
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In the experiments, the first twenty-three frames are captured in case of no objects. 
Fig. 4 shows the experimental results of frame 100. Fig. 4 (a) is the frame 100 with 
zero-mean additive Gaussian noise. Fig. 4 (b) is the GMM segmentation results of 
luma (intensity). It is noted that that the shadow cannot be avoided. This is inevitable 
when using luma for segmentation. On the contrary, the object mask will not contain 
the shadow part by using chroma (hue and saturation) for segmentation as shown in 
Fig. 4 (c). As mentioned in Sec. 2, the performance is not satisfactory. The only posi-
tive result of chroma is shadow-rejection. Fig. 4 (d) is the fusion result of (b) and (c) 
by means of the proposed fusion method described in Sec. 2.2. It is prominent that the 
resultant mask preserves the fine parts of (b) and (c); the foreground part becomes 
more stable and the background part become clearer. It is obvious that a complete 
object mask can be almost extracted at this step.  

Fig. 4 (e) shows the refined results by means of the proposed HMM approach 
which lead to the estimated state results (white dot denotes foreground state and black 
dot represents background state) by means of the proposed fusion method.  

At this experiments, HMM procedure is performed under scale = 2 which will re-
sult in more distinguishable object mask than scale=1. Fig. 4 (f) is the result of mask 
fusion and region processing (the last two steps of Fig. 1). It can be seen that “mask 
fusion” can also achieve smoothing the contour of the estimated mask (states) by 
HMM especially when scale = 2. 

4   Conclusions 

An improved spatial-temporal object detection method was presented in this paper. 
The detection is divided into two stages. The first stage is to extract object by apply-
ing GMM on luma and chroma separately and a criteria-based fusion method is de-
signed to combine the two segmentation results. In the second stage, HMM procedure 
is employed to estimate the probability of the occurrences of foreground and back-
ground symbols in background state. Instead of conventional time-consuming Baum-
Welch algorithm, the proposed method of updating HMM parameters is employed to 
speed up the process of estimating HMM parameters. With the updated HMM pa-
rameters, the foreground-background states are re-estimated by Viterbi decoding 
algorithm. According to the experimental results, robust object detection can be ef-
fected by means of the proposed method of HMM-based object detection with the 
fusion of luma and chroma GMM results. 
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Abstract. For projector-based augmented reality systems, geometric correc-
tion is a crucial function. There have been many researches on the geometric 
correction in the literature. However, most of them focused only on static 
projection surfaces and could not give us a solution for dynamic surfaces 
(with varying geometry in time). In this paper, we aim at providing a simple 
and robust framework for projecting augmented reality images onto dynamic 
surfaces without image distortion. For this purpose, a new technique for em-
bedding pattern images into the augmented reality images, which allows si-
multaneous display and correction, is proposed and its validity is shown in 
experimental results. 

Keywords: Projector-camera system, augmented reality, geometric correction, 
dynamic surface, pattern embedding. 

1   Introduction 

Augmented reality is a technology in which a user's view of the real world is en-
hanced or augmented with additional (graphical) information, such as virtual objects, 
virtual illumination, explanatory text, etc., generated by a computer. Conventionally, 
monitor, video see-through and optical see-through head-mounted display (HMD) 
have been the main displays for augmented reality. In recent years, projectors become 
widespread due to their increasing capabilities and declining cost. Being able to dis-
playing images with very high spatial resolution virtually anywhere is an interesting 
feature that cannot be provided by desktop screens. Moreover, the size of projectors is 
getting smaller and handheld projectors are emerging [8]. Thanks to these advances, 
projector-based augmented reality is getting more attention and applied to a variety of 
applications recently [2, 9, 12]. However, to make projector-based augmented reality 
feasible, lots of techniques such as geometric correction and radiometric compensa-
tion are required [1]. Among them, we focus on the geometric correction methods in 
this paper. Actually, there have been many researches on the geometric correction in 
the literature [1, 7, 9, 10]. However, most of them were available only on static pro-
jection surfaces while we are interested in dynamic projection surfaces.  
                                                           
* Corresponding author. 
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In general, surface geometry should be recovered for geometric correction. Most of 
projector-based augmented reality systems use structured light techniques [1, 2, 11] to 
recover surface geometry. That is, after projecting a pattern image with known ge-
ometry, the surface geometry is computed from the pattern image captured by a cam-
era. To recover the geometry of dynamically changing surface with this mechanism, 
the pattern image should be projected continuously onto the surface. In this case, the 
projected pattern may prevent users from seeing the augmented reality image. There-
fore, the structured light techniques cannot be directly applied to recovering dynamic 
surface geometry in projector-based augmented reality systems. 

A good way of recovering the dynamic surface geometry in projector-based aug-
mented reality systems would be to project a pattern image in such a way that the 
pattern image is not visible to users. In this paper, pre-determined pattern images are 
embedded into a sequence of augmented reality images by adding a certain value 
(brightness or color) to the pixels of odd frames of the sequence while subtracting the 
value to the pixels of even frames of the sequence. The embedded pattern image 
would be invisible externally but detectable using a simple image processing algo-
rithm (e.g. image subtraction). Therefore, the invisible pattern image can be used for 
recovering the dynamic surface geometry.  

1.1   Related Works 

There are some researches associated with real-time surface geometry recovery [3, 13, 
14]. In the field of projector-based augmented reality, Yasumuro et al. [14] used an 
additional infrared projector to project near-infrared patterns which are invisible to 
human eyes. Their system can project augmented reality images on dynamic human 
body without distortion and distraction at the expense of complicated system using at 
least two different types of projector. Cotting et al. [3] measured the mirror flip 
(on/off) sequences a Digital Light Processing (DLP) projector for RGB values using a 
photo transistor and a digital oscilloscope and imperceptibly embedded arbitrary bi-
nary patterns into augmented reality images by mapping the original augmented real-
ity image values to the nearest values in such a way that the mirror flips are adjusted 
in the period in which no mirror flips occur. However, sophisticated control of camera 
shuttering for detecting the short-term patterns is required. In the field of 3D video 
capturing, Vieira et al. [13] alternatively projected color complementary pattern im-
ages onto a scene for obtaining the geometric and photometric information of the 
scene. Their system is able to generate 3-D video in real-time but not likely to be 
applied to augmented reality. 

1.2   Contribution of This Paper 

This paper provides a solution for projecting image onto dynamic surface without 
image distortion, which has been less investigated in the projector-based augmented 
reality society. The method works with any types of projectors while the previous 
methods suppose to use a particular (usually expensive) projector such as IR projector 
and DLP projector. 

This paper proposes a new pattern embedding technique for dynamic geometric 
correction in projector-based augmented reality. Our method is inspired by the 
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complementary patterns proposed by Vieira et al. [13]. The main difference lies in 
the fact that the pattern images in this paper are modulated into the AR images by 
adding/subtracting a certain value (brightness or color) to the pixels of the aug-
mented reality image.  

2   Estimation of Dynamic Surface Geometry 

For projecting an image onto non-planar projection surface without image distortion, 
the surface geometry should be known [7]. Especially, when the geometry of the 
projection surface varies in time, the process of estimating the surface geometry 
should be performed in real-time. The previous structured light techniques [11] are 
good for the purpose of real-time geometry estimation. However, they cannot be di-
rectly applied to augmented reality because the structured light (pattern image) pro-
jected together with augmented reality image may visually distort the augmented 
reality image. Thus, we propose a novel method for recovering the dynamic surface 
geometry. In our method, a predefined pattern image is embedded into augmented 
reality image such that the pattern image is not noticeable subjectively but detectable 
using a simple image processing algorithm. The detected pattern image can be di-
rectly used for recovering the dynamic surface geometry. 

2.1   Embedding and Detecting Pattern Images  

Given a sequence of augmented reality images, we can embed a pattern image by 
adding and subtracting a certain value (brightness or color) to the pixels of odd and 
even frames of the sequence respectively (see Fig. 1). The pattern image would be 
externally invisible when the frame rate of the sequence is doubled because the in-
crease and the decrease in the pixel value are offset by the characteristic of the human 
vision system (persistence of vision).  

Note that the degree of the invisibility varies according to the magnitude or the 
kind of the variation of the pixels. In general, a large variation makes the pattern im-
age robust to noise but noticeable while a low variation makes the pattern image 
completely invisible but weak to noise. Humans are sensitive to the variation of 
brightness but less sensitive to that of color [6]. Especially, humans are least sensitive 
to the variation of blue color. Experimentally, the variation of 50~60 in the blue chan-
nel is desirable. If the projection surface geometry is changed in time, the pattern 
image is not completely invisible any more. However, if the change is slow or at long 
intervals, the pattern image would be unnoticeable and our method is still useful. The 
difference between the odd and even frames may also affect the visibility of the pat-
tern image. However, the variation between the successive frames is usually very 
small and thus ignorable. 

Subtraction operation can be used for extracting the embedded pattern images from 
the odd and even frames as shown in Fig. 2. After subtraction, the resulting image 
could be noisy so the median filtering is applied to the image. In our experimental 
environment, these simple operations resulted in the pattern images with high quality. 
More sophisticated algorithms may be employed under ill-conditioned experimental 
environments. 
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Fig. 1. Pattern embedding. The complementary pattern images are embedded into the odd/even 
frames. If the pattern-embedded odd and even frames are projected alternatively at a doubled 
frame rate, the complementary pattern images would be compensated subjectively and thus 
invisible. 

 

Fig. 2. Pattern detection. The embedded pattern images are extracted by the absolute difference 
between the corresponding odd and even frames. 

2.2   Surface Geometry Recovery 

Once the projectors and the camera are calibrated using a variant of the Zhang’s cali-
bration method [13, 14], the projection surface geometry is recovered using a simple 
binary-code method based on temporal coding [11] and a linear triangulation method 
[5]. A set of patterns are successively projected onto the surface and imaged by a 
camera. The codeword for a given pixel is usually formed by the sequence of illumi-
nation value for that pixel across the projected patterns. The correspondences between 
the projector input images and the camera images are found based on the codeword 
[11]. Finally, their 3D position is computed by applying triangulation to the corre-
sponding pixels in the projector input image and the camera image. The surface is 
represented with triangular meshes generated by using the recovered 3D points. 

The temporal coding method requires several pattern images to be projected, which 
implicitly supposes that the surface geometry is static. However, even if the surface 
geometry varies in time, this mechanism is still useful if the variation is not large [11]. 
Therefore, it is assumed that the surface geometry varies slowly in time in this paper. 
This limitation would be mitigated if another method which can recover the surface 
geometry using a single pattern image is employed at the risk of being unreliable [11]. 
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3   Geometric Correction 

Because the projection surface is represented piece-wise planar (with triangle meshes) 
as aforementioned, the geometric relationship between projectors, camera, and the 
projection surfaces can be explained by homographies [1, 7, 12]. The Discrete Linear 
Transform (DLT) algorithm can be used to calculate homographies between the pro-
jectors and the camera (or user’s viewpoint) via the triangle meshes. More sophisti-
cated algorithms can be used for obtaining a reliable solution [10]. If the projectors, 
cameras are calibrated and the projection surface geometry is known, it is possible to 
warp the projection image using the homographies to be undistorted in an arbitrary 
viewpoint [7].  

An arbitrary viewpoint image m  can be synthesized by projecting the points M  
on the projection surface onto the viewpoint image plane as 

[ ]MtRAm cam=  (1) 

where camA  indicates the intrinsic matrix of the camera, R  and t  are specified by 

the position of the viewpoint. In order to get the observed image m  equal to the de-

sired image desiredm , we need to prewarp the projector input image. The homography 

H  describes the relationship between the projector input image (the desired image) 
and the viewpoint image via the projection surface as  

desiredHmm = . (2) 

If we prewarp the projector input image as 

desiredprewarped mHm 1−= , (3) 

then, the projection image is undistorted in the viewpoint as 

desireddesireddesiredprewarped mmHHmHHHmm =
−

=
−== )( 1

()
1 . (4) 

4   Experimental Results and Discussion 

A projector (SONY VPL-CX6) and a camera (PointGrey Dragonfly Express) were 
used in our experiments. They were synchronized to enable the camera to capture the 
image projected by the projector without frame loss. The images were at a resolution 
of 640 by 480 pixels.  

In general, projection surfaces are not completely white so the augmentation may 
be modulated by the color of the surface. In our experiments, the projection surface 
was covered with color-textured sheets to emphasize the color distortion as shown in 
Fig. 3(d). However, the color distortion could be easily compensated using the 
photometric adaptation method [4]. With our framework, therefore, it was possible to 
project augmented reality images onto dynamic surfaces without both geometric and 
radiometric image distortion. 
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(a)

(b)

(c)

(d)                                (e)                               (f)                                (g)  

Fig. 3. Results of recovering the surface geometry using the binary-code method combined 
with the pattern embedding method. (a) projector input image in which the pattern images are 
embedded (top images: even frames, bottom images: odd frames), (b) images captured by a 
camera after projecting the projector images (top images: even frames, bottom images: odd 
frames), (c) the pattern images extracted from the camera images, (d) convex and color-
textured screen used in our experiments, (e) image which visually represents the codes com-
puted from the pattern images, (f) recovered geometry represented by triangular meshes, (g) the 
projection image which is distorted geometrically and radiometrically. 

Figure 3 shows the process of recovering the surface geometry using the binary-
code method combined with the pattern embedding method. One could not notice 
the existence of the pattern images when the even and odd frames in Fig. 3(a) were 
projected alternately at 60 frames per second. As shown in Fig. 3(c), however, the 
pattern images could be extracted from the absolute difference between the even 
and odd frames of the camera images in Fig. 3(b). The codewords, which  
were obtained from the sequence of the pattern images, were visually represented in 
Fig. 3(e). The correspondences between the projector image and the camera image 
were computed based on the codewords. The triangular meshes in Fig. 3(f) were 
obtained by applying a linear triangulation method to the correspondences. 
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When an image was projected onto a nonplanar and color-textured surface or 
whenever the surface geometry was changed, the resulting projection image was dis-
torted geometrically and radiometrically as shown in Fig. 3(g). After performing the 
process of the surface geometry recovery, the geometric correction method and the 
radiometric compensation method [4] were applied to the projector input image to-
gether. Figure 4 shows the results of compensating the geometric and radiometric 
image distortion of the projection. At a given viewpoint, both the geometric image 
distortion and radiometric image distortion were completely compensated in the pro-
jection as shown in Fig. 4(b). 

 

  
(a) 
 

  
(b) 

Fig. 4. Results of compensating the geometric and radiometric image distortion of the projec-
tion. (a) geometric compensation only, (b) radiometric compensation combined. The right 
images are the projector input images which are modified for geometric or radiometric com-
pensation in advance. 

Figure 5 and 6 show the results of adapting the projection to the dynamic change of 
the projection surface geometry. In the beginning, the geometric and radiometric 
image distortion of the projection in Fig. 5(a) was completely compensated in  
Fig. 5(c). When the surface geometry was changed, the projection was distorted again 
as in Fig. 6(a). The change could be recognized from the shape of the meshes in  
Fig. 5(b) and Fig. 6(b). However, the distortion was disappeared (compensated by the 
implicit process) immediately as shown in Fig. 6(c). The projector input image was 
continuously modified for adapting to the dynamic change of the projection surface 
geometry as shown in Fig. 5(d) and Fig. 6(d). 
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(a) Without any processing (b) Reconstructed 3D mesh 

  

  
(c) With geometric correction and ra-
diometric compensation 

(d) Modified projector input image 

Fig. 5. Initial compensation of the geometric and radiometric image distortion of the projection 

  
(a) Re-distortion by the change of the 
projection surface geometry 

(b) Reconstructed 3D mesh 
 

 

  
(c) With geometric correction and ra-
diometric compensation 

(d) Modified projector input image  

Fig. 6. Adaptation to the change of the projection surface geometry. The projection is distorted 
by the change of the surface geometry for a while, but the projection is adapted immediately. 
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Comparing with Fig. 5(c) and Fig. 6(c), the projection looks like unchanged and 
one could not notice the change of the projection surface. 

5   Conclusion 

In this paper, we provided a simple and robust method for projecting augmented real-
ity image without geometric image distortion onto dynamic surfaces. For this purpose, 
a new technique for embedding pattern image into the augmented reality image and 
thus making the pattern image invisible was proposed and its effectiveness was shown 
through the experimental results. 

For projector-based augmented reality systems, radiometric compensation for  
dynamic surfaces is another crucial part. Fujii’s method is available only when the 
optical characteristics of the projector and camera are not changed [4]. Of course, 
real-time radiometric compensation of the projection would be possible by embedding 
color pattern images into AR images even when the optical characteristics of the cam-
era are changed. However, the simultaneous geometric and radiometric compensation 
requires too many pattern images to be embedded. Currently, we are trying to reduce 
the number of pattern images. 
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Abstract. Most moving object detection methods rely on approaches
similar to background subtraction or frame differences that require
camera to be fixed at a certain position. However, on mobile robots,
a background model can not be maintained because of the camera mo-
tion introduced by the robot motion. To overcome such obstacle, some
researchers proposed methods that use optical flow and stereo vision to
detect moving objects on moving platforms. These methods work un-
der a assumption that the areas belong to the interesting foreground
moving objects are relatively small compare to the areas belong to the
uninteresting background scene. However, in many situations, the mov-
ing objects may approach closely to the robot on which the camera is
located. In such a case, the assumption of small foreground moving object
will be violated. This paper presents a framework which shows that the
small foreground moving object assumption could be relaxed. Further, it
integrates the observations in motion field and image alignment to pro-
vide a robust moving object detection solution in unconstrained indoor
environment.

1 Introduction

The conventional video surveillance cameras are cheap and easy to distribute,
however, their effectiveness are restricted by limited human resources to observe
the possible irregular or suspicious events. The governments and security agen-
cies are increasingly exploring the potential of ”intelligent video surveillance” to
compensate the inadequacy of human resources. As a result, The goal to build
smart video surveillance systems has become one of the main research topics
for many academic and business agencies particularly of those that focus their
research on computer vision related issues.

The Video Surveillance and Monitoring(VSAM) [1][2] system founded by
Carnegie Mellon University allowed a single operator to monitor a cluttered
environment using multiple cooperative cameras. Pfinder [3] of MIT used a
multi-class statistical model of color and shape to obtain a 2D representation of
human hand and head to track people and interpret the tracked people’s behav-
iors in a wide range of viewing conditions. Video Surveillance cooperations such

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 591–600, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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as ObjectVideo and iOmniScient have extended further the video surveillance
techniques to commercialized autonomous surveillance systems that monitored
diversified areas such as airport, railways, museums, landmarks, and borders in
applications from intruder detections to abandoned object detection.

Recently, the trend of video surveillance systems has shifted from conven-
tional fixed camera frameworks to more flexible, distributed mobile platforms,
for example, self-guided security robots. To estimate the 3D camera motion(the
ego-motion), Irani [4][5] computed the dominant 2D parametric motion between
two frames to register the images to remove all effects of camera rotation and
then used the epipolar field and the computed 3D translation along with the
detected 2D parametric motion to recover the 3D camera motion. Lowe [6] used
scale-invariant feature transform(SIFT) that are invariant to image translation,
scaling, and rotation to be landmarks suitable for mobile robot localization and
map building applications. Talukder [7][8] established a framework of moving
object detection from moving vehicles using dense stereo and optical flow in a
dynamic scene. However, conventional video surveillance topics such as moving
object detection, tracking, human motion analysis, or activity recognition have
became even tougher on the moving platform due to the special nature of moving
camera circumstances.

In this paper, our framework relaxed the small foreground assumption to
allow the moving object to move closely to the robot. This framework utilizes
stereo and optical flow information to detect mismatches between the predicted
and observed optical flow [9] and integrates optical flow and image alignment
observations to provide robust moving object detections on moving platforms.

In section 2, we explain the ego-motion estimation process that is reliable
under dynamic indoor environment. In section 3, the optical flow mismatch de-
tection and its integration with image alignment to detect moving object is
presented. The experimental results on odometry estimation and moving object
detection are shown in section 4. Finally, we conclude the result and discuss the
future works in section 5.

2 Ego-Motion Estimation

Under the assumption that there is only one, rigid, relative motion between the
camera and the observed scene, and the illumination conditions do not change
abruptly, the camera ego-motion could be realized by establishing the relation
between the 2D optical flow [u v], the 3D object point P , and the relative 3D
motion between P and the camera center C.

2.1 Velocity Field Projected Model

The 3D displacement of the observed scene as well as the 3D displacement of
a rigid object in the Cartesian coordinates can be modeled by camera rotation
and translation of the form

P ′ = RP + T (1)
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where R is a 3× 3 rotation matrix, T = [Tx Ty Tz]T is a 3D translation vector,
and P = [X Y Z]T and P ′ = [X ′ Y ′ Z ′]T denotes the coordinates of an object
point at time t and t′ in the 3D scene with respect to the center of rotation.
By expressing the rotation matrix in terms of the Eulerian angles, θ, ψ, and φ
that denote arbitrary rotations in the 3D space about the X , Y , and Z axes
respectively, we can form the displacement model in the form⎡⎣X ′

Y ′

Z ′

⎤⎦ =

⎡⎣ 1 −∆φ ∆ψ
∆φ 1 −∆θ
∆ψ ∆θ 1

⎤⎦⎡⎣X
Y
Z

⎤⎦ +

⎡⎣Tx

Ty

Tz

⎤⎦ (2)

By taking the time derivative of the 3D displacement model, the 3D velocity
model can be obtained to represent the velocity of a point X in the 3D space as⎡⎢⎣ Ṽx

Ṽy

Ṽz

⎤⎥⎦ =

⎡⎣ 0 −Ωz Ωy

Ωz 0 −Ωx

−Ωy Ωx 0

⎤⎦⎡⎣X
Y
Z

⎤⎦+

⎡⎣Vx

Vy

Vz

⎤⎦ (3)

where Ω = [Ωx Ωy Ωz]T is the angular velocity vector and V = [Vx Vy Vz ]T is
the translational velocity vector. For perspective cameras with focal length f ,
the 2-D image plane projection, p = [x y]T , of the 3D object point in space,
P = [X Y Z]T , is

x =
fX

Z
, y =

fY

Z
(4)

Equation (4) is time derived on both sides to obtain the relation between the
velocity of P in space and the corresponding velocity of p, 2D optical flow [u v],
on the image plane,

u =
1
Z

(f
dX

dt
− x

dZ

dt
), v =

1
Z

(f
dY

dt
− y

dZ

dt
). (5)

Further, using equation (3) and (5), the relation between the 2D optical flow
[u v], the 3D object point P , and the relative 3D motion between P and the
camera can be obtained

u =
1
Z

(fṼx − xṼz)

=
f

Z
(ΩyZ −ΩzY + Vx)− x

Z
(ΩxY −ΩyX + Vz)

=
f

Z
Vx −

x

Z
Vz −

xy

f
Ωx +

(f2 + x2)
f

Ωy − yΩz . (6)

v =
f

Z
Vy −

y

Z
Vz −

(f2 + y2)
f

Ωx +
xy

f
Ωy − xΩx.

or expressed in matrix form[
u
v

]
=

1
Z

[
f 0 − x
0 f − y

]⎡⎣Vx

Vy

Vz

⎤⎦ +
1
f

[
−xy (f2 + y2) −fy
−(f2 + y2) xy fx

]⎡⎣Ωx

Ωy

Ωz

⎤⎦ (7)
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2.2 Robust Model Parameter Estimation

The assumption that there is only one, rigid, relative motion between the cam-
era and the observed scene can not be hold with the presence of moving objects.
The moving pixels, outliers, that are introduced into the image plane by the
foreground moving objects are useless in the computation of the 6-Degree of
freedom ego-motion parameters. Most approaches handle such exception by as-
suming the number of moving foreground pixels outliers are relatively fewer than
that of the static background pixels inliers. These methods therefore use as much
of the data as possible to obtain an initial solution and then eliminate the invalid
data points iteratively by minimum least square distance function. However, in
surveillance applications such as indoor surveillance robot, the moving object
could approach closely to the robot on which the camera is located and violate
the assumption.

To eliminate the erroneous effects introduced by the outliers and to determine
a set of useful inliers, a robust estimation algorithm is essential to apply. There
are many robust algorithms available but they are different on their abilities to
resist large proportion of outliers. In our case, the presence of closely moving
objects introduce large number of outliers. Conventional methods such as least
mean-square error (LMSE) are prone to error especially at the presence of out-
liers. Therefore, algorithms such as RANdom SAmple Consensus (RANSAC),
which use as small an initial data set as possible and enlarges this set only when
better estimation can be obtained, are better applied in our case.

First, RANSAC randomly select a sample of s minimal data points from the
complete data set S and use the sample set to instantiate the initial motion
parameters. With these initial motion parameters, the number of data points
Si that are fitted with the motion parameters within a distance threshold t is
recorded. Then, after repeated this process N times, the largest consensus set
Si that has the largest number of within distance data points is selected and the
corresponding motion parameters is determined as the ego-motion parameters
of the moving platform.

In our implementation, the number of trials N , is computed so that

N = log(1− p)/ log(1− (1− ε)s). (8)

where s is set to 3, the minimum number of sample points needs to estimate the
motion parameters. We choose p to be 0.99 to make sure a probability of 99%
that at least one of the s random sample data points is an inlier can be achieved.

3 Moving Object Detection on the Move

Optical flow computation involves estimates of the motion field under the the
data conservation and spatial coherence constraints. However, in unconstrained
real environment, the brightness constancy and spatial smoothness assumptions
are frequently violated because of the presence of multiple motions in the ob-
served image sequences. To address such violations, the framework proposed by
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Black [9] that has been proven to work well in such cases is chosen to be utilized
in our implementation.

The moving object detection on the move involves the extraction of moving
objects from the 2D optical field which corresponds to the projection of the
3D velocity filed on the 2D image plane where the 2D motions are generated
by the imaged dynamic object movement in the scene or by the motion of the
robot platform on which the camera is placed. To fix the 2D motion generated
by the camera ego-motion and identify the optical flow discontinuously caused
purely by the object movement in the scene, the predicted optical is estimated
using motion parameters obtained from the ego-motion estimation to detect the
motion field discontinuities between the predicted and observed optical flow,
estimated from the observation of consecutive frames.

Detect moving object with the discontinues on motion filed alone would some-
times generate incomplete detection result because of similar camera and object
motion that produce non-obvious responses on motion filed discrepancies. There-
fore, the information of discontinuities detected in motion field and image align-
ment are integrated to enhance a more complete detection result.

3.1 The Discontinuities in Motion Field

To fix the 2D motion generated by the camera ego-motion, the predicted opti-
cal flow could be computed using equation (7) along with the camera intrinsic
parameters. For a given reference image frame I(t) at time t, the discontinuities
in the motion field that represent the projected 2D motion which introduced
purely by the dynamic object movement in the 3D scene are then given by the
differences between the predicted and observed optical flows

ui = ue
i − uo

i ,

vi = ve
i − vo

i . (9)

where i = 1 . . .N , the total number of pixels of image I(t), [ue
i ve

i ] is the predicted
2D optical flow of pixel pi along its x and y directions, respectively, [uo

i vo
i ] is

the observed 2D optical flow of the same pixel pi, and [ui vi] is the resulting
discontinuity magnitude between the predicted and observed optical flow.

3.2 The Discontinuities in Image Alignment

The discontinuities in image alignment is computed to integrate with the mis-
matches between the predicted and observed optical flow to promise highly ac-
curate moving object detections in the observing image sequences. For each
consecutive image frame pairs I(t) and I(t− 1), the discontinuities fi(t) at time
t of each pixel pi at coordinate (x, y) in image alignment could be obtained by

fi(t) = I(x + ue
i , y + ve

i , t + 1)− I(x, y, t). (10)

where I(x, y, t) is the intensity value of pixel pi at coordinate (x, y) in the image
plane at time t.
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3.3 Discontinuity Integration Using Gaussian Modeling

The information of discontinuities detected in motion field and image alignment
are integrated to allow highly accurate detection of moving object on the move.
The optical flow magnitude di of pixel pi is quantized into L empirical decided
levels to qi by

qi = !diL

D
� (11)

where di =
√

u2
i + v2

i , and D is the maximum magnitude of di, where i = 1 . . .N .
In our case, we quantized the magnitude to 11 levels. Using the quantized optical
flow, the image I is segmented into K regions

I =
K⋃

k=1

Rk (12)

where Rk = {pk
1 , pk

2 , . . . , p
k
n} with constraints that all pixels pk

i in Rk are four
connected and qk

1 = qk
2 = . . . = qk

n. Next, a gaussian model is used to model the
histogram of fi of image I to obtain the standard deviation σ and mean m of
fi. A region Rk is identified as moving object if

∃fk
i −m > 1.96σ and qk

i > t (13)

where t is an empirical decided threshold value.

4 Experimental Result

In our experiments, the Digiclops stereo vision device is used to obtain scene
structure of the observed scene. The Digiclops establishes correspondences be-
tween images using the sum of absolute differences correlation method with a
correlation mask size which is set to 11×11 in our case. To ensure a highly accu-
rate scene structure estimation, Digiclop sub-pixel interpolated surface, texture
and uniqueness validation constraints are applied in our experiments to filter
out uncertain scene structure estimations. In the parameter settings, the tex-
ture validation determines whether disparity values are valid based on levels of
textures in correlation mask; the uniqueness validation determines whether the
best match for a particular pixel is significantly better than other matches within
the correlation mask; the surface validation validate regions of a disparity image
based on an assumption that they must belong to a likely physical surface in the
image.

4.1 Ego-Motion Estimation

Both LMSE and RANSAC are implemented with Black and Kanade-Lucas-
Tomasi(KLT) optical flow trackers to compare their performance. It can be
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seen from Fig.1(a)(b)(d)(e), LMSE tend to mistakenly mark foreground mov-
ing pixels as inliers and use them in the Ego-Motion Estimation. In contrast,
RANSAC is resistance to these foreground motions and use only background
pixels to estimate the Ego-Motion.

In addition, we have observed that, in some cases as those shown by Fig.1(c)(f),
Black’s optical flow algorithm outperforms the KLT method. This could due to the
locality constraint imposed by Black’s optical flow algorithm and this constraint
helped Black’s optical flow to resist lighting variation between frames. Therefore,
the combined use of Black’s optical flow and RANSAC are applied in all of our
experiments.

(a) (b) (c)

(d) (e) (f)

Fig. 1. The ego-motion estimations using different feature matching and estimation
pairs are compared (a) KLT + LMSE (b) KLT + RANSAC (c) Detection result using
KLT + RANSAC (d) Optical Flow + LMSE (e) Optical Flow + RANSAC. (f) Detec-
tion result using Optical Flow + RANSAC. The green areas are the inliers and the
blue areas are outliers. Only inliers are used in the ego-motion computation.

4.2 Integrated Moving Object Detection

The discontinuities between the observed and estimated optical flow could be
used to locate the foreground moving object which does not belong to the static
background scene. As shown in Fig.2, with the presence of object motion and
camera motion, the area of moving objects could be clearly seen from the re-
sponses of mismatches between the observed and estimated flow. Motions with
different intensities and directions are depicted in black vectors that are plotted
in five pixels intervals. The red pixels are corresponding to invalid scene structure
computation due to Digiclop validation constraints.

The information of discontinuities detected in motion field and image align-
ment are integrated to enhance a more complete detection result as shown at
Fig.3. However, the hand motion are filtered out in the scene structure estimation
preprocess because of the unstable stereo matching on hand area.

In Fig.4, a robust and complete detection result could be generated even
with the presence of significant object motion that occupied most areas of the
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(a) (b) (c) (d)

Fig. 2. (a) the original image (b) the observed optical flow using Black’s method(c) the
estimated optical flow computed using ego-motion parameters (d) the discontinuities
between the observed and estimated optical flow

(a) (b) (c) (d)

Fig. 3. (a) the discontinuities between the observed and estimated flow (b) the detected
result on motion filed discontinuities (c) the discontinuities on image alignment (d) the
detected result on integrated discontinuities

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 4. From (a) to (h), a moving object approaching the camera at the presence of
camera motion

image. In most other proposed algorithms, this usually generate false ego-motion
estimation and therefore produce incorrect object detection result.

The experiment is further deployed on the Pioneer-DX3 mobile platform to
detect moving object on the move in unconstrained environment as shown in
Fig.5.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Fig. 5. In these video sequences, the camera installed robot was moving toward the
walking person. From (a) to (d), the forward moving robot detected a person walking
across the scene; from (e) to (h), the robot accurately detected the body of the person
and the car that he was pushing; from (i) to (l), the robot can still provide accurate
detection result when the person was walking toward it.

5 Conclusion and Future Works

In this paper, we integrated the stereo and optical flow information to pro-
vide moving object detection ability for moving robot platforms. The inspiring
results encouraged us to extend our current research to applications such as sus-
picious human movement detection, people pursing, and gesture commanding
on the move. However, because of the time consuming optical flow estimation,
our current framework can not be executed on real time. To make the framework
practical, a real time robust optical flow estimation will be needed. Further, an
efficient and reliable stereo matching algorithm should also be developed to relax
current validation constraints imposed by the Digiclop stereo vision device.
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Abstract. Detection of visual landmarks is an important problem in
the development of automated, vision-based agents working on unstruc-
tured environments. In this paper, we present an unsupervised approach
to select and to detect landmarks in images coming from a video stream.
Our approach integrates three main visual mechanisms: attention, area
segmentation, and landmark characterization. In particular, we demon-
strate that an incorrect segmentation of a landmark produces severe
problems in the next steps of the analysis, and that by using multiple
segmentation algorithms we can greatly increase the robustness of the
system. We test our approach with encouraging results in two image sets
taken in real world scenarios. We obtained a significant 52% increase in
recognition when using the multiple segmentation approach with respect
to using single segmentation algorithms.

1 Introduction

Vision is an attractive option to provide an intelligent agent with the type of
perceptual capabilities that it needs to deal with the complexity of an unstruc-
tured natural environment. The robustness and flexibility exhibited by most
seeing beings is a clear proof of the advantages of an appropriate visual sys-
tem. In particular, the selection and detection of relevant visual landmarks is a
highly valuable perceptual capability. In effect, the ability to select relevant vi-
sual patches from an input image, such that, they can be detected in subsequent
images, is a useful tool for a wide variety of applications, such as video editing,
place and object recognition, or mapping and localization by a mobile agent.

In this paper we present an unsupervised method for the automatic selection
and subsequent detection of suitable visual landmarks from images coming from
a video stream. To achieve this goal, we frame the problem of landmark detection
as a pure bottom-up process based on low level visual features such as shape,
color, or spatial continuity. The goal is to select interesting, meaningful, and
useful landmarks.

We base our approach on the integration of three main mechanisms: visual
attention, area segmentation, and landmark characterization. Visual attention
provides the selection mechanism to focus the processing on the most salient
parts of the input image. This eliminates the detection of irrelevant landmarks
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and reduces computational costs significantly. Area segmentation provides the
detection mechanism to delimite the spanning area of each salient region. This
spanning area defines the scope of each relevant landmark. Finally, the landmark
characterization mechanism provides a set of specific features for each landmark.
These features allow the system to recognize and distinguish each landmark from
others in subsequent images.

Considerable effort has been put on finding solutions to each of the individual
visual mechanisms mentioned above. Interesting results have been found [13] [11],
but the interaction of these steps has not been deeply pursued. In our study, we
compare the set of landmarks detected in a image with a database of previously
stored landmarks. In this case, a poor integration of attention, segmentation,
and characterization reduces the efficiency and robustness of the algorithm.

In particular, we believe that an incorrect segmentation of a landmark pro-
duces severe problems in the next steps of the image analysis. An inaccurate
segmentation may cause that the characterization of the landmark is imprecise,
more complex, or even erroneous. For example, an incorrect segmentation of a
landmark, that includes parts of the background in the segmented area, may
lead to situations where the system only detects the landmark when the specific
background is present, or even worse, can lead to situations where the system
confuses the landmark with parts of the background image.

This paper addresses the integration problem, focusing on the segmentation
problem mentioned above. Our hypothesis is that no segmentation algorithm can
work correctly in every situation, so multiple segmentation algorithms need to be
used to obtain a correct landmark from the attended spot. The best segmentation
can then be used in the future to avoid the mentioned problems.

This document is organized as follows. Section 2 provides background infor-
mation and describes previous work on the three processing steps mentioned.
Section 3 presents the proposed method and relevant implementation details.
Section 4 presents our empirical results. Finally, Section 5 presents the main
conclusions of this work and future work on this topic.

2 Previous Work

In the computer vision literature, there is an extensive list of works that individ-
ually target the problems of attention, segmentation, and characterization. We
briefly review some relevant works in each area. We also review some relevant
works in the area of landmark selection and detection.

Attention is the process of selecting visual information from an image based
on a measurement of saliency. Previous work in this area includes several mod-
els of visual attention. Tsotsos et al. [12] selectively tuned neuron models at the
salient location with top-down mechanisms, and winner-take-all networks. Itti et
al. [4] introduced a model for selecting locations from a saliency map according
to decreasing saliency. Sun and Fisher [11] extended Duncan’s Integrated Com-
petition Hypothesis [2] with a framework for location-based and object-based
attention using grouping.
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Segmentation is the process of identifying regions of an image that share
some common characteristics like color, texture, shape, etc. There are many
techniques used in segmentation and a lot of research is being done in the topic
every day. Common approaches to the problem include thresholding, cluster-
ing, region growing, and boundary-based techniques. Given space constraints,
we refer the reader to [8] for a comprehensive overview and comparison of seg-
mentation methods.

Characterization is the process of finding a set of descriptors or features that
provide an easy and robust identification of each landmark. Several algorithms
have been used for this purpose; structural descriptions [1], texture and color
descriptors (such as histograms) [9], among others. One of the most relevant
trends in this area tries to find the presence of stable features in the input
image. These features should be stable even with slight variations on the input,
such as, changes in lighting conditions, field of view, or partial occlusions. This
approach became very popular after Harris and Stephens [3] presented their
corner detector. Recently, Lowe [6] presented a refinement of this idea, called the
Scale Invariant Feature Transform (SIFT), which achieved a lot of popularity in
recent years due to its success in several applications.

In the context of landmark selection and detection, most of the previous ap-
proaches focus mainly on the detection problem [10]. In these cases, the selection
process operates in a supervised way using visual models for specific, manually
selected, landmarks. Recently, Karlsson et al. [5] presented a solution for the
robot localization and navigation problem based on SIFT features. This system
is capable of creating visual landmarks dynamically and of recognizing these
landmarks, afterwards, with enough robustness to provide real-time robot local-
ization. In contrast to our approach, this work does not use attention mechanisms
and a landmark is characterized by the SIFT features of the complete image.
Walther et al. [14] used a similar approach to detect moving objects with a
remotely operated underwater vehicle equipped with a video camera. The influ-
ence of saliency on recognition was also proven by Walther et al. [13], but the
influence of the segmentation process has not been determined yet.

3 Our Approach

As mentioned earlier, our goal is to create an unsupervised method for the se-
lection and subsequent detection of visual landmarks. We believe that a correct
segmentation can help to avoid false detections and wrong data associations.
Our hypothesis is that no single segmentation algorithm may provide enough
robustness to achieve satisfactory results.

In this section, we present a method that integrates landmark selection, via
attention guided search for salient image locations, and landmark detection, via
multiple segmentations around the relevant image locations. As an additional
step, each segmented landmark is characterized by a set of highly discriminative
visual features that facilitates detection and avoids problems related to wrong
data associations. We explain in detail each of the main steps of our approach.
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3.1 Attention

We use the bottom-up saliency map of Itti et al. [4] to extract salient locations
from an input image. In our implementation, we modify the original algorithm by
introducing an adaptive scheme that dynamically selects an appropriate number
of relevant salient locations. We select this algorithm because of its emulation
of primate attention mechanisms, which provides landmarks that are consistent
with the kind of objects a human being would find important. This feature
facilitates the evaluation of the relevancy of the detected landmarks. A brief
explanation of the algorithm follows.

Each image is processed to extract multi-scale maps of orientation, intensity,
and color. After computation of center-surround differences, the algorithm cre-
ates feature maps for each scale. These maps are then combined to form a color
map, an intensity map, and an orientation map. The maps are grayscale repre-
sentations, where bright areas mean highly salient locations. A single saliency
map is obtained by merging these individual conspicuity maps. Once the saliency
map has been extracted a winner-take-all (WTA) neural network is used to ex-
tract the image coordinates of the center of the most salient location. Then an
inhibition-of-return method is applied to prevent the selection of the same lo-
cation multiple times. The WTA neural network iterates several times over the
saliency map obtaining the potential location of the relevant landmarks.

In the original implementation, the algorithm has no limitations on the num-
ber of locations to obtain. The saliency map is normalized after each iteration,
therefore, a new salient location can be found every time. Previous approaches
have fixed the number of locations to find in each image [13]. The problem is
that images from different scenarios produce a highly variable number of relevant
locations, so an adaptive scheme is needed.

In our implementation, we adapt the number of locations detected by limiting
the evolution of the WTA neural network that finds each salient location. The
key observation is that the evolution time required by the network to find a
salient location is proportional to the intensity and distribution of saliency in
the saliency map. In other words, the network will take less time to evolve on
an image with distinctive and interesting objects. In this way, we calibrate the
evolution time on the WTA network according to the distribution of bright
pixels in the saliency map using training images. As a training criteria we use
the average evolution time to match the number of relevant landmarks detected
by a human operator in the training images.

3.2 Segmentation

Although a large amount of research has been made on segmentation, there is
not yet a complete solution to cope with landmark segmentation in unstructured
environments. Every segmentation algorithm can cope with certain situations
but fail to produce an adequate result in others. Since we can not predict the
situations the input can produce a priori, we can use multiple segmentation
algorithms to increase the adaptability and robustness of our landmark detection
algorithm.
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We select two existing segmentation algorithms to find the area defined by the
underlying landmarks. Our goal is to prove that the quality of the segmentation
greatly influences the posterior usefulness of each landmark and that, depend-
ing on the situation, one segmentation criteria can produce a better result than
the other. Both algorithms were selected because of their simplicity and good
computational performance. Each of them relies on highly independent visual
information, therefore, we expect that their behaviors may be different depend-
ing on input conditions. We refer to these two algorithms as the color based
segmentation algorithm and the saliency based segmentation algorithm.

The color based segmentation algorithm is based on a technique proposed in
[7] to segment color food images. The original algorithm includes three main
steps. First, a grayscale image is obtained from the input using an optimal
linear combination of the RGB components found in the pixels around a specific
image location. Then, a global threshold is estimated using a statistical approach.
Finally, a morphological operation is used to fill possible holes that may appear
in the final segmented area.

In terms of our application, one of the advantages of the previous algorithm
is that it does not segment the full input image but only extracts a single object
from it. Furthermore, one of the main problems of the original algorithm is
finding a suitable image region to calibrate its color model. This is easily solved
in our implementation by automatically calibrating the parameters of the color
model using as foreground the area around a salient location.

The saliency based segmentation algorithm is based on a technique proposed
in [13]. This algorithm was designed to work directly with the attention model
used in our approach, so its application to our case is straightforward. In its op-
eration, the algorithm finds the feature map that has the greatest influence over
the selected part of the saliency map. Since in our case, the feature maps were
already computed, this is done very efficiently. Then, the binary segmentation
is extracted, re-scaled to match the saliency map, and smoothed. The resulting
shape is a good approximation to the area occupied by the underlying landmark,
or at least the part of the object that caught the attention in the first place.
Although this algorithm includes a color saliency map in its process, the color
model differs from the model used by the color based segmentation algorithm.

3.3 Characterization

For the characterization of the segmented patches, we use the SIFT feature
extraction algorithm [6]. This algorithm provides highly discriminative features
that, to some extent, are robust to the presence of affine distortion, noise, changes
of viewpoint, and changes in illumination. Furthermore, when several features
are extracted from a single object, the redundancy in information provides a
robust detection even when only a subset of the features are visible due to
partial occlusion. For details about the algorithm, we refer the reader to the
original paper [6].
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3.4 Integration

To accomplish our goal of unsupervised selection and subsequent detection of
landmarks, we need to integrate the three steps described above. Figure 1 shows
our complete integration scheme.

Fig. 1. Schematic operation of our approach. It integrates attention, segmentation, and
characterization mechanisms for unsupervised recognition of relevant visual landmarks.

An input image is received and then its saliency map is computed by the
attention algorithm. The first salient location is extracted, and the saliency
and color segmentation algorithms are used to extract landmark candidates.
Inhibition of return is calculated from the shape of the segmented landmarks
and applied to the saliency map. This avoids selecting the same location in
posterior iterations. The previous steps are repeated until the time to evolve
the WTA network indicates that there are no more relevant salient regions
to consider.

After the segmentation, SIFT features are extracted for each of the candidate
landmarks. These features are then compared to the features of the landmarks
in our database, which at the beginning of the process is empty. If there is a
match, we modify our record about the number of times the landmark has been
successfully recognized by the system. Otherwise we add both candidates to
the database provided that certain constraints are satisfied. Our premise is to
keep in the database only landmarks that are highly distintive and easy to detect.
According to this, for each landmark we just accept SIFT features whose strength
is about a fixed threshold. Furthermore, we require the number of relevant SIFT
features found in each landmark to surpass a given threshold. In our algorithm,
we require a minimum of 12 SIFT features to add a landmark to the database.
Our experiments indicate that landmarks with fewer features usually do not
produce enough matches to trigger a robust detection.
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4 Results

4.1 Test

We created two different video sequences to test our algorithm. The first sequence
corresponds to 185 images taken from three different rooms inside a house with
a digital camera, at a resolution of 640x480 pixels (See Figure 2a). To test
the robustness of the algorithm we consider images from different viewpoints,
rotations, illuminations, and even blur produced by the motion of the camera.
The second sequence consists of images taken in an indoor office environment
(See Figure 2b). In this case, 875 images where automatically taken by a mobile
robot when it navigated around a large section of corridors and a main hall. This
set of images do not feature much illumination changes but they show moving
objects.

4.2 Results

We independently applied our approach to each of the video sequences mentioned
above. Figures 2a) and b) show images that highlight the typical landmarks de-
tected in each sequence. Figure 2c) shows two landmarks that are aggregated
to the database. Figure 2d) shows the detection of these landmarks in a poste-
rior frame captured from a different position. Rectangles with identification la-
bels are superimposed around new landmarks (ADD) and recognized landmarks
(REC). After processing the full input, we obtained a database containing 258
landmarks for the home test set, divided between saliency landmarks and color
landmarks. The office test set, meanwhile, produced a total of 535 landmarks.
These databases were dynamically created in a complete unsupervised way by
our system.

To test the relevance of using multiple segmentations, we counted the number
of successful recognitions achieved by each segmentation algorithm over each
landmark added to the database. Here, it is important to note that for a given
salient region, each segmentation algorithm provides a different image patch to
define the corresponding landmark.

Figure 3 shows the number of recognitions for some of the landmarks in the
home data set. The differences in the heights of each pair of adjacent bars show
that no segmentation algorithm is clearly the best option. We observed that
in both training sets, recognition results vary considerably depending on the
segmentation algorithm and the attended location.

Next, we compared the recognition results achieved by using both segmen-
tation algorithms together with respect to using each segmentation algorithm
alone. We considered the number of times that each location was recognized
only by saliency landmarks, only by color landmarks, or by both of them. We
counted the case in which both segmentations recognize the landmark as one
detection. The results are shown in Table 1 and Table 2.

These results show that a multi-segmentation approach can add substantial
robustness to the landmark recognition. Although, the cooperative integration
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Fig. 2. a-b) Example images from both test sets. Relevant landmarks on each image are
correctly detected. c) Two detected landmarks are added to the database. d) The two
detected landmarks are recognized in a posterior frame taken from a different position.

Fig. 3. Landmark recognitions for the home data set. Recognition depends on the
segmentation algorithm used.
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Table 1. Landmark recognitions

Segmentation
DataSet Only Saliency Only Color Both

Home 248 270 358
Office 272 275 473

Table 2. Increase in recognition by using both segmentations

Increase
DataSet Over Saliency Over Color Average

Home 44.35 32.59 38.47
Office 73.90 60.34 67.12
Average 59.12 46.46 52.79

of the segmentation algorithms presented here is simple, it results in a significant
52% increase in recognition. More complex integration methods can be devised
to further increase the recognition rate.

5 Conclusions and Future Work

In this work, we presented an unsupervised method to select and to detect land-
marks in images coming from a video stream. Our results indicated that we
achieved two main goals. First, we developed a robust working solution based
on three steps: (i) selection of interesting image locations by means of a saliency
algorithm, (ii) obtention of candidate landmarks using a multiple segmentation
approach, and (iii) characterization of landmarks and their recognition by means
of the SIFT algorithm and a database of previous detections. Second, we demon-
strated that by using multiple segmentation algorithms, we can greatly increase
the robustness of the system.

Our implementation showed a robust operation in real-world video streams
without human supervision. The three main steps of the algorithm provided
the necessary abstractions to obtain landmarks that were automatically selected
and consistently detected in posterior images. Furthermore, the use of a saliency
algorithm that emulates human physiology allowed us to obtain landmarks with
a good correspondence with the underlying objects described by a human being.

It was shown that recognition results were in fact greatly influenced by the
original segmentation utilized to generate a landmark. It was also demonstrated
that segmentation algorithms can be very unstable and susceptible to worst-
case scenarios, but that a mix of segmentations originating from different visual
information can provide the necessary synergy to obtain adequate overall robust-
ness. Hence our conclusion is that a multiple-segmentation approach can greatly
increase landmark recognition.

As future work, new segmentation algorithms based on visual cues, such as
depth or texture, can be added to the algorithm to increase its robustness.
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Also, an important addition is to include learning schemes to determine a priori
which segmentation algorithm may perform well in each case. If so, segmentation
algorithms can be activated an deactivated dynamically to save computational
cost and also to diminish the information actually stored in the database. On
other hand, the saliency algorithm, which uses only bottom-up information from
the input image, can be improved by means of top-down information.
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Abstract. We propose a novel surveillance system that uses hybrid camera 
network. The system contains a Stereo Omni-directional System (SOS) and 
PTZ cameras to take the wide range images and face images of enough 
resolution for identification. The SOS can capture both omni-directional color 
images and range data simultaneously in real time. The robust human detection 
methods include robust background subtraction method (RRC), skin color 
segmentation and face tracking method. First, the system detects persons from 
an omni-directional image, and then the detailed face images are obtained with 
the PTZ cameras. The PTZ cameras can track the faces by using the four 
directional features and the relaxation matching. In addition, the system has 
automatic camera position calibration feature. Thus, the user can use the system 
without any troublesome settings. 

Keywords: Surveillance, Stereo Omni-directional System, Hybrid Camera 
Network, Human Detection, Face Tracking. 

1   Introduction 

Rising consciousness of security have reinforced the needs of intelligent surveillance 
camera systems. Demands for surveillance cameras contain two conflicting purposes. 
One is observe wide range images at the same time, and another is to take high 
resolution face images for human identification. A fish-eye lens camera or an omni-
directional camera is used to take the wide range images. However, these cameras 
cannot take images with enough resolution to perform facial recognition. On the other 
hand, pan-tilt-zoom (PTZ) camera can take the high resolution face image. Although, 
PTZ camera has a problem of flameout because the field of view is narrow. To 
address these problems, we integrate the two different types of cameras (the omni-
directional camera and the PTZ camera) to achieve synergistic effect of them. We call 
this hybrid camera surveillance system.  

Stereo Omni-directional System (SOS)[1] that has developed by the authors can 
capture omni-directional color and stereo images in real time with a full field of view 
of 360×360 degrees.  
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Vision-based person detection technology is very important for the surveillance 
systems[2]. Our person detection method includes a robust background subtraction 
method (RRC)[3], a skin color segmentation[4] and a relaxation matching method[5]. 
We realize the robust person detection and tracking feature by integrating these 
methods effectively. 

In addition, the proposal system has an automatic camera position calibration 
feature. It is difficult for the users to calibrate multiple camera systems[6], but the 
system can be used without any troublesome settings. 

2   System Configuration 

2.1   Overview 

A block diagram of the system is shown in Figure 1. Integrated control of the SOS 
and the PTZ camera is possible by means of a single PC.  

A user arranges the PTZ cameras at arbitrary position. The system enters the 
automatic setup phase. In the phase, the positions of the PTZ cameras are 
automatically detected by the SOS.  

In the surveillance phase, persons are detected from the SOS image. Regions of the 
persons are detected by integrating the background subtraction and skin color 
detection. 3-D positions of the persons can be determined by using omni-directional 
range data provided from the SOS. The PTZ cameras point the detected persons and 
track their movement by using robust face detection methods. In this way high 
resolution detailed face images are acquired. 
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Fig. 1. Block diagram of the proposed system. 4.25 Gbps optical fibers connect the SOS and 
the PC. The images of PTZ cameras are captured by analog NTSC signals. Pan, tilt and zoom 
of the PTZ cameras are controlled from the PC via an RS232C connection. 

2.2   Stereo Omni-directional System (SOS) 

Figure 2 shows a photo of the external appearance of the SOS[1]. The SOS is a novel 
camera system capable of real-time, high-resolution capture of omni-directional color 
images and range information, without any blind spots, in an extremely compact 
design. 
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Fig. 2. Stereo Omni-directional System (SOS). 17cm diameter sphere consist of 36 CCD 
cameras. 

The basic structure of the SOS consists of a regular dodecahedron (12 faces), with 
a three-camera stereo unit located on each face (making a total of 36 cameras). It is a 
problem that the size of a camerahead becomes excessively large when stereo camera 
units are arranged in such a regular-dodecahedron fashion. To address this problem, 
the three cameras of each stereo camera unit are mounted on a T-shaped arm, and by 
arranging the base planes of the stereo camera units so that they crisscross one 
another, we have ensured that and downsizing is possible while keeping a constant 
stereo baseline. 

Each camera mounted to the stereo unit is on the same plane, and the optical axis 
of each is mutually parallel to the others. And the center camera is placed at right 
angles to the other two cameras so that their 75-mm base lines intersect at the center 
camera. In this way, each stereo unit satisfies the epipolar constraint; as a result, the 
processing cost of searching for corresponding points is decreased. Stereo calibration 
is performed for each stereo unit in terms of individual units, and the influence of lens 
distortion and misalignment between cameras is eliminated by software. 

3   Object Detection by Using a SOS 

This section describes the objects detection methods from omni-directional color and 
range images acquired by the SOS. The method consist the background subtraction by 
using RRC, color segmentation and range image processing.  

4.1   Radial Reach Correlation (RRC) 

Background subtraction algorithms are widely utilized as a technology for 
segmentation of background and target objects in images[7]. In particular, the simple 
background subtraction algorithm is used in many systems for its ease and low cost of 
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implementation. However, because this algorithm relies only on the intensity 
difference, it has various problems, such as low tolerance for poor illumination and 
shadows and the inability to distinguish objects from their background when their 
intensities are similar. In an earlier study we proposed a new statistic, known as 
Radial Reach Correlation (RRC)[3], for distinguishing similar areas and dissimilar 
areas when comparing background images and target images at the pixel level. We 
achieved a robust background subtraction by evaluating the local texture in images. 
Figure 3 shows a comparison of background subtraction methods.  

                                           
(a) Background                 (b) Scene         (c) Simple subtraction   (d) RRC subtraction 

Fig. 3. Comparison of background subtraction method is shown. As for simple background 
subtraction (c), the region of a breast has not been detected because of its brightness 
distributions. Furthermore, shadow is strongly detected. On the other hand, the RRC image (d) 
has detected the person’s region well. There are almost no influences by the shadows. 

4.2   PTZ Camera Detection 

The system has automatic camera position calibration feature. Thus, the user can use 
the system without any troublesome settings. The positions of the PTZ cameras seen 
from the SOS are obtained by the background subtraction by synchronizing with 
driving the mechanism of the PTZ cameras.  

The detailed method of detecting one PTZ camera is described as follows. Jt 
express background subtraction by using RRC when pan and tilt are same position as 
background image. It express background subtraction when pan and tilt are different 
position as background image. t=1,2,3… is frequency of taking images. It and Jt are 
binary images. 0 means background, and 1 means foreground. Pixels in region of the 
PTZ camera in It are 1, in Jt are 0. Binary images Kt are defined as follows. 

ttt JIK ⋅=  (1) 

Kt include region of the PTZ camera and other moving objects such as person or 
noises. Then, other regions are reduced by using multiple images Kt .  

1−⋅= ttt LKL  (2) 

All pixels of image L0 define 1. This operator repeats until connected region in Lt 
becomes one. The connected region is detected as the PTZ camera. 3D position of the  
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   (a) SOS image of different PTZ position.            (b) It  : background subtraction of (a). 

   
     (c) SOS image of same PTZ position.                  (d) Jt  : background subtraction of (c). 

   
     (e) Kt  : candidate region of PTZ camera.             (f) Lt : detection result of PTZ camera. 

Fig. 3.  Detection of a PTZ camera from SOS images. The PTZ camera was set up on a tripod 
of the center of the images. The position of PTZ camera can be detected by the logical 
operation of the subtraction regions. Figure (e) includes other moving objects.  Figure (e) 
includes only PTZ camera.  

PTZ camera is obtained by the range data from the SOS. Figure 4 shows an example 
of automatic detection of a PTZ camera from the SOS. 

4.3   Human Detection 

We use background subtraction, skin color detection and range segmentation for the 
human detection. Background subtraction uses RRC described in 4.1. Skin color 
detection uses normalized-RG color space. Skin color can be modeled very well by 
Gaussian distribution in normalized-RG color space [4].   

The labeling is processed to the background subtraction regions. The labeled 
regions are segmented by using the histogram projected onto Y axis and X axis, 
because these regions include other than the persons. The labeled regions including 
the skin color is detected as the persons. The face regions are chosen from the skin 
regions by using simple geometry arrangement. Figure 5 shows an example of human 
detection. 
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(a) Omni directional color image                          (b) Result of the human detection 
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 (c) Omni directional range image                            (d) Histogram projected onto the floor 

Fig. 5. Process of human detection by using SOS is shown. Figure (b) and figure (c) are 
information captured by the SOS. Highlights in figure (b) are the regions of the background 
subtraction and the skin color detection. Rectangles in figure (b) are face and body detected as a 
person. Figure (d) shows the range information a histogram orthogonally projected onto the 
floor. It is clear from this histogram that 3D position of the person can be detected. 

5   Face Tracking by PTZ Camera 

The PC controls the PTZ cameras and acquires a high resolution face images from the 
face positions detected by the SOS. The pan-tilt-zoom cameras track the face by the 
color segmentation and facial parts detection.  

We use template matching and relaxation method for the facial parts detection[5]. 
The templates need to be robust to changes in shape according to the face direction or 
individuals. Then, we use the four directional features[8]. The four directional 
features consist of horizontal, vertical, upper right, and lower right directional fields. 
Directional detection filters from a face image obtain four directional features. Figure 
6(a) shows four directional features of the facial parts templates. These templates are 
the average of the four directional features of 10 persons facing in 7 directions. The 
 

R-eye L-eye Mouth Nose
Horizontal
Upper right 
Vertical 
Upper left                           

            (a) Templates of facial parts                         (b) Spring connection model of facial parts 

Fig. 4. Facial parts detection by using template matching and relaxation method 
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template matching is difficult to pinpoint a facial parts position uniquely. Since the 
position of facial parts varies by individual or face direction, the concept of spring 
connection as shown in figure 6(b) is applied. We apply the relaxation operations[9] 
to facial parts detection by using the position relation of each face part.  

The detailed method is described as follows. Initial probabilities pik
0 are evaluated 

with the similarities of the template matching by using the four directional features. 

ki

ki
ikp

IT
IT

 
0 ⋅∝   , 1)(max 0 =ik

k
p  (3) 

The four directional features of input image are expressed as Ik. The templates are 

expressed as Ti. i=1, ,4 express the right eye, the left eye, the mouth, and the nose.  

The neighbor facial parts of the facial parts i are set to j=1, ,4( ij ≠ ). Facial 

model defines relative position of facial parts. The relative position of the input is set 
to l. Neighbor probabilities qjl

t are maximum of the product of the Gaussian 
distribution to probability in the position l. 
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 l’ is the whole input face domain. σ is the standard deviation of the Gaussian 
distribution. This is equivalent to the strength of a spring in the spring connection of 
the facial parts. dll’ is the distance between l and l’. Connection probabilities rik

t are 
product of the neighbor probabilities qjl

t. 
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Probabilities pik
t are updated by using the connection probabilities rik

t.  
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Two or more relaxation operations update probabilities pik
t. t shows the number of 

relaxation operation, which is t=0,1, ,τ. τ is repetition of the relaxation operation. 

τ=4 is used. Let the position k with maximum pik
t be the position of the facial parts i. 

An example of the distributions of the probabilities is shown in figure 7.  
This method can detect the face of the right and left 45 degrees and the top and 

bottom 30 degrees. If the probabilities of each facial part are more than threshold, the 
face is correctly detected, and controls the PTZ camera to locate the face at the center 
of the image. The initial zoom rate is set to obtain the standard size according to the 
distance to the face obtained with the SOS. The zoom rate is controlled at the 
following so that the face area obtained from the PTZ camera image may become the 
standard size.  
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Right eye  Left eye    Mouth      Nose Right eye  Left eye    Mouth      Nose

 
(a) Face region                         (b) Initial probabilities                            (c) Updated probabilities 

Fig. 7. The distributions of the probabilities of the template matching to the face region of 
figure (a) are shown in figure (b). Whites indicate high probabilities. The correct positions of 
the facial parts are not clear in probabilities (b). Figure (c) shows the updated probabilities. The 
probabilities of correct positions are emphasized, and the probabilities of different positions are 
controlled. The correct positions are clear in probabilities (c). 

5   Results 

Example of setting up the system around the entrance of the office is shown in figure 
8. A person approaches from the entrance. Figure 8(a) shows the result of detecting 
the person from the omni-directional color image acquired by the SOS. 3D position of 
 

       

       

       
      (a) Human detection from SOS                       (b) Position                  (c) Face tracking 

Fig. 8. Results of human detection and face tracking. Highlights in figure (a) are the regions of 
the background subtraction and the skin color detection. Rectangles in figure (a) are face and 
body detected as a person. Figure (b) shows the depth information a histogram orthogonally 
projected onto the floor. Circles in figure (b) express the position of detected person. Figure (c) 
shows images obtained by PTZ camera. Rectangles in figure (c) are facial parts detected by 
relaxation matching method. 
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Fig. 9. Results of multiple people detection. Rectangles are face and body regions detected by 
the system. 

the person is obtained by omni-directional range data. A PTZ camera points the 
detected person and tracks. Results of acquiring the face images are Figure 8(c). 

This system works by not only one person but also multiple people. Figure 9 shows 
the examples of multiple people detection form the omni-directional color image. 
Thus, the system can watch the multiple people from the wide range at once time. 
Only one person can be taken in one PTZ camera, but the system is possible to deal 
with the multiple people by increasing the PTZ cameras. 

6   Conclusion 

We have proposed a hybrid camera surveillance system, which is integrating PTZ 
cameras and a SOS by using the robust human detection methods. We summarize the 
SOS, and describe the human detection methods by integrating the RRC, skin color 
detection and face tracking method. The experimental results showed the 
effectiveness of the proposed system. As future work, we would like to implement 
analysis of person actions. 
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Abstract. In this paper, a new scheme for TV news segmentation via exploring 
the efficient visual features is proposed especially for TV news which contains 
lots of changeful background of anchorperson shots. The proposed scheme can 
be divided into two parts: probable anchorperson shot detection and real an-
chorperson detection. Our proposed method can efficiently detect anchorperson 
shots even though anchorperson shots contain changeful background and an-
chorperson position variation. Meanwhile, non-anchorperson shots can be 
robustly excluded from report shots such as interview scenes. Experimental re-
sults are given to demonstrate the feasibility and efficiency of the proposed 
techniques.  

Keywords: TV news segmentation, visual features, skin color, face recognition, 
anchorperson detection. 

1   Introduction  

Because of the rapid development of multimedia techniques in recent years, a large 
amount of information can be easily obtained. Although they offer many conven-
iences to our daily life, the ways to select the needs from the numerous growing mul-
timedia data in fast way is difficult. Therefore, multimedia data indexing has already 
become an important research topic [1][2][3]. For various kinds of data types such as 
text, image, audio and video, video is the most complicated one, since it combines 
several data types into that. In the real world, video genres include movies, news, and 
current affairs, sports, commercials and etc. In this paper, our focus is on TV news 
structure analysis. Due to video length and unstructured format, efficient access video 
is not easy. If we index the video by the artificial way, it will take a lot of time. For 
this reason, we need to develop automatic TV news video indexing method.  

Due to huge amount of TV news happening everyday, such as social, entertain-
ment, politics, sports news, and etc., it is important to develop automatic techniques 
for efficiently indexing, browsing and searching TV news videos. As we know, TV 
news is composed of several stories which are introduced by anchorperson and each 
                                                           
* Corresponding author. 
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story is organized of anchorperson and reports’ shots shown in Fig. 1. TV news  
segmentation is an essential preprocessing step for further proposes such as search 
and classification. When searching interesting stories in new videos, artificially 
browsing through news segments is usually impractical and time consuming. There-
fore, fully automatic TV news segmentation system is important for indexing, brows-
ing and searching TV news. 

 
Fig. 1. The Structure of TV news videos 

In recent years, many research related to TV news segmentation have been pub-
lished. We will discuss the several representative research as follows. Neil O'Hare [4] 
proposed a scheme to segment TV news by SVM (support vector machine). The  
feature of their work is to train SVM, and the trained SVM classifier can be used to 
detect the anchorperson shots within TV news videos. N. O'Connor [5] proposed a hi-
erarchical visual index structure for automatically segmenting TV news stories. The 
shot clustering is the core component in this approach. Hui [6] exploited the visual in-
formation for story boundary detection and included several techniques such as spatial 
difference metric (SDM), histogram difference metric (HDM), fuzzy c-means (FCM) 
and graph-theoretical clustering (GTC). In the previous TV news segmentation sys-
tems, shot change can be detected accurately by color histogram difference due to the 
assumption of the static background of anchorperson shots. However, this assumption 
is inappropriate for several countries’ TV news due to the changeful background of 
anchorperson shots. In addition, the procedures of the above systems are complicated 
and their systems include many techniques which need a large amount of computa-
tional complexity. 

In this paper, we propose a new approach to improve efficiency and precision of 
the news story segmentation system. The proposed scheme employs the skin color de-
tection to roughly determine the probable anchor shots because anchor shots contain 
the face region. Then, we use the specific shot change detection, time constraint 
method and region histogram based on non-skin color method to exclude the report 
shots in order to extract the real anchor shots. The proposed method can significantly 
reduce the computational complexity and is efficient for TV news videos which have 
changeful background of anchorperson shots and anchorperson position variation. 
Simulation results are given to demonstrate the feasibility and efficiency of the pro-
posed technique. The rest of this paper is organized as follows. Section 2 describes 
the proposed TV news story segmentation system that includes several key  
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techniques. Experimental results are given in Section 3. Finally, concluding remarks 
and some future research directions are given in Section 4. 

2   Proposed TV News Story Segmentation System 

In order to divide TV news into individual story units, the boundary between story 
units should be detected accurately. Figure 2 shows the flowchart of the proposed TV 
news segmentation system. In our proposed approach, we exploit the anchorperson 
shot's features and the characteristics of TV news structure to detect story boundaries. 
Each story is composed of two kinds of shots: an anchorperson shot and a report shot. 
If we can successfully detect anchorperson shots, TV news can be split into many in-
dividual stories. The followings are the explanation of the key components of the pro-
posed system that can be roughly separated into two parts: probable anchorperson 
shot determination and real anchorperson shot determination.  

 
Fig. 2. Key components of the proposed news story segmentation system 

2.1   Probable Anchorperson Shot Determination 

2.1.1   Shot Change Detection Based on Skin Color 
Shot change detection is usually the first step to do any video content analysis 
[4][5][6][7][8]. Shot consists of a set of consecutive and similar frames. Extensive 
work has been done in this area. A simple way to achieve shot change detection is to 
 

 
Fig. 3. Large variety of Nowadays TV news 
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employ the color histogram difference. Conventional shot change detection method 
cannot accurately split TV news into anchorperson and report segments due to the 
large variety of Nowadays TV news shown in Fig. 3. 

In this work, we exploit the efficient visual features of anchorperson for detecting 
anchorperson shot change shown in Fig. 4. An anchorperson shot surely contains face 
region, and this feature is informative and important for anchorperson shot change de-
tection. If conventional face detection algorithms are employed to find face regions 
out in TV news videos [4][9][10][11], it will cost large amounts of computational 
complexity and it is impractical in the real-time applications. In order to reduce  
computational complexity of face detection, we only use skin color information as the 
major tool for searching face region. In general, the computational complexity of skin 
color detection should be lower than that of face detection algorithms, but the skin 
color detection is sensitive to the conditions of lighting and the object that the color is 
similar to skin color. Therefore, after discovering the skin-color parts in videos, some 
parts exist with lots of noise regions shown in Fig. 5.  

We can utilize the grouping method to get the section that contains the face in each 
frame and exclude noise regions shown in Fig. 5. Meanwhile, slight changes exist in 
the position of anchor’s face during anchorperson shots, and the time duration of an 
anchorperson shots should be shorter than that of a report shot. As a result, we make 
use of the properties above called time constraint method to locate the probable an-
chorperson segments shown in Fig. 6. In the next section, we will explain the ways to 
exclude report shots from probable anchorperson shots.  

2.1.2   Exclusion of Report Shots from Probable Anchorperson Shots 
The probable anchorperson shots might involve report shots such as interview scenes. 
Here, we extend anchorperson face regions along the y-direction to cover the certain 
non-face region that contains the anchor’s suit information. This feature is so informa-
tive because an anchorperson usually dresses the same suit during broadcasting news. 
We call this method as region histogram based on non-skin color to detect report 
shots shown in Fig. 7. In Fig. 7, the distribution of histogram of this non-skin color  
 

        
Fig. 4. Shot change detection based on skin color      Fig. 5. Examples for grouping method 
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Fig. 6. Probable anchorperson shots 

 
Fig. 7. Region histogram based on non-skin color 

region is very similar; and this feature can be used in the self-recognizing algorithm 
that will be discussed in the next section to exclude report shots from the probable an-
chorperson shots. 

2.2   Real Anchorperson Shot Determination 

2.2.1   Self-recognizing Algorithm 
In TV news video, anchorperson shots surely own the same features; for example, an 
anchorperson clothes should be the same in these anchorperson shots. This feature can 
be represented by the non-skin color region histogram information. The proposed 
method is called the self-recognizing, which exploits the correlation among real an-
chorperson shots to select a keyframe and use this keyframe to validate all probable 
anchorperson shots. We first determine the keyframe from each shot by simply select-
ing first frame in a shot and then calculate the skin-color region histogram differences 
with the other keyframes and accumulate them. When all keyframes have their own 
sum of differences shown in Table 1, the summation value represents the similarity 
among each shot. If the summation value for each shot is relatively larger than others, 
this shot will be deleted. This means that the deleted shot is not similar to the others 
and it maybe belong to a report shot. 

Table 1. Self-recognizing algorithm  
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2.2.2   Modified Pattern Method 
In the self-recognizing algorithm, the skin-color region may be polluted by light or 
skin-like color, the histogram produced by region histogram based on skin-color 
method will be interfered. In order to improve this interference, the projection method 
is used to modify the selected region. The approach is to scan the image column-by-
column and row-by-row shown in Fig. 8. The result of the projection method repre-
sents the skin-color distribution of y-axis and x-axis, which can be exploited to proc-
ess the skin-color pattern in a frame. In addition, the human face region obtains an 
obvious feature in which the height of skin-color pattern is longer than the width. Be 
 

   
Fig. 8. Illustration of projection method         Fig. 9. Distribution of the x-axis and the y-axis   

  
Fig. 10. Flowchart of modified pattern algorithm       Fig. 11. The detection result 
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sides, the face part in the skin-color region is usually larger than others, and the x-axis 
of the face region contains more information than y-axis shown in Fig. 9. As a result, 
in order to cost down the computational complexity, we only project the skin-color of 
a frame to x-axis. Thus, if the width is longer than height, the pattern will be modified 
by the projection method shown in Fig.10. After filtering the polluted parts in the 
probable face region, the non-skin color region histogram method can obtains the in-
formation of anchorperson clothes accurately shown in Fig. 11. We will give a sum-
mary for anchorperson shot detection method in the next section. 

2.2.3   Summary of Anchorperson Shot Detection 
According to the TV news structure, a news story includes two shots: anchorperson 
shots and report shots. An anchorperson introduces TV news before report shots in 
the news story. If anchorperson shots are identified, news story segmentation is a 
straightforward process. We can detect anchorperson in TV news video with the fol-
lowing method. We first extract a keyframe from a probable anchorperson shot that 
obtained from Section 2.1 to represent this shot. Then, the modified pattern algorithm 
is used to process keyframes and this procedure will improve the interference for re-
gion-histogram. The process of setting range of region-histogram method is based on 
the probable face region, and we make use of this region to search the non-skin color 
region. The selected region includes the anchorperson clothes and anchorperson face. 
If we only utilize the anchorperson face to detect anchorperson, the result will be in-
accurate. This is because the color histogram of human face is similar to each other, 
and the report shot has the probability to contain the face pattern such as interview 
scenes. However, the anchorperson's clothes surely have no change and the color of 
anchorperson's clothes is different from interviewer. According to above discussing, 
the color of anchorperson's clothes is very informative for real anchorperson shot de-
tection. Thus, we extract the color of anchorperson's clothes by the region-histogram 
method based on non-skin color in each keyframe. To this end, the self-recognizing is 
used to detect the anchorperson based on the color of anchorperson's clothes in TV 
news video frame-by-frame and the flowchart of the above method shown in Fig. 12. 
 

 
Fig. 12. Real anchorperson shot detection by region-histogram 
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3   Experimental Results 

We evaluate the proposed system with five kinds of TV news video whose length are 
10 minutes. The tested videos belong to MPEG-2 format with a frame size of 352 x 
240 pixels and a frame rate of 30 bps.   

3.1   Results of Shot Change Detection Based on Skin Color 

When we apply the conventional shot change detection on TV news videos, the detec-
tion precision is inaccurate due to the changeful background. In the anchorperson 
shot, the obvious feature is the skin color, and we exploit this feature to detect the 
shot change detection. If we can detect the anchorperson shot successfully, the detect 
precision of news story segmentation will be accurate. Figure 13 shows shot change 
detection results between conventional histogram-based method and the proposed 
skin-color based method. As can be seen in Fig. 13, the proposed shot change detec-
tion make significant improvement compared to the conventional method.  

 

     
Fig. 13. Results of different shot change detection methods    Fig. 14. Selected Keyframes 

3.2   Evaluation of Proposed System  

After shot change detection based on skin color, we use the time constraint to obtain 
probable anchorperson shots from news video, then we extract the keyframes from 
probable anchorperson shots to represent each shot. The extracted keyframes are 
shown in Fig. 14. However, in the probable anchorperson shots may contains the  
report shots such as shot 6, the self-recognizing algorithm can be applied to exclude 
report shots in probable anchorperson shots. Table 2 shows that results of the self- 
recognizing algorithm. Via this process, we can easily exclude shot 6 that is not the 
real anchorperson shot because the region histogram based on non-skin color of the 
shot 6 is not similar to others shown in Fig. 15. Figure 16 shows that the exclusion of 
non-anchorperson shot. Finally, TV news can be indexed by anchorperson on report 
shots for further applications such as browsing, searching, and retrieval. Two meas-
urements, recall and precision, are used to evaluate the performance of the proposed 
scheme. They are measured against the groundtruth in Table 3. For most of the tested 
TV news videos, our algorithm can get the high accuracy for TV news segmentation. 
It is worthwhile to mention that the result for SETN is not good because it contains a 
lot of interview scenes, and the performance is expected to improve if we fine-tune 
the algorithm.  
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Table 2. Illustration of self-recognizing algorithm 

 
 

   
Fig. 15. Region histogram based on non-skin color     Fig. 16. Exclusion of report shots 

Table 3. Performance of anchorperson shot detection  

 

4   Conclusion  

In this paper, we deeply discussed the visual characteristics for TV news segmentation, 
and successfully indexed the anchorperson shots. Therefore, we can segment TV news 
into individual story units for further applications such as indexing, browsing and 
searching. Our proposed algorithm employed skin color detection, time constraint, and 
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region histogram in non-skin-color region methods instead of conventional face detec-
tion methods. According to the experimental results, our proposed method can signifi-
cantly reduce the computational complexity and the detection precision of TV news 
segmentation is really high. After segmentation, the TV news video can be split into 
many individual stories, and the summarization techniques can be used to obtain the 
highlight of each news story or achieve news classification for more applications. 
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Abstract. In recent years, projectors are undergoing a transformation as they 
evolve from static output devices to portable, or communication systems. How-
ever, the projection images appear distorted unless the projector is precisely 
aligned to the projection screen. Generally many projection-based systems are 
corrected for oblique projection distortion using calibration methods (e.g., 
warping function). Computing a warping function uses fiducials or a special 
pattern projected to the screen. The methods can not use automatic calibration 
in real-time, like when projector is moving. We introduce a new technique for a 
real-time automatic calibration on planar surfaces using projected corner points. 
Our system provides a function of correcting image during the movement of the 
projector. An advantage of the proposed method is the system can be easily ap-
plied to ubiquitous computing.  

Keywords: ubiquitous display, real-time calibration, camera-projector systems, 
computer vision. 

1   Introduction 

Ubiquitous computing envisions the world for possibility to access computer re-
sources data at anywhere and anytime, and the services are available through the 
Internet [1]. Most of Internet data is designed to be accessed through a high-resolution 
graphical interface. This means possibility exist of carrying displays. The displays for 
ubiquitous computing (ubiquitous displays) are a projection-based system, because it 
offers new revolutionary possibilities for display, with opportunistic projection onto 
nearby surfaces like walls and tabletops to create a display wherever needed. How-
ever, the system is required to correct oblique projection by geometric calibration. 

Many different approaches to ubiquitous displays [2] which are Display Walls, 
Steerable Projector Camera Systems and Mobile Projectors are being investigated, 
ranging from display walls and steerable projectors to new display materials. There 
are many approaches to address geometric calibration. Table 1 shows an overview of 
the calibration method for ubiquitous displays.  

Display Walls (i.e., Rear-Projected Display and Front Projected Display Walls) ap-
pear to offer large scale high resolution display, a solution to the small display area 
problem. However, these systems are not suitable for the future office as the tiled 
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display systems are employ to take up a large floor space, time consuming for calibra-
tion and there are fixed, not portable because the projected pattern image is needed for 
calculating calibration method of the Display Wall [3-8].  

Steerable Projector Systems surfaces can dynamically change if its projection  
becomes occluded and also creates the potential for novel display types such as user 
following displays [9-12]. Everywhere Display1 in an environment is developed by 
Pinhanez [9]. This system is to couple an LCD/DLP projector to a motorized rotating 
mirror and to a computer graphics system that can correct the distortion caused by 
oblique projection. The Steerable Projector System can not correct the distortion in 
real-time, because the calibration parameters of the virtual 3D surface are determined 
manually by simply projecting a special pattern and interactively adjusting the scale, 
rotation, and position of the virtual surface in the 3D world.  

Table 1. A Comparison of Display Technologies for Ubiquitous Display 

Image Calibration Method 
Display 

Display 
Technol-

ogy 
Mobility Calculation 

Method 
Device

Requirement
Processing 

Time 

Traditional 
Computer
Monitors 

CRT 
and 

LCD 
Fixed - - - 

Rear-Projected 
Display Walls 

[3-5] 
Projection Fixed 

Off-line 
(automatic) 

With Camera 
Not  

Real-Time 

Front Projected 
Display Walls 

[6-8] 
Projection 

Mobile, 
ad-hoc 
creation 

Off-line 
(automatic) 

With Camera 
Not  

Real-Time 

Steerable Pro-
jected Display 

Walls 
[9-12] 

Projection 

Fixed  
but  

steerable 
image 

Off-line 
(manual or  

semi-automatic) 

With Camera 
and Marker 

Not  
Real-Time 

Mobile  
Projectors 
[13-14] 

Projection Portable 
On-line 

(automatic) 
With Camera 
and Marker 

Real-Time 

Our System Projection 
Portable or 

steerable 
image

On-line 
(automatic) 

With Camera Real-Time 

 

Mobile Projector System [13-14] developing a mobile projector-camera system that 
fit into a large toolbox. Despite this achievement the system still relied on a connected 
mains cable for powering the video projector. However, the promise of Laser and 
LED projectors that can run for hours on batteries heralds a new era in mobile display 
technology. Raskar [13] describes object augmentation using a hand-held projector2. 
This system does object recognition by mean of markers attached to the object of 
interest. The markers are “piecodes”, colored segmented circles. These markers are 
used to compute camera pose (location and orientation) and hence the oblique projec-
tion is calibrated. Mobile Projector is determined automatically in  

                                                           
1 Steerable Projector Camera System was initially developed by Pinhanez at IBM. 
2 Raskar at the Mitsubishi Electric Research Labs (MERL) popularized the idea of handheld 

projector-camera system. 
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real-time during a change of location and orientation of projector by marker because 
the marker is used to compute camera pose (location and orientation) and hence the 
oblique projection is calibrated. However, this system can not calibrate in projection 
space which is not attached marker. Generally, many calibration methods for oblique 
projection need camera and projector pose (location and orientation). However, the 
existing methods can not automatically calibrate in real-time, like when projector is 
moving. 

In this paper, we proposed an automatic calibration system in real-time without at-
tach fiducials to the screen. Our idea is to project images with 4 corner points instead 
of attach fiducials to the screen, and the system automatically pre-warps the image to 
be displayed resulting in a perfectly aligned and rectilinear image. Therefore, different 
surfaces become available to be used as displays, when the motion of the projector. 
An advantage of the proposed method is that it can be easily applied to ubiquitous 
computing. 

2   Projector-Based System for Real-Time Automatic Calibration 

The projector-based system needs distortion information for real-time automatic cali-
bration. Our system uses projection markers for distortion information. The idea of 
our system is to project image with 4 corner points, and the computer vision algo-
rithms use for detecting corner points (Fig. 1).  

Fixed 
camera

Display Wall

Capture area

Portable

Projector

Init capture image

Real-time correction

1

2

3

1

2

Real-time correction3

Environment Result

Projected points

 

Fig. 1. Overview of our system 
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2.1   Overall System Architecture 

The real-time geometric calibration system is composed of a DLP projector and an 
inexpensive web camera. The web camera has been used as a fixed device but the 
projector has been used as an unfixed device. The projector is connected to the dis-
play output of a computer that performs geometric calibration. The Fig. 2 shows the 
architecture of a proposed system. 

 

Fig. 2. The real-time geometric calibration system architecture 

The automatic calibration system corrects oblique projection with a camera, a pro-
jector, and a calibration application. This system takes 4 steps. The first step is projec-
tion a frame image of a motion picture by a projector. The second step is capturing a 
projection image by an inexpensive web camera. The third step computes warping 
function with corner detection process. The last step applies the warping function to a 
frame image of motion picture. 

2.2   Detection of Corner Points 

Detection of corner point steps for to find 4 corner points takes 6 steps. 

1. Converting from the source image with 4 corner points to binary image. 
2. Filter the binary image to remove noise. 
3. Find components (points) by using connected component labeling method. 
4. Calculate center coordinate of each components calculate by using average 

of pixel consist of components. 
5. Get inner square by using center coordinate. 
6. Find corner points by using diagonal of corner square. 

The camera captures both 4 corner points and general (presentation) image (Fig. 
3(b)). In this image, 4 corner points for calculate warping function is determined. As 
previous work for calculate warping function, component, set of points, is found after 
execute binary image and morphology operation (Fig. 3(c)). The binary image elimi-
nated unnecessary information on image except the 4 corner points. We generate the 
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binary image using threshold which is average of RGB value determined by experi-
ment result. 

 

Fig. 3. Captured image processing: (a) initial projected image (marked 4 corner points), (b) 
captured image, and (c) result image after binary and morphology operation 

 

Fig. 4. Maximum and Minimum of X and Y coordinates 

After morphology operation, center coordinate at each component (average coordi-
nate of pixel compositing component) is used representation coordinate of compo-
nent. Maximum and minimum components (4 corner component) are found by sorting 
according to x value and y value (Fig. 4). 

Then we can draw corner square including 4 corner components (Fig. 5). The 
components meeting corner square are called corner points and 2, 3 or 4 corner points 
are found according to the shape of the inner square made by connect corner points. 
But when inner square is rectangular form (include a perfect square), we except that 
case in the Fig. 5 because that case is same case finding 2 corner point. 

 

Fig. 5. Corner points according to the shape of square 
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Fig. 6 (a), (b) method use diagonal of corner square. When we draw vertical from 
each diagonal to all of component, we can find 4 components having longest vertical. 
Because we need coordinate information of each component for calculate warping 
function in a next step, we store coordinate information of each component.  

 

Fig. 6. Finding corner square and corner points using coordinate sorting 

2.3   Warping Function Determination 

The warping function is determined using keystone correction method and four 4 
corner points [6]. Fig. 7 summarizes relationships between the frames of reference 
that are relevant to the problem of automatic keystone correction. The relationships 
between the three frames of reference corresponding to the source image frame, cam-
era image frame and projected image frame (Fig. 7(a)). The application image can be 
appropriately pre-warped, using the mapping W so that it appears rectilinear after 
projection through a misaligned projector (Fig. 7(b)). 

 

Fig. 7. Relationships between the frames 
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The keystone correction establish the mapping (T ) between projector and camera, 
and the mapping ( C ) between screen and camera (like the equation 1).  

The mapping ( P ) between projector and screen is defined as the equation 2. 
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T is the projector-to-camera mapping using 4 corner points ),( camcam yx . There-

fore the relationships between the three frames of reference corresponding to the 
projector, camera and projection screen. 
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The pre-warped image is generated as warping function (W); W is defined as PS, .

S is just a scaled rigid body transform since S maps a rectangle to another rectangle 
of the same aspect ratio. The keystone correction obtains the pre-warp, W by applying 

1−P to the coordinates of the desired corrected image in the projected image frame; 
this is equivalent to applying SPW ×= −1 to the original image. 

2.4   Warping 

Our system is warping a frame image of moving picture by DirectShow 9.0. Direct-
Show is Microsoft’s newest and most exciting multimedia application builder [7]. Fig. 
8 shows a graph for playing an AVI file. The AVI Splitter filter is splitting a frame of 
AVI file. We create a filter for warping a frame by a determinate warping function.  

 

Fig. 8. Our filter graph for extracting and warping a frame image in DirectShow 
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The warping filter continuously takes 2 input values. One is a frame image, the 
other is warping function. This filter takes 2 steps (Fig. 9). The first step is warping an 
input image by the warping function (Fig. 9(b)). The second step: a pre-warp image is 
attached to points in 4 corners (Fig. 9(c)). Fig. 9(c) is a result image of warping filter.  

 

Fig. 9. Warping processing: (a) input image, (b) pre-warp image, and (c) add corner points to a 
pre-warp image 

3   Results 

We have built a system that includes an XGV (800x600) projector, a Logitech USB 
camera (640x480), and a Pentium 4 PC with ATI Radeon graphics board. Table 2 
shows performance of the proposed system. The warping function consists of to  
detect 4 corner points and to compute a warping matrix. The corner point is detected 
at 0.1748-second intervals, and the warping matrix is computed at 0.1490-second 
intervals. Therefore, the warping function is computed at 0.3238-secont intervals, and 
a new pre-warp image is made at its intervals. Also, the warping process using warp-
ing function is required for a frame image at 0.0952-second intervals. 

Table 2. Performance of the proposed system 

 Warping Function Image warping 

Corner points  
detection 

Determining  
the warping function 

0.1748 0.1490 
Total processing time 

Processing 
Time (s) 

0.3238 

0.0952 
(10.5 fps) 

Fig. 9 shows result images of the real-time geometric calibration system. The pro-
posed system corrects the distortion caused by oblique projection. As the projector is 
moving, the correcting image is continuously showed on plane surface (Fig. 9). 
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Projector
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Fig. 9. Result image of the proposed system 

4   Conclusions 

The existing systems can not automatically calibrate in real-time during the motion of 
the projector, because warping function for real-time calibration requires the special o
bject (e.g., maker, fiducials) on a projection surface and it is determined to manual by 
simply projecting a special pattern. However, our system provides a real-time automat
ic calibration for oblique projection distortion. Our system projects both image and 4 
corner points without the special object attached to the projection screen. This system 
takes 2 advantages. The first advantage is to provide a correcting image during the mo
tion of the projector. The second advantage is automatically performing all process. T
herefore, the proposed system is that it can be easily applied to ubiquitous computing. 

Acknowledgments. This work was supported by grant No. (R01-2006-000-11214-0) 
from the Basic Research Program of the Korea Science & Engineering Foundation. 
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Abstract. Real time automatic alarm systems play an essential role in
security management, as evidenced by the surveillance cameras installed
in nearly all automated teller machines (ATMs). Whereas manual video
surveillance requires constant staff monitoring, fatigue or distraction is
a common human error. Therefore, this work presents an effective detec-
tion system for facial occlusion to assist security personnel in surveillance
by providing both valuable information for further video indexing appli-
cations and important clues for investigating a crime. A series of meth-
ods that include identifying and segmenting moving objects is formed.
The moving edge is then captured using change detection of the inter-
frame difference and the Sobel operator. Next, a Straight Line Fitting
(MSLF) algorithm is developed to merge the splitting blobs. Addition-
ally, a mechanism involving moving forward or backward justification is
used to determine whether an individual is approaching a camera. More-
over, the lower boundary of a head is computed, followed by use of an
elliptical head tracker to match the head region. Finally, skin area ra-
tio is calculated to determine whether the face is occluded or not. The
proposed detection system can achieve 100% and 96.15% accuracy for
non-occlusive and occlusive detection, respectively, at a speed of up to
20 frames per second.

1 Introduction

This paper focuses on a particular task, namely face occlusion detection for bank
Automated Teller Machine (ATM) surveillance. Real time automatic alarm sys-
tems play an essential role in security management, as evidenced by the surveil-
lance cameras installed in nearly all ATMs. In most bank robberies, the criminal
with face occlusion is an obvious feature as shown in Fig. 1. An effective detec-
tion system for facial occlusion can be developed to assist security personnel in
surveillance by providing both valuable information for further video indexing
applications and important clues for investigating a crime. Our task is to develop
a system which can detect such particular occasion of face occlusion and issue a
warning message.

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 641–651, 2006.
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Fig. 1. Bank robbery snap shots from surveillance camera
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Fig. 2. Flow diagram of the proposed face occlusion detection system

To do so, a series of research subjects that include moving object segmen-
tation, object tracking, and facial or non-facial feature detection must be in-
vestigated. Most of the moving object segmentation methods use background
subtraction approaches based on either temporal or spatial information of the
images [1,2,3]. Kim and Hwang [4] proposed a robust algorithm of video object
planes (VOPs) by using a double-edge map. Ouyang et al. presented a neuro-
fuzzy approach for segmentation of human objects in the image sequences [5].
The learned background model is used to extract foreground pixels. For example,
Harwood et al. [2] developed a W4 system. Large number of tracking systems
with various emphases have been reported by researchers. Pfinder [6] has been
used to recover a 3-D description of person for tracking a single un-occluded per-
son in a complex indoor environment. MIT’s monitor system [7] uses an adaptive
Gaussian mixture model to construct background scenes and mainly focuses on
object classification, motion pattern learning, and abnormal activities detection.
W4 system and its extension, HYDRA system [2], employs silhouette analysis
to detect the body parts and track multiple people through occlusions. Face
recognition is one of the most active research areas in pattern recognition in this
decade. An extensive survey of still- and video-based face recognition approaches
has been presented by Zhao et al. [8]. Most of the methods may be categorized
into geometric feature-based, template-based, and machine learning-based tech-
niques [9,10]. The problem of occluded face recognition has been studied by using
partial feature representation and data reconstruction method [11,12].

In this paper, we develop a vision-based system to track people and detect
face occlusion. The system flowchart is depicted in Fig. 2. In the next section,
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we describe how to identify and segment moving objects. We also introduce a
Straight Line Fitting (MSLF) algorithm to merge the extracted splitting blobs.
A mechanism involving tracking and moving forward/backward justification is
derived to determine whether an individual is walking approaching a camera.
Section 3 describes how we utilize the elliptical tracker to find the head region.
In Section 4, we illustrate the scheme of skin area ratio calculation which is
used to determine whether the face is occluded or not. The result of thorough
simulations is shown in Section 5. Finally, conclusion remark is made in Section 6.

2 Moving Object Segmentation

2.1 Pre-process and Moving Object Edge Extraction

To reduce the amount of random noise caused by lighting change, we adopt
the YUV color model and extract illuminance information [13]. Furthermore,
the Y component is multiplied by 0.5 when converting the YUV space back to
RGB color space. Next, the proposed motion edge extraction algorithm starts
with getting the edge difference of the current frame (DEn) by comparing two
consecutive frames as follows.

DEn(i, j) =

⎧⎨⎩0, if |In(i, j)− In−1(i, j)| ≤ T

1, otherwise
(1)

where In(i, j) denotes the intensity of pixel (i,j) in frame n, and T is a threshold.
After the edge filtering operation, the result may contain edges of people, back-
ground, or noise. Thus, we proposed a procedure to get a more accurate motion
edge(MEn) by applying logic AND operation of the difference edge DEn and
the Sobel edge SEn of the current frame by applying Sobel filtering [13]. Figure 3
illustrates the process of motion edge extraction step by step. As we can see,
Fig. 3(e) becomes more accurate, which is meaningful for future usage.

(a) (b) (c) (d) (e)

Fig. 3. Illustration of motion edge extraction process: (a) previous frame In−1, (b)
current frame In, (c) difference edge DEn, (d) Sobel edge SEn of the current frame
In, and (e) the motion edge MEn obtained by logic AND operation of (c) and (d)

2.2 Motion Blob Extraction

To obtain correct region of the moving objects, we will search the intersection
of horizontal and vertical candidates. The horizontal candidates (HCn) are ob-
tained by scanning the horizontal projection lines of the motion edges image
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(MEn). The vertical candidates(V Cn) will be found in the same manner by
scanning the vertical lines. The concept of motion blobs extraction can be ex-
pressed as in Equation (2).

MEn = (DEn ∩ SEn), MBn = (HCn ∩ V Cn) (2)

We observed in many cases that the intersection blobs may be broken due to the
projection of the defect edges. To get more complete blob area, we apply a 5×5
dilation and erosion morphology operator to the intersection area and continue to
adopt the region growing algorithm iteratively [13]. Figure 4 depicts the process
of the motion blobs (MBn) extraction procedure. Figure 4(a) shows the motion
edge of the current frame. Figure 4(b) and (c) present the horizontal and vertical
candidates, respectively. Fig. 4(d) illustrates the intersection of Figs. 4(b) and
(c). Figure 4(e) is the result of the morphology operation from Fig. 4(d).

(a) (b) (c) (d) (e)

Fig. 4. The process of motion blobs extraction: (a) motion edge, (b) horizontal candi-
date, (c) vertical candidate, (d) intersection of (b)and(c), (e) result of the morphology
operation from (d)

2.3 Merging by Straight Line Fitting

A flaw in the motion edge extraction process is that if the color of part of the
background is same with the moving object, it may result in a broken motion
edge. This will consequently split the moving object into more than one piece
(see Fig. 5(c)). To overcome this drawback, we propose the following Merging by
Straight Line Fitting (MSLF) method. A standard technique in mathematical

(a) (b) (c) (d)

Fig. 5. The split blobs case: (a) original image, (b) motion edge, (c) its split blobs and
straight line approximation, and (d) the final merged object

and statistical modeling is to find a ”least square” fitting to a set of data points in
the plane. Suppose x̂ is a least square solution to the system Ax = b and p = Ax̂,
then p is a vector in the vector space of A that is closest to b. Additionally, the
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least squares problem Ax = b will have a unique solution. Finding a straight line
approximation is often called the method of least squares straight line fitting [14].
A useful functional approximation to the mapping yr = f(xr)(0 ≤ r ≤ m) can
be found, that is, we can find a function such as y = ax2 + bx + c such that yr

and ax2 + bx + c are equal or nearly equal for 0 ≤ r ≤ m. By using the method
of least squares straight line fitting described above, we assume that there exists
a straight line approximation which is nearly vertical (see Figure 5 (c)). If the
distance from the center of blob to the vertical line is less than a threshold,
the blob will be merged. The merging process is described as follows. For the
convenience of the follow up blob deletion and merge operation, we construct a
link list (BlobListn) to maintain the blobs in each frame. Each node of the link
list contains the records of boundary, width, height and center coordinates of
one blob. After the merging process, we will get more complete motion blobs.
Figure 5(d) is the final result merged from three blobs.

Algorithm MSLF
for(i=0; i<BlobListn →Count; i++){

blob1 = BlobListn →Items[i];
The vertical line is y=a, a=blob1→center.x;
for(j=i+1; j<BlobListn →Count; j++){

blob2 = BlobListn →Items[j];
if(|a - blob2→center.x| < blob1→width/3){

merge blob2 into blob1;
update blob information of blob1;
delete blob2 from BlobListn;

}
}

}

2.4 Moving Forward/Backward Identification

The final goal of the proposed system is to detect the facial occlusion of the
people for ATM. We are only interested in detecting people who are facing the
camera in the surveillance scene. To determine whether a person is walking for-
ward to the camera, we proposed a forward/backward identification criteria.

(a) (b) (c)

Fig. 6. Object moves toward camera. The ratio of width to height of (a), (b) and (c)
are 0.6234, 0.8068 and 1.4138, respectively.
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Let blobiwidthn and blobiheightn be the width and height of blob i in the nth
frame, respectively. The ratio of width to height is expressed as blobiration =
blobiwidthn/blobiheightn. We define the ratio difference RD of consecutive
frames n − 1 and n as RDi

n = blobiration − blobiration−1. The changes of the
ratio difference are shown in Fig. 6. When the ratio difference of the same ob-
ject becomes larger, it implies that the object is moving forward to the camera.
To tolerate the measurement error of center coordinates and ratio, we define a
tolerance threshold parameter FwdBwd. We set FwdBwd to be 5 through ex-
perimental statistics. By judging the positive or negative sign of the parameter
FwdBwd, we can identify whether the person is moving forward or backward
to the camera. If FwdBwdi

n > 0, we can conclude that the person is moving
forward to the camera. Otherwise, the person is moving backward. This is a very
important clue, because the system only needs to find the face of a person who
is moving forward to the camera. The criteria are listed in below.

if (RDi
n >0) and (FwdBwdi

n <5))
FwdBwdi

n = FwdBwdi
n+1;

if (RDi
n <0) and (FwdBwdi

n >-5))
FwdBwdi

n = FwdBwdi
n-1;

3 Face Location Confirmation

In this research, we have designed three verification steps to confirm the face tar-
get when the face of a person is initially located. First, we compute the condition
of the blob position and area ratio to verify if it is a face candidate. Secondly, we
find the lower boundary of the head to restrict the searching window. Finally,
we use the elliptical head tracker to determine the face region. After the face
location is confirmed, we adopt the face center coordinates information to track
that face in the follow-up frames.

Generally, the head contours can be divided into two categories: shape with
obvious neck and smooth curve with hairs covering the neck. We need to find
short horizontal projection lines which are close to the shoulder by searching
from top to bottom in the defined object region. In the short hair case, these
candidates must all fall in the valley of contours. We search the range from
0.125 ∗ h to 0.75 ∗ h and apply elliptical approximate algorithm [15] to track the
head. In our experiments, we used an elliptic head model x2

a2 + y2

b2 = 1 with a
fixed aspect ratio of 1.6, where (x,y) means the center coordinate, a and b denote
one half of the minor and major diameters, respectively. The goodness of the
elliptical match depends upon the gradient magnitude around the perimeter of
the ellipse. In this paper, we use the motion edge MEn described in Section 2.1
to match with the perimeter of ellipse. The motion edge is expressed by an
array of 1’s and 0’s representing the blob edge pixel and the background pixel,
respectively.

s∗ = arg maxs∈S{ 1
4b

∑b
j=1(MEn(x + i, y + j) + MEn(x − i, y + j)

+MEn(x + i, y − j) + MEn(x− i, y − j), (3)
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where i = a
√

b2−j2

b . The search space S is the set of all states located within the
search window. When a face is initially matched, S can be described as:

S = {s : (x− a > bleft)&(x + a < bright), (y − b > btop)&(y + b < headlb)}(4)

where 2/3σ ≤ a ≤ σ ,2/3 ∗ 1.6σ ≤ b ≤ 1.6σ. bleft, bright,btop, and headlb denote
the left, right, top, and lower boundary of a blob, respectively. σ is estimated by
the upper horizontal projection of the body: σ = 1

2 ( 1
headlb−btop

∑headlb

j=btop
Ph[j]),

where Ph[j] denotes the horizontal projection.

4 Face Occlusion Detection

Based on the best matched elliptical area of head, the face region is defined as in
Fig. 7. Point C(x, y) is the center of the ellipse. The ellipse represents the head
region, points P1, P2, P3, and P4 indicate the four corners of the face region.

The y coordinate of P3 and P4 is obtained as y + b
√

a2−(x−a)2

a . We define the
ratio of skin color area to face region as in Equation (5) to determine whether
the face is occluded or not. A face is determined as non-occluded if the skin area
ratio ≥ 0.6. Otherwise, the face is occluded. The threshold 0.6 is chosen through
extensive experiments.

Skin−ratio =
area of skin color in face region

face area
(5)

For skin color identification, both normalized RGB color model (rgb) and RGB
color model are used. We adopt the normalized RGB range mentioned in [16] to
discriminate the skin color: 0.36 ≤ r ≤ 0.465 and 0.28 ≤ g ≤ 0.363. The range
described above contains black and very dark brown color. To further exclude
out those dim colors, we define additional rules: R+G+B

3 < 28 and B > 28 in
original RGB color model. The former constrain is to exclude the black pixels.
The later condition restricts the blue color range, it aims at removing the very
dark brown color.

Fig. 7. The face region of the best matched elliptical area. Skin color region indicates
the face region.
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5 Experimental Results

The proposed facial occlusion detection system is implemented on a low-end PC
(Pentium III 1.0 GHz CPU). A warning alarm will be issued once the occlusion
case is detected. We used a DVR to capture video sequences with setting of bank
ATM. For the sake of real time performance, the video image size sequence is
down-scaled by 1/4. The result is a 160x120 image per frame. The developed
detection system works at the speed of 5-20 frames per second.

Fig. 8. Five examples of face occlusion

Fig. 9. Six examples of face occlusion detection results

We have tested on 173 video clips including 130 occlusive cases and 43 non-
occlusive cases. The occlusive case video sequences were recorded from ten peo-
ple (five males and five females), each with thirteen face occlusion scenarios.
Each person walks either forward or backward to the ATM and pretend doing
transaction or cashing. In addition, 33 people were tested for non-facial occlu-
sion. Figure 9 presents the results of six facial occlusion detection scenarios. The
red circle delineates the detected head area. The square windows show the face
area and skin color area accordingly. Table 1 shows the performance of detec-
tion. The proposed system achieves 95.35% accuracy for non-occlusive detection
and 96.15% accuracy in occlusive detection, the overall performance is 95.95%.
We also compared the detection performance with other methods [17] and [18] as
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Table 1. Face occlusion detection hit ratio

Face type Sequence Hit
number correct ratio

Non-occlusive 43 41 95.35%
Occlusive 130 125 96.15%
Overall 173 166 95.95%

Table 2. Performance comparison of the proposed system with other methods

Method occlusive non-occlusive
cases cases

Lin and Lee[17] 96.2% 97%
257/267 frames 132/136 frames

Lin and Fan[18] 100% 100%
1/1 video clips 3/3 video clips

Our Method 95.35% 96.15%
125/130 video clips 41/43 video clips

shown in Table 2. Lin and Lee compute the gray values of eyes and mouth area
for justifying their appearance [17]. Their overall accuracy rate was 96.5% out of
403 test images. Lin and Fan used the skin color distribution ratio to determine
if the face is occluded [18]. The accuracy rate was 100% (4/4 video clips). As
we can see from Table 2, our system performance is comparative to the others.
While, our simulation result is more objective with extensive amount of test
sequences and more realistic environments.

6 Conclusion

We have implemented a real time face occlusion detection system. This work
presents an effective detection system for facial occlusion to assist security per-
sonnel in surveillance by providing both valuable information for further video
indexing applications and important clues for investigating a crime. First, static
and dynamic edges are combined to detect moving objects. Then a standard
least squares straight line fitting method is used to merge motion blobs. Mov-
ing forward or backward is determined based on the aspect ratio of bounding
box. An ellipse model is fitting to the candidate face by maxmizing the gradient
magnitude around the perimeter. Finally, face occlusion is performed based on
the ratio of skin color in the face where the skin color is determined by a simple
thresholding in R-G color space. The proposed detection system can achieve an
overall accuracy of 96.43% at a speed of 5-20 frames per second. The proposed
facial occlusion detection system can be applied for surveillance of ATMs with
a complex background.
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Abstract. Pose-variation factors present a big problem in 2D face recognition. 
To solve this problem, we designed a 3D face acquisition system which was 
able to generate multi-view images. However, this created another pose-
estimation problem in terms of normalizing the 3D face data. This paper pre-
sents an automatic pose-normalized 3D face data acquisition method that is able 
to perform both 3D face modeling and 3D face pose-normalization at once. The 
proposed method uses 2D information with the AAM (Active Appearance 
Model) and 3D information with a 3D normal vector. The proposed system is 
based on stereo vision and a structured light system which consists of 2 cameras 
and 1 projector. In orsder to verify the performance of the proposed method, we 
designed an experiment for 2.5D face recognition. Experimental results showed 
that the proposed method is robust against pose variation. 

1   Introduction 

Although current 2D face recognition systems have reached a certain level of matur-
ity, performance has been limited by external conditions such as head pose and light-
ing conditions. To alleviate these factors, 3D face recognition methods have recently 
received significant attention, and the appropriate 3D sensing techniques have been 
highlighted [1][2]. 

Many 3D data acquisition methods that use general-purpose cameras and computer 
vision techniques have been developed [3][4]. Since these methods use general-
purpose cameras, they may be effective for low-cost 3D input sensors that can be used 
in 3D face recognition systems. Previous approaches in the field of 3D shape recon-
struction in computer vision can be broadly classified into two categories; active and 
passive sensing. 

Although the stereo camera, a kind of passive sensing device, infers 3D informa-
tion from multiple images, the human face contains an unlimited number of features. 
Because of this, it is difficult to use dense reconstruction with human faces. There is 
also a degree of ambiguity when matching point features. This is known as the match-
ing problem [5]. Therefore, passive sensing is not an adequate choice for 3D face data 
acquisition. 

Active sensing, however, uses a CCD camera to project a special pattern onto the 
subject and reconstruct shapes by using reflected pattern imaging [6]. Because active 
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sensing is better at matching ambiguity and also provides dense feature points, it can 
act as an appropriate 3D face-sensing technique. 

However, in general, a 3D reconstruction device requires pose-normalization in or-
der to recognize objects after acquisition. Some 3D recognition systems assume that a 
normalized 3D database exists already. They may also carry out another pose-
normalization step after the initial acquisition step [7][8][9][10][11]. This represents a 
3D head pose estimation problem in 3D face recognition systems. Solutions to this 
kind of problem can be roughly divided into feature-based and appearance-based 
methods. Feature-based methods try to estimate the position of significant facial fea-
tures such as the eyes, the nose or the mouth in the facial range or intensity image. 
Appearance-based methods consider the facial image as a global entity [12]. 

This paper presents a new method for automatic pose-normalized 3D data acquisi-
tion which is able to perform both 3D face data acquisition and pose-normalization at 
once. In the proposed system, both binary and color time-multiplexing patterns were 
used. Once the correspondence problem was solved, the 3D range data was computed 
by using triangulation. Triangulation is a well-established technique for acquiring 
range data with corresponding point information [3]. For pose-normalization, the 
pose-estimation method was used with the AAM (Active Appearance Method) [13]. 

This paper is organized as follows. Section 2 presents background information, and 
the 3D face modeling step is discussed in Section 3. In Section 4, the automatic pose-
normalized 3D face data acquisition method is proposed and Section 5 comprises the 
experimental results. Finally, Section 6 concludes the paper. 

2   Background 

2.1   Camera Calibration 

Calibration refers to the process of estimating the parameters that determine a projec-
tive transformation from the 3D space of the world onto the 2D space of an image 
plane. A set of 3D-2D point pairs for calibration can be obtained with a calibration 
rig. If at least six point pairs are known, the calibration matrix can be uniquely deter-
mined. However, in many cases, due to errors, it is better to use far more than six 
point pairs. Although this may result in what is known as the over-determined prob-
lem, we used 96 point pairs to ensure high accuracy in our experiments. Finally, the 
stereo camera system was calibrated with the DLT (Direct Linear Transform) algo-
rithm [3][4]. 

2.2   Epipolar Geometry 

Epipolar geometry refers to the intrinsic projective geometry between two given 
views. It is independent of scene structure, and depends only on the camera’s internal 
parameters and relative pose [4]. The fundamental matrix F encapsulates this intrinsic 
geometry. If a point in 3 space X is imaged as x in the first view, and x’ in the second, 

then the image points can be said to satisfy the relation ' 0Tx Fx = , 'l Fx=   [4]. 
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The fundamental matrix is also an algebraic representation of epipolar geometry. It 
derives the fundamental matrix from the mapping between a point and its epipolar 
line, and then specifies the properties of the matrix [4]. Using the normalized 8-point 
algorithm [4] [14], we extracted the fundamental matrix.  

2.3   Structured Light System 

Stereo vision is based on capturing a given scene from two or more points of view 
and then finding the correspondences between the different images in order to trian-
gulate the 3D position. However, difficulties in finding the correspondences may 
arise, even when taking into account epipolar constraints. In addition, active stereo 
vision using light can be divided into time-multiplexing, spatial neighborhood and 
direct coding [6]. It is possible to use both binary and color time-multiplexing coded 
patterns to solve the correspondence problem. The idea of these methods is to provide 
distinguishing features in order to find the correspondence pairs. 

2.4   Active Appearance Model 

Each shape sample x  can be expressed by means of a set of shape coefficients as 
shown in equation (1) and texture g  as shown in equation (2). 

s sx x Pb= +  (1) 

g gg g P b= + , (2) 

where x is the mean shape, sP  is the matrix with eigenvectors on the shapes, sb is a 

shape coefficient, g is the mean texture, gP is the matrix with eigenvectors on the 

texture, and gb  is a texture coefficient. Since the shapes and gray-level textures can 

be correlated with each other, the shape and texture coefficients can be concatenated 
into a vector b as shown in equation (3). 

s s

g

W b
b Qc

b
= =  (3) 

In equation (3), Q represents the eigenvectors and c  is a vector of the appearance 
parameters which control both the shape and gray-levels. Thus all images are modeled 
with a vector c which describes both the shape and gray-level texture variations to-
gether. 

With the given face image, it was necessary to search for a 2D face model that 
minimized the texture error [13]. After AAM matching, sb , gb  and c  were extracted 

and used as shape coefficients, g represented the mean texture, and 
gP was the matrix 

with eigenvectors on the texture. All of these were used as features to identify faces. 
To improve recognition performance, we used a feature extraction technique which 
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combined a generic AAM with a person-specific AAM. In training, one generic 
model was constructed which captured the variation of all the training faces, and a 
specific model was constructed for each individual to model the variation of only one 
person. 

Generally the AAM is able to provide information on the principal axes of the 
training data since the main idea of the AAM is PCA. The axes extracted from the 
generic model are efficient ways to identify faces; meanwhile the axes extracted from 
the person-specific models are efficient ways to track the faces of the corresponding 
person. Thus, the person-specific model is more suitable for tracking faces whereas 
the generic model is more suitable for extracting facial features for recognition. 

With the given face image, we first used the person-specific model to track and ex-
tract the shape aligned to that face. In the first frame we tried all person-specific mod-
els and then selected one model by using the minimum matching error. We applied a 
generic AAM model to the selected face region in order to extract the shape and tex-
ture features for face recognition. Fig. 1 shows the way to get the geometric informa-
tion of a face by using the AAM. To find the initial shape position, we used the face 
detection method proposed by the Viola-Jones cascade detector [15]. 

3   3D Face Modeling 

3.1   3D Face Data Acquisition System 

The simplest active technique is to use a single-line stripe pattern, which greatly sim-
plifies the matching process, even though only a single line of 3D data points can be 
obtained with each image shot. To speed up the acquisition of 3D range data, it is 
necessary to adopt a multiple-line stripe pattern instead. However, the matching proc-
ess then becomes much more difficult. One other possibility is to use color informa-
tion to simplify this difficulty [6].  

   
(a) Face detection (b) Initial shape (c) Shape fitting 

Fig. 1. Face geometric information using the adaboost algorithm and the AAM 

Furthermore, when using the single-camera approach, it is necessary to find the 
correspondence between the color stripes projected by the light source and the color 
stripes observed in the image. In general, due to the different reflection properties (or 
surface albedos) of varying object surfaces, the color of the stripes recorded by the 
camera is usually different from that of the stripes projected by the light source (even 
when the objects are perfectly Lambertian)[16]. It is difficult to solve these problems 
in many practical applications. 

However, this does not affect our system (which consists of two cameras and one 
projector) if the object is Lambertian, because the color observed by the two cameras 
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will be the same, even though this observed color may not be exactly the same as the 
color projected by the light source. Therefore, by adding one more camera, the more 
difficult problem of lighting-to-image correspondence is replaced by an easier prob-
lem of image-to-image stereo correspondence. Here, the stereo correspondence prob-
lem is also easier to solve than traditional stereo correspondence problems because an 
effective color pattern has been projected onto the object. 

3.2   Pattern Design 

The binary sequential pattern uses two illumination levels which are coded as 0 and 1 
and the color sequential pattern uses color instead of these two illumination levels [6]. 
Previous research has shown that the color model is an effective model for stereo 
matching [17][18][19]. We adopted the HSI model for color-coded sequential pattern 
generation. Using the line features and the HSI color model, a set of unique color 
encoded vertical stripes was generated.  Each color-coded stripe was obtained as fol-
lows. The stripe color was denoted as shown in equation (4). 

( , ) jstripe e θρ θ ρ= , (4) 

where ρ is the saturation value and θ  is the hue value of the HS polar coordinate 

system. We used only one saturation value (saturation=1) because there was enough 
hue information to distinguish each stripe for the matching process. Finally, the stripe 
color equation was defined by using equation (5). 

( )( , ) jmpj mH ncolor m n e ε+= ,     (5) 

where m represents the set element, n is the set number, and ε is the hue perturbation. 
Next, the color-coded sequence was obtained as follows. We determined that the hue 
distance was 144 . The next set elements were then used sequentially. 

In this paper, we generated codes in the face region. We used seven images for the 
binary pattern and three images for the color pattern. The binary pattern generated 

72 128= codes and the color pattern generated 35 125= codes. 

3.3   Absolute Code Interpolation 

After triangulation, we obtained the 3D reconstructed face data. However, this data 
was sparse, because we had to deal with a thinned code in each view. Thinning refers 
to the process of reducing the ambiguity of the corresponding problem. If we did not 
use the thinning step, the 1-to-many matching problem would have been encountered. 
Fig. 2 shows the reconstructed sparse 3D face results. However, in order to recognize 
the images, dense reconstruction is required. Therefore, we used absolute code inter-
polation to discover which human’s face surface comprised the continuous region and 
when the neighbor region’s depth was similar. The thinned codes in each view were 
interpolated by linear interpolation. Fig. 3 shows an example of code interpolation. 
Fig. 4 shows an example of reconstructed dense 3D face data using the proposed 
absolute code interpolation. The reconstructed 3D face data consists of a 3D point 
cloud and a texture map. 
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4   Automatic Pose-Normalized 3D Face Modeling 

4.1   3D Face Pose-Normalization 

The proposed automatic normalized 3D face data acquisition method uses 2D and 3D 
information fusion. First, we found the eye region, nose region and mouth region in 
the 2D image by using the AAM. Second, we reconstructed the 3D face. Third, be-
cause we knew the 2D and 3D relation equations, we were able to find the center of 
the 3D eyes, the top of the nose and the center point of the mouth. Fourth, using the 
3D eye and nose top points, we produced a mesh plane. Fifth, using this mesh plane, 
we were able to find the normal vector.  

Finally, the problem of DOF 3 against translation was solved by nose tip rear-
rangement and the problem of DOF 3 against rotation was solved by normal vector 
rearrangement. By obtaining the three points , and0 1 2P P P (two eyes’ mid points and 

lip’s mid point), we were able to make the 3D normal vector as follows [20]: 

 

Fig. 2. Reconstruction of  3D face 

 

 

Fig. 3. Code Interpolation 

 

 

Fig. 4. Reconstructed dense 3D face data using the proposed absolute code interpolation 
 

      
×

×
1 0 2 0

1 0 2 0

(P - P ) (P - P )
N =

(P - P ) (P - P )
, (6) 

where N is the 3D normal vector. The process of the proposed method is as follows: 

1. Find the 2D geometry features such as eye, nose and mouth region in the 2D 
image. 

2. Reconstruct the 3D face data. 
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3. Find the 3D geometry features in the 3D space using the relation between the 
2D geometry features and the 3D position. 

4. Search the nose tip under the nose region using the 2D nose information. 
5. Move the 3D face data’s center to the nose tip for translation.  
6. Check the eye position and align the 3D face data for the Z axis horizontally. 
7. Calculate the 3D normal vector using the two eye region’s mid points and the 

lip region’s mid point. 
8. Rotate the 3D normal vector with the 3D face data for the X and Y axis. 

4.2   Procedure 

3D face modeling can be divided into an off-line and an on-line process. Calculating 
the camera matrix and the fundamental matrix is an off-line process. Because these 
are calculated before the on-line process, they are not related to running-time. After 
the off-line process, it is possible to carry out the on-line process, which is related to 
running-time. The on-line process can be roughly divided into 2D processing and 3D 
processing. 2D processing consists of capturing the image pairs, detecting the face 
region, extracting the 2D face geometry features, thinning, absolute code interpolation 
and finding corresponding pairs. 3D processing consists of triangulation as well as the 
automatic pose-normalized face modeling step. The procedure is as follows:  

1. Choose the pattern type (binary or color). 
2. Project the coded patterns onto the human face and capture the stereo reflected 

pattern images. 
3. Detect the face region using the adaboost algorithm in order to provide the ini-

tial shape position.  
4. Extract the 2D facial geometry features such as eyes, nose, and lip regions us-

ing the initial shape position and the AAM. 
5. Generate the code according to the pattern type (binary or color). 
6. Thin the generated code in order to reduce the correspondence problem. 
7. Interpolate the thinned code. 
8. Find the corresponding pairs using the fundamental matrix. 
9. Triangulate using the camera matrix. 
10. Find the 3D normal vector and the nose tip using the 2D facial geometry in-

formation. 
11. Normalize the pose using the 3D normal vector. 
Items 1~8 refer to 2D processing steps and items 9-11 refer to 3D processing steps.  

5   Experimental Results 

5.1   3D Face Database 

We created a 3D face database of fifteen persons. Each person was captured at five 
different pose variations: front, up, down, left and right. Also, each person was sub-
jected to binary sequential and color sequential reconstruction. The color sequential 
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reconstructed data used a train and a gallery, while the binary sequential reconstructed 
data used a query. After normalization, we obtained the normalized 3D face data. Fig. 5 
shows the geometric information and the 3D normal vector in the 3D space. Fig. 6 
shows an example of the 3D face database, both with and without the proposed normal-
ized method. 

5.2   Recognition Results 

To verify the proposed pose-normalized method, we compared two types of recogni-
tion experiments. The first experiment was done in order to recognize the recon-
structed 3D face data without pose-normalization. The second experiment was done 
to recognize the reconstructed 3D face data with pose-normalization. Both experi-
ments projected the 3D to 2D space with texture. This method can apply the existing 
2D face recognition algorithm easily. It is a 2.5D face recognition method. The gal-
lery included reconstructed 3D face data using a color sequential pattern and the 
query included reconstructed 3D face data using a binary sequential pattern. Table 1 
shows the used sets. To recognize them, we used the AAM shape information and 
Euclidean distance. Table 2 shows the identification results using the AAM shape 
information. After normalization, the recognition rate improved by about 35%. 

         

Fig. 5. Geometric information and the normal vector in the 3D face space 

 
 

         
(a) Without the proposed method

         
(b) With the proposed method 

Fig. 6. Reconstructed 3D face database without and with pose-normalization 

Table 1. Used sets and types 

Used set Type Number of data items 
Color sequential Gallery 5 15=75×  
Binary sequential Query 5 15=75×  
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Table 2. Identification results 

Set Normalization Number of data items 
Projected 2D texture OFF 60 % (45/75) 
Projected 2D texture ON 94.67 % (71/75) 

6   Conclusions 

This paper presents an automatic pose-normalized 3D face data acquisition method 
and a 2.5D face recognition system. We assumed that the user’s pose variation range 
was 35±  in each axis and identification system was trained for only resisted people 
using AAM.  

We produced a full face recognition system from 3D data acquisition to recogni-
tion so that we produced 3D modeling which used a pose-normalized method. Proc-
essing time is about 10±  seconds which are depended matching points. 

Our system consisted of two cameras and one projector, with expansion capabili-
ties. Because the projector provided the features, we were easily able to change fea-
tures such as lasers, infra-red systems and so on. 

To normalize the pose factor, we used the 2D and 3D information. This method 
showed some advantages. Both 2D and 3D information can present both advantages 
and disadvantages. Therefore, we used the 2D and 3D information to provide advan-
tages and to offset disadvantages. We also used a 3D point cloud and texture map. 
The recognition method was 2.5D face recognition, which is very useful because 2D 
recognition has lower computational cost than 3D recognition methods and there are 
powerful recognition methods in the 2D space. 

The proposed pose-normalization method shows robust results against pose varia-
tion. Experimental results show that the normalized recognition rate improved by 
about 35% when compared with un-normalized recognition. 

In future work, we will consider other recognition methods in the 2D space such as 
the SVM (Support Vector Machine), ICA (Independent Component Analysis), LFA 
(Local Feature Analysis) and so on. Finally, we hope to design a full 3D face data 
recognition and 2D and 3D multimodal recognition system. 
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Vision-Based Game Interface Using Human Gesture 
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Abstract. Vision-based interfaces pose a tempting alternative to physical 
interfaces. Intuitive and multi-purpose, these interfaces could allow people to 
interact with computer naturally and effortlessly. The existing various vision-
based interfaces are hard to apply in reality since it has many environmental 
constraints. In this paper, we introduce a vision-based game interface which is 
robust in varying environments. This interface consists of three main modules: 
body-parts localization, pose classification and gesture recognition. Firstly, 
body-part localization module determines the locations of body parts such as 
face and hands automatically. For this, we extract body parts using SCI-color 
model, human physical character and heuristic information. Subsequently, pose 
classification module classifies the positions of detected body parts in a frame 
into a pose according to Euclidean distance between the input positions and 
predefined poses. Finally, gesture recognition module extracts a sequence of 
poses corresponding to the gestures from the successive frames, and translates 
that sequence into the game commands using a HMM. To assess the 
effectiveness of the proposed interface, it has been tested with a popular 
computer game, Quake II, and the results confirm that the vision-based 
interface facilitates more natural and friendly communication while controlling 
the game.  

Keywords: Vision-based Game Interface, Gesture Recognition, HMM. 

1   Introduction 

The quest for intelligent and natural Human Computer Interaction (HCI) has recently 
received a lot of attention, and influenced the development of various 3D computer 
games. In particular, if a user can control a 3D computer game using visual, auditory, 
or simple actions then the user feels more intuitive and interesting during playing a 
computer game [1-3]. Especially, visual information makes it possible to 
communicate with computerized equipment at a distance, without any requirement for 
physical contacts. Also such vision-based interfaces can control games or machines. 
In this case, a game player feels more intuitive and interesting during playing a 
computer game. 

Various vision based interfaces have been proposed to develop a system for human 
computer interaction and also a few of them are applied to game or machine. Soshi 
Iba [4] developed the system that hidden Markov models to spot and recognize 
gestures captured for controlling robots. Rubine [5] produced a system based on 
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statistical pattern recognition techniques for recognizing single-path gestures (drawn 
with a mouse or stylus) and multiple-path gestures (consisting of a simultaneous path 
of multiple fingers). Freeman and Weissman [6] presented a television control system 
using the tracking of hand movements. Krueger [7] developed an experimental 
interactive environment system called VIDEOPLACE that segments the user’s image 
from a known background, and then builds a composite image of the user’s silhouette 
in a generated environment. Yang et al. [8] developed a gesture based system using a 
multi-dimensional hidden Markov model (HMM) for telerobotics and human 
computer interfacing. 

In this paper, we present a vision-based interface for detecting and recognizing user 
gesture in image sequence using a single commercial camera in the Quake II game. 
Previous vision-based interfaces have various constraints such as a specific situation: 
put on a long-sleeved shirt, a fixed place: stationary lighting and simple background. 
To solve this problem, it need to more robust vision-based interface. In this paper, the 
proposed vision-based interface is robust without regard to varying lighting, complex 
background and various types of cloths (long-sleeved shirt or short-sleeved shirt). 
Section 2 first of all, introduces such a proposed interface briefly, next explains each 
modules in detail. In section 3, shows the experimental results of proposed interface. 
Conclusions are given in section 4. 

2   System Overview 

In this section, we describe the structure of the proposed interface, the functionality of 
each process in this structure, and the commands to be recognized. The gesture of a 
player is recognized as an input of Quake II games through our interface. An 
environment of a proposed interface system is shown in Fig. 1. With a fixed camera, 
we detect a player’s body parts in each frame, we classify player poses from a symbol 
table, and recognize from pose symbol sequences to player’s gestures. 

 

Fig. 1. Environment of the proposed game system 

Our interface consists of three main modules: body part localization, pose 
classification, and gesture recognition. Given the input video sequences, body parts 
localization involves extraction of important body parts, such as the face and hands, 
from the each frame, Pose classification involves classifying the extracted input 
features into predefined pose symbols in a symbol table, and gesture recognition 
involves recognizing a gesture from among the classified symbols using a single  
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HMM. Quake II receives a recognized gesture command and is operated followed that 
gesture. The 13 commands are frequently used command in Quake II, the commands 
described in Table 1.  

Table 1. Thirteen types of gestures used in Quake II 

Quake Command Gesture 
WALK FORWARD Shake a right hand in a forward direction. 
BACK PEDAL Shake a left hand in a backward direction. 
ATTACK Stretch out a right hand in front. 
TURN LEFT Stretch out a left hand to the left. 
TURN RIGHT Stretch out a right hand to the right. 
STEP LEFT Move a right hand down and a left hand to the left. 
STEP RIGHT Move a left hand down and a right hand to the right. 
LOOK UP Move a head to the left. 
LOOK DOWN Move a head to the right. 
CENTER VIEW Stretch out both hands horizontally, then return to the same position. 
RUN Swing arms alternately. 
UP/JUMP Move both hands down and tilt head back. 
DOWN/CROUCH Lift both hands simultaneously. 

2.1    Body-Parts Localization 

To recognize the user gestures, positions of a face and hands are extracted for each 
frame of a given image sequence. For this, first of all, we detect a face and hands 
through three modules: skin-color detection, face detection and hands detection.  

2.1.1   Skin-Color Detection 
Skin-color information is used to extract the hands and face from the input frame, 
where the skin-color is represented by an SCT (spherical coordinate transform)- color 
model, which is reasonably insensitive to variations in illumination and 
computationally inexpensive, making it simple to implement [9]. 
The RGB-color space is transformed into SCT-color space using the following 
equations: 

222 BGRL ++= , =∠ −

L

B
A 1cos  and 

∠
=∠ −

)sin(
cos 1

AL

R
B , (1) 

where L is the intensity, and A and B represent the colors independent from the 
intensity. As such, if a particular color is plotted as a point in RGB-space, then the 
magnitude of the vector for the point is L, the angle between the vector and the blue 
axis is A, and the angle between the red axis and the projection of the vector onto 
the RG plane is B. The resulting color space defined by the transformation can be 
represented by a color triangle [9]. Given skin-color model obtained from 
experimental results, if the color of a pixel falls within the skin-color distribution 
range, the pixel is considered as the part of a skin-color area. 
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However, a background in real world is quiet complex. Thus, detected regions 
include both regions of user’s body, namely skin-color, and noises. For this problem, 
we use a back ground subtraction method proposed in [10]. Given a background 
image, we can easily detect a foreground region by subtracting a current image with 
it. We create the background model BGi by using the first frame, F1(x,y). And then we 
detect the foreground region, FGi through background subtraction. The foreground 
region is defined as follows: 

≥−
=

otherwise
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yxFG ti

i 0

,),(),(1
),(
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where BGi(x,y) and Ft(x,y) are the intensity values at the background model and the 
current frame, respectively. FGt(x,y) is a binary image that consists of a foreground 
and a background. The threshold value  is 30.  

We update the background model using current frame Fi and foreground region 
FGi. We generate the dilated foreground region FGdi which will be used for 
background updating. We only update the background on the dilated foreground 
region where FGdi  0. The background update equation is as follows: 

iii wFBGwBG +−=+ )1(1
, (3) 

where BGi+1 is an updated background model, BGi is current background model, and 
Gi is a current frame. The weighting factor w is 0.1.  

After background subtraction, detected skin-color regions with skin locus have 
small holes. To eliminate them, we fill up them using a morphological operation. 
Next we detect positions of face and hands by labeling a region using a connected 
components analysis. Then the labeled regions are determined face, right hand or left 
hand as next two sub-sections: face detection and hands detection.  

2.1.2   Face Detection 
In an image sequence, detecting of the face and hands is difficult because face and 
hands have a similar property like color information or motion information. For the 
face detection problem, a process is needed to verify the face candidate region (skin 
color region) to be a face or non-face. For the face verification, we use the weight 
vectors of candidate regions in eigenspace. For the dimensionality reduction of the 
feature space, we project an N-dimensional candidate face image to the lower-
dimensional feature space, called eigenspace or facespace [11, 12]. In eigenspace, 
each feature component accounts for a different amount of the variation among the 
face images. 

To be brief on the eigenspace, let a training set of face images represented by N-
dimensional column vector of each image for constructing the facespace be I1, I2, 
I3,…, IM. The average of the training set is defined by A=1/M M

i=1Ii. A new set of 
vectors with zero mean at each dimension is computed as i=Ii-A. To produce the M 
orthogonal vectors that optimally describe the distribution of face images, the 
covariance matrix is originally computed as 

,YY
1

1

T
M

i

T
iiM

C
=

=ΦΦ=  (4) 



666 H.S. Park, D.J. Jung, and H.J. Kim 

for ]...[ 21 MY ΦΦΦ= . Since the matrix C, however, is N×N dimension, determining the 

N-dimensional eigenvectors and N eigenvalues is an intractable task. Therefore, for 
the computational feasibility, instead of finding the eigenvectors for C, we calculate 
M eigenvectors vk and eigenvalues k of [YTY], so that uk, a basis set is computed as  

,
k

k
k

vY
u

λ
×=  (5) 

for k=1, …, M. Of the M eigenvectors, the M’ significant eigenvectors are chosen as 
those with the largest corresponding eigenvalues. For M training face images, the 
feature vectors ],...,,[ 21 Mi wwwW ′= are calculated as  

i
T
kk uw Φ= ,   k = 1, …, M. (6) 

To verify the candidate face region to be a face or non-face, the candidate face 
regions are also projected into the trained eigenspace using Eq. (6). The projected 
regions are verified using the minimum distances of the detected regions with the face 
cluster and the non-face cluster according to Eq. (7). 

||),||||,min(|| nonface
candidate

kface
candidate

k WWWW −−  (7) 

where candidate
kW is the kth candidate face region in trained eigenspace, and 

faceW and 

nonfaceW  are the center coordinate of the face cluster and non-face cluster in trained 

eigenspace respectively. Then, the Euclidean distance measure is used. If there are 
more than two verified faces in an image frame, we select a biggest one as a face. 

2.1.3    Hands Detection 
We detect right and left hands using heuristic rules. First, hands are the two biggest 
regions of skin-color regions except a face region. Next, left one is left hands and 
right one is right hand under a restriction: the hands are not crossing in no case. 

However, when the user put on the short-sleeved shirt, it is hard to detect hands. 
Thus, we add to the following heuristic rules: the shape of hand (a fist) is circle and is 
bigger than the detected arm. But the forearm is bigger than a fist when user bends his 
arm, so we considered human physical character and gesture character. Thus it 
followed as: if the extracted hand included arm region is closely a face then it 
searches hand in region of upper half in the detected region. Otherwise it searches 
hand in region of lower half in the region. 

Given search-space in detected hand region, we finally determine that hand is the 
region has maximum score that satisfies the Eq. 8. 

circlehandtheinsidepixelsofnumbera

circlehandtheinsidepixelscolorskinofnumbera
circleofionmagnificatscore ×=  

(8) 

The hand circle is extended by 5 different magnifications to find potential locations 
for the hand.  
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2.2    Pose Classification 

The body parts positions of a frame are classified to a pose symbol that have a 
smallest norm to the given body parts positions in a symbol table predefined. The 
norm is defined as a Euclidean distance in 6D-vector space of the body positions. The 
symbol table is trained off-line using K-means clustering method. For this, we extract 
poses which are represented the gesture per each gesture. In experiment results, K is 
64 and the number of poses is selected as 23 under consideration that some poses 
which are similar to the others are same one. 

2.3    Gesture Recognition 

To recognize a gesture, we take a continuous stream of pose symbols. Every-time a 
symbol is given, a gesture recognizer determines whether the user is performing one 
of the thirteen gestures predefined above, or not. Usually HMMs are working on 
isolated or pre-segmented sequences of input symbol sequences. For this, it needs to 
find an automatic way of segmenting the sequences. But in reality, it is hard to find an 
easy way to find this segmentation. So we propose a new architecture of a HMM that 
takes a continuous stream of pose symbols with automatically segmenting and 
recognizing abilities. The proposed HMM is a single HMM modeled the thirteen 
gestures. Given a continuous stream of images as an input, the HMM starts with 
initial state probabilities { }00

kss =  and continuously updates its state probabilities with 

each symbol of that stream as shown in Eq. 9. 
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• S = {sk}: A vector of state probabilities, sk denotes a state probability of state k. 
• K = the number of states, • M = the number of poses. 
• A={aij}: An K × K matrix for the state transition probability distributions where aij is the 

probability of making a transition from state si to sj. 
• B={bij}: An K × M matrix for the observation symbol probability distributions where bij is 

the probability of emitting pose symbol vk in state si.  
Then, the HMM has a few states that distinguish the path related with each gesture. 

So when the state has higher state probability than predefined threshold, a gesture is 
detected and recognized. 

3   Experimental Results 

The experimental results showed that vision-based interface allowed that gamer feel 
more natural and intuitive during he or she play a game. The proposed interface was 
implemented on a PentiumIV-2.8GHZ PC using Visual C++ language. In the 
proposed interface, we improve various restrictions in [4,6,13]. In sub-section, we 
describe each module’s results in detail. 
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3.1   Skin-Color Detection Result 

To demonstrate the robustness of the proposed skin-color detection, tests were 
performed using sequences collected on different days, at different times, under 
varying lighting environments from four different individuals. To obtain the skin-
color model, skin-color regions were extracted from 100 test data, the color 
distribution of these regions investigated, and the skin-color finally represented by the 
following parameters: A is 1.001~1.18, B is 0.82 ~ 0.97, and L is 170 ~ 330. 

3.2   Face Detection Result 

To detect the user’s face in skin-color regions, we experiment with twenty different 
test sequences, and the train to sets consisted of six individuals with five different face 
orientations. Fig. 2 shows some of the training images used to construct the 
eigenspace. 

 

Fig. 2. The parts of the training images for eigenspace construction 

An analysis of the image sets captured during the experiment revealed that the face 
detection was 91.0% correct on average. 

rue facesected as timages detNumber of 

facesasmagesdetected icorrectly Number of 
 tion rate Face detec =  (10) 

on_facesected as nimages detNumber of 

on_facesmages as ndetected icorrectly Number of 
ate etection rNon_Face d =  

(11) 

In Table 2, the face detection success rates represent when the face regions were 
detected as faces and the non-face regions detected as non-faces. 

Table 2. The face detection success rates 

Users Face Non_Face Total 
1 93.8% 91.8% 92.8% 
2 90.9% 88.3% 89.6% 
3 91.3% 90.8% 91.0% 
4 90.0% 91.0% 90.5% 
5 92.5% 90.0% 91.3% 
6 91.0% 89.9% 90.5% 

Total 91.6% 90.4% 91.0% 
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3.3   Hands Detection Result 

Detected hand region is represented by circle. To find potential locations for the hand, 
the circle is extended by 5 different magnifications. The circle is extended by 
1 radius, 2 radius, 3 radius, 4 radius, 5 radius, the radius is 3 pixels in our 
experiment. Fig. 3 (a) and (b) show hands detection result with the different 
magnifications of the circle for potential hands locations. The error is occurred when 
it is failed to detect face or the hand region is not dominant. Fig. 3 (c) shows an 
example of detection error. An analysis of the image sets captured in the experiments 
results that the hands detection was 95.1% correct on average. 

 

(a) (b) (c) 

Fig. 3. Hands detection results. Each example contains an original image (first row), skin color 
images (second row), and overlaid with detected hands (third row: in the third row, a bounding 
box with a white solid line is detected face region, bounding boxes with a gray dotted line are 
skin-color region except face region, bounding boxes with a gray solid line are hand searching 
region according to the human physical character). 

3.4   Gesture Recognition Results 

The performance of the proposed HMM recognizer was analyzed using a total of 
1300 frames of thirteen gestures performed many times by different individuals. The 
results are summarized in Table 3 based on the detection and reliability ratio used in 
[14], defined using the following Eqs. (11) and (12). The experimental results showed 
a 93.5% accuracy. 
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gestures of input The number

 gesturesrecognizedCorrectly 
Detection =  

(12) 

stion errorr of inser the numbegestures  of input The number

 gesturesrecognizedCorrectly 
yReliabilit

+
= , (13) 

where ‘Insert’ means the errors when the recognizer detected non-existing gestures. 
Plus, ‘Delete’ and ‘Substitute’ represent when the recognizer failed to detect a gesture 
and misclassified a gesture, respectively. 

Table 3. Gesture-recognition results 

Results 
Command 

Num. of 
Gestures Insert Delete Substitute Correct 

Detection(%
) 

Reliability(%) 

WALK 
FORWARD 

327 0 27 0 300 91.74 91.74 

BACK 
PEDAL 

89 0 8 0 81 91.01 91.01 

TURN 
LEFT 

117 0 0 0 117 100 100 

TURN 
RIGHT 

132 0 0 0 132 100 100 

STEP LEFT 83 0 0 0 83 100 100 
STEP 

RIGHT 
92 9 0 0 92 100 91.09 

ATTACK 236 0 17 0 219 92.80 92.80 
CENTER 

VIEW 
52 0 3 0 49 94.23 94.23 

UP/JUMP 62 0 2 0 60 96.77 96.77 
DOWN/ 

CROUCH 
43 0 4 0 39 90.70 90.70 

RUN 32 0 2 8 22 68.75 68.75 
LOOK 
DOWN 

24 0 3 0 21 87.50 87.50 

LOOKUP 27 0 3 0 24 88.89 88.89 
Total 1316 9 69 8 1239 94.15% 93.50% 

4   Conclusions  

In this paper, we proposed a vision-based interface and applied to a gesture based 
game system for the Quake II. In implemented game system, the proposed method 
showed 93.5% reliability, which was enough to enjoy the game Quake II using 
gestures, instead of the existing interface such as keyboard and mouse. Also the 
proposed method is robust in varying environments such as varying lighting, complex 
background and user putted on various clothes. Therefore the user can enjoy playing 
game within natural real-environment. 
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Abstract. This paper presents an approach to accurately identify landing targets 
and obtain 3D pose estimates for vertical takeoff and landing unmanned air ve-
hicles via computer vision methods. The objective of this paper is to detect and 
recognize a pre-known landing target and from that landing target obtain the 3D 
attitude information of the flight vehicle with respect to the landing target using a 
single image. The Hu’s invariant moments’ theorem is used for target identifi-
cation and parallel lines of the target shape are investigated to obtain the flight 
vehicle orientation. Testing of the proposed methods is carried out on flight 
images obtained from a camera onboard a tail-sitter, vertical takeoff and landing 
unmanned air vehicle.  

Keywords: Tail-sitter vertical takeoff and landing unmanned air vehicle, com-
puter vision, moment invariants, vision-based pose/attitude estimation, target 
identification/detection, parallel lines, vanishing points, perspective transforma-
tion and vision-based autonomous landing. 

1   Introduction 

Using cameras as sensors to perform autonomous navigation, guidance and control for 
either land or flight vehicles via computer vision has been the latest developments in 
the area of field robotics. 

This paper focuses on how a tail-sitter Vertical Takeoff and Landing (V.T.O.L.) 
Unmanned Air Vehicles (U.A.V.) can use visual cues to aid in navigation or guidance, 
focusing on the 3D attitude estimation of the vehicle especially during the terminal 
phase: landing; where an accurate tilt angle estimate of the vehicle and position offset 
from the landing target is required to achieve safe vertical landing. Work in this par-
ticular field focusing on state estimation to aid in landing for V.T.O.L. U.A.V. has been 
done by a number of research groups around the world. Work of particular interest is 
the U.S.C. A.V.A.T.A.R. project[1]; landing in unstructured 3D environment using 
vision information has been reported but only the heading angle of the helicopter could 
be obtained from those vision information. Work done by University of California, 
Berkeley[2] focused on ego-motion estimation where at least two or more images are 
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required to determine the 3D pose of a V.T.O.L. U.A.V. Yang and Tsai[3] have looked 
at position and attitude determination of a helicopter undergoing 3D motion using a 
single image, but did not present a strategy for target identification. Amidi and Miller 
[4] used a visual odometer but the visual data could not be used as stand alone infor-
mation to provide state estimation in 3D space to achieve landing. 

This paper will depict how from a single image, target identification is achieved as a 
V.T.O.L. U.A.V. undergoes 3D motion during hover, just before landing, as well as 
being able to ascertain 3D pose from the appearance of the landing target which is 
subject to perspective transformation. The 3D attitudes of the vehicle are determined by 
investigating parallel lines of the landing target. Target identification is achieved 
through the calculations of Hu’s invariant moments of the target. 

Paper Outline: Section 2 will discuss in detail the image processing techniques un-
dertaken, set up of the video camera on the “T-Wing” and the design of the landing pad; 
section 3 looks into the mathematical Hu’s invariant moments’ theorem applied in 
order to detect and recognize the landing target, section 4 presents the mathematical 
techniques used to carry out 3D pose estimation, and section 5 presents and discusses 
the results for the strategies proposed tested on flight images taken from a U.A.V.; and 
lastly for Section 6, conclusion and directions for future work are drawn. 

2   Vision Algorithm 

The idea of the vision algorithm is to accurately maintain focus on an object of interest, 
which is the marking on the landing pad (here on after will be referred to as the landing 
target), by eliminating objects that are not of interest. The elimination of unwanted 
objects is achieved by a series of transformation from color to a binary image, filtering 
and image segmentations. In this section the image acquisition hardware set-up and the 
set up of the landing pad is firstly introduced and following that is the details of the 
vision algorithm. 

2.1   Image Acquisition Hardware Set-Up 

The capital block letter “T” is used as the marking on the landing pad to make up the 
landing target. The idea behind using a “T” is that it is of only one axis of symmetry 
whereas the more conventional helicopter landing pads, either a circle or the capital 
block letter of “H”, have more than one axis of symmetry. The one axis symmetry will 
allow uniqueness and robustness when estimating the full 3D attitudes and/or positions 
of the flight vehicle relative to Ground Coordinate System which is attached to the 
landing target. 

The camera used was a C.C.T.V. camera, the imaging sensor was of a 1/3 Pana-
sonic Color CCD type. The resolution is of 737 horizontal by 575 vertical pixels with a 
field of view of 95º by 59º and records at 25 Hz. Recording of the images of the 
on-board camera was achieved by transmission using a 2.4GHz wireless four channel 
transmitter to a laptop computer where a receiver is connected. The camera was cali-
brated using online calibration toolbox [5]. The test bed used for the flights was  
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the T-Wing [6] tail-sitter V.T.O.L. U.A.V. which is currently under research and de-
velopment at the University of Sydney. The set up of the camera on the flight vehicle is 
shown on the following simulation drawing and photos: 

 

Fig. 1. Simulation drawing and photos of the camera set-up on the T-Wing 

2.2   Image Processing Algorithm 

The low level image processing for the task of target identification and pose estimation 
requires a transformation from the color image to a gray-scale version to be carried out 
first. This basically is the elimination of the hue and saturation information of the RGB 
image while maintaining the luminance information.  

Once the transformation from color to gray-scale is achieved, image restoration, i.e. 
the elimination of noise, is achieved through a nonlinear spatial filter, median filter, of 
mask size [5 × 5] is applied twice[7] over the image. Median filters are known to have 
low pass characteristics to remove the white noise while still maintaining the edge 
sharpness, which is critical in extracting good edges as accuracy of attitude estimation 
is dependent on the outcome of the line detection. 

After the white noise is removed, a transformation from gray-scale to binary image 
is required by thresholding at 30% from the maximum intensity value, in an effort to 
identify the object of interest: the landing target, which is marked out in white. Despite 
that, the fact of sun’s presence and other high reflectance objects that lie around the 
field where the experiment was carried out; it is not always possible to eliminate other 
white regions through this transformation. 

Image segmentation and connected component labeling was carried out on the im-
ages in an attempt to get rid of the objects left over from gray-scale to binary trans-
formation that are of no interest. These objects are left out by determining that their area 
is either too big (reflectance from the ground due to sunlight) or too small (objects such 
as other markings). The critical area values for omitting objects are calculated based on 
the likely altitude and attitudes of the flight vehicle once in hover, which is normally in 
between two to five meters and ±10º. Given that the marking “T” is of known area and 
geometry the objects to be kept in interest should have an area within the range 1500 to 
15,000 pixels after accounting for perspective transformation. This normally leaves 
two or more objects still present in the image, which was the case for about 70% of the 
frames captured. The Hu’s Invariant Moments theorem is then applied as a target 
identification process in an attempt to pick out the correct landing target. 

Once the landing target is determined the next stage is to determine the edges of the 
block letter “T” in order to identify the parallel lines which are to be used later on for 
attitude estimation. The edge detection is carried out via the Canny edge detector [8]; 
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the line detection is carried out using the Hough transform [8]. The following figure 
shows the stages of image processing: 

 

Fig. 2. Image processing stages (from left to right and down): 1st the grayscale transformation, 
median filtering, binary transformation, rejection of small objects, rejections of large objects, and 
finally target identification with line detection 

3   Target Identification 

The landing target identification procedure is accomplished by using the geometric 
properties of the target. This involves investigating the moment of inertia of the target 
shape. Hu’s invariant moments[9] are known to be invariant under translation, rotation 
and scaling in the 2D plane. This feature is very well suited to tasks associated with 
identifying landing targets. The following equation represents the moments of a 2D 
discrete function: 

mpq = 
i j

qp jiIji ),(  
(1) 

where (p + q) represent the order of the moments and I(i,j) is the intensity of an image. 
The indexes i, j corresponds to the image plane coordinate axes x and y indexes re-
spectively. 

The central moments are the moments of inertia defined about the centre of gravity 
and are given by the following equation: 

−−=
i j

qp
pq jiIyjxi ),()()(µ

 
(2) 

where the indexes have the same meaning as in equation (1), x  and y  are the cen-

troids of the target shape. 
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The normalized central moment is defined as follows: 
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µ

η
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(3) 

Where  = (p + q) /2, for p + q = 2, 3, ........ 
The first four orders of invariant moments can be determined by the normalized 

central moments, they are as follows: 
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In this paper all these four orders of invariant moments were tracked to carry out 
identification of the landing target allowing for perspective distortion. An object is 
considered to be the target if the sum of errors for all four orders is the minimum of all 
the objects. 

As the tail-sitter V.T.O.L. U.A.V. approach the landing phase, the flight vehicle will 
always undergo 3D motion, the invariant moment method described above is only 
known to be invariant under 2D scaling, translation and rotation. Therefore it is critical 
to investigate all facets of the invariant moments. As proven by Sivaramakrishna and 
Shashidharf [10], it is possible to identify objects of interest from even fairly similar 
shapes even if they undergo perspective transformation by tracking the higher order 
moments as well as the lower order ones. This method is applied later on to determine 
the correct target, i.e. target identification. 

4   State Estimation 

Due to the inherent instability with V.T.O.L. U.A.V. near the ground during landing, it 
is necessary to be able to accurately determine the 3D positions and 3D attitudes of the 
flight vehicle relative to the landing target in order to carry out high performance 
landing. The information given by the parallel lines of the target is one of vision-based 
navigation techniques used to obtain high integrity estimation of the 3D attitudes of the 
flight vehicle. Because of the landing pad marking: ”T”, there are two sets of nominally 
orthogonal parallel lines that are existent, the two sets of orthogonal parallel lines each 
containing only two parallel lines are named A and B. The parallel lines in set A and set 
B correspond to the horizontal and vertical arm of the “T” respectively. 

4.1   Coordinate Axes Transformation 

Before establishing the relationship of parallel lines to determine the vehicle attitude, 
the transformations between several coordinate systems need to be ascertained. The 
first coordinate system to be defined is the image plane denoted as the I.C.S. (Image 
Coordinate System), and then the camera coordinate system (C.C.S.) which  
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represents the camera mounted on the flight vehicle. Lastly the flight vehicle body 
axes denoted as the vehicle coordinate system (V.C.S.). The line directions of the 
three flight vehicle body axes in the C.C.S. are pre-known and denoted as dnormal, 
dlongitudinal and dlateral. To describe the relative orientation between the landing target 
and the flight platform, the global coordinate system (G.C.S.) is also required. The 
axes of the G.C.S. are denoted as X, Y and Z. The X axis is parallel with the 
horizontal bar of the block letter “T” and pointing to the “T”’s right; the Y axis is 
parallel with the vertical bar of the “T” and a positive down direction. These two axes 
are situated at the centre point where the vertical and horizontal bars meet rather than 
the conventional centre of gravity of the shape. The Z axis is therefore pointing up 
according to the right hand rule. The transformation from the C.C.S. to the V.C.S. 
amounts to an axis re-definition according to: 

......

~

010

001

100
~

SCCSCV XX ×
−

−
=

 
(5) 

4.2   Flight Vehicle Orientation Estimation Via Parallel Lines Information 

Moving onto the application of parallel lines of the target shape to deduce 3D attitudes 
of the flight vehicle; it is well known that a set of 3D parallel lines intersect at a van-
ishing point on an image plane due to perspective transformation. The vanishing point 
is a property that indicates the 3D line direction of the set of parallel lines [11]. 

Considering a 3D line “L” represented by a set of points: 

L = {(x, y, z) | (x, y, z) = (p1, p2, p3) + (d1, d2, d3) for real } (6) 

The line L passes through the point (p1, p2, p3) and has the line directions (d1, d2, d3). 
The image plane point of a 3D point on the line L can be written as: 

(u, v) = (f×x/z, f×y/z) 
                      = [f×(p1 + d1)/(p3 + d3),  f×(p2 + d2)/(p3 + d3)] 

(7) 

where f is the focal length of the camera and  is the line length or parameter. 
A vanishing point (u , v ) can be detected if    and d3  0; that is: 

(u , v ) = [f×d1/d3, f×d2/d3] (8) 

The direction of the line “L” can now be uniquely determined from the above 
equation to be: 

(d1, d2, d3) = ( ∞u , ∞v , f )/ 222 fvu ++ ∞∞
 (9) 

With the above theory applied to the problem of pose estimation; the line directions 
of the X axis, which corresponds to the horizontal bar of the “T”, and the Y axis, cor-
responding to the vertical bar of the “T”, in the C.C.S. can firstly be determined. The 
line directions are denoted as dx, dy and dz, where the line direction of dz is determined 
by the cross product of dx and dy. 
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Once the directions of the G.C.S. axes in the C.C.S. are determined the flight plat-
form’s attitudes with respect to the landing target can be determined via the following, 
which takes into account the transformation from C.C.S. to V.C.S.: 

cos  = (dx  dLong.)/(||dx||× || dLong.||), 
                                 cos  = (dy  dLat.)/(||dy||× || dLat.||), 

cos  = (dz  dNormal.)/(||dz||× || dNormal.||). 
(10) 

dx, dy and dz are the direction cosines of the G.C.S. axes in the C.C.S. , , and  are 
the angles of the G.C.S. axes in the V.C.S., which correspond to the roll, pitch and yaw 
angles of the flight vehicle respectively. The following figure shows the relations be-
tween the C.C.S., G.C.S. and I.C.S., and the line direction of the vanishing point in 
C.C.S. 

 

Fig. 3. Schematic diagram of the relations between I.C.S., C.C.S., and G.C.S., and the line di-
rection of G.C.S. Y axis in the C.C.S. 

5   Experimental Results 

Flight images taken during the flight testing of the “T-Wing”, a tail-sitter V.T.O.L. 
U.A.V., were used to test the accuracy, repeatability and computational efficiency of 
the fore mentioned theories of target recognition and 3D attitude estimation. Flight 
images are extracted from a 160 seconds period of the flight vehicle hovering over the 
target with the target always kept insight of the camera viewing angles. Figure 4 shows 
the three angles between the V.C.S. and the G.C.S. as the flight platform pitches, yaws 
and rolls during the hover. 
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Fig. 4. Plots of the Alpha, Beta and Gamma angles ascertained from vanishing points and the 
respective roll, pitch and yaw angles of the vehicle 

The estimated attitudes were compared with filtered estimates from a NovAtel RTK 
G.P.S. unit, accuracy of down to 2cm and a Honeywell Ring-Laser Gyro. of 0.5º ac-
curacy. The errors from the attitude estimates from the parallel line information com-
pared favorably with R.M.S. errors of 4.8º in alpha, 4.2º in beta and 4.6º in gamma. 
This range of error is deemed good by other work’s standard[12]. 

Figure 5 shows the computed 1st, 2nd, 3rd and 4th order invariant moments of the 
landing target, “T”, from the images captured during the vehicle hover. Knowing that 
the invariant moments are only “invariant” under 2D translation, scaling and rotation, 
all four orders of the invariant moments were tracked. The results show that the error of 
the invariants moments computed as the flight vehicle hovers above the target are 
larger than the errors associated with 2D motion; but by tracking of the first four orders 
of invariant moments, the target always had the smallest total normalized error (sum of 
all four percentage discrepancy to true value obtained from noiseless images divided by 
four) than other objects remaining in the images. The first four orders of invariant 
moments shows that the normalized errors were greater for the period where the vehicle 
undergoes greater pitching and yawing moments than periods where the vehicle is 
almost in a perfect vertical hover mode. There were images where noise was a big issue 
but nevertheless by tracking all the four orders of invariant moments, the landing target 
could still be distinguished. 

With regard to computational time, the filtering and thresholding of the images took 
approximately 11.92% of the time; component labeling and segmentation took around 
about 54.99%; attitude estimation algorithm needed 4.933% and the invariant mo-
ments’ calculations required 28.16% of the computational time when dealing with two 
objects. 
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Fig. 5. The computed 1st, 2nd, 3rd and 4th order invariant moments (in red --) compared with true 
values (in blue -); and the total normalized error 

6   Conclusion 

In this paper, an algorithm to accurately identify landing targets and from those landing 
targets, using computer vision techniques, to obtain attitudes estimates of a tail-sitter 
V.T.O.L. U.A.V. undergoing 3D motion during the hover phase is presented. This 
method of 3D attitude estimation requires only a single image which is a more com-
putationally effective technique than motion analysis which requires processing of two 
or more images. This paper also presented techniques of accurately determining land-
ing targets via the invariant moments’ theorem while an air vehicle is undergoing 3D 
motion. The results show a good accuracy with target detection and pose estimation 
with previous other work in this field. Further developments of these techniques in the 
future can possibly see autonomous landing of manned helicopter onto a helipad and 
commercial aircrafts autonomously detecting runways during landing. 

A major issue requiring investigation is the estimation of attitude when the landing 
target is only partially visible in the image plane. We intend in the future to integrate the 
attitude, position and velocities estimates, to act as guidance information, with the 
control of the “T-Wing” especially during landing. 
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Abstract. A recent trend of car navigation system is using actual video
captured by camera equipped on a vehicle. The video-based navigation
systems displays guidance information overlaid onto video before reach-
ing a crossroad, so it is essential to detect where the crossroads are in
the video frame. In this paper, we suggest a detection method for traffic
lights that is used for estimating location of crossroads in image. Sug-
gested method can detect traffic lights in a long distance, and estimates
pixel location of crossroad that is important information to visually rep-
resent guidance information on video. We suggest a new method for
traffic light detection that processes color thresholding, finds center of
traffic light by Gaussian mask, and verifies the candidate of traffic light
using suggested existence-weight map. Experiments show that the detec-
tion method for traffic signs works effectively and robustly for outdoor
video and can used for video-based navigation system.

1 Introduction

As the advent of telematics as a newest field of information technology, car
navigation systems (CNS) have been developed as a key application in telematics
field, and have got much interests of the users and demands of service providers.
CNSs have been introduced in the form of PDA-based system that is based on 2-
dimensional digital map and route planning/guidance functions. Recent service
providers have begun to support 2.5D and 3D display.

However, navigation systems till now have limited representation power for
real world, especially in case of confusing crossroad or junction. Such defect may
make drivers get lost or even cause traffic accidents. In this respect, naviga-
tion systems are now aiming at more realistic representation of real world. A
newest direction of navigation system is to use actual video captured by camera
equipped on a vehicle. The examples of early video-based systems are INSTAR
of Siemens[1] and VICNAS of Kumamoto University[2]. Such systems intend to
enhance drivers’ understanding about real world by capturing real-time video
and displaying navigation information (such as directed arrows, symbols, and
icons) onto it. Because video is more perceptible than conventional map (either
paper or digital), such video-based navigation systems are expected to reduce
users’ visual distractions while driving and to make navigation guidance easier
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and more convenient. To make the video-based navigation possible, navigation
information should be overlaid accurately onto video. An approach is AR (Aug-
mented Reality)-styled display, but such approach requires very accurate posi-
tion/attitude of vehicle as well as geographic topography, for which high-cost
sensors (including camera) and large-volumed database are needed.

To solve the problem, we suggest a computer vision technology that pro-
cesses input video and helps to overlay navigation information onto the video.
Considering that the most important function of a navigation system is to
guide direction before a crossroad is reached, we focus on detecting the location
of crossroad in image, as a key to our vision-based approach. However, practi-
cally speaking, the guidance should be done in a long distance before a crossroad.
Directly detecting crossroad in a long distance is quite difficult (even human’s
eye may not identify it), so we detect traffic lights rather than crossroad itself.
Assuming that there are traffic lights at most of crossroads, we can estimate
pixel location of a crossroad if a traffic light is detected. Many detection meth-
ods have been suggested for road facilities including traffic lights [3][4][5], but
most of the methods are not applicable to the vision-based navigation systems
because they cannot detect traffic lights in a long distance. To effectively and
robustly detect traffic lights for our goal, we suggest a new detection method
that can detect traffic lights in a long distance.

The remainder of this paper is organized as follows. Section 2 provides a de-
tection method for traffic lights. Section 3 describes how the detection functions
are worked with car navigation system. In Section 4 we present the experimental
results, and Section 5 concludes our suggestions.

2 Detection of Traffic Lights

The method suggested in this paper detects traffic lights by an algorithm shown
in Fig.1. Each process is executed sequentially, as described below.

2.1 Traffic Lights Detection

Color thresholding. In this paper we use HSI color model to analyze color of
traffic lights. It is a color model based on human vision, and many researches have
used color thresholding with the HSI color model [3]. It can be used as a measure
for distinguishing predefined colors of traffic lights. We refer an official guideline
for colors of traffic lights, published by National Police Agency of Korea, the
competent authority of management of traffic lights[6]. In this guideline, each
color of traffic lights is defined as an area in CIE chromaticity diagram, in which
yellow and red are in almost same area. Therefore, we use same color information
when detecting yellow and red traffic lights.

After transforming RGB color model into HSI color model [7], we execute
thresholding with regard to red and green color components of CIE chromaticity
to get candidate colors of traffic lights, as
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Fig. 1. Traffic lights detection algorithm

C(x, y) =

⎧⎪⎪⎨⎪⎪⎩
Red if ( ((H(x, y) < Trl) ∨ (H(x, y) > Tru))

∧ (S(x, y) > Ts) ∧ (I(x, y) > Ti) )
Green if ( (Tgl < H(x, y) < Tgu) ∧ (S(x, y) > Ts) ∧ (I(x, y) > Ti) )
0 otherwise

(1)
where C(x, y) is result of the color thresholding, H(x, y) is Hue value, S(x, y)
is saturation value, and I(x, y) is intensity value. The C(x, y) becomes a set of
red (include yellow) and green candidate traffic lights. The four threshold values
(Trl, Tru, Tgl, Tgu) are determined in order to check the Hue values are included
in a predefined range. Further, to detect candidate region of traffic lights whose
lights are on, we also use thresholds of saturation (Ts) and intensity (Ti).

Noise Removal. There are many noises in the candidate region for traffic lights
which come from lens distortion, diffraction of sunlight, vibration of camera, and
background objects with similar color. To remove such noises, a morphology
operation is executed, as shown in

M = ((((C ⊕ T )⊕ T )- T )- T ) (2)

where M is result of morphology operation, C is result of the color thresholding
(previous step), T is a 3 × 3 mask template whose all elements are 1, ⊕ means
dilation operation, and - means erosion operation. The operation (2) is similar
to closing operation of morphology ((C ⊕ T ) - T ), but it is a more empirical
method that can effectively remove a lot of irregular noises and color components
other than those of traffic lights.

Blob Labeling. The segmented candidates of traffic light are processed through
blob labeling, and are determined as further candidates if the size of labeled blob
meets the criteria
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Nl < BA < Nu (3)

where BA denotes size of blob area, and Nl and Nu are lower bound and upper
bound of BA, respectively. That is, only blob whose size is within a certain range
is left as a further candidate. The actual size of a traffic light (a lamp) is 30cm
in radius, while its pixel size depends on the distance between the traffic light
and camera, as well as camera specification (such as focal length). The values of
Nl and Nu can be dynamically changed, and in our experiments they are set to
30 and 350 respectively.

2.2 Traffic Lights Verification

The detected candidates of traffic lights are processed through the verification
process (see algorithm shown in Fig.1). The verification process is executed in
two steps described below; finding center of the lights and recognizing the traffic
lights using existence-weight map.

Traffic Lights Center Detection. The most useful characteristic of traffic
lights is that they emit light themselves. Figure 2 shows the extracted candidates
for traffic lights and their normalized distribution with regard to green. We can
see the distribution of traffic lights is similar to Gaussian distribution (Fig.
2(c) and (d)). Therefore, we estimate a center of traffic light by Gaussian mask
filtering to a given candidate of traffic light. The size of Gaussian mask is set to
half of size of the candidate region. Because the size of the candidate region varies
(according to the distance between the traffic light and camera), the Gaussian
mask should have dynamic size accordingly. We can estimate that a point with
largest value of convolution operation on the candidate region and Gaussian
mask is center of traffic light. We denote the estimated center of traffic light
as (cx, cy). Figure 3(a) shows a candidate of traffic light after labeling process,
Fig.3(b) shows a result of estimation of center and boundary of a traffic light,
and Fig.3(c) shows the used Gaussian mask.

Existence-Weight Map(EWM). In case of moving camera, the detection of
traffic lights may fail because of vibration of camera and image distortion caused
by light and lens. Especially in case of interlaced camera, the inconsistency of
scan line makes the detection more difficult. Considering such difficulties, we use
an idea for efficient detection of traffic lights: ’The existence of a traffic light
in a frame implies it is very likely that the traffic light also exists at similar
pixel position in the next frame.’ So we suggest Existence-Weight Map(EWM)
in order to find a traffic light effectively even in case of uncertain or failed result
in a single frame. To define the EWM, we first segment the upper half of image
into irregular-sized rectangular grid, which we call blocks (Fig.4(a)). We exclude
lower half of image because it is nearly impossible for traffic lights to appear,
with our camera setting. Note that, the size of each block depends on image
size, and it is determined to be larger for upper part of the image because the
traffic lights in the image is moving more rapidly around upper part than around
center of image.
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(a) Original image (b) Normalized G channel

(c) Intensity distribution of (b) (d) Gaussian distribution

Fig. 2. Distribution of traffic lights

(a) Candidate image (b) Detected center (c) Gaussian mask for (b)

Fig. 3. Detecting center of traffic lights

Suppose there are M × N blocks for each frame t (In our experiments with
720×480 image, we have 24×15 blocks, as shown in Fig.4(a)). For each block a
weight value is assigned, and we denote P (x, y, t) as the weight value of (x, y)-th
block at t-th frame. Then we define the weight value as possibility of existence
of a traffic light at each block, and calculate each P (x, y, t) as follows. First, all
P (x, y, t) are set to zero before starting to scan the frames. Given frame t − 1,
let (m, n) be x- and y- index of the block where the estimated center of traffic
light (cx, cy) exists. Then each P (x, y, t) at next frame are set to

P (m, n, t) = P (m, n, t− 1) + Ti

P (m, n + 1, t) = P (m, n + 1, t− 1) + Tu

P (m± 1, n, t) = P (m± 1, n, t− 1) + Ts

P (m± 1, n + 1, t) = P (m± 1, n + 1, t− 1) + Ts

P (x, y, t) = P (x, y, t− 1)− Ts

∀ x /∈ {m, m− 1, m + 1} and ∀ y /∈ {n, n + 1}

(4)
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where the parameters Ti, Tu, Ts are empirically determined positive number with
1 > Ti > Tu > Ts > 0.

Figure 4(b) shows an example of the parameters values in (4). These values
mean: if the center of traffic light is found in block (m, n, t−1), it is most likely to
appear in same location (m, n, t), the upward block (m, n + 1, t) has the second
highest possibility, and four sideward blocks (m ± 1, n, t) and (m ± 1, n + 1, t)
have the third highest possibility. This is because the traffic lights are moving
upward or sideward in the next frame as the vehicle is moving. Also, to prevent
divergence of P (x, y, t), we limit its value as

0 ≤ P (x, y, t) ≤ 5 ∀ x, y, t (5)

(a) Block segmentation (b) Example of parameters

Fig. 4. Existence-weight map(EWM)

Traffic Lights Recognition. With the EWM mentioned above we recognize
traffic lights as a final step, because the candidate regions processed by center
detection steps may include false candidate as well. We assume that the lamps
of traffic lights are distinct from outside region in intensity. To use the intensity
criteria, we first divide the candidate region from blob labeling process (see
Fig.3) into inner part(lamp part) and outer part(outside estimated boundary
of traffic light). Having defined that (m, n) is the index of the block containing
the estimated center of traffic light (cx, cy), we recognize the traffic lights using
the values of EWM and the intensity values of candidate regions around the
estimated traffic light, by the criteria

Ī(in) + k · P (m, n, t) > Ī(out) · Tr (6)

where Ī(in) and Ī(out) are average intensity value (defined as 0∼255) of the
inner part and the outer part, respectively. In our experiments, the constant k
and Tr in (6) is empirically determined as 6 and 2.5 respectively. Finally, we can
determine that the (cx, cy) is a center of traffic light if and only if (6) yields true,
which is our goal.

3 Interface with Car Navigation System

In this section, we present how the traffic lights detection functions suggested in
Section 2 interface and work with car navigation system. The architecture of the
navigation system combined with detection module are briefly shown in Fig.5.
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Fig. 5. Architecture of the system

3.1 Sending Notification for Detection

On reaching guide point (crossroad) before a predefined distance, say 300m,
the guidance module send a message Detect(current, guide, f, road) to detection
module, where current is current position, guide is position of next crossroad, f
represents location and attributes of traffic lights, and road is vector data for the
road between current and guide. When this message is received, the detection
module starts to work with necessary information. The information is mainly
used for reducing the search region and estimating where a traffic light appear
in a frame. Further, from current and the position of traffic light (included in
f) the detection module can estimate how large (pixel size) each traffic light
appears in video frame.

3.2 Using Detection Result

After the detection module is executed, the detection results are used to display
the navigation information more accurately at crossroad. More specifically, they
are used to estimate pixel position that corresponds to real world crossroad.
Again, we assume that traffic lights are located at crossroads. For this, the
traffic lights located at a crossroad are logically connected to the crossroad in
a database. Moreover, for each traffic light, its size (radius), number of lamps,
and height from ground are also recorded. The values are basically defined in
a domestic transportation standard, so we don’t need to measure the values
individually. Once a detection result (bounding rectangle of lamp of traffic light)
is given, we estimate the pixel position of crossroad using the detection result and
the height of the traffic light. Let (x, y) be coordinate of a detection result(bottom
of bounding rectangle). Then the estimated pixel position (x′, y′) of the crossroad
is calculated by

x′ = x

y′ = y + (
height× f

dist
) · size

(7)

where height is height of the traffic light from ground, f is focal length of used
camera, dist is distance between the traffic light and the camera, and size is
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physical length of a CCD cell of the camera (we can get values of f and size
from camera specifications). In (7), y−y′ means y-axis pixel length corresponding
actual length h. After the pixel position that corresponds to real world crossroad
is determined, we can get adjusted and more accurate pixel position where a
direction indicator should be displayed, even when the simply projected point
(camera pitch and topography are not considered) is not accurate.

4 Experiments

The experimental environment for our research is a software application with
simulation data. The CPU is Intel Pentium4 processor with 3.0GHz, and the
size of main memory is 1024MBytes. The simulation data (video, location, and
traffic lights) are collected in two road sections in Seoul and Daejeon, both of
which are about 5km long. The video is captured with 720×480 size and 30fps.
An application that looks like a video player is developed as a test platform for
our experiments.

The detection ratio of the traffic lights detection module is shown in Fig.6.
In case of 130m or longer distance detection ratio is low because the traffic
light appears very small (BA is lower than 10); in case of 90m the ratio shows
about 80% (BA is about 40). The example detection results with regard to
the distance between traffic lights and camera are shown in Fig.7. The average
processing time of the traffic lights detection module for each frame is 70.86msec.
Although we do not resize original image size, a processing time of about 15fps
is possible.

Fig. 6. Detection ratio

With the detected traffic lights and estimated location of crossroad, we display
adjusted direction indicator onto video frame at a prototype video-based navi-
gation system. The example of pictorial comparison between simply projected
direction indicator and adjusted direction indicator by traffic light detection is
shown in Fig.8.
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(a) Image(120m) (b) Result(120m) (c) Image(100m) (d) Result(100m)

(e) Image(80m) (f) Result(80m) (g) Image(60m) (h) Result(60m)

(i) Image(40m) (j) Result(40m) (k) Image(30m) (l) Result(30m)

Fig. 7. Detection result

(a) Projected direction indicator (b) Adjusted by traffic light detection

Fig. 8. Adjusted display of direction indicator

5 Conclusion

In this paper, we suggested a detection method for traffic lights that can be
effectively used for video-based car navigation systems. For video-based naviga-
tion systems that display navigation information overlaid onto video on reaching
a crossroad, it is essential to find the exact location of the crossroad in image,
because it is important to visually represent guidance information on video.

However, because it is very difficult in actual situation, we suggested a method
that effectively detects traffic lights instead of the crossroad itself and estimates
location of crossroads with the result. We detect candidate traffic lights by color
thresholding, noise removal, and blob labeling process, and then find center of
traffic lights by Gaussian mask, which is verified by suggested Existence-Weight
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Map. Experiments show that the suggested method works in a long distance
before a crossroad for outdoor video and can be effectively used for video-based
navigation systems.

Because video is regarded as a new media for future car navigation systems,
computer vision technology will be more and more used in car navigation in-
dustry. In the future, more computer vision technologies will be required for
other objects that appear in video captured by vehicle, such as roadside facil-
ities, buildings, road lanes, or other vehicles. We should develop more robust
computer vision methods based on analyses on the demands of applications in
the field of car navigation system.
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Abstract. This paper examines the generation of a generic face model
from a moderate sized database. Generic models of a human face have
been used in a number of computer vision fields, including reconstruction,
active appearance model fitting and face recognition. The model that is
constructed in this paper is based upon the mean of the squared errors
that are generated by comparing average faces that are calculated from
two independent and random samplings of a database of 3D range im-
ages. This information is used to determine the average amount of error
that is present at given height locations along the generic face based on
the number of samples that are considered. These results are then used
to sub-region the generic face into areas where the greatest variations
occur in the generic face models.

1 Introduction

Today’s smart security solutions often employ the use of biometrics, such as fin-
gerprints or iris scans, as an integral part in the overall system. This is largely
due to the increased demand on modern society to identify or authenticate an
individual with much stronger certainty. The uniqueness of face recognition tech-
nology that distinguishes it from the other cohort of biometrics is that images of
the face can be captured quickly and in the majority of situations non-intrusively.
They also have the potential to operate in noisy crowded environments where
other biometrics may fail. Unfortunately, traditional 2D methods for face verifi-
cation have struggled to cope with changes in illumination and pose. This has led
researchers to the use of three-dimensional (3D) facial data in order to overcome
these difficulties [1].

One of the key components of 3D face recognition is the ability to reconstruct
the 3D human face and estimate relevant models from the captured sensor data.
This step is not only important for face recognition, but also for other computer
graphics and machine vision fields including entertainment, medical image anal-
ysis and human-computer interaction applications [2]. This reconstruction and
modeling process often employs the use of a generic face model or generic face
mesh as a tool that assists in developing solutions to this challenging problem.

Observation of the numerous and varied approaches to solving the face mod-
eling problem has revealed that little thought is given to the actual generic face
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model that is employed. Consequently, there are almost as many generic face
models that exist in the literature as there are researchers who have investigated
the problem. Some face models may be typically constructed from a set of train-
ing range images; may use active appearance models [3] or morphable models
[4]; or some researchers may even employ the use of their own face as a “generic
face model” which is subsequently fitted, deformed, or applied to other people’s
faces. The latter obviously, is not the most optimum approach to adopt.

This paper attempts to answer the question: what is the average human face
and does an average model actually exist? Such questions are rarely asked but
the results may be of particular value to a wide range of face modeling and
recognition papers. If such a generic/average model does exist, what are the
constraints on this model and what are the characteristics of this model? To an-
swer such questions will allow more intelligent application of generic face models
in face reconstruction applications.

This paper examines the calculation of the generic face mesh in the following
manner. Section 2 presents some existing work in the field and demonstrates how
generic face meshes are used by numerous researchers in the face recognition field.
Section 3 presents the preprocessing steps that were conducted on the database
of 3D images that were used in the construction of the generic face mesh and
related experiments. The database employed in this paper is the second version
of the “Face Recognition Grand Challenge” (FRGC v2.0) database [5]. Section
4 presents the error metric that was used to determine the number of required
models. Section 5 presents the results of the testing of the generic 3D face mesh
and this is followed by the Conclusion which is presented in Section 6.

2 Related Work

There are numerous methods to capture 3D information of a human face. Meth-
ods include a range of both passive and active sensors such as stereo [6–8], shape
from shading [9], structured light [2], shape from silhouettes, laser scanners [5],
or structure from motion methods [10]. Some of these methods obtain the 3D
information directly while others depend on methods to reliably determine cor-
respondences between images containing human faces. To perform the latter
approach in an automatic fashion is extremely problematic. The majority of
these problems stem directly from the human face itself, as faces are non-planar,
non-rigid, non-lambertian and are subject to self occlusion [11]. Due to these
issues and the uniform appearance of large portions of the human face, passive
techniques such as stereo can not always accurately determine 3D face shape.
Active sensors, although they can produce higher resolution and more accurate
data, achieve this with more expensive equipment and at the cost of projecting
light or other visible patterns onto the subjects face.

Many passive techniques depend on extensive manual guidance to select spe-
cific feature points or determine correspondences between images [12]. Fua and
Miccio [8] use a least-squares optimisation to fit a head animation model to
stereo data. Although powerful, their method requires the manual selection of
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key 2D feature points and silhouettes in the stereo images. Ypsilos et al. [2] also
fit an animation face model to stereo data. However, the stereo data is combined
with a projected infrared structured light pattern allowing the simultaneous cap-
ture of 3D shape information as well as colour information. Ansari et al. [13] fit
a face model to stereo data via a Procrustes analysis to globally optimise the
fit, then a local deformation is performed to refine the fitting. Some methods
use optical flow [14] or appearance-based techniques [10] to overcome the lack of
texture in many regions in the face. These approaches, however, are often ham-
pered by small deformations between successive images and issues associated
with non-uniform illumination.

Differential techniques attempt to characterise the salient facial features such
as the nose, the mouth and the orbits using extracted features such as crest
lines and curvature information. Lengagne et al. [15] employ a constrained mesh
optimisation based on energy minimisation. The energy function is a combination
of two terms, an external term, which fits the model to the data and an internal
term, which is a regularisation term. The difficulty with differential techniques is
in controlling the optimisation as noisy images can wreak havoc with estimating
differential quantities, whilst regularisation terms have the potential to smooth
out the very features that are most important to recognition algorithms.

Statistical techniques fit morphable models of 3D faces to images using infor-
mation that is gathered during the construction of the generic face mesh. Blanz
and Vetter [16] present a method for face recognition, by simulating the process
of image formation in 3D space, fitting a morphable model of 3D faces to images
and a framework for face identification based upon model parameters defined
by 3D shape and texture. The developed system is a complete image analysis
system provided that manual interaction in the definition of feature points is
permissible. Koterba et al. [3] however, studied the relationship between active
appearance model fitting and camera calibration. They use a generic model as
a non-rigid calibration grid to improve the performance of multi-view active
appearance model fitting.

3 Face Mesh Preprocessing

The first stage in the investigation of the construction of the generic face mesh
involved the development of an appropriate database of face images that could
be used. Sets of range images were taken from the FRGC v2.0 database [5]
and each of the images was then subjected to three stage pre-processing. This
data normalisation stage is an integral step for any face recognition application,
particularly for 3D data. It is rarely noted but the 3D modality has high levels of
noise with often extreme outliers that must consequently be removed. Another
issue rarely raised with 3D face recognition is there is a pose dependence. The
angle of the individual to the laser scanner (or other capture device) will cause
self-occlusion, unless the capture equipment can gather a full 3D face image.
However, even with these issues 3D face data is considered to be less susceptible
to noise than 2D images.
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The first stage of the pre-processing pose-normalised the data such that the
position and direction of the normal vector of the plane formed by the centre of
the eyes and the tip of the nose was identical across all the images. The second
stage filtered and interpolated across areas of the face that contained substantial
errors in the range image, as is caused when taking range measurements in the
eyeball area and the nostrils. The final stage of the pre-processing cropped all
the images so as to only contain information from the forehead of the face down
to the top lip of the subjects. This was done primarily to reduce any errors that
may be introduced by variations in the mouth region that may have occurred
during the image capture process. These stages are outlined in more detail as
follows [17].

The 3D data is assumed to be point cloud data on a semi-regular x- and
y-grid; there is limited variation along the grid lines. Every image has four land-
mark points: the right eye corner, left eye corner, nose tip and chin. Depth
normalisation is conducted by using three of these landmark points (right eye
corner, left eye corner and chin) to compensate for in-plane and out-of-plane
rotations; the three landmark points are rotated to reside in the plane. The
face data is then cropped based on the two eye corners and the erroneous data
in this cropped region is removed using a gradient filter (Algorithm 1) in the
x and y domains respectively, Znorm1 = grad filt(Z, ∂x, N) and Znorm2 =
grad filt(Znorm1, ∂y, N); the median filter used is defined by Algorithm 2.
Where Z is the cropped depth image, N is the size of the median filter, C
is the cutoff point for the gradient filter, i refers to the columns in the image
and j refers to the rows in the image.

Algorithm 1. Gradient Filter(grad filt(Z, ∂n, N))
1: Zn = ∂Z

∂n

2: if Zn(i, j) > C then
3: Z(i, j) = error
4: end if
5: for i = 1 : num cols(Z) do
6: for j = 1 : num rows(Z) do
7: Z(i, j) = med filt(Z, i, j, N)
8: end for
9: end for

For this work it was found that a value of C = 10 was appropriate and that
a median filter of size N = 5 was sufficient; for images which were larger than
128×128 pixels. This valid data, Znorm2 was re-interpolated onto a regular grid
of 128× 128 pixels, an example output of this procedure is provided in Figure 1.

In addition to filtering and registration, the 3D data must also be range nor-
malised. Range normalisation consists of setting the maximum value to 255 (the
maximum value for a normal 2D image) and adjusting all other values to be
relative to this value.
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Algorithm 2. Median Filter (med filt(Z, i, j, N))
1: start i = i − N , stop i = i + N
2: start j = j − N , stop j = j + N
3: if start i < 1 then
4: start i = 1
5: else if stop i > num columns(Z) then
6: stop i = num columns(Z)
7: end if
8: if start j < 1 then
9: start j = 1

10: else if stop j > num rows(Z) then
11: stop j = num rows(Z)
12: end if
13: Zsub region = Z(start i : stop i, start j : stop j)
14: Z(i, j) = median(Zsub region �= error)
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Fig. 1. A mesh plot of a cropped and interpolated 3D face image

The final database was composed of 466 individuals represented by 128× 128
images. Each image has the spatial co-ordinates available in X, Y and Z matrices
and the position of the eye centres and nose tip was available in a separate
structure.

4 Generic Face Experiment Design

The investigation of the average face was done by drawing two random and
independent samples of the database of range images R that was constructed
in the preprocessing stage. The random sampling was performed using a random
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number generator which generates uniformly distributed pseudo-random num-
bers. The state of the random number generator was altered with every iteration.

For a given set, S, of n randomly selected range images, where S ⊂ R, the
mean range distances, M1, were calculated by,

M1X,Y =
∑n

i=1 SiX,Y

n
. (1)

A second set T , of n random range images, where T ⊂ Q and Q = R − S,
was then chosen and the mean range distances M2 of this set of images was
calculated in a similar manner.

To compare the two ‘average’ faces that were calculated from set S and set T
a squared error matrix E2 was calculated using,

E2 = [M1 −M2]2. (2)

The final matrix E2 provides the squared error that exists at each point on the
surface for the particular sets of randomly generated mean images.

This procedure for generating the matrix E2 was then repeated for 10,000
simulation runs. The collection of the squared error matrices were then used to
determine the average squared error across all simulation runs in the following
manner,

E2
ave = E2/10000. (3)

5 Results and Discussion

To investigate the MSE versus the number of models that were present in the
database of objects, the experiment detailed in the previous section was repeated
for n = 1...233 (i.e. half the total database size of 466 due to the creation of two
generic face models being compared). For every value of n the experiment was
conducted 10000 times and the MSE at each observed range measurement was
calculated. The results of this set of experiments are presented in Figure 2.

Figure 2 shows that there is an inverse relationship between the number of
models and the amount of mean squared error which is present between the
mean squared faces that are calculated. As this is an inverse relationship, it
indicates that a truly average face would be achieved only with an infinitely
large database. However, by examining the mean error that exists at any given
location between the average faces that are calculated for a given sample size it
is possible to calculate the percentage mean squared error that can be expected
to be found at given locations across an average face. These results are presented
in Table 1.

As seen from Table 1, once more than sixty models are chosen to calculate
the average face, the average squared error at a given location on the face varies
by 5% or less to another average face which is calculated using the same number
of models. This result should serve as a guide as to how many faces should be
‘averaged’ when calculating a generic face to represent the faces that are present
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Fig. 2. Plot of MSE versus the number of faces in the model averaged

in a database. This can also be used as a starting point in reconstruction and
calibration algorithms which require a generic model for initialisation of the
algorithm.

To further investigate the relationship that exists between the MSE and the
‘average face’, the MSE surface as it exists on the average face was plotted for
the case where 233 models were considered. This relationship is displayed in
Figure 3.

Figure 3 shows that the bulk of the MSE that exists between the average
models was located at the tip of the nasal region and around the brow area,
where as the cheeks and forehead region on the other hand had far lower values
of MSE associated with them. This result indicates that the most important
information for applications such as recognition and face reconstruction occurs
in these areas, and thus algorithms which are time critical in their application
should focus on these regions for salient parameter calculations. This result is
also important for any coding standards that are produced for faces, as any
meshes used to represent the face should focus the vertices in the nasal and
brow areas. To further illustrate this point, a face that contains 95% of the
MSE that exists when 233 models are considered can be represented as shown in
Figure 4.

The results that have been presented in this paper have been empirical in
nature. A formal hypothesis testing procedure was constructed using the Bonfer-
roni correction as the mechanism by which every range point on the image could
be tested simultaneously. Although this framework was accurate in a synthetic
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Fig. 3. Plot of MSE variations over the generic face model surface
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model when 233 faces are utilised

environment, the variations and interpolation errors for the eye and nostril re-
gions that are present on a database of real faces provided inconsistent results.
This is currently the focus of future research and it is hoped that a formal
framework will eventually be able to be constructed for facial analysis.
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Table 1. Table of percentage MSE versus the number of models

No. Models % Error

10 31.71%
15 20.57%
20 16.05%
24 13.50%
30 11.07%
34 9.58%
39 7.52%
47 6.78%
59 5.34%
78 4.10%
117 2.69%
233 1.36%

6 Conclusion

This paper examined the generation of a generic face model from a moderate
sized database. The model constructed was based upon the mean of the squared
errors that are generated by comparing average faces that are calculated from
two independent and random samplings of a database of 3D range images. This
information is used to determine the average amount of error that is present at
given height locations along the generic face based on the number of samples
that are considered. Experimental results demonstrated that at least sixty faces
need to be incorporated into a generic face model in order to obtain a mean
squared error of 5% or less to another average face which is calculated using the
same number of models. The empirical evidence presented has demonstrated
that a generic or ‘average’ face model does exist down to an acceptable level
of error. The constructed model also revealed that 95% of the errors within
the average model are contained within the brow and nose regions of the face.
The presented empirical investigation of the generic face model will allow for
more intelligent application of generic face models in face reconstruction and
recognition applications.
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Abstract. Human contour provides important information in high level
vision tasks such as activity recognition and human computer interaction
where detailed analysis of shape deformation is required. In this paper, a
real time region-based contour tracking algorithm is presented. The main
advantage of our algorithm is the ability of tracking nonrigid objects such
as human using an adaptive external speed function with fast level set
method. The weighting parameter, λi is adjusted to accommodate the
situations in which the object being tracked and the background have
similar intensity. Experimental results show the better performance of
the proposed algorithm with adaptive weights.

1 Introduction

Successful human contour tracking plays a key role in identifying people and
recognizing or understanding human behaviors. In early years, human tracking
concentrates on feature points such as corner points of moving silhouettes or
centroid of rectangular box that bounded the tracked person. However, feature-
based method is not appropriate when the shape of the objects changes dy-
namically as the shape of objects cannot be easily related to the positions of
feature points in subsequent frames. In addition, human contour provides im-
portant information in high level vision tasks such as activity recognition and
human computer interaction where detailed analysis of the shape deformation is
required.

The active contour model, also known as the Snake model, was proposed by
Kass et al.[7] in 1987 and it had been widely used in edge detection, shape mod-
eling, segmentation and motion tracking. However, traditional active contour
approach encounters two major problems: the mathematical model in the snake
method cannot deal with topological change without adding external mecha-
nisms, and it is very sensitive to initial contour position and initial shape.

The Level Set Method introduced by Osher and Sethian [12] overcomes the
above problems. Using the level set formulation, complex curves can be detected
and tracked and topological change of the curves are naturally managed. Consid-
erable research has been reported on applying the Level Set Method in moving
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object detection and tracking. Paragios and Deriche[10] proposed level-set based
geodesic framework for object tracking where speed function in the formulation
is defined in terms of image gradient, ∇I. But, tracking using gradient image
will fail when the boundary between background image and object being tracked
becomes ambiguous. By generalizing the region competition idea [13], Mansouri
[8] proposed Bayesian-based level set tracking method where the object being
tracked and background regions are assumed to have distinct luminance char-
acteristics. In [9], Paragios and Deriche combine region-based and edge-based
information. Recently, many researchers have introduced shape information into
level set method [1], [5]. However, the use of Level Set Method has been limited
due to its high computational complexity. The major challenges of using level
set method in object tracking are:(1) reducing computational cost for imple-
menting and (2)constructing an adequate speed function that governs the curve
deformation. In [11], a new implementation of level set method is proposed and
achieved real time performance. In this paper, a novel method for human contour
tracking using the fast level set implementation method is proposed where the
speed function is defined based on the Chan-Vese Model with adaptive weight-
ing parameters, λi. Compared to [11] which mainly focus on implementation of
level set method in real time, our main objective is to construct an adequate
speed function that is adaptable to fast level set implementation so that our
tracking algorithm is robust to weak object boundary while achieving real time
performance.

In the next section, we briefly review the level set method and discuss the
fast level set implementation in [11]. Section 3 presents the proposed algorithm
and explains the formulation of external speed function in detail. Finally, exper-
imental results and concluding remarks are given in Sections 4 and 5.

2 Level Set Method

The level set method is a numerical technique for tracking a propagating inter-
face which changes topology over time. This method has been widely used in
many areas including computer vision and image proposing after the first work
was introduced by Osher and Sethian [12]. The key attraction of the level set
method over the snake method is its ability to handle changes in curve topology
in a natural way. In addition, the level set method is not sensitive to initial con-
tour position and shape as snake method do. This makes the level set method
more suitable for detecting and tracking of multiple objects simultaneously while
handling topological changes in natural way.

Level set method embeds the initial position of moving interface as the zero
level set of higher dimensional function φ(x, y, t) [12]. Then, the evolution of im-
plicit function is tracked over time. Finally, the position of the moving interface
at anytime, t, is given by the zero level set of time-dependent level set function.
That is,C(x, y, t) = {(x, y)|φ(x, y, t) = 0}. As the interface moves over time, the
value of the function φ at each grid point (x, y) must be updated according to
the speed function F . The speed function F can be generated based on global
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properties of the image or local properties such as curvature. Regardless of the
properties that generate the speed function, it can be assumed that the speed
function is in the direction perpendicular to the interface as the tangential com-
ponent will not effect on the position of the interface. In order to represent the
evolving interface as the zero level set of the implicit function, φ ,the following
condition must be true at any time t:

φ(p(x(t), y(t)), t) = 0 (1)

By taking derivative using the chain rule, we have

φt +∇φ(p(t), t).p′(t) = 0 (2)

Let −→n be a local unit(outward) normal to the interface, and then, −→n can be
written in terms of φ as follows:

−→n =
∇φ

|∇φ| (3)

and speed F which is perpendicular to the interface is

F = p′(t)−→n (4)

Hence, equation (2) becomes

φt + F |∇φ| = 0, φ(x, y, 0) = φ0(x, y) (5)

where the set {(x, y)|φ0(x, y) = 0} defines the initial contour.

2.1 Speed Function, F

The performance of level set function depends on the speed function F that
governs the model deformation. In classical approach, level set speed function
depends on the image gradient, ∇I. For example, Geodesic Active Contours [10]
sets the speed function F as:

F = g(|∇I|)(κ + ν) (6)

where g(|∇I|) is commonly defined as

g(|∇I|) =
1

1 + |∇Gσ ∗ I|p (7)

with p = 1 or p = 2 . Gσ denotes a Gaussian convolution filter with standard
deviation σ. The speed decreases towards zero at high gradient location. The
main assumption for this edge-based model is that the object being tracked has
strong intensity contrast to the background. This assumption constraints the
applications of the gradient based level set method. This had led researchers to
consider the region-based energy which rely on the information provided by the
entire region such as color, texture and motion-based properties [2]. Motivated
by [13], the speed function that considers the probability density function of
the regions inside and outside the structures of interest have been proposed [1],
[8]. This class of speed function is well suited in the situations where intensity
distributions of regions match to the assumed intensity models.
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2.2 Implementation Technique

In the traditional approach, the level set equation in (5) is solved by replacing
time derivatives with finite differences and spatial derivatives with approxima-
tions using forward and backward differences. But, the direct implementation
approach of level set method is computationally very expensive and the Narrow
Band approach has been recently popular where the computation is limited to
only the neighborhood pixels of the zero level set[1]. However, the computational
cost still remains considerable and real time performance is not achieved.

Shi et al. [11] proposed a fast implementation technique for solving level set
method. Their approach differs from the Narrow Band Method that in their
method, the curve is evolved without solving partial different equation though
the evolving curve is still represented by level set function φ. The computational
cost drops dramatically and real time performance can be achieved.

Fast Level Set Implementation Approach. In the level set method, the
boundary curve C is represented implicitly as the zero level set of a function
φ. In classical level set method, the moving object is tracked by solving the
following partial differential equation.

φt + F |∇φ| = 0 (8)

Given the initial contour position, the value for φ(x, y, t = 0) is initialized.
Generally, φ is defined as signed distance function which is negative inside the
curve C and positive outside C. Then, the value of φ is adjusted based on the
speed function F that specifies how contour points move in time.

By examining the neighbor points along the contour, it can be seen that the
values of φ of neighboring grid point inside C will be switched from negative to
positive if the curve moves inward and vice versa if curve moves outward. Based
on the above observations, fast level set method defines two lists of neighboring
grid points Lin and Lout for the boundary curve C as follows:

Lin = {x|φ(x) < 0 and ∃y ∈ N4(x) such that φ(y) > 0}
Lout = {x|φ(x) > 0 and ∃y ∈ N4(x) such that φ(y) < 0}

where N4(x) is 4-connected discrete neighborhood of a pixel x. The value of φ
is chosen from a limited set of integers {−3,−1, 1, 3} and defined as:

φ(x) =

⎧⎪⎪⎨⎪⎪⎩
3, if x is exterior point;
1, if x is in Lout;

−1, if x is in Lin;
−3, if x is interior point.

(9)

where the exterior points are those pixels outside C but not in Lout and interior
points are those pixels inside C but not in Lin. Then, the curve C is evolved at
pixel resolution by simply switching the neighboring pixels between the two lists
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Lin and Lout based on the speed function F . In General, the speed function F
is composed of external and internal image dependent speed:

∂φ

∂t
= (Fext + Fint)|∇φ| (10)

The evolution due to data dependent speed Fext and the smoothness regular-
ization due to Fint is separated into two cycles. The first cycle moves the curve
toward the desired boundary based on the external speed, Fext and the second
cycle smooths the curve with Fint. In general, Fext is data dependent speed and
defined as

Fext =

{
> 0, if a pixel lies inside the object;
< 0, otherwise.

According to the definition of Lin and Lout, the external speed values should be
positive for all the pixels in Lin and negative for the pixels in Lout if the curve is
at the object boundary. Based on this observation, we switch a pixel from Lout

to Lin if F > 0 and vice versa if F < 0. The iteration process stops (a) if the
speed at each neighboring grid points satisfy:

F (x) ≤ 0 ∀x ∈ Lout

F (x) ≥ 0 ∀x ∈ Lin

or (b) A pre-specified maximum number of iterations, Na is reached. A predefined
maximum iteration number, Na is required for the image with noises and clutter
conditions. The popular choice for Fint is µκ where κ is curvature of the curve
and defined as the Laplacian of φ.

3 Proposed Algorithm

Assuming that the image acquisition system is still, the moving object is de-
tected by gray-level differencing between the current frame and reference back-
ground model. The background model is updated with time using a mixture of
K Gaussian distributions [3]. Ideally, the difference image is composed of two
regions: static and moving object. The static region corresponds to those pixels
that belong to both current and background frame and differences are approxi-
mately zero. The moving region correspond to those pixels that belong to only
the current frame and differences are significantly large. This property can be
exploited to define the region-based speed function. Difference from [11], we de-
fine the region-based speed function based on the Chan-Vese Model for region
segmentation [4].

3.1 Speed Function Based on Region Intensity

Given the difference image I(x, y) = It(x, y)−B(x, y) where It(x, y) and B(x, y)
refers to the current image and background image respectively, the energy func-
tion of Chan-Vese segmentation model [4] can be written as
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E = µ.|∂Ωin|+v.

∫
Ωin

dx+λ1

∫
Ωin

(I(x, y)−c1)2dxdy+λ2

∫
Ωout

(I(x, y)−c2)2dxdy

where Ωin and Ωout denotes the object and background region respectively.
The term |∂Ωin| is the length of the object boundary and it provides smooth-

ness regularization. The second term penalizes the area of the object region and
is generally omitted by taking v to be zero. The last two terms represents the
region fitting energy and will be minimized only if the moving curve is at the
boundary of the object being tracked.

The parameters c1 and c2 represents the averages of image inside and outside
curve C and are updated via the following equation as φ evolves:

c1(φ) =

∫
Ω

I(x, y)H(φ)dxdy∫
Ω H(φ)dxdy

; c2(φ) =

∫
Ω

I(x, y)(1 −H(φ))dxdy∫
Ω(1−H(φ))dxdy

where H(φ) is Heavisdie function and defined as

H(x) =
{

1, x < 0;
0, x > 0.

Keeping c1 and c2 fixed and minimizing the energy function, E, with respect to
φ results

∂φ

∂t
= δ(φ)

[
µ∇.(

∇φ

|∇φ| )− v − λ1(I(x, y) − c1)2 + λ2(I(x, y)− c2)2
]

(11)

In order to extend the evolution to all level sets of φ , Dirac function δ(φ) can
be replaced with |∇φ|. Hence, above equation becomes

∂φ

∂t
= |∇(φ)|

[
µ∇.(

∇φ

|∇φ| )− v − λ1(I(x, y)− c1)2 + λ2(I(x, y) − c2)2
]

(12)

where µ > 0, v ≥ 0, and λ1, λ2 > 0 are fixed parameters. In fast level set
implementation, the level set equation is of the form

∂φ

∂t
= (Fext + Fint)|∇φ| (13)

where Fext drives the curve towards the desired boundary and Fint smooths the
curve. To provide such behavior, we define the speed function as:

Fext = sign(−λ1(I(x, y) − c1)2 + λ2(I(x, y)− c2)2) (14)

Fint = µ∇.(
∇φ

|∇φ| ) (15)

In equation (14), I(x, y) ≈ c1 for a pixel inside the object and I(x, y) ≈ c2 for
pixels outside the object. Hence, the first term in Fext will be much smaller than
the second term and the resultant Fext will be positive if a pixel lies inside the
moving object. On the other hand, the external speed Fext will be negative if
the pixel lies outside the moving object. The negative and positive values of Fext

drives the curve toward the object boundary where Fext = 0. Internal speed,
Fint comes from the length constraints and provides the boundary smoothness
and length scale of the moving object.
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3.2 Curve Evolution Parameters

The parameters, λi gives the weights to the object and background classes. If
we choose weighting parameters, λi to be the same, it implies that both object
and background classes are equally likely to occur and no particular class is fa-
vored over another. In our proposed algorithm, we adaptively define the external
speed function to reduce the misclassification of foreground pixels as background
through the parameter λi. Let λ2 = kλ1 Then, the external speed is redefined
as:

Fext =

{
−λ1(I(x, y) − c1)2 + kλ1(I(x, y) − c2)2, if |Fext| < th;
−(I(x, y)− c1)2 + (I(x, y) − c2)2, otherwise

(16)

where k is a constant parameter and k ≥ 1. The parameter, th is a threshold
determining the weakness of external speed function. In our algorithm, the pa-
rameters, c1 and c2 are chosen to represent the mean intensity values and can
extend our algorithm by choosing parameters, c1 and c2 to be other statistical
properties.

4 Experimental Results

To evaluate the performance of proposed method, it is tested with real time
video sequences. The first few frame is assumed to have no moving objects and
assigned as the reference background model. For the subsequent frames, the
difference image between the current frame and background model is used as
input to the tracking algorithm while background model is updated with time.

(a) (b) (c)

Fig. 1. (a) Background Model (b) Current Frame and (c) Difference Image

According to the fast level set implementation [11], the mathematical imple-
mentation is performed in two cycle. The regularization parameters, Na and Ng

are selected based on the balance between the external speed and the smoothing
effects. In the proposed algorithm, the initial curve can be anywhere in the image
and we set the image border as the initial curve in order to detect the moving
object in the whole domain. For the subsequent frames, the initial curve can be
obtained by the results from the previous frame. In our experiment, we choose
Na = 255 for motion detection in the first frame and 20 for subsequent frames.
By setting the parameter, Na selectively, we can further reduce the computa-
tional cost. The parameter, Ng eliminates the small holes in the final result and
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is chosen based on the noise level of the input image. Generally, Ng is chosen to
be much smaller than Na. In our experiment, we set Ng = 7 and the parameter,
Ng is fixed for the whole sequence.

4.1 Motion Detection

In the proposed algorithm, the initial curve can be anywhere in the image and
we set the image border as the initial curve in order to detect the moving objects
in the whole image. The curve will be initialized to the image border whenever
the motion detection module shows there are changes in the number of moving
objects in the scene. Otherwise, the tracking curve in the previous frame will
be used to initialize the curve in the current frame.Fig. (2) shows the evolution
process in one of the frames of Hall monitor sequence. The contour of the person
is successfully detected after 243 iterations by satisfying part (a) of stopping
conditions. The time for one iteration is about 0.005 sec.

iteration 11 iteration 51 iteration 171 iteration 243

Fig. 2. The curve evolution process of the two cycle algorithm

4.2 Tracking

After the moving object is detected successfully, only a few number of iterations
are required in subsequent frames to obtain tight boundary. The average number
of iterations required in the subsequent frames is 8 and average tracking time is
0.0866 sec per frame on a 2.4 GHz PC. The moving person and his shadow is
tracked successfully in real time as he walks in the hallway.

frame 30 frame 35 frame 50

Fig. 3. Tracking results of Hall monitor sequence. Frame 30, 35, and 50 are shown.

We present the result of applying our adaptive speed function to one of
the sequences from NLPR database [6]. The boundaries of human silhouettes
in the observed images are tracked using our proposed algorithm. In the first
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frame 23 frame 24 frame 27 frame 36

Fig. 4. Tracking results of the moving person. Frame 22, 23 and 24 are shown. Equal
weighting parameters: λ1 = λ2 = 1.

frame 23 frame 24 frame 27 frame 36

Fig. 5. Tracking results of the moving person: Giving object class a higher weight for
those pixels with |Fext| < th

frame, the curves converge to the boundary of the person to be tracked after
about 239 iterations.

From frame 23 to frame 36, the intensity values of the background and the
part of the tracked person’s body are similar. The frame difference for most of
the points in the left side of body part is very small and misled the algorithm
to define these points as background points Fig.(4). Indeed, this is a well-known
and challenging problem in region-based level set algorithm. In the proposed
algorithm as well as other region-based level set method, tracking is treated as
discriminant analysis of pixels into two classes, where the classes correspond
to object region and background region. When the object being tracked and
background has similar statistical property, it is difficult to track the boundary
accurately without adding additional constraints. As shown in Fig.(5), applying
equation (16) can overcome the problem of misclassification and recover the body
part.

5 Conclusion

In this paper, we propose a real time region-based contour tracking algorithm
using the fast level set method. The external speed function is constructed based
on Chan-Vese Model with the adaptive weighting parameters, λi. The main ad-
vantage of our algorithm is the ability of tracking objects with weak boundary
in real time. The weighting parameters, λi are adjusted to accommodate the
situations in which the object being tracked and the background have similar
intensity. Experimental results demonstrate that our proposed method can over-
come the problem of misclassifications by adjusting the weighting parameters.
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However, in practical conditions, the low contrast region problem may not
be solved by only adjusting the weighting parameter, λi. A more sophisticated
speed function model will be required to achieve the more robust performance
for tracking low contrast objects and it is aimed as our future work.
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Abstract. In this paper, a simple and efficient strategy of quality control for 
mobile multimedia transmission is proposed. Based on embedding the 
watermark into the transmitted media as the channel indication index and using 
the human visual/auditory sensitivity property, the dynamic bit allocation 
strategy is adopted accordingly thus to obtain the best quality of the media 
contents under a fixed bit rate constraint. The simulation results show that by 
using the proposed channel predication method and bit allocation strategy, not 
only more transmission efficiency can be achieved but the copyright protection 
requirement is still met, while only increasing little computational complexity at 
the mobile terminal. 

Keywords: Channel Estimation, Digital Watermarking, Wavelet and Subband 
Coding, Dynamic Bit Allocation, Human Sensitivity Function, Mobile 
Multimedia Transmission. 

1   Introduction 

Channel detection is the key technology of serving the stable and best media quality 
in wireless transmission applications, especially in cellular system due to the 
asymmetric calculation power for the base station and mobile terminal and frequency 
division multiplex (FDD) for uplink and downlink transmission, and is still a 
challenge for current and future wireless communication system. For example, a GSM 
base station will transmit a training sequence and receive the analysis feedback signal 
from terminal as a reference for transmitting power control, and then acquire a better 
transmission performance consequently. However, more transmission bandwidth is 
necessary [1]. Rather than using the training sequence, an alternative way [2] uses 
feedback to inform base station the downlink channel condition, but this approach 
puts heavily calculation burden on mobile terminal. Moreover, since channel 
estimation from the training signal in time domain just tells us the global condition 
rather than each band of the original signal, the optimal strategy to overcome the 
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channel effect corresponding to different frequency band is unavailable. Once the 
channel condition is known, it is possible to use many new developing schemes, such 
as transmit diversity [3][4] (open loop) , dynamic modulation scheme, variable bit 
rate coding, multilevel coding scheme [5][6], … etc., to combat wireless channel 
effect thus a more efficient communication system is obtained.  

On the other hand, due to the fast development of digital watermarking in 
multimedia transmission, and media sharing service such as 4G mobile 
communication or P2P service, digital watermark becomes a broad technique for 
copyright protection, authentication, broadcasting monitoring, in the multimedia 
transmission applications [7]-[11]. It is noted that since the watermark can be thought 
as the side information of the transmitting signals [9]-[12], it is reasonable to expect 
that it is possible to look at the watermarking as useful side information in the 
communication system to determine the channel condition, ex. the state of the channel 
noise level. Thus, watermarking not only can be treated as intellectual property 
protection technique but also performs as a channel indicator in the growing wireless 
multimedia networks network service. Although this concept had been disclosed 
previously, there is no explicit way to correlate the received watermark and the 
channel condition. It is expected that via calibrating the distortion rate of the 
transmitted watermark and original signal, the channel condition can be estimated 
precisely by a simple method. After the channel condition is known, the specific 
coding scheme for different channel condition can be adopted to improve the 
transmission efficiency for both the bit error rate (BER) and transmission rate.  

This paper presents an effective approach, which is expected to be satisfied in both 
respects: copyright protection and channel effects compensation, for mobile 
multimedia transmission. By detecting the watermark information embedded in every 
subband of the media, the channel condition can be easily estimated and feedback to 
the transmitter, then a suitable coding algorithm is adopted to overcome the channel 
effect. The human visual/auditory sensitivity property is used in the proposed bits 
allocation scheme between different bands and source/channel coding aspect [13], 
thus to achieve the goal of quality control under limited bit rate criterion, which is 
important in mobile transmission such as 3G/4G multimedia service. For example, for 
those important bands, more bits should be assigned to overcome the severe channel 
effect to obtain the acceptable image quality. However, if the band condition is 
indicated as “good enough”, the extra bits can be reallocated to other bands with more 
distortion thus a better image result with fine detail is available. 

The paper is organized as follows. In section 2, the theoretical principle and coding 
algorithm of the proposed strategy is described. The simulation results and 
discussions are given in the section 3, and finally, the conclusion and the future work 
are given in the section 4. 

2   Theoretical Principles and Algorithms Description 

The simplified block diagram of the proposed scheme is shown in Fig. 1 and is 
described as follows. 
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Fig. 1. Simplified block diagram of the proposed transmission system. Note that C represents 
the original subband coefficients.  

2.1   Watermark Embedding and Detection 

It is observed that since the time domain training sequence is used in the general 
transmitting systems, it is hard to indicate channel condition accordingly to subband 
individually. To gain the better efficiency from coding strategy, a subband 
decomposition codec with watermarking in each band is proposed as follows. Let Co 

denotes the original source to be transmitted, then a wavelet decomposition filter pair 
with impulse response (hdL, hdH) is used to divide the baseband signal into two 
subbands, says CL and CH band respectively, by  

  CL =Co* hdL ,     hdL =[0.707, 0.707] (1) 

   
CH =Co* hdH ,    hdH =[0.707, -0.707] (2) 

where hdL and hdH, also known as Daubechies wavelets with N=1, and (CL , CH) 
represent the high and low frequency bands respectively. The reconstruction process 
is the same as in (1)-(2) by convolving the decomposed bands with the reconstruction 
filters hrL and hrH, which are represented as hrL= hdL and hrH = - hdH. For an image source 
Co, the wavelet analysis is applied in the same manner two times for each row and 
column thus to obtain four subband coefficient images CLL, CLH, CHL, and CHH, 
respectively.   

The watermarking technique we used is similar to Hsu’s method [14] by using the 
DWT and multiresolution technique, which is stated in brief as follows. For each 
wavelet band, a pre-determined binary watermark template with ¼ size of the 
coefficients image is undergone the successive layers decomposition, pixel-based 
pseudo permutation, and block-based image dependent permutation processes. After 
that, the watermark information is embedded into the transform domain by modifying 
the DWT coefficients according to their neighboring relationship. For example, the 
successive two middle-frequency coefficients are compared by subtraction, if the 
former is greater, it denotes that a bit ‘1’ can be embedded directly. On the contrary, if 
a bit ‘0’ is to be inserted, a number must be added into the later coefficient thus to 
make it greater than the former. An example result for watermark hiding is shown in 
Fig. 2 by using the above watermarking algorithm 

The watermark can be self extracted without the original image [14]. The received 
image is undergone the same processes of wavelet decomposition, then the recovered 
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Fig. 2. (Left) Binary text watermark image of size (128*128), (Right) The resultant image after 
watermarking (256*256) 

watermark can be obtained by comparing the neighboring coefficients in middle-
frequency to disclose the transmitted bit symbols, and descrambling the bit stream to 
reconstruct the watermark image.   

2.2   Channel Estimation by Watermark Correlation 

Due to the stochastic property of the original message, it is reasonable to estimate the 
channel condition by comparing the original and the reconstructed watermark. Thus, 
after the watermark information is extracted from the terminal, a simple and effective 
operation can be performed to estimate the channel condition for each frequency 
band. To reduce the computational complexity, a normalized correlation (NC) 
coefficient is used to measure the fidelity of the reconstructed watermark as follows 
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where w and w’ denotes the original and received watermark respectively. The NC 
coefficient reveals the information of the channel effect for a communication system, 
for example, little noise and channel distortion made the NC near to one, while heavy 
noise or severe channel distortion made it approach to zero. Thus, a simple indicator 
of the channel condition can be obtained by observing the NC coefficient and 
referring to a pre-determined lookup table, which correlates the NC value to the noise 
level (signal to noise ratio: SNR, or noise variance: 2) or bit error rate (BER) of the 
communication system. A typical SNR definition is given as follows 
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where C’ denotes the noisy message. When a noise with known power variance is 
added to the transmitted image, a corresponding NC value from the corrupted 
watermark can be calculated by (3), and the corresponding SNR value can be 
determined by (4). A simulation result for two popular noise models, Gaussian and 
Uniform, is given in Fig. 3 to describe the relevance between the NC and SNR.  
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 (b) 

  (c) 

Fig. 3. (a) Correlation curves of NC and SNR values for Gaussian and Uniform noise models. 
(b) and (c) show the recovered watermark corresponding to receiving an ‘acceptable’ or ‘bad’ 
transmitted media (Lena) quality respectively. This figure illustrates that the received media 
fidelity can also be predicted by observing the received watermark.   

According to this result, the NC and SNR can be correlated approximately (note that 
numerical errors will appear at NC near 0 and 1 since using curve fitting) by  

 SNR_Gaussian = -142.8NC2+254.5NC-71.9  (dB)  (5) 

Thus, it is easy for us to know the channel noise power level just by compute the NC 
at terminal side.           

2.3   Optimal Bit Allocation Strategy by Human Perception Sensitivity Property, 
Image Contents, and Channel Condition 

Once the channel condition for each band is known, it can be sent back to the 
transmitter as the control signal to adjust the system parameters, thus the extra 
transmission efficiency can be achieved. In this paper, a dynamic bit allocation 
scheme for each signal band under a fixed bit rate criterion is used to improve the 
visual/auditory quality of the transmitting media under various channel conditions. 
That is, to make sure that the satisfactory quality for various channel condition can be 
achieved.  

To achieve this goal, the threshold points, which indicate the maximum number of 
removable bits, corresponding to 3 kinds of visual/auditory quality level must be 
determined by a series of subjective experiments. A number of members in our 
research group are selected to join this test. The wavelet coefficients of the 
transmitted media are removed (or replaced by zero) one by one according to the 
visual/auditory weighting function, which is similar to the concept of HVS-
quantization method in wavelet [15]. That is, wavelet coefficient with lower 
 

(a)
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(b) (c) (d) (e) 

Fig. 4. (a) Threshold points of ‘good-- ’, and ‘acceptable-- ’ for Lena image with different 
noise levels. It indicates the maximum removable bits to obtain the desired image quality and 
the resultant SNR value. (b)-(d) represent the results of ‘good’, ‘acceptable’, and ‘bad’ quality 
in noiseless condition. The noise level 1, 2, and 3 are 24.9, 99.2, and 404.7 (dB) respectively. 
Note that a high frequency content image ‘Baboon’ is also tested with the same condition to (b) 
and is shown in (e) for comparison, and the completed test results are depicted as a dotted curve 
in (a) for the Baboon image under noiseless condition. 

perceptual weighting should be removed first. Two threshold points: ‘good’ and 
‘acceptable’ are decided during the degradation process if most of the testers observe 
the significant quality change between the successive images. That is, in the previous 
image we feel “good enough” and in the next image we feel “not good”. Resultant 
curves of two test examples, ‘Lena’ and ‘Baboon’ image, at different noise level are 
shown in Fig. 4(a) to indicate the removed bit number and the received image fidelity. 
The threshold points are also examined and the corresponding images for noiseless 
channel case are shown in Fig. 4(b)-(d), which represents the 3 categories images of 
the visual quality requirement. In our coding strategy, the concept of ‘bit allocation’ 
includes two aspects and depends on the channel condition and the required service 
quality. If the communication system is undergone a more noisy or distorted channel, 
more bits should be allocated to channel coding algorithm to protect perceptually 
important coefficients. However, if the channel effect is negligible, more bits can be 
used in the source coding algorithm to improve the fine detail of the transmitted 
media. 

For example, if CLL band is corrupted severely, it means the acceptable quality is 
unavailable; we must remove some bits, from other bands, to protect CLL by channel 

 (a) 
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coding techniques until the desired quality result is reached. On the other hand, if the 
channel condition is ‘good enough’, more bits, which exceed the quality requirement 
for a specific desired service, can be allocated to CLH, CHL, and CHH bands to get the 
higher image quality with fine detail. Thus, the number of maximum removable bits, 
which depends on both the image contents and the channel condition, gives us the 
guiding principle for tuning the coding parameters. 

To simplify the coding process, the image content classification is represented by 
the power ratio of the high frequency to the full band, says CHH/C. According to the 
previous experimental results, the number of maximum removable bit number 
corresponding to different channel conditions and the desired quality can be 
approximated by  

R_good = 665+3700x+6727x2-5.451y+0.0093602y2   (6) 

R_accept = 1690+3298.5x+4880x2-9.5704y+0.017058y2   (7) 

where x denotes the power ratio of the high frequency band to the overall bands, and y 
denotes the noise level in variance respectively. The above two equations, simply give 
us the information of minimum required bits number at the transmitter when the noise 
level and the desired service quality are known.  

Audio signal are also tested in the same process. For audio signal, the binary 
watermark image is embedded into frequency band coefficients with less auditory 
sensitivity. The optimal threshold points for removable bit number, similar to (6)-(7), 
are represented by  

 R_good = 4158+787x+149x2-21.05y+0.048951y2   (8) 

R_accept = 9401+1779.6x+337x2-34.391y+0.07295y2   (9) 

3   Simulation Results and Discussions 

To evaluate the performance of the proposed system, a designed MATLAB procedure 
with Simulink block is used to simulate the whole process of the communication 
system, the watermark signal is the same as in Fig. 2 and the test images are Lena, 
Baboon, …etc. After the wavelet decomposition and watermarking process, each 
watermarked frequency band Cwi, i=1~4, is undergone the digital modulation scheme 
and is transmitted over a wireless channel with a specific noise models added in. At 
the receiver terminal, under the perfect sample-timing assumption, the output of the 
matched filter is Cwi , i=1~4, and then the corresponding reconstruction algorithm is 
used to retrieve the watermark from the received signal.  

The channel condition in each band can be known by directly calculating the NC 
coefficients by (3) and then referring to (5) to obtain the noise power. After that, the 
channel condition index and the power ratio of the high/overall frequency band, are 
used as the feedback signal to the transmitter. Once the desired service quality is 
assigned, by referring to (6)-(9), it is possible to allocate bits precisely either between 
different signal bands or channel/source coding schemes, to obtain the best perceptual 
quality media under the present channel condition. To simplify the coding process, 
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the coding scheme is emulated by preserving the corresponding number of the 
original image coefficients according to the bit allocation result. One example result 
of the complete simulation process at different channel condition is shown in Fig. 4 
and Fig. 5. It can be observed in Fig. 4(a) that for the same image under different 
channel conditions, the removable bits increases if the channel noise level decreases. 
On the other hand, it also reveals that for two different images under the same channel 
condition, the removable bits number is greater for the image with higher high-
frequency power. These results tell us that more bits can be (or should be) saved and 
re-allocated to the channel coding algorithm to protect those perceptually important 
coefficients during transmission. In Fig. 5, the resultant images and the corresponding 
SNR values by using or not using the dynamic bit allocation strategy (total allocated 
bits=52Kb) for three noise levels, are shown in Fig. 5(a)-(f) and the figure caption. 
From these results, it is observed that at a fixed bit rate transmission constraint, which 
is often used in general wireless transmission service, the proposed algorithm not only 
save bits by dropping the training sequence, but also achieve the comparable image 
quality than the innovative system [16]. Something interesting should be noted in Fig. 
5(d) and (f) where the image with lower SNR in (f) seems has the better visual quality 
than (d), however, it is trivial that sometimes severe channel noise condition 
overcomes the contouring effect, which comes from the heavy quantization, and then 
results a visually smooth image. Nevertheless, this contradiction disappears if the 
dynamic bit allocation scheme is used (shown in (a) and (c)).  

Moreover, it should be noted that the reconstructed watermark image can be still 
recognized if the received source media quality is not below the acceptable point, thus 
is able to maintain the copyright protection requirement. On the other hand, by using 
the hierarchical coding structure and the human sensitivity property, the channel 
effects such as delay or lost packet, which often damage the mobile transmission 
system, can be alleviated significantly. For example, if the channel is known to be not  

 

(a) (b) (c) 

(d) (e) (f) 
   

Fig. 5.  Resultant images with (abc) and without (def) using the dynamic bit allocation scheme 
under different channel noise levels. (a)(d): 2=24.9,  (b)(e): 2=99.2, and (c)(f): 2=404.7. Each 
image is allocated with 52K bits. The SNR for (a)-(f) are 15.1, 14.8, 14.3, 13.1, 12.9, and 12.2 
(dB) respectively. 
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so good, the “most important part” of the media contents will be protected by more 
channel coding symbols thus to overcome the lost packet effect and maintain a 
minimum satisfactory media quality.   

Other media type such as video is also tested, although the video case hasn’t been 
simulated completely, most test examples also give us the similar conclusions.   

Finally, different noise models, like Rayleigh or Ricean, give the similar simulation 
results. Although the channel model is more complicated in a real transmission 
system, it is feasible to use the similar algorithm to detect and compensate the 
unknown channel effect thus to meet the quality control requirement.  

4   Conclusions and Future Work 

An intuitive scheme for channel detection and optimal bit allocation, for best 
perceptual media quality in mobile multimedia transmission under fixed bit-rate 
constraint, is proposed. Via the watermarking technique as the channel indication, the 
training sequence, which is used in the general mobile communication system to 
estimate the channel condition, can be omitted thus more resource can be saved. The 
proposed system not only fits the demand of copyright protection of digital contents 
but also increase the transmission efficiency and the perceptual quality within a 
bandwidth limitation. Moreover, detecting the channel condition by watermarking in 
frequency domain offers the ability to examine the channel for each individual 
subband, thus is able to overcome the different channel effects for the corresponding 
band. The simulation results show the good performance of the proposed scheme in 
receiving visually better images than before, especially in an extreme condition with 
severe noisy environment. That is, the proposed system can provide a more 
perceptually satisfactory media quality than the previous systems which may have the 
unacceptable results, thus is much practical for 3G/4G multimedia service like 
H.324M mobile video telephony applications.   

Finally, although it is reasonable to expect that the implemented system will 
exhibit a good work by observing the simulation result, modifications may be 
necessary in real system to obtain the optimum performance according to various 
conditions. 

Various skills are helpful to enhance the performance of the transmission system 
by using the similar concept and are left as the future works. For example, the 
multilayer wavelet decomposition method with various wavelet functions, may 
further improve the efficiency of the bit allocation scheme. Moreover, various 
watermarking or coding schemes including channel coding and source coding, can be 
test to find the optimal system framework for different conditions. Of course, skills 
including digital modulation or transmit diversity are also encouraged to be examined 
to enhance the system performance further. 
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Abstract. The rate control is an essential component in video coding
to provide a uniform quality under given coding constraints. The source
distribution to be quantized cannot be defined as a single model in the
video sequence. In this paper, we present a new rate control algorithm
based on the Generalized Gaussian R-D model. Through considering a
relation between adjacent frames or macroblocks, we determine model
parameters, and perform a rate control on the H.264/AVC video codec.
As shown in experimental results, the proposed algorithm provides an
improved quality of the reconstructed picture after encoding. In addition,
our scheme generates the number of bits close to the target bitrate.

1 Introduction

Generally, the output bitrate for video coding is controlled by the quantization
parameter that is determined in the encoder. In other words, the selection of
the proper quantization parameter controls the number of output bitrate and
provides the best quality within coding constraints, such as target bitrate and
frame rate, etc. In addition, the rate control is also required to ensure a pre-
vention of overflow or underflow of the buffer. The loss of data by overflow that
is an irreparable loss leads to the degradation of the quality after encoding.
Therefore, the rate control is an essential component in video coding. However,
the rate control itself is not specified by the standard, and is only considered in
the encoder side. Although rate control algorithms are not mandatory for video
coding standard, video coding standards have own rate control models, such as
MPEG-2 TM5 [1], MPEG-4 Q2 model [2], and H.263 TMN8 [3].

The classical rate-distortion model based quantizer has been studied for a
long time. However, at low bitrate, it doesn’t work well since the variance of the
source data was only considered as a parameter to control rate. The variance
itself is not sufficient to characterize source data at low bitrate. In order to
overcome this problem, rate-quantization models that generate the bitrate close
to the target bits have been studied in [6,7,8]. These rate control algorithms using
rate model that is derived from the rate-distortion function or rate-quantization
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curve assume that the data to be quantized was considered and represented as
having a single distribution. In the realistic case, however, all frames cannot be
unified with a unique model.

In this paper, we propose a new rate control algorithm considering the adap-
tive model adjustment. Based on the characteristics of the Generalized Gaussian
distribution, as source statistics, rate control is done adaptively. Using previous
coding information and the current coding mode, we decide model parameters
and estimate a source statistic. From the experimental results, we conclude that
the proposed algorithm provides an acceptable and improved quality, and guar-
antees a generation of bitrate close to the target bitrate.

2 Proposed Algorithm

2.1 Rate-Quantization Model

We consider R-D function of the Generalized Gaussian function:

R(D) =
1
γ

log2(
σβ

D
) (1)

where σ denotes the standard deviation of the source data to be quantized,
and β and γ are model parameters. Previous works [9,10] show that the Gen-
eralized Gaussian distribution is suitable for designing rate model about DCT
coefficients. β is a free parameter controlling the exponential rate of skewness of
distribution. As special cases, when β = 1, γ = 2 and β = 2, γ = 1.5, the Gen-
eralized Gaussian distribution can be regarded as the Laplacian and Gaussian
distributions, respectively.

Before designing a rate model, we should consider the amount of the distortion
as the change of quantization parameter (QP) because information loss is done
by QP. In general, the distortion by the quantization is defined as follows,

D(Q) = c ·Q2 (2)

where c is the distortion parameter that represents a relationship between dis-
tortion and quantization parameter. The value of distortion parameter gives an
inspiration to make a region-based rate control scheme. We do not handle it in
this paper. The decision of distortion parameter will be described in the next
section. From Eq. (1) and Eq. (2), rate-quantization model is formulated as:

Q =

√
σβ · 2−γR

c
(3)

In this rate-quantization model, the selection of parameters, which are β,
γ, and c, is important in the rate-quantization model, as their values presents
a different model that reflects the characteristics of source data. More con-
crete description of the estimation of model parameters will be given in the
next section.
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2.2 Estimation of Coding Parameters

In section 2.2, we designed a new rate-quantization model based on the rate-
distortion model of Generalized Gaussian distribution. The Eq. (3) requires 5
parameters: shape factor (β), distortion parameter (c), standard deviation of
source (σ), target rate (R), and model parameter (γ). The source statistic value
that is the standard deviation is explained in the above section how to get it from
the structural constraint of H.264 video coding. In this section, we will explain
that the methods to obtain other coding parameters required in the proposed
algorithm.

Shape Factor. The shape factor β is an important parameter to model a form of
the source distribution. However, the exact estimation of the shape parameter for
the source is not easy. It also requires a high computational complexity. In order
to avoid this problem, some researches have been studied to find the optimal
shape factor with small complexity [9,10].

In this paper, we simply decide the shape factor by a similarity between two
adjacent images.

β =

⎧⎪⎨⎪⎩
1, ω > 0.9
2, ω < 0.6
2− 3.3 · (ω − 0.6), a ≤ ω ≤ b

(4)

ω =
1

256

256∑
i=1

v(i), v(i) =

{
1, |x− x̂| < 2
0, o.w.

(5)

where x and x̂ denotes the samples, which are placed on the corresponding
point, in the current and the reference frames, respectively. In this paper, we
assume that the source distribution is modeled as one of forms existing between
Laplacian, that is defined by the value of 1, and Gaussian, that is defined by the
value of 2.

Distortion Parameter. In Eq. (2), we design a distortion model by a distortion
parameter, c, and a quantization parameter, Q. As a quantization parameter,
the distortion is also considered at the macroblock-level. In order to decide the
distortion parameter for each macroblock, we consider the typical distortion
measure of quantization [3].

D =
α

3
Q2 (6)

where α is a distortion weight for the current macroblock. From Eq. (2) and Eq.
(6), we can derive the equation to compute a distortion parameter, c, as follows:

c =
α

3
(7)

α =

⎧⎨⎩
BT

σ × (256N)
,

BT

256×N
<

1
2

1, o.w.

(8)
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where BT denotes the target bits for a frame, σ is the standard deviation. N is
the number of macroblocks in a frame.

Model Parameter. We should update the model parameter γ. Let RT be the
target bits and RA be the coding bits per pixel. Thus, RT and RA is obtained
by a division by number of samples in the frame. Theoretically, RT follows the
rate-quantization model because the rate-quantization model was based on the
rate-distortion function. Thus, we can express RT and RA as follows:

RT = γe log2

σβ

c ·Q2
, RA = γc log2

σβ

c ·Q2
(9)

where γe and γc are the model parameter used for the current frame and the
model parameter to be used for the coming frame.

RT −RA =
(

1
γe
− 1

γc

)
· log2

(
σβ

c ·Q2

)
=
(

1
γe
− 1

γc

)
· A (10)

∴ γc =
Aγe

A− γe (RT −RA)
(11)

where

A = log2

(
σβ

c ·Q2

)
(12)

The value of A is small.
The model parameter is obtained at the frame-level, but other parameters are

obtained at each macroblock-level. In order to define the source statistic for the
frame, we re-calculate for the actual residual data that is obtained after coding.
Because the model parameter is updated after the coding for the frame, we can
use a real residual data. The distortion parameter and the shape parameter for
frame-level is obtained as follows:

c (β) =
1
N

N∑
i=1

ci (βi) (13)

where N is the number of macroblocks in a frame, and ci and βi indicate the
average distortion parameter and the average shape factor for the frame, respec-
tively.

2.3 Computation of Quantization Parameter

We compute the quantization parameter for the current macroblock by the de-
signed rate-quantization model shown in Eq. (3). The calculated quantization
parameter is rounded to nearest integer value. The quantization parameter is also
adjusted as follows in order to reduce a remarkable quality variation between the
current macroblock and the previous macroblock.

QP ∗ =

⎧⎪⎨⎪⎩
QPprev − 2, if QP −QPprev < −2
QPprev + 2, if QP −QPprev > 2
QP, otherwise

(14)
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The QP ∗ is the adjusted quantization parameter. After an adjustment of quan-
tization parameter, we should set to the quantization parameter value in the
range of 0 to 51. This range is defined in the standard of H.264 video coding.

2.4 Rate-Distortion Optimization and Its Constraint in H.264

Causality Problem. H.264 introduced the rate-distortion optimization tech-
nique to increase the coding efficiency. The rate-distortion optimization is based
on Lagrangian optimization method. H.264 defined the formula to calculate the
Lagrangian multiplier.

λ = 0.85× 2QP/3 (15)
In λ computation, QP value is required, and λ is calculated in a initial coding

process in H.264 video coding order. As shown in Eq. (15), the computation of the
Lagrangian multiplier requires the value of the quantization parameter. However,
the decision of the quantization parameter needs the standard deviation of source
data. Therefore, we get into difficulty for the ”causality problem” or ”chicken-
and-egg dilemma.” In order to avoid that limitation in the H.264 video coding,
we should predict the standard deviation value.

Prediction of Standard Deviation. For the causality problem, Ning [11]
proposed one method:

σ =
8× σP + σL

P + σT
P

10
(16)

where σ is the estimated standard deviation for the current macroblock and σP

is an actual standard deviation of the macroblock in the previous frame. σL
P and

σT
P are the standard deviations of the left and top macroblock of the macroblocks

placed at the same position in the previous frame. Ning’s method has a problem
which depends on information for the previous frame, entirely. Therefore, Ning’s
method can include a possibility for the high prediction error because it doesn’t
consider the characteristics of the current frame itself.

In order to reflect the spatial relationship within a frame when we predict
the standard deviation, we consider the standard deviation of the adjacent mac-
roblocks of the target macroblock. The proposed predictive method is as follows:

σ =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

α1 × σP ,
σL

C + σT
C

2
> α1 × σP

α2 × σP ,
σL

C + σT
C

2
< α2 × σP

6× σP + 2× {σL
C + σT

C}
10

, otherwise

(17)

where σP and σC are the standard deviation of macroblock in the previous
frame corresponding to the same position for the current frame and the standard
deviation for macroblocks in the current frame, respectively. T and L represent
the top macroblock and left macroblock of the current macroblock, respectively.
Two parameters, α1 and α2, are set by 1.1 and 0.9, respectively. These values
are heuristically decided by experiments.
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3 Experimental Results

3.1 Simulation Condition

We implement the proposed algorithm in the H.264 reference software. In order
to evaluate the proposed quantization algorithm, we set a common simulation
conditions that follow the baseline profile. The baseline profile is specified in the
H.264 standard document [13]. Table 1 shows our simulation conditions.

Table 1. Simulation Conditions

Rate-Distortion Optimization On

GOP Structure IPPP

Symbol Mode CAVLC

MV search range 32

Reference Frames 1

The proposed algorithm is applied for the P-frames because B-frame coding
is not included in the baseline profile. For the I-frames, we use the fixed quan-
tization parameter. Test video sequences used for simulation are ”Foreman”,
”News”, ”Silent” and ”Mother and Daughter” sequences. These sequences are
defined as the test sequences in the document. The resolution of test sequences
is QCIF with 4:2:0. Target bits for experiments are 32, 48 and 64 kbps and frame
rates are 10 fps.

First of all, we verify the accuracy of the proposed prediction method of
standard deviation for source. Figure 1 shows the comparison between the orig-
inal standard deviation and the predictive standard deviation by the proposed
method. The predictive values are obtained by Eq. (17). The proposed method
generates the standard deviation close to the original value.
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Fig. 1. Standard deviation between the original value and the predictive value
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3.2 Performance Evaluation

In order to evaluate the proposed quantization algorithm, we compare test results
with the MPEG-2 TM5 [1], H.263 TMN8 [3], and Siwei’s algorithms [4].

Table 2 shows the comparison between the number of coding bits for the
proposed algorithm and target bits. As shown in Table 2, the proposed algorithm
generates the number of bits close to the target bits within 1% difference.

Table 2. Coding bits and target bits for the proposed rate control (kbps)

Test Sequence Target bits Coding bits Difference

News 32 31.83 -0.17

Foreman 32 32.08 0.08

Silent 48 48.06 0.06

MAD 48 48.34 0.34

One of measures to show the performance is PSNR. Table 3 describes the
comparison of the average PSNR values for the proposed algorithm and others.
The proposed scheme provides the considerably good results. The uniform PSNR
service is also required to reduce the quality variation in terms of human visual
scene. Figure 2 describes PSNR fluctuations for two sequences. As shown in

Table 3. Comparison of average PSNR among three rate control algorithms (dB)

Test Target bits Proposed Siwei’s TMN8 TM5
Sequence (kbps) algorithm algorithm algorithm algorithm

News 32 34.49 33.48 33.00 33.45

Foreman 32 32.89 32.01 31.73 32.00

Silent 48 35.64 34.90 34.31 34.70

MAD 48 40.04 39.57 38.50 39.19

Foreman (64kbps)

Frame Number
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Proposed method
Siwei's method
TMN8
TM5
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20 40 60 80 100
28
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32
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36

38

40 Proposed method
Siwei's method
TMN8
TM5

(a) Foreman, 64kbps (b) Silent, 48kbps

Fig. 2. PSNR fluctuation comparison
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Foreman

Rate (kbps)
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Fig. 3. Rate-distortion curve, Target rates (32, 48, and 64 kbps)

Bits Fluctuation (Foreman - 48kbps)
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Fig. 4. Bits fluctuation comparison between the proposed and Siwei’s algorithms

Figure 2, the proposed algorithm provides the improved reconstructed image
quality without large quality variation rather than others.

In Figures, we show results for two kinds of test sequences that are ”Foreman,”
and ”Silent.” The reason for using two sequences is that two sequences have the
conflicted characteristics. ”Foreman” has high complexity in terms of motion
and texture composition rather than ”Silent” sequence.

Figure 3 shows the rate-distortion curve for three kinds of target bits that
are 32, 48, and 64kbps. As shown in Figure 3 clearly, the proposed algorithm
provides higher coding efficiency than others.

One of main applications in H.264 is the mobile communications. The gen-
eral mobile communication has a low bit-rate channel or has a small capacity
to transmit a video data. At the low bitrate, small bit fluctuations are required
to avoid an abrupt channel use. Figure 4 shows the bit fluctuations for two
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sequences at the specific target rates. The proposed algorithm generates the
coding bits without an excessive variation.

4 Conclusion

The rate control for H.264 requires a low computational complexity since H.264
has a high coding complexity. In this paper, we proposed an adaptive model-
based rate control scheme for the effective coding of inter-frames. The proposed
rate-quantization model is designed from the rate-distortion function of Gener-
alized Gaussian Distribution, which can adaptively represent various distribu-
tions by changing of the shape factor. The shape factor is simply obtained from
the comparison of difference between macroblocks. The quantization parameter
is calculated by the designed rate-quantization model. Simulation results show
that the proposed rate control scheme generates coding bits close to the target
bits and provides improved coding efficiency at low bit rates.
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Abstract. Recently, multi-view video has been an emerging media in
the 3-D field. In general, the multi-view video processing requires en-
coders and decoders as many as the number of cameras, and thus the
processing complexity results in difficulties of practical implementation.
To solve this problem, this paper considers the design of a single encoder
and a single decoder for the multi-view video. At the encoder side, multi-
view sequences are combined by a video mixer. Then, the mixed sequence
is compressed by an H.264/AVC encoder. The decoding part is composed
of a single decoder and a scheduler controlling the decoding process. The
goal of the scheduler is to assign approximately identical number of de-
coded frames to each view sequence by estimating the decoder utilization
of GOPs and subsequently applying frame skip methods. Experimental
results show that identical decoder utilization is achieved for each view
sequence. Finally, the performance of the proposed method is compared
with a simulcast encoder in terms of bit-rate and PSNR using a RD
(rate-distortion) curve.

1 Introduction

With the progress of information technologies and the demand of consumers,
a variety of multimedia contents have been served to the consumers. Recently,
beyond 2-D and stereoscopic video, multi-view video acquired from multiple
cameras has been a newly emerging media [1,2,3,4,5], and can provide a wide
view to consumers with immersive perception of natural scenes.

In general, multi-view compression systems are implemented similar to a
simulcast method, where each view sequence is separately encoded by its ded-
icated encoder. Fecker et al. [6] proposed a simulcast method. The compressed
view sequences are combined into a single bitstream that is transmitted to the
client. Anthony et al. [4] developed a multi-view transmission system, where
each encoded view sequence is transmitted independently. Both approaches em-
ploy encoders and decoders as many as the number of view sequences, requiring
complex system design. To solve this problem, this paper presents a single en-
coder and decoder system for processing multi-view video. A mixed sequence
is generated by combining all the view sequences and then compressed by an
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H.264/AVC encoder. The additional information such as the number of cam-
eras, GOP size and encoder profile are needed prior to the encoding. At the
decoder side, a single decoder is used in order to decode a compressed bitstream
containing all view sequences. To assign the fair decoding to each view sequence,
a scheduling scheme is utilized. The proposed decoder is designed to satisfy the
constant quality of decoded sequences that is one of the requirements of the
MPEG MVC [7].

The standardization of multi-view video compression is currently under way in
MPEG 3DAV MVC group [8]. The reference model of a multi-view encoder has
been proposed by Fraunhofer-HHI. The proposed model is based on hierarchical
B-picture and adapted prediction structure. The number of decoded picture
buffers (DPB) needed at encoding process is 2×GOP length + number of views.
For memory management, frame reordering is implemented. Starting from the
first image of each view sequence, GOPs are zigzag-scanned and encoded. A
main difference is that we utilize an ordinary H.264/AVC coder rather than a
multi-view coder proposed in MPEG MVC. Therefore, the encoder complexity
including the number of DPBs does not increase in our method.

Definitions
N : Intra period
M : Interval between I/P pictures
K : The number of view sequences (number of cameras)
Vk : kth view sequence, k ∈ {1, 2, . . . , K}
GOP(Vk) : GOP of Vk

GoGOP (Group of GOP) : The set of GOPs at time range [ti, ti+N ]
Dk : Decoding time of Vk in GoGOP
Uk : Decoder utilization of Vk in GoGOP
S : The maximum number of decoded frames in GoGOP

This paper is organized as follows. In Section 2, the structure of a single
encoder is presented along with video mixing. In Section 3, the decoding system
using a single decoder and a scheduler is discussed. Experimental results are
given in Section 4. The decoder performance and coding efficiency are evaluated.
The conclusion and future works are given in Section 5.

2 Single Encoder with Video Mixing

In order to implement a single encoder, view sequences need to be reordered
by a video mixing. Fig. 1 shows how the four view sequences are reordered by
the video mixing and then compressed by an H.264/AVC encoder. K and N
are 4 and 4, respectively. In Fig. 1 (a), each view sequence has an identical
GOP structure (e. g., IPPPPI). The encoding order is GOP1(V1), GOP1(V2),
GOP1(V3), GOP1(V4), GOP2(V1), GOP2(V2), ... as illustrated in Fig. 1 (b).
The multi-view sequences are encoded in GOP units. The ith group of GOPs,
GoGOPi consists of GOPi(V1), GOPi(V2), GOPi(V3), and GOPi(V4). The video
mixing is designed in a manner that the multi-view video can be encoded by a
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conventional H.264/AVC encoder, thus maintaining the identical encoder com-
plexity. The video mixing can be applied to baseline and main profiles of H.264/
AVC. The main profile includes B picture in addition to I and P pictures of the
baseline profile [9].

(a)

(b)

Fig. 1. shows how view sequences are mixed and compressed. (a) Four view sequences,
and (b) mixed sequences compressed by an H.264/AVC encoder.

3 Decoding Multi-view Video

This section presents a multi-view decoding system that is composed of an
H.264/AVC decoder and a scheduler controlling the decoder. Even though dif-
ferent scheduling schemes are carried out for the baseline and main profiles, they
are designed in a manner that each encoded view sequence maintains the con-
sistent quality of decoded sequences (e. g., the number of decoded frames). The
scheduler is composed of the three parts: the computation of decoder utilization
of each view sequence, the view priority decision, and the frame skip. Since the
number of frames to be decoded are limited (e. g., 30 fps), the scheduler effec-
tively controls the number of decoded frames for each view sequence. Further, in
order to reduce the degradation of visual image quality caused by the frame skip
process, an effective scheme for selecting discarded frames based upon a cost
function is presented. Finally, we discuss the frame skip schemes for the baseline
and main profiles.
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The block diagram of the proposed multi-view decoder is illustrated in Fig.
2. The compressed bitstream of K view sequences is separated by the stream
splitter and each compressed data of each view is stored at buffer(Vk) (k =
1, . . . , K). The scheduler manages the decoding of the stored buffer data in GOP
units. For a GOP of Vk, the decoding time Dk is computed. Then the decoder
utilization Uk is computed by

Uk = Dk/
K∑

k=1

Dk (1)

where the range of Uk is [0, 1]

Fig. 2. Block diagram of the proposed multi-view decoding system

The view priority adaptively varies every GoGOP according to the Uk of a
current GOP. A view sequence with low Uk is assigned a higher priority and thus
decoded earlier in the next GOP. The frame skip is mainly composed of skipped
frame decision and decoded frame selection as shown in Fig. 3. The former
decides the number of discarded frames among N GOP frames. For every Vk,
the number of discarded frames lk is estimated from Uk. According to the lk, the
decoded frame selection chooses frames to be decoded based upon a skip mode
that consists of sequential skip and non-sequential skip. For the main profile of
H.264/AVC, both skip modes can be used. Meanwhile, only the sequential skip
mode is used for the baseline profile. Both modes utilize a cost function that is
related to visual image quality [10,11]. Finally, GOP frames to be decoded are
determined.

Suppose that if lth frame Fl in a GOP(Vk) is discarded, successive Fl+1, Fl+2,
. . ., FN are also discarded. Then, the number of decoded frames is (l − 1). For
all GOPs, the total decoded frames in a GoGOP is computed by

(l1 − 1) + (l2 − 1) + · · ·+ (lK − 1) =
K∑

k=1

lk −K (2)

where lk is the first frame to be discarded in the GOP(Vk).
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Fig. 3. Block diagram of the proposed frame skip

The maximum number of decoded frames in a GoGOP is K × N . However,
since typical computing power can not satisfy such a requirement, the number
of actually decoded frames, S is less than or equal to K × N . Then, Eq. (2)
becomes

K∑
k=1

lk −K = S (3)

where the range of S is at [0, K ×N ].
We utilize Eq. (2) to find l1, l2, . . . , lK to satisfy Eq. (3). Given Uk, lk is

estimated by using an inverse relation. If Uk = [0, 1] is inversely mapped to
lk = [S, 1], this is expressed by

l̂k = −(S − 1)Uk + S (4)

where l̂k is the estimate.
Summing over K views, we have

K∑
k=1

l̂k =
K∑

k=1

[−(S − 1)Uk + S] = S(K − 1) + 1 (5)

where
∑K

k=1 Uk = 1.
From Eqs. (3) and (5), the first frame number to be discarded for GOP(Vk)

is computed by

l∗k = !(S + K)
l̂k∑K

k=1 l̂k
� (6)

where ! � is a floor function. The number of decoded frames is l∗k − 1.
The next procedure is to determine which frames are decoded. A simple

approach is to decode all consecutive frames before the first discarded frame.
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The other is to discard non-consecutive frames, thus achieving better visual
image quality.

In order to provide a measure of the playback discontinuity, a cost function,
φ(S) is defined. It takes two aspects of playback discontinuity into account: the
length of a sequence of consecutive discarded frames and the distance between
two adjacent but non-consecutive discarded frames. The cost function φ(S) as-
signs a cost ci to a discarded frame F depending on whether it belongs to a
sequence of consecutive discarded frames or not. If frame F belongs to a se-
quence of consecutive discarded frames, then the cost ci is defined to be mi, if
the frame is the mith consecutively discarded frames in the sequence. Otherwise,
the cost function ci is defined based on the distance di to the previous discarded
frame and given by the formula ci = 1+1/

√
di. Therefore, the total cost function

is the sum of all the costs of any discarded frames in the sequence.
Since the baseline profile of H.264/AVC defines I and P pictures only, a se-

quential skip mode is used. In case of the GOP structure of I1 P1 P2 P3 P4 P5 I2
P6 P7 P8, if I1 is discarded, next P1, ... , P5 are also discarded. Therefore, If Pi
is discarded, all successive frames in the same GOP are discarded. Therefore, if
three frames in the current GOP and two frames in the next GOP are discarded,
the decoded frames are I1, P1, P2 and I2, P6.

Unlike the baseline profile, two skip modes can be utilized for the main profile.
However, the non-sequential mode gives less cost function than the sequential
one. The selection of decoded frames depends upon picture types of I, P and B.
Table 1 shows some examples of the frame selection with varying GOP structures.
The selection order indicates the degree of importance for consistent visual image
quality. For the main profile with N = 9 and M = 3, the selection order is I
P1 P2 B1 B3 B5 B2 B4 B6. If the total decoded frames are six, I P1 P2 B1
B3 and B5 are decoded. The selection order can also be found in other two
examples.

Table 1. The non-sequential skip mode and the selection order

Main profile (N=9, M=3) I B1 B2 P1 B3 B4 P2 B5 B6

Selection order 1 4 7 2 5 8 3 6 9

Main profile (N=8, M=4) I B1 B2 B3 P1 B4 B5 B6

Selection order 1 3 5 7 2 4 6 8

Main profile (N=10, M=5) I B1 B2 B3 B4 P1 B5 B6 B7 B8

Selection order 1 3 5 7 9 2 4 6 8 10

4 Experimental Results

We have performed various experiments in order to examine the performance
of the proposed single encoder and decoder design. Test multi-view sequences
are aquarium, flamenco, objects, and race provided by KDDI, Japan [8]. The
image size of the test sequences is 320 × 240. We used H.264/AVC JM (Joint
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Model) 7.6 reference software. Bit rates are 128, 256, and 512 Kbps, and QP
(quantization parameter) is fixed to be 28. Intra Decoded Refresh (IDR) is set
to zero.

As given in Table 2, mixed test sequences for baseline and main profiles were
produced with various combinations of (K, N, M) and encoded by H.264/AVC.
b21.yuv with (K, N) = (2, 12) is made by combining flamenco1.yuv and aquar-
ium1.yuv. The total number of frames NT is 300 and the encoded file is b21.264.
The reason why different sequences are mixed is that we tried to examine the
effect of inter-coding modes of H.264/AVC on decoded frames. m21.yuv with
(K, N, M) = (2, 12, 3) was made from flamenco1.yuv and aquarium1.yuv and
its compressed bistream is m21.264. The total frames are 240. Other test se-
quences were produced in a similar manner. Fig. 4 shows the variation of decoder

Table 2. Test sequences of baseline and main profiles. NT = total frames.

Baseline profile K N NT Encoded file

b11.yuv 1 4 100 b11.264

b12.yuv 1 12 300 b12.264

b21.yuv 2 12 300 b21.264

b22.yuv 2 24 300 b22.264

b41.yuv 4 12 400 b41.264

b42.yuv 4 24 400 b42.264

b81.yuv 8 12 500 b81.264

b82.yuv 8 24 500 b82.264

Main profile K N M NT Encoded file

m11.yuv 1 4 1 80 m11.264

m12.yuv 1 12 2 120 m12.264

m21.yuv 2 12 3 240 m21.264

m22.yuv 2 12 2 240 m22.264

m23.yuv 2 12 6 240 m23.264

m41.yuv 4 12 6 480 m41.264

m42.yuv 4 12 4 480 m42.264

m43.yuv 4 16 8 512 m43.264

m81.yuv 8 12 3 576 m81.264

m82.yuv 8 24 6 576 m82.264

utilization of the baseline profile sequences. In case of b41.264 with four views,
the decoder utilization is approximately 0.25. Similar results are also observed
for b81.264, where the mean decoder utilization is approximately 0.125. Fig.
5 shows the decoder utilization of two main profile sequences, m21.264 and
m43.264. The graphs show similar performance with the baseline profile se-
quences. The variation of cost functions for two main profile sequences, m41.264
and m81.264 is observed in Fig. 6. As predicted, the cost function decreases lin-
early as S increases. The total number of frames in a GoGOP for m41.264 and
m81.264 is 48 and 96, respectively. At S = 40 and 80, the total costs are close
to zero.

We compared the RD (rate-distortion) performance of the proposed method
with a simulcast method as given in Fig. 7. The GOP structure is IBBP... and
N is 12. For flamenco1, the simulcast method outperforms ours by PSNR of 2
dB on average. On the contrary, our method outperforms the simulcast one by
8 dB for race1. For objects1 with eight view sequences, two methods show the
similar performance. Experimental results show that the performance depends
upon image motions contained in multi-view video.
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Fig. 4. The variation of decoder utilization for baseline profile sequences

Fig. 5. The variation of decoder utilization for main profile sequences

Fig. 6. The variation of cost functions for main profile sequences with respect to S
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Fig. 7. Performance comparison of simulcast sequence and video-mixed sequence

5 Conclusion and Future Works

In this paper, we presented a single encoder and decoder design for multi-
view video processing compared with the simulcast approach requiring encoders
and decoders as many as the number of camera views. Further, conventional
H.264/AVC encoder and decoder were employed unlike MPEG MVC multi-view
coder. To carry out such design, a video mixing reordering view sequences was
proposed. At the decoder side, an appropriate scheduling scheme as well as
frame skip modes was proposed. For the consistent quality of decoded view se-
quences, decoder utilization was utilized to decide the frames to be decoded.
The cost function was presented for baseline and main profiles of H.264/AVC
for controlling visual image quality. Experimental results performed on various
multi-view test sequences validate that each view sequence is fairly decoded.
Finally, the coding efficiency verified by RD curves showed that the proposed
method achieves similar performance compared with the simulcast method.

For future works, we are going to study the expansion of our method to
multiple decoders since this could produce better performance. Secondly, clients
might ask for particular views rather than the demand of all the view sequences.
Then, our system needs to be adapted to this application. One approach will
be the application of DIA (Digital Item Adaptation) of MPEG-21 Multimedia
Framework.
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Abstract. The image coding1 algorithm “Set Partitioning in Hierar-
chical Trees (SPIHT)” introduced by Said and Pearlman achieved an
excellent rate-distortion performance by an efficient ordering of wavelet
coefficients into subsets and bit plane quantization of significant coef-
ficients. We observe that there is high correlation among the signifi-
cant coefficients in each SPIHT pass. Hence, in this paper we propose
trained scalar-vector quantization (depending on a boundary threshold)
of significant coefficients to exploit correlation. In each pass, the decoder
reconstructs coefficients with scalar or vector quantized values rather
than with bit plane quantized values. Our coding method outperforms
the scalar SPIHT coding in the high bit-rate region for standard test
images.

1 Introduction

All natural images consist of both trends (low frequency content) and anomalies
(high frequency content) and wavelet transform is well suited for capturing these
phenomena in a small fraction of total coefficients. Due to this excellent energy
compaction property, wavelet transform based image compression has grown
popular over the last decade [1], [2], [3], [4]. Also, reconstructed images are free
of blocking artifacts common to DCT compressed images. Shapiro’s Embedded
Zerotree Wavelet (EZW) coder achieved excellent rate-distortion performance
by using a novel zerotree data structure [2], successive approximation quanti-
zation and arithmetic coding. EZW produces an embedded bit stream that is
suitable for remote browsing applications. Said and Pearlman introduced the
SPIHT embedded coder [4] as an improvement of EZW, and its performance
surpassed the performance of all existing image coding algorithms. Mukherjee
and Mitra [5] introduced vector SPIHT (VSPIHT) for image coding by forming
blocks of wavelet coefficients before zerotree coding. VSPIHT algorithm for im-
age compression achieved modest improvement over scalar SPIHT [4] algorithm.

In this paper we propose a vector quantization of significant coefficients of
each pass of SPIHT below a boundary threshold and scalar quantization of
significant coefficients above the same threshold. The resulting indices are sent
to the decoder for decoding the compressed image. Here, for simplicity we have
not performed any further compression of indices through entropy coding. Unlike

1 The terms coding and compression are used synonymously in this paper.

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 742–750, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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in [5], we form blocks of significant coefficients after they are found using zerotree
prediction.

Section 2 explains briefly SPIHT image coding algorithm, and the analysis
of significant data using correlation. In Section 3, we explain how to utilize the
correlation among coefficients to efficiently compress the significant coefficients
using a combination of scalar and vector quantization based on the Lloyd al-
gorithm [6]. Section 4 gives the coding results of standard test images using
this scalar and vector quantized SPIHT (SQ-VQ SPIHT) algorithm. Section 5
concludes the paper.

Fig. 1. Spatial Orientation Tree

2 Analysis of Significant Coefficients in SPIHT

In a hierarchical subband decomposition such as wavelets there exists a relation-
ship among coefficients across scales in the form of a tree known as the Spatial
Orientation Tree (SOT) [4]. SOT consists of a root node and all of its descen-
dants as shown in Fig. 1 for a 3 level dyadic subband decomposition. SPIHT
uses three lists to encode and decode significant information: List of insignifi-
cant pixels (LIP), List of insignificant sets (LIS) and List of significant pixels
(LSP). In each pass coefficients are classified into these lists using a significance
test [4].

Every SPIHT pass consists of sorting, refinement and quantization update
steps and coefficients are compared to a threshold (T = 2n) for significance. In
the initial pass, T is set as 2n0 , where n0 is chosen such that maximum coeffi-
cient cmax ∈ [2n0 , 2n0+1). LIP is initialized with the elements of the highest level
low-low frequency subband and LIS is initialized with SOT root nodes. During
the sorting step of a pass, LIP elements are tested for significance and moved
to LSP, if found significant. Also, the sets in LIS are tested for significance in the
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same step and partitioned into subsets. In the refinement step, the elements in
the LSP are refined by adding nth most significant bit (MSB) to the encoder
bit stream in the following pass. n is decreased by 1 before the next pass in
the quantization update step. As the coefficients are successively refined using
threshold as a power of two, SPIHT encoding can be considered to be Bit Plane
Coding (BPC) [7]. BPC is similar to the binary representation of real numbers,
with each binary digit added to the right, more precision is added.

Correlation between coefficients can be quantified using an autocorrelation
function (acf) [8]. The autocorrelation function gives the closeness or similarity
of two samples as a function of their space or time separation (k) on average.
Variance-normalized acf is defined as

ρk =
Rcc(k)
Rcc(0)

=
1

Ncσ2
c

Nc−|k|−1∑
n=0

c(n)c(n + |k|) (1)

Rcc(0) = σ2
c (2)

where Nc = Number of coefficients in a particular pass i.e. coefficients having
magnitude in the interval [T 2T ), σ2

c = variance of coefficients and Rcc(k) is the
autocorrelation function. We observe that there is a high correlation among co-
efficients resulting after each sorting step and Fig.2 gives a variation of ρk with k
for various intervals for a standard test image, Barbara. Note that the coefficients
in each pass have absolute values and their signs are encoded separately.

Similar correlation is found among the coefficients of each sorting step in all
the natural images tested. From Fig.2, it can be seen that absolute coefficients
with magnitude less than 1 have ρk > 0.95 for k = 1, 2, · · · , 10.
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3 Scalar-Vector Quantization of Significant Coefficients

Shannon’s rate-distortion theory tells that better compression can be achieved
by coding vectors rather than scalars [9]. All natural images have a high proba-
bility of having insignificant coefficients and these can be coarsely quantized or
discarded [10]. Initial few passes of SPIHT for all natural images result in sig-
nificant coefficients of high magnitude, hence these coefficients need to be scalar
quantized for finer classification. Therefore, we choose to vector quantize the co-
efficients below and scalar quantize the coefficients above a boundary threshold
Tsq−vq. The value of Tsq−vq has to be always less than the initial quantization
level T = 2n0 so that coefficients of few initial passes can be scalar quantized.

In a fixed rate vector quantizer of codebook size N and block length m, every
code vector, yi, is represented by the same number of bits (log2 N) and the code
rate of this VQ is log2 N/m bits per vector component. The goal of optimal
vector quantizer is to design a codebook Y = (yi, i = 1, 2, · · ·N) such that
the expected distortion between an input vector x and its reproduction vector
x̂ is minimized. The LBG algorithm [11], which is an extension of the Lloyd
algorithm for scalar quantizers was developed to produce such a codebook for
vector quantizer. For m = 1, vector quantization (VQ) becomes non-uniform
scalar quantization (SQ).

SQ-VQ SPIHT image encoding algorithm is given in Fig.3 and decoding algo-
rithm will be similar [4] to the encoding algorithm. The refinement step of SPIHT
algorithm is replaced by the scalar-vector quantization step. SQ-VQ SPIHT de-
coder reconstructs the coefficients simply as a table look up operation for scalar
and vector quantizers.

For a p pass image coding, the total number of bits spent in SPIHT

nb1 =

p−1

i=1

nei + nbsort (3)

The total number of bits spent in the scalar-vector quantized SPIHT in p passes

nb2 =

psq

i=1

nei log2 N1 +

p

i=psq+1

nei

log2 N2

m
+ nbsort (4)

Here nei is the number of elements in a sorting step i, psq is the number of
passes in which coefficients are scalar quantized, N1 scalar quantizer codebook
size, N2 vector quantizer codebook size, nbsort is the total number of sorting step
bits in p passes. Here, sorting step coefficients are quantized in the same pass,
whereas in SPIHT current sorting step coefficients are refined in the refinement
step of the following pass.

4 Implementation and Results

With the above background, we present the actual implementation details and
coding results for standard gray scale images used by the image coding research
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Fig. 3. SQ-VQ SPIHT Image encoder

community. Each image of Ntr number of natural images is wavelet transformed
using bi-orthogonal filters for 5 levels. After subtracting the mean from the
highest level low-low subband, the coefficients are grouped into several classes.
Each class has absolute value of coefficients in [2n0−n 2n0−n+1) where n0 is
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Fig. 5. Rate-distortion curves for (a) Boat and (b) Barbara images using 17/11 and
9/7 bi-orthogonal filters

chosen as per the maximum value of coefficients and n takes values 0, 1, · · · , pmax.
Here, pmax is chosen as per the highest bit rate requirement.

Fig.4 shows the histogram plot of significant coefficients resulting from all
SPIHT passes at 0.1 bits per pixel (bpp) for Barbara image. We can see from
the histogram that most of the coefficients are close to zero in magnitude and
these coefficients need to be vector quantized by forming blocks for efficient
compression. A few high magnitude coefficients have to be scalar quantized for
finer classification. We find the distribution of significant coefficients similar
to this histogram for all natural images tested. Selecting a suitable boundary
threshold, Tsq−vq, between scalar and vector quantizers is an important step. It
is found that the threshold Tsq−vq is highly image dependent and its optimal
value will result in good compression performance.

A trained scalar codebook of size N1 is formed for each class of coefficients
having a magnitude greater than Tsq−vq. For vector quantization, training data of
block length m is formed from each class of coefficients having magnitude below
Tsq−vq. Then, these vectors of each class are quantized using the LBG algorithm
[11]. Thus, we have scalar codebooks for each class of coefficients above Tsq vq

and vector codebooks below Tsq−vq.
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Fig. 6. Rate-distortion curves at various boundary thresholds(Tsq−vq) for Barbara
image

To encode an image in SQ-VQ SPIHT, it is first wavelet transformed using bi-
orthogonal filters for 5 levels and then the mean is subtracted from its top level
low-low band. After the sorting pass [4], coefficients in the interval [T 2T ), where
T ≥ Tsq−vq, are scalar quantized with a codebook of size N1 and the coefficients
in the interval [T 2T ), where T < Tsq−vq, are vector quantized with a codebook
of size N2. The scalar and vector indices are sent to the decoder using log2 N1

and log2 N2/m bits respectively for each coefficient. For simplicity, the scalar
and vector quantized indices are not entropy-coded. We have used Ntr = 230
training images , code book sizes N1 = 16, N2 = 256 and block length m = 4 in
all our coding experiments. Also, in our experiments we have not included test
images while forming the training data.

From the rate-distortion curves given in Fig.5 for Boat and Barbara images,
it can be seen that SQ-VQ SPIHT performs better in the high bit region com-
pared to low bit rate region. Also, there is negligble effect on rate-distortion
performance with the type of bi-orthogonal filter (17/11 or 9/7) used. To see
the effect of the boundary threshold Tsq−vq on rate-distortion performance, we
have performed coding experiments at various Tsq−vq values for Barbara image,
as shown in Fig.6(a), (b), (c) and (d) using 17/11 bi-orthogonal filters. It can
be seen from these figures that as Tsq−vq is reduced, mean square error of coded



Vector Quantization in SPIHT Image Codec 749

(a) Original Image (b) SQ-VQ SPIHT at 0.2 bpp (PSNR = 28.57 dB)

Fig. 7. Visual Quality results for the Boat Image

(a) Original Image (b) SQ-VQ SPIHT at 0.65 bpp (PSNR = 32.69 dB)

Fig. 8. Visual Quality results for the Barbara Image

images increases, resulting in poor PSNR values. At low Tsq−vq values, a large
number of significant coefficients need to be scalar quantized compared to the
high Tsq−vq values. This will incur high index bit cost resulting in poor rate-
distortion performance. At high Tsq−vq value, a few significant coefficients need
to be scalar quantized and the rest are vector quantized resulting in good rate-
distortion performance (as index bit cost per coefficient is less in VQ than in SQ)
as shown in Fig.6(a) and (b). Particularly from Fig.6(b), it can be seen that the
boundary threshold Tsq−vq = 4 results in the best rate distortion performance
for Barbara image. Fig.7 and 8 show visual quality of boat and Barbara images
coded at 0.2 bpp and 0.65 bpp respectively with SQ-VQ SPIHT algorithm using
Tsq−vq = 1 and 17/11 bi-orthogonal filters.
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The SQ-VQ SPIHT encoding complexity is higher than that of SPIHT due to
exhaustive search vector quantization and non uniform scalar quantization. But
the decoding complexity of the same is less than that of SPIHT due to table look
up operation. The non-uniform SQ and VQ complexity can be reduced signifi-
cantly by using residual quantizers (scalar and vector) [12] in SQ-VQ SPIHT.

5 Conclusion

We have presented scalar and vector quantization of significant coefficients in
SPIHT image codec. SQ-VQ SPIHT performs better than SPIHT coding algo-
rithm in the high bit region compared to low bit rate region. We found that
choosing a suitable boundary threshold results in good rate-distortion perfor-
mance. In future, we need to find an automatic method to calculate image specific
boundary threshold. Also SQ-VQ SPIHT performance can be improved further
by employing variable rate residual vector quantization instead of exhaustive
search vector quantization as used in this work.
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Abstract. In this paper, three compression methods, JPEG, JPEG 2000, and 
Vidware VisionTM are evaluated by different full- and no-reference objective 
image quality measures including Peak-Signal-to-Noise-Ratio (PSNR), 
structural similarity (SSIM), and Tenengrad. In the meantime, we also propose 
an image sharpness measure, non-separable rational function based Tenengrad 
(NSRT2), to address whether the compression method is appropriate to be used 
in a machine recognition application. Based on our experimental results 
Vidware VisionTM is more robust to changes in compression ratio and presents 
gradually degraded performance at a considerably slower speed thus 
outperforming JPEG and JPEG 2000 when the compression ratio is smaller than 
0.7%. Furthermore, the effectiveness of our proposed measurement, NSRT2, is 
also validated via experiments and performance comparisons with other 
objective image quality measures.  

Keywords: JPEG, JPEG 2000, Vidware VisionTM, image quality, mage 
sharpness, and image compression. 

1   Introduction 

Image compression [1], [2], [3] is an essential component of image retrieval [5], 
recognition [6], and internet applications [7]. The goal of compression is to minimize 
the size of the data being broadcast or stored, thus minimizing transmission time and 
storage space while still maintaining a desired quality compared to the original image.   

One of the most popular lossy compression approaches for still images is JPEG. 
JPEG [2] stands for Joint Photographic Experts Group, the name of the committee 
that developed the standard. JPEG compression divides the input image into 8 by 8 
pixel blocks and calculates the discrete cosine transform (DCT) of each block. A 
quantizer rounds off these DCT coefficients according to a pre-defined quantization 
matrix. This quantization step produces the "lossy" nature of JPEG. Afterwards, JPEG 
applies a variable length code to these quantized coefficients. 

JPEG 2000 [1] is a wavelet-based image compression standard that was also 
created by the Joint Photographic Experts Group with intention to outperform their 
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original JPEG standard. JPEG 2000 is based on the idea that coefficients of a 
transform which decorrelates pixels of an image could be coded more effectively than 
the original pixels. If functions of the transform, which is the wavelets transform in 
JPEG 2000, translate most of the important visual information into a small number of 
coefficients then the remaining coefficients could be quantized/normalized coarsely or 
even truncated to zero without introducing noticeable distortions. Compared with 
JPEG, JPEG 2000 [11] not only improves the quality of decompressed images but 
also supports much lower compression ratios.  

Recently, Vidware Incorporated developed a product line called Vidware VisionTM 
[3], [4]. It is divided into three separate categories: Still Image (as a replacement for 
JPEG), Full Frame video (as a replacement for M-JPEG), and Full Motion video (an 
H.264 compliant CODEC). Vidware VisionTM Still Image is an integer-based 
encoding algorithm and varies the size of macro-blocks according to the shape and 
contents of the image, unlike JPEG where the block size is fixed. Therefore, this 
variable macro-blocking produces reduced blocky artifacts and increases image 
fidelity. 

In terms of full-reference image quality measure, PSNR is the most widely used 
full-reference quality measure. It is appealing because of its simple computation and 
clear physical meaning [9], [10]. Nevertheless, it is not closely matched to perceived 
visual quality [8], [9], [10]. Therefore, SSIM [12] is selected for its improved 
representation of visual perception. The SSIM measure compares local patterns of 
pixel intensities that have been normalized and hence are invariant to luminance and 
contrast. This method could be seen as complementary to the traditional PSNR 
approach. 

A successful recognition requires sufficient local details to differentiate various 
patterns and the ability to preserve these local details. These details translate into the 
sharpness of the decompressed images and interpreted by image sharpness measures. 
Sharpness measures have been traditionally divided into 5 categories [13]: gradient 
based, variance based, correlation based, histogram based, and frequency domain 
based methods. Image noise level and artifacts, such as blocking effects, vary with 
respect to different compression methods as well as various compression ratios. 
Conventional sharpness measures are not feasible because they are unable to 
differentiate variations caused by actual image edges from those induced by image 
noise and artifacts. To avoid artificially elevated sharpness values due to image noise 
and artifacts, NSRT2 is proposed as an adaptive measure.  

The contributions of this paper are: (1) Evaluation of three compression methods, 
JPEG, JPEG 2000, and Vidware VisionTM by different full- and no-reference 
objective image quality measures; (2) The design of NSRT2 as an adaptive measure, 
and its ability to evaluate the sharpness of decompressed images for machine 
recognition applications. 

The remainder of this paper is organized as follow. Section 2 describes our 
proposed adaptive sharpness measure, NSRT2. Experimental results are demonstrated 
in section 3, and Section 4 concludes the paper.  
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2   Sharpness Quality Measure  

Sharpness measures are traditionally used to quantify out-of-focus blur.  Nevertheless, 
their extension to evaluate the sharpness of compressed images is non-trivial.  To 
avoid artificially elevated sharpness values due to image noise and artifacts, adaptive 
sharpness measures assign different weights to pixel gradients according to their local 
activities.  For pixels in smooth areas, small weights are used.  For pixels adjacent to 
strong edges, large weights are allocated.  Adaptive sharpness measures are 
comprised of two determinant factors: the definition of local activities and the 
selection of weight functions.  Figure 1 depicts the flow chart to compute adaptive 
sharpness measures. 

Gradient based 
sharpness measures

Image gradients

Separable 

Non-separable 

Weight Functions

Polynomial 

Rational 

Gradient based 
sharpness measures

Image gradients

Separable 

Non-separable 

Image gradients

Separable 

Non-separable 

Weight Functions

Polynomial 

Rational 

Weight Functions

Polynomial 

Rational 

 

Fig. 1. Flow chart to compute adaptive sharpness measures 

Based on how local activities are described, adaptive sharpness measures can be 
divided into two groups: separable and non-separable.  Separable measures only focus 
on horizontal and vertical edges.  A horizontal image gradient ),( yxgx  and a vertical 

image gradient ),( yxg y  are computed independently.  For instance, 
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In contrast, non-separable measures include the contributions from diagonal edges.  
An example of this type of image gradients ),( yxg  is given by: 

)1,()1,(),1(),1(),( +−−−++−= yxfyxfyxfyxfyxg . (2) 

Different forms of weights can be used, among which polynomial and rational 
functions are two popular choices.  The polynomial, to be more specific cubic, and 
rational functions are also exploited in adaptive unsharp masking [14], [15]. The 
polynomial weights suppress small variation mostly introduced by image noise and 
have been proved efficient in evaluating the sharpness of high magnification images 
[16]. The rational weights emphasize a particular range of image gradients. Taking 
the non-separable image gradient ),( yxg  for example, the polynomial weights are:  
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ωω pyxgyx ),(),( =  (3) 

where ωp  is a power index determining the degree of noise suppression. The rational 

weights can be written as 
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where 0k  and 1k  are coefficients associated with the peak position 0L  and width 

L∆ of the corresponding function, respectively, and comply with the following 
equations 

00 Lk =  

0128 22
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(5) 

Figure 2 illustrates the comparison of different forms of weight functions.   
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Fig. 2. Illustration of weight functions 

The newly designed weights are then applied to gradient based sharpness measures 
to construct adaptive sharpness measures.  For the Tenengrad measure for instance, 
the resulting separable measure is given by: 

[ ]+=
M N yyxx yxgyxyxgyxS ),(),(),(),( 22 ωω  (6) 

where ),( yxxω / ),( yxyω denotes the weights obtained from the horizontal/vertical 

gradients ),( yxgx / ),( yxg y .  For non-separable methods, the corresponding adaptive 

Tenengrad is formulated as  

[ ]+=
M N yx yxgyxgyxS ),(),(),( 22ω  (7) 

To account for blocking artifacts, we follow the method Wang et al. proposed in [12].  
The above measures are divided into two groups: pixels within a block and pixels at 
block borders.  Accordingly, we compute two values 
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The final image quality measure combines these two values: 

1−= BSQ p  (9) 

The adjustable variables in the rational weight based measures include the peak 
position 0L , response width L∆ , and weight power p .  These parameters can be 

selected according to the visual perception of the images.  In our implementation, 
pixel gradients ),(/),(/),( yxgyxgyxg yx  are scaled by their mean before computing 

the weights.  The chosen measure NSRT2 then has a peak position 0k  of 10 and a 

weight power p of 2.  The coefficient 1k is forced to be zero, resulting in a response 

width of 3532 0 ==∆ LL . In practice, different forms of image gradients are 

employed for deriving weights, as in equations (3) and (4), and computing sharpness, 
as in equations (6) and (7), for improved robustness to image noise and artifacts.  For 
weight computation the image gradients used are listed in equations (1) and (2), while 
for sharpness computation the image gradients based on the Sobel filters are 
recommended. 

3   Experimental Results 

We compare the performance of JPEG, JPEG 2000, and Vidware VisionTM based on a 
data set composed of compressed images at various compression ratios. The 48 raw 
color images (24 bits/pixel RGB) in the data set include 12 selected images with 
different resolutions and 36 long range face images (resolution: 720×480).  The 12 
selected images, as shown in part in Fig. 3 (a)-(d), can be further divided into 4 
categories. The first category includes some well-known test images such as the 
Baboon, Lena, and Peppers. The second category is comprised of standard test 
patterns, the IEEE resolution chart (sinepatterns.com), Television Color Test Pattern 
(high-techproductions.com), and Color Test Template (eecs.berkeley.edu). The third 
category focuses on images used in face and license plate recognition, two exemplary 
applications of machine recognition. High resolution images are covered in the last 
category. The second group, as shown in part in Fig. 3 (e)-(f), is a collection of face 
images of 6 subjects.  A total of 6 images per subject are obtained at various distances 
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(9.5, 10.4, 11.9, 13.4, 14.6, and 15.9 meters) and with different camera’s focal length. 
The camera’s focal length is adjusted so that the subject’s face presents similar sizes 
in all 6 images. Each selected image is compressed by JPEG, JPEG 2000, and 
Vidware VisionTM with different compression ratios varying from 0.2% to 30%. This 
produces a total of 342 compressed images for each compression method. In addition, 
the compression ratio used in this paper indicates:  

O

R
C =  (10) 

Where C, R, and O represent compression ratio, file size of the compressed image, 
and file size of the original image respectively. 

 

 
(a) 

 

 
(b) 

 
(c) 

 

 
(d) 

 
(e) 

 

 
(f) 

Fig. 3. Illustration of test images, (a) Lena 512×512; (b) IEEE resolution chart 1440×1086; (c) 
License plate 1024×768; (d) Under vehicle view 2560×1920; (e) 9.5 meters face image; (f) 15.9 
meters face image 

3.1   Full-Reference Quality Measures 

Figure 4(a) illustrates the computed SSIM measure.  We could see that JPEG 2000 
and Vidware VisionTM outperform JPEG for all tested compression ratios.  For 
compression ratios in the range of 7%~10%, JPEG 2000 presents a slightly better 
performance compared with Vidware VisionTM. However, this performance difference 
diminishes for other tested compression ratios. Figure 4(b) illustrates the computed 
PSNR measure. As expected, JPEG 2000 outperforms JPEG for all tested 
compression ratios. However, their PSNR values increase quickly with respect to 
decreased compression ratios, indicating a rapidly degraded image quality. In 
contrast, the PSNR value of Vidware VisionTM increases at a considerably slower 
speed. As a result, Vidware VisionTM eventually outperforms both JPEG and JPEG 
2000 as the compression ratio goes below 0.7%.   
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Fig. 4. (a )SSIM and (b) PSNR comparison among JPEG, JPEG 2000, and Vidware VisionTM 

3.2   No-Reference Quality Measures 

For fair comparisons, the computed sharpness values are first normalized with 
respect to the corresponding values of the uncompressed images. Figure 5 shows 
the performance comparison among JPEG, JPEG 2000, and Vidware VisionTM 
based on the proposed measure, NSRT2 and the Tenengrad measure. In Fig. 5(a), 
we could see similar output based on full-reference measures. JPEG 2000 produces 
the best performance. For most of the tested compression ratios, the performance of 
Vidware VisionTM falls in between those of JPEG and JPEG 2000. Exceptions are 
observed when the compression ratio is larger than approximately 10%, where 
JPEG outperforms Vidware VisionTM and yields a performance comparable to that 
of JPEG 2000.  
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Fig. 5. Comparisons among JPEG, JPEG 2000, and Vidware VisionTM based on image 
sharpness evaluated by (a) NSRT2 and (b) Tenengrad 

The conventional Tenengrad measure shown in Fig. 5(b) is also implemented and 
serves as comparison reference to validate the use of the newly developed NSRT2.  
The Tenengrad measure is tuned to the local activities of image gradients only and 
disregards either the sources or the visual effects of these local activities. The artifacts 
from image compression are also regarded as useful local details, resulting in similar 
sharpness values for all decompressed images with the same compression ratio. As a 
consequence, simple Tenengrad measure is insufficient and not applicable. 
Furthermore, at a compression ratio of 0.8%, as highlighted by a dashed circle in Fig. 
5(b), the Tenengrad measure fails because of the overwhelming blocking artifacts.  In 
comparison, the proposed NSRT2 is able to distinguish artifacts from desired local 
details and thus is qualified to evaluate the performances of tested compression 
methods. In general, the performance of Vidware VisionTM is less sensitive and 
decreases gradually with respect to the decreased compression ratio. In comparison, 
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the performance of JPEG deteriorates significantly for compression ratios smaller 
than 2% and similar behavior occurs to JPEG 2000 for compression ratios smaller 
than 0.8%.    

3.3   Visual Perception 

Figure 6 illustrates visual perception of JPEG, JPEG 2000, Vidware VisionTM with 
0.7% compression ratio. It is obvious that JPEG has inferior performance, but it is not 
easy to judge the performance of JPEG 2000 and Vidware VisionTM. 

 

 
(a) 

 

 
(b) 

 
(c) 

 

 
(d) 

Fig. 6. Illustration of visual perception with 0.7% compression ratio. (a) original 9.5 meters 
face image; (b) JPEG; (c)JPEG 2000; (d) Vidware VisionTM. 

4   Conclusion 

In this paper, we evaluated three different compression methods, JPEG, JPEG 2000, 
and Vidware VersionTM by existing metrics including PSNR, SSIM, and Tenengrad.  
We also proposed a new image sharpness measure, NSRT2, for evaluating the 
sharpness of decompressed images. According to our experimental results, we had the 
following observations: (1) In general, for lower compression ratios (<0.7%), 
Vidware VisionTM outperforms JPEG 2000. (2) There exists an obvious turning point 
in compression ratio, beyond which the performances of JPEG and JPEG 2000 begin 
to degrade rapidly.  In contrast, the performance of Vidware VisionTM is less sensitive 
to the compression ratio and the performance decrease is almost uniformly distributed 
in the tested compression ratio range. (3) Compared to conventional sharpness 
measures, our proposed image sharpness measure is robust to image artifacts 
introduced by image compression and produces a reliable evaluation of the sharpness 
of decompressed images.   
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Abstract. In order to increase the coding efficiency, the H.264 video coding 
standard introduces the variable block size motion compensation for a better 
inter frame coding, which adopts seven modes of different block sizes as well as 
a special mode, the skip mode. Due to the complex nature of the variable block 
size motion estimation, finding the best inter coding for H.264 would take up a 
significant complexity. Thus, in this paper, we propose an efficient skip mode 
detection out of all inter modes to speed up the encoding process. The proposed 
approach is based on the result of a simple test on 8x8 motion search. The 
experiment results show that our proposed algorithm is simple yet effective. 

Keywords: H.264, variable block size motion compensation, skip mode, early 
termination. 

1   Introduction 

The H.264 standard is the latest video codec developed by the Joint Video Team 
(JVT) [1], which introduces several new coding tools to improve on the rate-distortion 
performance to the past coding standards. For example, the variable block size motion 
compensation, the sub-pixel motion estimation, and the multiple reference frame 
motion compensation are the tools brought in for the inter coding efficiency [2]. 
However, these new strategies dramatically increase the computational complexity of 
the encoder in comparison with previous standards. Thus, how to reduce the 
complexity of encoding process while keeping good coding performance is an 
important issue on H.264. 

The technique of computational complexity reduction in variable block size motion 
estimation can be defined as two categories. The first category is to apply various 
efficient search patterns instead of checking every position inside the search range as 
in the method of full search (FS). These methods [3]-[5] to reduce the search points 
utilizes search patterns including diamond search (DS) [6], hexagon search [7], or 
kite-cross-diamond search (KCDS) [8] to improve the encoding speed. Note that, 
these fast motion estimation algorithms are not fast enough for variable block size 
motion estimation since seven inter modes are still needed to be examined one by one 
exhaustively. 
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The second category is based on the block mode decision, which is to drop 
impossible modes from motion estimation and thus to achieve complexity reduction. 
Some works considering block mode decision besides the fast search to speed up the 
variable block size motion estimation have been proposed [9]-[12]. However, all of 
the approaches focused on the selection of seven block modes, and did not address the 
skip mode detection. This is, they have to always perform motion search on at least 
some of the seven block modes even the skip mode is the best encoding choice. For 
instance of Lee’s [9] method, at least four and up to seven modes still should examine 
full motion estimation and the large amount computational cost of the motion 
estimation is still required, and it may waste the complexity when the final mode is 
selected as skip mode. 

In order to save more encoding time, several methods [10][11][12] proposed to 
check the skip mode for early termination prior to encoding the other modes. In Yin’s 
[10] and Zhang’s [11] works, they performed skip mode encoding at first, if the R-D 
cost of the skip mode is less than a preset threshold, then skip mode is chosen for the 
macroblock and not turn to the seven mode test. However, a fixed preset threshold is 
required and difficult to set to cope with different types of video, such as with 
different motion activity or resolution video. Another skip mode detection method is 
proposed by Lee [12], Lee first performed 16x16 motion search. If the outcome shows 
the R-D cost of skip mode is zero, then the skip mode is chosen. This method checked 
the skip mode in a very strict way such that only fewer cases can fall into the skip 
mode. Thus, its coding results are inefficient.  

The objective of this paper is to investigate an efficient inter-coding based on the 
skip mode early termination. Unlike the existing methods in literature, our method 
neither requires any preset threshold nor checks in strictly way to sacrifice the R-D 
performance. The proposed method can be combined with the existing methods as 
mentioned in the previous two categories. This paper is organized as follows. The 
background is introduced in Section 2. The main algorithm will be described in 
Section 3. Overall experiment results are shown in Section 4. Section 5 concludes the 
paper. 

2   Background – H.264 Inter Modes 

As shown in Fig. 1, in H.264, each macroblock in inter mode prediction can be 
divided into block partition of sizes 16x16, 16x8, 8x16 or 8x8 pixels (i.e., modes 1-4), 
and the 8x8 block can be further partitioned into sizes of 8x8, 8x4, 4x8 or 4x4 pixels 
(i.e., modes 4-7), called sub-macroblock partition. So there are as many as 259 kinds 
of block combination for a macroblock to perform motion search. In JM [13] software 
implementation, the mode decision is made by comparing the rate-distortion cost (R-
D cost) of each partition. The R-D cost function of mode decision is evaluated as, 

( , ) ( , ( )) ( )J SAD s c Rλ λ= + • −m m m p . (1) 

where ( , )x ym m=m  denotes the motion vector; ( , )x yp p=p  denotes the predicted 

motion vector from neighbors’; λ is the Lagrange multiplier; ( )m pR −  represents the 
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rate function of motion information and is computed by table-lookup; SAD represents 
the sum of absolute difference, and is used as distortion measure, 

1 1

( , ( )) | [ , ] [ , ] | , {16,8,4}
M N

x y
y x

SAD s c s x y c x m y m M N
= =

= − − − ∈m  (2) 

where s  denotes the original video signal and c  is the coded video signal. 
Besides supporting this seven block modes in inter-coding, H.264 can encode the 

target macroblock as a whole into the skip mode, which signals it is identical to a 
16x16 block located in the immediately previous reference frame offset by the 
predicted motion vector p  as obtained by a median operation on the vectors of the 

neighboring blocks. Note that, the skip mode is just a signal and no further data, e.g., 
motion vector and residue (bits to transmitting the quantized prediction error), is 
presented for the macroblock in the bitstream. Thus, for the macroblock encoded by 
skip mode, its R-D cost function, as indicated in Eq. (1), becomes a simpler form of 

( , ( )SAD s c p)  since no motion vector is transmitted, i.e., ( ) 0R − =m p , and the 

default motion vector for the skip mode is set as the predicted motion vector, i.e., 
=m p . Note that, the skip mode consumes much less complexity than that of seven 

modes since only the SAD calculation has to be done at the single check point offset 
by p . 

 

Fig. 1. Seven inter modes for the motion compensation are supported in H.264 

3   Proposed Method 

3.1   The Main Scheme 

The flowchart of the proposed method of skip mode detection (SMD) is illustrated in 
Fig. 2. In Fig. 2(a), it indicates the global framework of inter-coding adopted in JM, 
where all seven modes as well as the skip mode are processed and evaluated the cost 
of Eq. (1) in parallel as one-stage structure. Based on this framework, even some 
mode selection are performed on the seven block modes [9]-[12], the complexity of 
motion search on those selected modes may waste when skip mode is chosen. Thus, 
 



764 T.-Y. Kuo and H.-J. Lu 

as shown in Fig. 2(b), the works [10][13] adopted two-stage structure by pulling the 
skip mode detection on top of the seven mode test. As mentioned previously, a preset 
threshold is required then.  

To solve the preset threshold problem, as shown in Fig. 2(c) , our SMD proposed a 
three-stage structure by further pulling up the mode 4 (8x8 block) motion search prior to 
the skip mode detection, for serving as a reference for skip mode decision. That is, at the 
first stage, our target 16x16 macroblock is disjointed into four blocks of size 8x8 (i.e., 
mode 4) to perform motion search on the immediate previous frame, to obtain the four 
motion vectors 1 1

4 4,{ | 0,1, 2,3}t t
iV V i− −= =  and their corresponding minimal R-D costs 

1
4,{ ( ) | 0,1,2,3}t

iJ V i− =  by Eq. (1), where i denotes the block index of mode 4.  

Input an MB

Perform motion estimation for all 
modes (Mode 1-7 and SKIP mode)

Output results

1st stage {
{
{

 
(a)                                                (b) 

 

{

{
{

 
(c) 

Fig. 2. The flowchart of the proposed method skip mode decision 

Note that, Lee’s approach [16] has similar structure as ours, but they performed the 
mode 1 (16x16 block) motion search instead, and turned to the skip mode only when 
the mode 1 motion vector is equal to p  and ( , ) 0J λ =p . The R-D cost efficiency of 
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Lee’s approach would be poor because it is often to have the case that ( , )J λp  is not 

equal to zero but is still less than all costs of the seven modes. On the contrary, in our 
proposed SMD, the skip mode is determined under some condition tests based on 
motion field of mode 4 as well as its R-D cost comparison with skip mode. Note that, 
if the skip mode is decided, a huge complexity could be saved since no further test on 
the rest modes is required.  

Next, we would like to demonstrate why the early termination by skip mode 
detection is necessary, and why mode 4 is selected for motion search at the 
beginning. Fig. 3 indicates the statistical analysis of mode distributions resulting 
from the full search on several video sequences with various QPs on average. From 
this figure, we observe that, the majority of the mode distribution falls into skip 
mode and occupies even up to 50% to 70% of all distributions in low or spark 
motion sequences. This proves that the second stage of skip mode detection is 
necessary, because the complexity saving can be achieved as the high chance of skip 
mode early termination. Moreover, it shows that mode 4 (i.e., size 8x8) is more often 
decided as the best mode when the skip mode is not taken into account. Thus, it is 
reasonable for us to perform motion search on mode 4 at first stage, and design our 
algorithm based on that. 

 

 

Fig. 3. Mode distribution with only one reference frame 

3.2   Skip Mode Detection 

Generally speaking, skip mode usually occurs when the contents of video sequences 
are at a standstill or with very slow motion, such as the static background. Thus, we 
define the condition, CHECKSKIP, to detect the skip mode at the second stage by 
checking the length of motion vectors 1

4
tV −  given by the first stage. The skip mode is 

activated when CHECKSKIP happens, where at least three of the four motion vectors 
in 1

4
tV −  are zero and the R-D cost of skip mode is less or equal to that of mode 4, i.e., 
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( ) ( 4)J Skip Mode J Mode<  and 3 1
4,0

( 4) ( )
i t

ii
J Mode J V

= −
=

=  with ( )J ⋅  as defined in 

Eq. (1). Note that, since skip mode decision made by merely utilizing the motion 
activity of 1

4
tV −  may not be very reliable. We improve the detection precision by 

adding the R-D cost comparisons between skip mode and mode 4, where the R-D cost 
of skip mode is easy to get while that of mode 4 should be available already during 
the mode 4 motion search. 

Next, we evaluate whether CHECKSKIP is a good metrics or not. In Table 1, 
P(skip) represents the probability of the actual skip mode given by full search, which 
has been plotted as the first bar in Fig. 3. In this table, P(skip|CHECKSKIP) and 
P(CHECKSKIP|skip) are also shown. We would expect both probabilities are close to 
100% as the likeness increases between skip mode and CHECKSKIP. Let us first 
look at the value of P(CHECKSKIP|skip), we observe it is about 73%-84% for the 
sequences with the low or spark motion. That means, for those sequences, 
CHECKSKIP does the job to catch around 80% of the skip mode, that is, the hit rate 
is high. Though, for some video sequence, such as Foreman, Mobile and Tempete, 
P(CHECKSKIP|skip) is low as only 2%-33%, it does not affect the performance too 
much since those sequence has also low skip mode usage as indicated by P(skip). And 
since those sequences all are with global camera motion or half-pel motion, thus 
encoding them with other modes instead of skip mode is still reasonable because the 
PSNR difference would be small as shown later in next section. Next we look at the 
probability P(skip|CHECKSKIP), when the input macroblock matches the condition 
of CHECKSKIP, the probability of skip mode occurs about 83.44% on average. This 
means the CHECKSKIP mode is efficient and the case of false alarm to the skip mode 
is quite few. Thus, we conclude that using CHECKSKIP to identify the skip mode is 
satisfied. 

Table 1.  Each probability in condition CHECKSKIP 

Sequence P(skip) P(skip|CHECKSKIP) P(CHECKSKIP|skip) 
Container 74.36 89.09 84.30 
Foreman 25.56 80.97 29.95 

News 62.48 93.32 84.50 
Silent 55.37 92.67 73.97 
Paris 54.53 92.43 80.04 

Mobile 17.08 56.28 2.27 
Tempete 21.34 79.30 33.12 
Average 44.39 83.44 55.45 

4   Experiment Results 

Our experimental environment is based on H.264 reference encoder of Joint Mode 
(JM) 9.2 [14]. Experimental results are tested with the conditions indicated in Table 2, 
which strictly follows the simulation suggestion of JVT [15], specifying and covering 
seven video sequences of different motion activity, resolutions (QCIF and CIF), frame 
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rates/frame skipping (10-30 f.p.s.) and quantization parameters. We encode the first 
frame of video as an I-frame and the rest as P-frames with all seven block modes 
activated. The R-D optimization is turned on and the multiple reference frames are 
turned off.  

Table 2.  Encoder parameters used in experiments 

Container qcif 300 frames 10 Hz 
News qcif 300 frames 10 Hz 

Foreman qcif 300 frames 10 Hz 
Silent qcif 300 frames 15 Hz 
Paris cif 300 frames 15 Hz 

Mobile cif 300 frames 30 Hz 

Sequence/ 
Resolution/ 

Total frames/ 
Frame rate (Hz) 

Tempete cif 260 frames 30 Hz 

QPs 16, 20, 24, 28 

IntraPeriod Only first 

UseHadamard Enable 

NumberReferenceFrames 1 

SearchRange 16 

RDOptimization Enable 

Coding options 

SymboMode CAVLC 

Codec JM 9.2 encoder 

Since our proposed SMD can work with any existing motion search algorithm, we 
adopt two search methods in our SMD test, including the full search (FS) and the 
hexagonal-based fast motion estimation (FME) [4][5] as implemented in JM 9.2. Note 
that, both FS and FME exams all modes such that R-D cost for all modes including 
the skip mode should be completely calculated by Eq. (1), and therefore the huge 
amount of computational complexity is required. In addition, a literature method YIN 
[10] involving the skip mode detection is also tested for comparisons. Though the 
existing algorithms of fast modes 1-7 decision can work with our SMD method, we 
do not incorporate them here to simply focus on the contribution of our skip mode 
decision. The R-D curves of each method for two sequences are plotted in Fig. 4, to 
which other sequences have similar R-D curves but not plotted for limited space. Fig. 4 
shows that the R-D performance of our FS+SMD and FME+SMD is as close as FS and 
FME. Since the curves are very close each other for most cases, we use the BDPSNR 
(Bjontegaard delta PSNR ) and BDBR (Bjontegaard delta bitrate) [16] recommended by 
JVT to measure the performance difference between methods, which basically calculate 
the average PSNR and bitrate distance between two R-D curves of two methods, 
respectively. Table 3 shows the BDPSNR and BDBR of four methods using FS as the 
comparing basis, because the performance of full search theoretically is the metrics for 
the upper bound. The negative BDPSNR or positive BDBR indicates the coding loss to 
FFS and is not preferred. 

Table 3 shows that, on average, our proposed SMD algorithm would degrade 
BDPSNR 0.01dB to FS, and 0.04dB to FME. Such insignificant degradation will not 
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cause noticeable visual difference. As to the bit rate, the average percentage of 
increase is also as small as 0.37% and 0.90% (i.e., 1.00%-0.10%) to FS and FME, 
respectively. In contrast to YIN’s methods which degrade BDPSNR 0.09dB and 
1.11% increasing in BDBR to FS, the results prove our SMD nearly the same coding 
efficiency as the exhaustive methods. Especially, from Fig. 4, we observe that the 
performance of YIN becomes significantly worse in the high bit rate case (small QP), 
while our SMD keep close to the performance of FS and FME for all range of bit 
rates. 
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Fig. 4. Rate-Distortion curves comparisons among FS, FME, FS+YIN [10], FME+YIN [10] 
and two proposed methods FS+SMD, FME1+SMD 
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Table 3. R-D performance of FME, FS+YIN [10], FME+YIN [10] and two proposed methods 
FS+SMD, FME+SMD (FS is the comparing basis) 

FS FME 
Method 

YIN Proposed 
SMD 

FME only YIN Proposed 
SMD 

(dB)/(%) BD 
PSNR 

BD 
BR 

BD 
PSNR 

BD
BR 

BD 
PSNR 

BD 
BR 

BD 
PSNR 

BD
BR 

BD 
PSNR 

BD 
BR 

Container -0.14 1.64 -0.02 0.67 -0.02 0.54 -0.16 2.57 -0.08 1.96
Foreman -0.15 1.49 -0.02 0.28 0.02 -0.23 -0.16 1.71 -0.06 0.76

News -0.06 0.76 0.00 0.09 -0.03 0.41 -0.16 1.97 0.00 0.50
Silent -0.09 0.81 0.00 -0.08 -0.01 0.16 -0.12 1.48 -0.06 0.83
Paris -0.09 0.92 -0.01 0.21 0.00 0.10 -0.10 1.34 -0.06 1.05

Mobile -0.01 0.08 0.00 0.00 0.02 -0.34 0.00 0.02 0.00 0.01
Tempete -0.09 2.06 -0.04 1.41 0.00 0.06 -0.09 2.28 -0.06 1.91
Average -0.09 1.11 -0.01 0.37 0.00 0.10 -0.11 1.63 -0.04 1.00

Next we will discuss the computation complexity of each method in Table 4. Table 4 
lists the reduction motion estimation time of each method to FS. As shown in Table 4, 
our SMD can reduce FS by 27.1% of motion estimation encoding time, which reduces 
more than that of FS+YIN (22.5%). If our SMD is used with FME, the reduction time to 
FS even up to 83.1% on average, and is still faster than YIN’s method. 

Table 4. Percentage of reduction time in FME, FS+YIN [10], FME+YIN [10] and two pro-
posed method FS+SMD, FME+SMD (FS is the comparing basis) 

FS FME Method 
Reduction to FS (%) YIN Proposed SMD FME only YIN Proposed SMD 

Container 35.9 37.5 69.9 86.0 87.8
Foreman 9.1 7.4 69.9 78.6 77.4

News 41.2 49.0 65.8 85.1 86.9
Silent 27.5 40.8 65.8 81.1 85.4
Paris 29.6 46.2 67.0 83.1 87.0

Mobile 3.8 4.8 72.3 79.1 78.4
Tempete 10.7 3.8 71.2 80.2 78.7

Average 22.5 27.1 68.8 81.9 83.1

5   Conclusion 

An efficient skip mode decision for H.264 is proposed, by which the early termination 
of the skip mode can alleviate the huge complexity resulting from the variable block 
mode partitions. The proposed SMD is to decide the skip mode based on the motion 
vectors of 8x8 blocks. Compared with the literature methods, the experiments 
demonstrate that the proposed SMD method consumes lower complexity while gives 
a better R-D performance at all range of bit rates, especially significantly outperforms 
at the high bit. Further, no preset threshold required in our SMD method makes it easy 
to cope with different characteristics of video. Thus, we conclude that the proposed 
SMD is more effective than the literature methods. 
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Abstract. This paper proposed a low-power H.264 deblocking filter al-
gorithm. In H.264 deblocking filter, filtering can be skipped on some
pixels when pixel differences satisfy some specific conditions. Further-
more, whole filtering can be skipped when quantization parameter is less
than 16. By exploiting this feature, whole deblocking filter or its some
parts can be deactivated during execution, and its power consumption
can be significantly reduced up to 20.3%. A low-power H.264 deblocking
filter architecture was also proposed. Simple control circuit can totally
or partially deactivate deblocking filter, and common hardware performs
both horizontal and vertical filtering. The proposed low-power deblock-
ing filter was implemented in silicon chip using 0.35 µm standard cell
technology. The gate count is about 20,000 gates. The maximum oper-
ation frequency is 108 MHz. The maximum throughput is 30 frame/s
with CCIR601 image format.

1 Introduction

H.264 video compression [1] is the newest international standard for video com-
pression. It outperforms previous video compression algorithms in rate-distortion
efficiency. It is widely used in many multimedia applications. Deblocking filter
is one important tool to achieve higher compression ratio and better subjective
quality. H.264 exploits 4×4 block-based integer transform and variable block size
motion compensation. It shows a different quantization error distribution with
8×8 block-based discrete cosine transform, and it shows a different blocking ar-
tifact with conventional video compressions such as MPEG-2 [2] and MPEG-4
[3]. Consequently, it requires a novel deblocking filter scheme.

In H.264, deblocking filter exists both in encoder and decoder. Since the de-
blocking filter is more complicated than ordinary filters, it requires quite a large
computation. Especially, it occupies considerable amount of computation and
power consumption in the decoder [4]. In mobile multimedia broadcasting appli-
cations such as digital multimedia broadcasting (DMB), only decoder is used in
the mobile multimedia terminal. Therefore, low-power H.264 deblocking filter is
essential in the hardware implementation of mobile multimedia terminal. In this
case, power consumption is one of the primary concerns, since battery operation
time is the key to commercial success [5].
� This work was supported by the Soongsil University Research Fund.
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In this paper, we proposed a low-power H.264 deblocking filter algorithm. It
reduces computation and power consumption by totally or partially deactivating
deblocking filter whenever some skipping conditions hold. We also proposed a
low-power H.264 deblocking filter architecture and implemented it in silicon chip.

2 Low-Power H.264 Deblocking Filter Algorithm

In H.264, blocking artifact occurs in 4×4 block, and it goes worse in 16×16
macroblock boundary. H.264 deblocking filter performs 1-dimensional filtering in
horizontal direction first, and then it performs 1-dimensional filtering in vertical
direction. Different filtering method is applied whether the pixel locates in the
macroblock boundary or it does not.

Figs. 1 and 2 show the H.264 deblocking filter algorithm. First, Bs is deter-
mined as shown in Fig. 1, where p0, p1, p2, p3, q0, q1, q2, and q3 are original
pixels, and P0, P1, P2, P3, Q0, Q1, Q2, and Q3 are filtered pixels. Then, filtering
is performed based on Bs as shown in Fig. 2, where parameters α and β are
given as Fig. 3, and parameter tc0 is given as Fig. 4. Bs = 0 is no filtering mode,
and no filtering is performed. Bs = 1, 2, or 3 is standard mode, and filtering is
performed on 0, 2, or 4 pixels based on pixel values and parameters. Bs = 4 is
strong mode, and filtering is performed on 0, 2, or 6 pixels based on pixel values
and parameters.

p3 p2 p1 p0 q0 q1 q2 q3

4×4 block boundary

block p block q

block p or q
intra-coded?

blockboundary
is also macroblock

boundary?

coefficient coded
in block p or q?

ref(p)!=ref(q) or
V(p,x)-V(q,x) ≥ 1pel or
V(p,y)-V(q,y) ≥ 1pel?

Bs=0Bs=1Bs=2Bs=3Bs=4

P3 P2 P1 P0 Q0 Q1 Q2 Q3

filtering

filtered pixel

original pixel

Strong Mode Standard Mode No Filtering Mode

Yes
Yes

Yes

No
No

No

Fig. 1. Determination of Bs

From Figs. 1-4, it is clear that filtering is not applied to some pixels when
tc0 = 0 or ap ≥ β or aq ≥ β. Fig. 5 illustrates the operation of deblocking filter,
where O and X mean that the corresponding pixel is filtered or not, respectively.
Therefore, computation can be significantly reduced by skipping filtering when
condition X in Fig. 5 is satisfied. Furthermore, no computation is required when
quantization parameter QP is less than 16, since α = β = 0. Therefore, the
proposed H.264 deblocking filter checks QP first, and it is totally deactivated
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Bs=0

if b0 = p0-q0 ≥ α or bp = p1-p0 ≥ β or bq = q1-q0 ≥ β
then P0 = p0, P1 = p1, P2 = p2, P3 = p3, Q0 = q0, Q1 = q1, Q2 = q2, Q3 = q3

else
if ap = p2-p0 < β then P1 = p1+clip3(-tC0,tC0,(p2+(p0+q0+1)>>1-(p1<<1))>>1), tC = tC0+1
else P1 = p1, tC = tC0

∆ = clip3(-tC,tC,(((q0-p0)<<2+((p1-q1)+4)>>3), P0 = clip1(p0+∆), P2 = p2, P3 = p3

if aq = q2-q0 < β then Q1 = q1+clip3(-tC0,tC0,(q2+(p0+q0+1)>>1-(q1<<1))>>1), tC = tC0+1
else Q1 = q1, tC = tC0

∆ = clip3(-tC,tC,(((q0-p0)<<2+((p1-q1)+4)>>3), Q0 = clip1(q0-∆), Q2 = q2, Q3 = q3

where clip3(A,B,K) = A if K<A, B if K>B, K otherwise
clip1(A) = 0 if A<0, 255 if A>255, A otherwise

Bs=1

Bs=2

Bs=3

if b0 = p0-q0 ≥ α or bp = p1-p0 ≥ β or bq = q1-q0 ≥ β
then P0 = p0, P1 = p1, P2 = p2, P3 = p3, Q0 = q0, Q1 = q1, Q2 = q2, Q3 = q3

else
if ap = p2-p0 < β and b0 < ((α>>2)+2)
then P0 = (p2+(p1<<1)+(p0<<1)+(q0<<1)+q1+4)>>3, P1 = (p2+p1+p0+q0+2)>>2,

P2 = ((p3<<1)+p2+(p2<<1)+p1+p0+q0+4)>>3, P3 = p3

else P0 = ((p1<<1)+p0+q1+2)>>2, P1 = p1, P2 = p2, P3 = p3

if aq = q2-q0 < β and b0 < ((α>>2)+2)
then Q0 = (p1+(p0<<1)+(q0<<1)+(q1<<1)+q2+4)>>3, Q1 = (p0+q0+q1+q2+2)>>2,

Q2 = ((q3<<1)+q2+(q2<<1)+q1+p0+q0+4)>>3, Q3 = q3

else Q0 = ((q1<<1)+q0+p1+2)>>2, Q1 = q1, Q2 = q2, Q3 = q3

Bs=4

P0 = p0, P1 = p1, P2 = p2, P3 = p3, Q0 = q0, Q1 = q1, Q2 = q2, Q3 = q3

Fig. 2. Deblocking filtering
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when QP < 16. Then, it checks skipping conditions in Fig. 5 and correspond-
ing hardwares are partially deactivated. The control circuit for Fig. 5 can be
implemented by simple combinational logic gates with small hardware overhead.
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Fig. 5. Skipping conditions of the proposed low-power H.264 deblocking filter. (a) P0,
P1, P2, and P3. (b) Q0, Q1, Q2, and Q3.

Fig. 6 shows the computation and power reduction of the proposed low-power
H.264 deblocking filter algorithm. Fig. 6 (a), (b), and (c) show the average
quantization parameters, the computation time, and the power consumption in
“Akiyo” image, respectively. Fig. 6 (d), (e), and (f) show the average quantization
parameters, the computation time, and the power conumption in “Container”
image, respectively. JM 9.2 baseline profile encoder is used in the simulation.
The image format is QCIF (176×144 pixels, 30 frame/s), and 100 frames are
tested in both test sequences. Bitrate is varied from 50 kbps to 400 kbps. We
designed the conventional and the proposed H.264 deblocking filters for accurate
power simulation of real filtering operation. We used Synopsys Prime Power in
cycle-by-cycle power simulation, whose procedure is described in [6] in detail.

As shown in Fig. 6, power consumption is reduced up to 24.7% and 20.3% in
“Akiyo” and “Container” images, respectively. In Fig. 6 (b) and (e), the com-
putation time and the power consumption increase along with bitrate in the
conventional H.264 deblocking filter, while they decrease when bitrate exceeds
200 kbps ∼ 250 kbps in the proposed low-power H.264 deblocking filter, respec-
tively. This is due to the following reasons.

When bitrate increases, less coefficients are truncated into zero in the quanti-
zation process, because quantization parameter QP decreases in higher bitrate
as shown in Fig. 6 (a) and (d). When the number of non-coded coefficients
decreases, the number of no filtering mode pixels (Bs = 0) decreases. In the
conventional H.264 deblocking filters, it skips filtering operations only when the
pixel is in the no filtering mode. Therefore, the required computation and power
of the conventional H.264 deblocking filters increase along with bitrate as shown
in Fig. 6 (b), (c), (e), and (f).

On the contrary, when quantization parameter QP decreases, α and β also
decrease as shown in Fig. 3. Therefore, skipping conditions in Fig. 5 occur more
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Fig. 6. Computation and power reduction of the proposed low-power H.264 deblocking
filter. (a) (b) (c) The average quantization parameters, the computation time, and the
power consumption in “Akiyo” image, respectively. (d) (e) (f) The average quantization
parameters, the computation time, and the power consumption in “Container” image,
respectively.

frequently in the proposed H.264 deblocking filter. Especially, when QP < 16, α
= β = 0, and the proposed deblocking filter never performs filtering operations.
This significantly reduces the computation and power as shown in Fig. 6 (b), (c),
(e), and (f). Note that the average quantization parameter QPAV < 16 when
bitrate exceeds 200 kbps ∼ 250 kbps in the proposed H.264 deblocking filter, and
the computation and power start to decreases by skipping filtering operation.

3 Low-Power H.264 Deblocking Filter Hardware

H.264 deblocking filter (DF) performs two-step filtering in macroblock basis, as
shown in Fig. 7 (a). When current macroblock C is processed, it requires its left
macroblock L in horizontal filtering. In vertical filtering, it requires its upper mac-
roblock U . These macroblocks are motion-compensated pixels from motion com-
pensator (MC), and they are stored in the frame memory (FM). Therefore, MC,
FM, and DF are connected via 32-bit AMBA AHB bus, as shown in Fig. 7 (b).
The proposed low-power H.264 deblocking filter architecture is illustrated in Fig.
7 (c). It consists of filter, PREG, QREG, and TBUF. Filter processes four 8-pixel
filtering simultaneously. PREG and QREG store 4×4 blocks of p and q in Fig.
1, respectively. TBUF is 16×16 pixel buffer with transpose. It stores horizontal
filtering results with transpose order, and they are reused in vertical filtering.



776 B.-J. Kim et al.

L C

U

Motion-Compensated Frame

(1) Horizontal
Filtering (L-C)

(2) V
ertical F

iltering (T
-C

)

MC FM

32b AMBA AHB

DF

FilterPREG QREG

TBUF

p3 p2 p1 p0

p3 p2 p1 p0

p3 p2 p1 p0

p3 p2 p1 p0

q0 q1 q2 q3

q0 q1 q2 q3

q0 q1 q2 q3

q0 q1 q2 q3

Filter

Filter

Filter

Filter

PREG QREG

16×16 Pixel Buffer
with Transpose

TBUF

from
FM

from
FM

to FM

(a) (b)

(c)

Fig. 7. Architecture of the proposed H.264 deblocking filter. (a) Horizontal and vertical
filtering. (b) Deblocking filter, frame memory, and motion compensator. (c) Deblocking
filter architecture.

Fig. 8 illustrates horizontal filtering. Current macroblock C has four vertical
edges a, b, c, and d to be processed, as shown in Fig. 8 (a). Pixel data of left mac-
roblock L are required to process vertical edge a. 4×4 blocks are filtered from block
0 to block 15, i.e. (block -13, block 0), (block 0, block 1), (block 1, block 2), (block
2, block 3), (block -9, block 4), ... (block 14, block 15) are filtered sequentially.

Horizontal filtering is illustrated in detail in Fig. 8 (b). When (block -13,
block 0) are processed, block -13 and 0 are read from FM to PREG and QREG,
respectively ( 1©). Then, PREG and QREG are filtered ( 2©). Filtered outputs of
block -13 are stored in FM ( 3©). At the same time, filtered outputs of block 0
are transfered to PREG for next block filtering ( 3©). At the same time, block 1
is read from FM to QREG for next block filtering ( 3©). When (block 0, block 1)
are processed, PREG and QREG are filtered ( 4©). Filtered outputs of block 0
are stored in TBUF for vertical filtering ( 5©). At the same time, filtered outputs
of block 1 are transfered to PREG for next block filtering ( 5©). At the same time,
block 2 is read from FM to QREG for next block filtering ( 5©). When (block 1,
block 2) are processed, PREG and QREG are filtered ( 6©). Filtered outputs of
block 1 are stored in TBUF for vertical filtering ( 7©). At the same time, filtered
outputs of block 2 are transfered to PREG for next block filtering ( 7©). At the
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same time, block 3 is read from FM to QREG for next block filtering ( 7©). When
(block 2, block 3) are processed, PREG and QREG are filtered ( 8©). Filtered
outputs of block 2 and 3 are stored in TBUT for vertical filtering ( 9©). Thus
block 0 to block 3 are finished. Block 4 to block 15 are processed in the same
way with block 0 to 3.

Fig. 9 illustrates vertical filtering. Current macroblock C has four horizontal
edges a, b, c, and d to be processed, as shown in Fig. 9 (a). Pixel data of upper
macroblockU are required to process horizontal edgea. 4×4blocks are filtered from
block 0 to block 15, i.e. (block -13, block 0), (block 0, block 1), (block 1, block 2),
(block2, block3), (block -9, block4), ... (block14, block15)arefiltered sequentially.

Vertical filtering is illustrated in detail in Fig. 9 (b). When (block -13, block
0) are processed, block -13 and 0 are read from FM and TBUF to PREG and
QREG, respectively ( 1©). Then, PREG and QREG are filtered ( 2©). Filtered
outputs of block -13 are stored in FM ( 3©). At the same time, filtered outputs of
block 0 are transfered to PREG for next block filtering ( 3©). At the same time,
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block 1 is read from TBUF to QREG for next block filtering ( 3©). When (block
0, block 1) are processed, PREG and QREG are filtered ( 4©). Filtered outputs
of block 0 are stored in FM ( 5©). At the same time, filtered outputs of block 1
are transfered to PREG for next block filtering ( 5©). At the same time, block
2 is read from TBUF to QREG for next block filtering ( 5©). When (block 1,
block 2) are processed, PREG and QREG are filtered ( 6©). Filtered outputs of
block 1 are stored in FM ( 7©). At the same time, filtered outputs of block 2 are
transfered to PREG for next block filtering ( 7©). At the same time, block 3 is
read from TBUF to QREG for next block filtering ( 7©). When (block 2, block
3) are processed, PREG and QREG are filtered ( 8©). Filtered outputs of block
2 and 3 are stored in FM ( 9©). Thus block 0 to block 3 are finished. Block 4 to
block 15 are processed in the same way with block 0 to 3.

The proposed low-power H.264 was designed and implemented in a silicon
chip. It was described in Verilog HDL. It was synthesized in 0.35 µm standard
cell technology using Synopsys Design Compiler supported by IC Design Educa-
tion Center. The total gate counts are about 20,000 gates including control circuit
and deactivating circuit. The maximum operation frequency is 108 MHz. The
maximum throughput is 30 frame/s with CCIR601 image format (704×576 pix-
els, 30 frame/s) at 108 MHz and 120 frame/s with QCIF image format (176×144
pixels, 30 frame/s) at 27 MHz. Fig. 10 shows the layout of the implemented chip.
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Fig. 10. Layout of the proposed low-power H.264 deblocking filter

4 Conclusion

In this paper, a low-power H.264 deblocking filter algorithm was proposed. In
H.264 deblocking filter, filtering can be skipped on several pixels when some
skipping conditions hold, and power consumption can be greatly reduced by
totally or partially deactivating deblocking filter. Simulation results show that
the power consumption is reduced up to 20.3% when compared to conventional
algorithms. A low-power H.264 deblocking filter architecture was also proposed,
and it was implemented in silicon chip. The gate count, the maximum operation
frequency, and the maximum throughput are about 20,000 gates, 108 MHz, and
30 frame/s with CCIR601 image format, respectively.
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Abstract. This paper presents a new MPEG-4/H.263 rate control sche-
me. It is applicable to constant-bit-rate transmissions containing equal-
interval I-frames. Conventional schemes usually allocate bits equally to
each P-frame, resulting in large video quality variations. In this work, in
order to smooth quality variations, we allocate bits unequally to each P-
frame by its encoding complexity and buffer level. In macroblock (MB)
layer, rate-distortion model is usually employed to determine MB QP,
but it needs complex floating-point computations. So, instead, we design
a simple and effective look-up table, which also relates MB QP, SAD and
the texture bit counts. With certain improvements, our table size reduces
to only 1/20 of that in reference work, while the scheme still performs
well. Experimental results show that, compared with a modified TMN8
rate control scheme, our scheme achieves higher PSNR and smoother
PSNR variations, retaining the bit rate proximity and buffer regulation.

1 Introduction

Rate control plays an important role in video coding process. It is introduced to
regulate and control the output bit rates of video sources in network to achieve
the best trade-off between quality and bandwidth utilization [1]. In this work,
rate control by adjusting quantization parameter (QP) in MPEG-4/H.263 is
considered. We focus on constant-bit-rate transmissions containing equal-interval
I-frames, that is, group-of-pictures (GOP) pattern is introduced. Instead of a
low-delay (small) buffer, a larger buffer is needed to avoid frame skipping.

Usually, besides frame layer rate control, macroblock (MB) layer rate control
is introduced to provide finer buffer regulations and higher bit rate encoding [2].
We propose a rate control scheme, including a new frame bit allocation algorithm
and an improved MB layer rate control algorithm based on that of [3].

Frame bit allocation is performed in frame layer rate control. In many algo-
rithms, such as [2] and [4], bits are allocated almost equally to each frame. Un-
fortunately, different frames have different encoding complexities, and an equal
bit allocation may result in large video quality variations. We propose a new
frame bit allocation algorithm, which considers frame encoding complexity, like
[5]. Frames with higher encoding complexity are allocated with more bits, and

� Project supported by National Basic Research Program of China (2006CB303000).
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further adjustment by the buffer level should be performed. Our algorithm is sim-
ple and effective. It demonstrates that we achieve smoother PSNR variations,
especially when scene changes or high motions occur.

After frame layer rate control, MB layer rate control is performed to de-
termine MB QP. Conventional schemes usually employ rate-distortion models.
One drawback is lots of complex floating-point computations are involved (other
drawbacks can be found in [3]). Thus, similar to [3], we design a look-up table,
which also relates MB QP, SAD and bit counts for encoding texture information
(texture bit counts). Only some simple computations are involved. We further
propose several improvements, resulting in a much smaller table (about 20 times
smaller) than that of [3], while the scheme still has good performance. Mean-
while, the computing complexity is not increased.

Experimental results show that, compared with a modified TMN8 rate control
scheme, our scheme achieves higher PSNR and smoother PSNR variation, while
the average bit rate is close to the target, and few buffer overflows caused by the
uncontrollable I-frames occur. Furthermore, similar to that of [3], our MB layer
rate control algorithm is also applicable to low-delay mode of H.263.

The rest of the paper is organized as follows. Section 2 presents the proposed
rate control scheme with the order, frame layer rate control, MB layer rate control
and summarization. In Section 3, we show the experimental results to evaluate
the performance of our scheme. Finally, conclusions are presented in Section 4.

2 Proposed Rate Control Scheme

2.1 Frame Layer Rate Control

Initialization. Assume each GOP has the same bit budget BGOP . According
to the channel bandwidth requirement, BGOP is set to NGOP × R/F , where
NGOP is the number of frames in one GOP; R is the channel bit rate; F is the
frame rate. Further, in order to be resilient to the buffer fluctuation, the encoder
buffer should be larger than the low-delay (small) buffer (thus allocating bits to
frames unequally is possible).

In this work, QP of the I-frame in each GOP is set to be the average QP of all
frames in the last GOP. As the I-frame is the first frame in GOP, this method
will reduce video quality variations, and ensure the quality of entitle GOP.

Typically, I-frame produces much more bits than P-frame, and the encoding
buffer level will increase rapidly after the bits used for encoding an I-frame are
put in. Thus, the GOP initial buffer level before the first I-frame comes should
be low enough. Otherwise, the incoming I-frame will cause the buffer overflow.
In this work, we set the initial buffer level Linit to 20% of the buffer size.

We describe the frame skipping control, which is performed in most schemes.

Frame Skipping Control. The frame skipping control is similar to that of [2]
and [4]. We describe it briefly as follows. Before encoding the current frame, the
actual encoder buffer level should be updated by

ABLcur = max{ABLprev + Bact − R/F, 0} (1)
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where

– Bact: the actual number of bits used for encoding the previous frame;
– ABLprev: the previous buffer level.

If ABLcur is larger than a predefined threshold M (e.g. 80%×buffer size),
the encoder skips frames until the buffer fullness is below M . For each skipped
frame, buffer level is reduced by R/F bits. The maximum buffer delay is M/Rs.

After frame skipping control, we focus on how to better allocate bits to each
P-Frame in a GOP.

P-frame Bit Allocation

(1) Allocate bits by P-frame encoding complexity Usually, in order to provide a
better video quality and reduce the quality variations, we should allocate bits
differently to each P-frame in one GOP, instead of allocating equally. There-
fore, similar to [5], frame encoding complexity is considered. Frames with higher
encoding complexity are allocated with more bits. In order to reducing the com-
puting complexity, we simply use the frame SAD to indicate the frame encoding
complexity. Our algorithm is proposed as follows.

According to the relation between MB SAD and the average texture bit counts
showed in Fig.1, we find that when QP is small (e.g. QP<6), MB SAD and the
texture bit counts approximately follow a power relation; when QP is large (e.g.
QP≥6), it’s approximately a linear relation. For simplicity, these relations are
used in frame layer to do bit allocation. The formulas are

For small QP (QP < 6) : Btar p = Bp ×
√

SADcur p/SADp (2)

For large QP (QP ≥ 6) : Btar p = Bp × SADcur p/SADp (3)

where

– QP : QP of the current P-frame; simulated by the average QP of MBs in the
previous frame;

– Btar p: the target number of bits allocated to the current P-frame;
– Bp: the average number of bits used for encoding each P-frame in the GOP;

defined by (BGOP −BI)/(NGOP −1), where BI is the number of bits already
used for encoding the first I-frame;

– SADcur p: SAD of the current P-frame;
– SADp: the average SAD of P-frames in the GOP; simulated by the average

SAD up to the current P-frame.

Btar p is further restricted in [Bp/2, 3×Bp/2] to avoid large buffer variation.

(2) Adjust bits by the buffer level Only allocating bits by frame encoding com-
plexity may result in large buffer variations, so we further adjust Btar p by the
buffer level. A modified formula of the one in [2] is used. We describe it as follows.
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Fig. 1. The relation between MB SAD and the average texture bit counts (obtained
by a H.263 encoder)

B′
tar p = Btar p × (4 × TBL − ABL)/(2 × TBL + ABL) (4)

where TBL and ABL indicate the target buffer level and the actual buffer level.
TBL is defined as formula (5). It’s a variable that would increase rapidly after

bits of I-frame are put in, and decrease gracefully to Linit over again at the end
of the GOP. This is different from [2]. In [2], the target buffer level is constant,
which is not applicable to applications containing equal-interval I-frames [6].{

TBL1 = Linit + BI − R/F

TBLk+1 = TBLk + Bp − R/F
(5)

Furthermore, B′
tar p should be larger than a lower bound (e.g. Bp/3) to ensure

the video quality.
Experimental results show that our algorithm results in smoother PSNR vari-

ations, especially when scene changes or high motions occur.

2.2 Macroblock Layer Rate Control

As bits are allocated unequally to each frame, it’s better to perform MB layer
rate control to avoid potential buffer overflow/underflow, and also for the high bit
rate coding. We will describe how to allocate B′

tar p to each MB and determine
MB QP in this section.

Macroblock Bit Allocation. MB bit allocation is similar to that of [3]. To
reduce the computing complexity, the residual MBs in one frame are categorized
into compensable MBs with SAD≤ T (a predefined threshold) and uncompens-
able MBs with SAD> T . The former does not need to be further encoded, and
in the rest of the paper, MB(s) denotes the uncompensable MB(s) by default.

The target number of bits allocated to the kth MB for encoding texture
information is defined as

btar k = Btex rem × SADk/(

N∑
i=k

SADi) (6)
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where
– Btex rem: the remaining number of bits used for encoding texture information of

the remaining MBs;
– SADk: SAD of the kth MB;
– N : the total number of uncompensable MBs.

Btex rem is computed as

Btex rem = Brem − Buncode − Bheader − bh intra × Nintra − bh inter × Ninter (7)

where
– Brem: the remaining number of bits used for encoding remaining MBs; initially, it

is set to B′
tar p;

– Buncode: the number of bits used for encoding partial non-texture information of
compensable MBs;

– Bheader: the number of bits used for encoding picture header information;
– bh intra/h inter : the average number of bits used for encoding intra/inter MB header

information; simulated by the average value of all encoded intra/inter MBs;
– Nintra/inter: the number of remaining intra/inter MBs.

After MB bit allocation, we determine an appropriate MB QP. Instead of em-
ploying a mathematical rate-distortion model, we determine QP by a look-up
table. Though the method is similar to [3], we propose several improvements to
reduce the memory cost of the table, while still retain good performance. We
will explain these improvements during the following descriptions.

Construction of the Look-Up Table. Usually, MB QP, its SAD and the
bit counts for encoding texture information are used to set up rate-distortion
models. Thus, we also choose these three parameters to construct a look-up
table. This QP-SAD-bits table is indicated by a 2-D matrix b[QP][SAD SEG NO]
(SAD SEG NO stands for SAD segment number). By a certain MB QP and
SAD SEG NO, we can obtain the texture bit counts b.

The table is constructed off-line with the following process.
(1) For a certain QP, we encode a large number of video test sequences by

the encoder that our scheme will be implemented in. For MBs with the same
SAD, we compute the average texture bit counts. After this process, the relation
between SAD and texture bit counts are set up. The curve in Fig.2 illustrates
one such relation. We find that SAD-bits curve can be simulate by a piecewise
linear function (illustrated in Fig.2). Thus, in order to reduce the memory cost,
we choose SADs by a constant step SAD STEP (e.g. 50 in our experiment, and
the chosen SADs are 0, 50, 100 . . . ), instead of continuous choosing (0, 1, 2 . . . )
in [3]. The second parameter in the matrix indicates the SAD segment number
SAD SEG NO (SAD SEG NO=!SAD/SAD STEP�, where ! � means the floor
operation), and b[QP][SAD SEG NO] indicates the average texture bit counts
of MBs with SAD=SAD SEG NO×SAD STEP. Within each SAD segment, the
relation between SAD and texture bit counts is simulated by a linear function, so
recording the two end points of each segment is enough. Furthermore, we enlarge
the SAD range to 4000, instead of 1660 in [3]. A larger SAD range covers more
MBs for bit estimation.

(2) We do operations in (1) for all QPs to construct the look-up table.
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Fig. 2. The relation between MB SAD and the average texture bit counts with QP =
10 (obtained by a H.263 encoder)

Determination of MB QP. We consider the kth MB. After getting its SADk

and btar k, we can determine an appropriate QP by the QP-SAD-bits table. The
process is described as follows.

(1) Determine the QP search range.
To avoid large quality variations between adjacent frames, the QP search

range is restricted, instead of the range [1, 31] used in [3]. Assume the average
QP of MBs in the previous P-frame is QPprev. The QP search range of MBs in
the current P-frame is restricted to [max{QPprev−2, 1}, min{QPprev +2, 31}].
Noticed that if the current P-frame is the first P-frame in the sequence, the QP
search range is still [1, 31].

By this restriction, the search complexity is rapidly reduced.
(2) Determine the SAD segment.
SADk of the kth MB is located in the SAD segment [SADm, SADn], where

SADm=SAD STEP×(!SADk/SAD STEP�) and SADn=SADm+SAD STEP.
(3) Estimate the texture bit counts for each QP in the search range.
For each QP in the search range, we estimate the texture bit counts bQP .

Instead of getting bQP directly from the table in [3], we do interpolation to get
bQP . The formula is

bQP = (bn − bm) × (SADk − SADm)/(SAD STEP + bm) (8)

where bm is b[QP][SADm/SAD STEP] and bn is b[QP][SADn/SAD STEP].
(4) Choose an appropriate QP.
After getting bQP for each QP in the range, we choose an appropriate QP,

whose bQP has a minimum distance to btar k(min{|bQP − btar k|}).
(5) Adjust the chosen QP.
The QP chosen in (4) should be adjusted further. For example, in MPEG-

4/H.263, the QP difference of horizontal adjacent MBs is restricted in [-2, 2].
Up to now, MB QP is determined and is used for quantization.

Updating of the Look-Up Table. After encoding each MB, we record the
updating value. But the actual updating of the look-up table is performed after
encoding the entire frame, instead of after encoding each MB in [3]. One reason is
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that lower updating frequency results in lower computing complexity; the other
reason is it leads to more accurate updating. The process is described as follows.

We construct two extra tables. One is the updating table, which is used to
record the updating values, defined as ∆b[QP][SAD SEG NO]. The other is the
counting table, which is used for counting, defined as C[QP][SAD SEG NO].
They are all initialized to 0.

In practice, the size of these two tables can be largely decreased. Consid-
ering the maximum possible updating range, the size of each table can be
5×(!SADmax/SAD STEP� − !SADmin/SAD STEP�+2), where 5 is the num-
ber of all possible QPs in our search range; SADmax and SADmin indicate
the maximum and minimum MB SAD in the frame; (!SADmax/SAD STEP� −
!SADmin/SAD STEP�+2) indicates the number of all possible updating points
for a certain QP.

For the kth MB with SADk, after encoding it under the chosen QP, the actual
texture bit counts is bact k. The texture bit counts we estimate by interpolating
the look-up table is bQP . Thus, the updating value is simply defined as u =
(bact k − bQP )/2. We record the updating value as follows.

(Assume SADk is located in the SAD segment [SADm, SADn])
IF (SADk-SADm<SAD_STEP/4) THEN

∆b[QP][SADm/SAD_STEP]+=u
++C[QP][SADm/SAD_STEP]

ELSE IF (SADn-SADk<SAD_STEP/4) THEN
∆b[QP][SADn/SAD_STEP]+=u
++C[QP][SADn/SAD_STEP]

ELSE
∆b[QP][SADm/SAD_STEP]+=u
∆b[QP][SADn/SAD_STEP]+=u
++C[QP][SADm/SAD_STEP]
++C[QP][SADn/SAD_STEP]

We do the recording above for each MB once encoded. After encoding the
entire frame, for those elements in the updating table with values changed (the
corresponding C[QP][SAD SEG NO] is nonzero), ∆b[QP][SAD SEG NO] is re-
computed by

∆b[QP ][SAD SEG NO]/ = C[QP ][SAD SEG NO] (9)

The matrix in Fig.3(a) indicates a sample of the updating table. Different
rows mean different QPs, and different columns mean different SAD SEG NOs.
Elements with values changed are marked by ∆b1, ∆b2, . . . For other elements in
the same columns with ∆b1, ∆b2, . . . , we also change values as Fig.3(b) showed.
It is called correlative changes.

After correlative changes, the final updating table is got, and it’s used to
update the corresponding elements in the look-up table. The formula is

b[QP ][SAD SEG NO]+ = ∆b[QP ][SAD SEG NO] (10)
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Fig. 3. (a)A sample of the updating table after computations using formula (9). (b)A
part of the updating table after correlative changes (The figure illustrates different
types of correlative changes; ∆b23 = (∆b2 + ∆b3)/2, ∆b67 = (∆b6 + ∆b7)/2.).

2.3 Summarization

The proposed rate control algorithm is summarized as follows.

Off-line: Construct a QP-SAD-bits look-up table (see Subsection 2.2).
On-line: For each P-frame:

Step 1: Do frame skipping control (see Subsection 2.1). If the current frame is
not skipped, go to Step 2. Otherwise, continue for the next frame.

Step 2: Perform motion estimation and compensation for all MBs. Record SAD
and motion vector of each MB, and categorize the residue MBs into compens-
able and uncompensable types. The uncompensable MBs are further classified
into intra and inter mode [3].

Step 3: Compute the frame target bit counts B′
tar p (see Subsection 2.1).

Step 4: Prepare for MB bit allocations: calculate Buncode, Bheader, Nintra and
Ninter ; set Brem = B′

tar p, bh intra = 0 and bh inter = 0.
Step 5: For each uncompensable MB (assume the current MB is the kth MB):

Step 5.1: Calculate Btex rem using (7).
Step 5.2: Calculate the target texture bit counts btar k using (6).
Step 5.3: Determine the MB QP (see Subsection 2.2).
Step 5.4: Encode the MB.
Step 5.5: Calculate the actual texture bit counts bact k. Record the updating

value by the pseudocode in Subsection 2.2.
Step 5.6: Calculate the actual header bit counts bhd k. Update bh intra or

bh inter .
Step 5.7: Update Nintra or Ninter.
Step 5.8: Update Brem by Brem− = (bact k + bhd k).

Step 6: Update the QP-SAD-bits look-up table using (10).

From the viewport of hardware implementation, our algorithm is also much
cheaper than the existing mathematical R-D model based rate control algorithm.
The hardware implementation is similar to that of [3], and we omit it here.

3 Experimental Results

For the convenience of our comparisons, we implement the proposed rate control
scheme in UBC H.263 encoder (version 3.0) [7]. In our experiments, the encoder
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Fig. 5. Encoder Buffer level variations of our scheme (GOP size: 50f, R: 128Kbps, F:
30fps, Buffer size: 64K)

buffer size is set to R× 0.5 instead of a low-delay (small) buffer size; this results
in a maximum buffer delay 500ms; an I-frame appears every 50 frames (GOP
size: 50f); the first I-frame is coded with QP=13. For fair comparisons, we uni-
formly divide a rate control scheme into frame layer and MB layer rate control.
Experiments are done as follows. In MB layer rate control, similar to [3], we
compare ours with the well-known TMN8 MB layer rate control algorithm [4],
[8]; but in frame layer rate control, for the comparison of frame bit allocation
algorithms, we make some changes.

The frame bit allocation algorithm in TMN8 rate control scheme aims at low-
delay communications, which is not appropriate in our application environment.
Thus, it is unfair to compare our frame bit allocation algorithm with that of
TMN8. Instead, in order to evaluate our algorithm with the consideration of
frame encoding complexity, we compare ours (formulas (2)-(5) are all used) with
the algorithm without considering frame encoding complexity (bits are allocated
equally to each P-frame with Bp, and only formulas (4)-(5) are used).

Therefore, our scheme is compared with a modified TMN8 rate control scheme.
We describe it in Table 1.



Rate Control Scheme for Video Coding 789

Table 1. Comparisons of our RC scheme and the modified TMN8 RC scheme

Our rc scheme Modified TMN8 rc scheme
Frame layer Formulas (2)-(5) used Equal bit allocation; formulas (4)-(5) used

MB layer Look-up table based rc TMN8 MB layer rc

Table 2. Comparisons of the average bit rate

Test Video Fame rate Target rate Modified Our
Name Sequences fps Kbps TMN8 rc rc
fmn80 ”foreman.qcif” 30 80 80.02 79.97

fmn128 ”foreman.qcif” 30 128 128.01 128.02

mad80 ”mthr-dotr.qcif” 30 80 79.97 79.90

mad128 ”mthr-dotr.qcif” 30 128 127.96 127.88

news80 ”news.qcif” 30 80 80.17 80.20

news128 ”news.qcif” 30 128 128.26 128.39

suzie80 ”suzie.qcif” 30 80 80.00 79.86

suzie128 ”suzie.qcif” 30 128 127.99 127.90

Table 3. Comparisons of the number of skipped frames and the average PSNR

Test Total Modified Our rc Modified Our rc Gain in
Names Frames TMN8 rc #Frames TMN8 rc PSNR dB PSNR dB

#Frames Skipped PSNR dB
Skipped

fmn80 150 0 0 30.70 30.84 0.14

fmn128 150 0 0 32.51 32.71 0.20

mad80 150 0 0 34.08 34.26 0.18

mad128 150 0 0 35.89 36.11 0.22

news80 150 4 4 33.16 33.52 0.36

news128 150 2 2 35.82 36.35 0.53

suzie80 150 0 0 35.35 35.50 0.15

suzie128 150 0 0 37.00 37.22 0.22

Some experimental results are showed in Fig.4, 5 and Table 2, 3. Fig.4 shows
comparisons of PSNR performance. It can be seen that we achieve higher PSNR
for most of the time; also, we achieve smoother PSNR variations, especially
when scene changes or high motions occur. For example, scene changes happen
during the 89th to 92nd frames in ”news128” sequence, and PSNR of the modified
TMN8 scheme drops 4.2 dB, whereas our scheme only drops 2.8 dB. In Fig.5, we
compare variations of our encoder buffer level with the target buffer level. We
can see that, though bits are allocated to each P-frame unequally, our buffer level
is close to the target buffer level as a whole. Table 2 and 3 show comparisons
of the average bit rate, PSNR and the number of skipped frames for different
sequences. It can be seen that we achieve better average PSNR than the modified
TMN8 scheme; also, the average bit rate is close to the target, and few buffer
overflows caused by the uncontrollable I-frames occur.
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4 Conclusions

In this paper, a new rate control scheme is proposed, which is applicable to
constant-bit-rate transmissions containing equal-interval I-frames (GOP pat-
tern). For frame bit allocation, we take frame encoding complexity and buffer
level into consideration, resulting in an unequal bit allocation to each P-frame,
and smoother video quality variations. In MB layer rate control, similar to [3],
we design a look-up table that also relates MB QP, SAD and the texture bit
counts. With several improvements, our table size reduces to only 1/20 of the
one in [3], while the scheme still has good performance, with nearly no computing
complexity increasing. Experimental results show that, compared with a modi-
fied TMN8 rate control scheme, our scheme achieves higher PSNR and smoother
PSNR variations, retaining the bit rate proximity and buffer regulation.
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Abstract. Vertical handoff is required to offer users the capability of achieving 
anywhere and anytime internet access with the full service support from 
interoperability between third generation (3G) and wireless LAN (WLAN) 
network. However, video data can be lost due to latency caused by vertical 
handoff. To solve this problem, in this paper, we propose an efficient GOP bit 
allocation method to provide seamless video streaming in vertical handoff. In 
the proposed method, the streaming server first predicts the network status by 
using the wireless channel modeling and then adaptively performs bit allocation 
for a group of pictures (GOP) to adapt video delivery to vertical handoff 
scenario. Experimental results show that the proposed method can provide 
significant improvement to video streaming performance, in terms of users-
perceive video quality, and robustness against the latency and packet loss 
caused by vertical handoff.   

Keywords: Bit allocation, Vertical handoff, GOP, Rate control. 

1   Introduction 

It is now commonly understood that the fourth generation (4G) network will comprise a 
variety of wireless access networks in a complementary manner. The 4G wireless 
networks will integrate different types of networks such as WLAN and 3G network 
because no single wireless network technology simultaneously can provide a low 
latency, high bandwidth, and wide area data service to a large number of mobile users.  

The movement of a user within or among different types of networks is called the 
vertical mobility. One of the major challenges for seamless service in the vertical 
mobility is the vertical handoff, where handoff is the process of maintaining a mobile 
user’s active connection by changing its point of attachment [1]. In the 4G wireless 
systems, the vertical handoff with small latency and packet losses is one of the key 
factors to provide the seamless service for multimedia communication with real-time 
requirements. 

In vertical handoff, the seamless video streaming is taken great care from users. It 
is defined as the video streaming that provides seamless playout at the client during 
vertical handoff. In video communication, video data can be lost due to the latency 
caused by vertical handoff. The video quality degradation due to the packet loss and 
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latency in vertical handoff is the critical problem in seamless video streaming. To 
solve this problem, a successful video streaming solution needs to adapt appropriately 
to vertical handoff scenarios. 

There are several methods to achieve seamless video streaming in vertical handoff 
[2]-[4]. The multimedia transport protocol (MMTP) determines the encoding rate 
according to the measured available bandwidth in vertical handoff [2]. However, this 
protocol does not concern the packet loss caused by vertical handoff. This would 
result in an inefficient solution to maintain a seamless streaming with high video 
quality during vertical handoff. The method in [3] presents a new scheme to achieve 
negligible delay, maximum throughput with low packet loss ratio for optimal handoff 
process between WLAN and general packet radio service (GPRS) network. However, 
this scheme requires the support of the system-level design such as the hardware 
configuration and the lower layer protocol design. The QoS based vertical handoff in 
[4] uses QoS supportable access points (APs) in order to achieve seamless handoff 
between the universal mobile telecommunications system (UMTS) and the WLAN 
network. However, it also needs the system-level design. 

In this paper, we propose an adaptive GOP bit allocation (A-GBA) method to 
provide seamless video streaming in vertical handoff between the WLAN and 3G 
network. The proposed method can efficiently perform in the encoder of streaming 
server without the system-level design. In order to achieve seamless video streaming, 
the streaming server first predicts the network status and estimates the channel rate in 
vertical handoff by using a three-state Markov channel modeling. Then, based on the 
estimated channel rate and the packet loss caused by vertical handoff, the streaming 
server adaptively performs the proposed A-GBA method to adapt the video stream to 
the current channel properties. Since the key factors of vertical handoff such as the 
latency and packet loss are considered in the A-GBA method, the target number of 
bits of the GOP is adaptively allocated to maintain high video quality for seamless 
streaming in vertical handoff. 

The paper is organized as follows. In the next section, we describe the wireless 
channel model for vertical handoff. The proposed A-GBA bit allocation is presented 
in Section 3. Section 4 shows the experimental results and our conclusions are given 
in Section 5. 

2   Wireless Channel Model for Vertical Handoff 

In order to reduce the video quality degradation in vertical handoff, we first specify 
the handoff procedure and then define an appropriate model for wireless channel in 
vertical handoff scenario.  

Fig. 1 illustrates the vertical handoff procedure in the heterogeneous network 
where significant events have been pointed out.  As shown in Fig. 1, IT , VT , and FT , 

respectively, are the period for vertical handoff initiation, the handoff latency, and the 
period for the packet retransmission. During vertical handoff, the trigger messages 
indicating the handoff status are transmitted to the server by the client.  These trigger 
messages are generated by using the receive signal strength indicator (RSSI) and the 
pilot signal strength (Ec/Io) in WLAN and 3G network respectively.  
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Fig. 1. Handoff procedure 
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Fig. 2. Three-state Markov model 

In this paper, the wireless channel is modeled as the three-state Markov model. Fig. 
2 shows the three-state Markov model for vertical handoff. This Markov model has 
three channel states, s0, s1, and s2 where s0, s1, and s2, respectively, are the “normal 
state”, the “handoff initiation state”, and the “handoff execution state”. The transition 
probabilities can be obtained by using the channel characteristic information such as 
the RSSI and the Ec/Io measured in our experimental platform. When the channel is 
in state { }, 0,1, 2ns n = , the transition of the channel state goes to the next higher state 

or back to state s0 based on the channel information. If the channel is in state s2, it will 
always transit to state s0. 

The transition probability matrix for the three-state Markov model can be set up as 

 
0 0

1 1

1-  0

1-  0 .

1 0 0

p p

p p=P  (1) 

In the Markov model, the vector of state probabilities ( | ( ))k S t  at time k can be 

derived from the state probabilities ( 1 | ( ))k S t−  at the previous time slot and the 

transition probability matrix P in (1) as 

 ( | ( )) ( 1| ( )) .k S t k S t= − ⋅P  (2) 

The vector of state probabilities at time k can be obtained by using equation (2) 
recursively as 

 ( | ( )) ( | ( )) .k tk S t t S t −= ⋅ P     (3) 
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In our channel model, packets are transmitted correctly when the channel is in state 
s0, while errors occur when the channel is in states s1 and s2. Therefore, 0 ( | ( ))k S tπ  is 

the probability of correct transmission at time k, and at the given channel state ( )S t , 

the channel rate R̂  can be estimated as 

 [ ] 0
ˆ ( ) | ( ) ( | ( )),maxR E C k S t R k S tπ= = ⋅  (4) 

where maxR  is the maximum channel rate in WLAN or 3G network.  

We consider the vertical handoff scenario between the WLAN and 3G network, 
where each network provides the different data rates. Thus, the estimated channel 

rate R̂ is an important factor for the adaptive bit allocation method. Based on R̂ , we 
can efficiently allocate the target number of bits to each GOP as well as each frame in 
the GOP. 

3   Proposed A-GBA Method 

Bit allocation is necessary for video encoding to develop a proper rate control 
method. In bit allocation methods, a given bit budget of video source is efficiently 
assigned to the basic units of video encoding such as GOPs, frames, and macroblocks. 
Based on the target number of bits of the basic units obtained from bit allocation, the 
optimal rate control method is applied to achieve the best video quality at a given 
bitrate [5]-[6].  

In this paper, the proposed A-GBA method includes the coarse GOP bit allocation 
(C-GBA) and the fine GOP bit allocation (F-GBA) method. The combination of the 
C-GBA and F-GBA methods enables the streaming server to perform the bit 
allocation efficiently for seamless video streaming in vertical handoff. 

3.1   Coarse GOP Bit Allocation (C-GBA) Method  

(a) GOPN =17   (b) ˆ
GOPN  =7 

The structure of the GOP is composed of one I frame and some P and B frames. Let 

GOPN  denote the length of the GOP that is the total number of frames in the GOP. 

Let PN  and BN  be the numbers of P and B frame in the GOP, respectively. The 

number of bits allocated to the GOP, GOPB , is defined as follows: 

 ( )
ˆ ˆ

1 ,GOP P B GOP
R R

B N N N
F F

+ + ⋅ = ⋅=  (5) 

where F is the frame rate and R̂ is the  channel rate estimated in equation (4). 
In vertical handoff, during the handoff initiation period, IT , video data can be lost 

before a mobile station (MS) performs vertical handoff. This results in the 
degradation of the quality in video stream during IT . In order to solve this problem, 
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Fig. 3. Degradation of video quality in the GOP when some reference frames are lost 

we propose the C-GBA method, which appropriately reduces the length of theoriginal 
GOP, GOPN , to produce the higher number of new GOPs during IT . Using the 

proposed method, the target number of bits assigned to the new GOP is roughly 
estimated to adapt video stream to the current channel in the initiation period. 

Fig. 3 illustrates the concept of the C-GBA method. As shown in Fig. 3 (a), when 
the length of the original GOP is long and the reference frame, especially the Intra-
frame I, in its own GOP is lost during period IT , the error propagation and the video 

quality degradation over frames of the GOP are considerable. Fig. 3(b) indicates the 
solution using the proposed C-GBA method. As shown in Fig. 3(b), since the number 
of GOPs and Intra-frames is increased in IT , the quality degradation within the GOP 

is soon to be recovered in the new GOPs to maintain the high video quality for 
seamless streaming. 

During IT , when the length of the original GOP is reduced, the numbers of P and B 

frame of the GOP are adaptively changed to allocate the new target number of bits to 

the new GOP. Thus, let β  denote the adaptive control factor of GOPN , ˆ
PN  and 

ˆ
BN denote the new numbers of P and B frame in the new GOP, respectively. ˆ

PN  and 

ˆ
BN  are adaptively controlled by  

 ˆ ˆ1 P B GOPN N Nβ+ + = ⋅  (6) 

Fig.4 shows the controlling flowchart for the adaptive factor β . As shown in Fig.4, 

based on the information of the channel available bandwidth (BW) and the channel 
condition which is transmitted from the streaming client, the streaming server 
adaptively controls the value of β so as to achieve the acceptable video quality 

playing at the client during IT . In the Fig.4, we assume that the most compact GOP 

structure is defined as IBBP with _GOP MinN =4, then the initial value oβ of adaptive 

factor is initially set in the range of ( _GOP MinN / GOPN , 1). 
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Fig. 4. Controlling flowchart for the adaptive factor 

However, together with the increase in the number of Intra-frames, the encoding 
bitrate is also increased since a great number of bits are generated for Intra frame 
encoding. Therefore, to adapt to the current link channel where the available 

bandwidth is limited, ˆ
PN and ˆ

BN  should satisfy the condition as follows:  

 ( )
[ ]

, , ,
1

ˆ ˆ ˆ,
n

I i P P i B B i I
i

B N B N B T R⋅

=

+ + ≤  (7) 

where ˆ ˆ( /(1 ))I P Bn T F N N⋅= + + , n  represents an integer part of n , which is the 

total number of the new GOPs transmitted in the period IT , ,I iB , ,P iB  and ,B iB are the 

average number of bits per frame of I, P, and B frame in the ith new GOP , 
respectively.  

Based on the new numbers of P and B frame, the target number of bits allocated to 
the new GOP is modified in the C-GBA method as           

 ( )ˆ ˆ
ˆ ˆ ˆ1GOP GOP P B

R R
B N N N

F F
β= ⋅ ⋅ = + + ⋅ ⋅  (8)   

3.2   Fine GOP Bit Allocation (F-GBA) Method  

The F-GBA method is performed after the C-GBA method to avoid the latency and 
packet loss caused in the handoff execution period, VT . During VT , the video quality 

degradation due to the packet loss and latency is the critical problem in seamless 
video streaming. As the solution to this problem, the streaming server in the F-GBA 
method is speeded up during the period IT to transmits in advance all the frames that 

can be lost due to the latency in vertical handoff. Then, the streaming server 
adaptively performs the bit allocation to adapt video stream to the handoff execution 
scenario. In the F-GBA method, the target number of bits assigned to each frame of 
the GOP is calculated in detail to maintain high video quality during the period VT . 

Let F' and α denote the new frame rate and the speed factor of the original frame 
rate, F, respectively. To transmit in advance all the frames in the period IT , α should 

satisfy the condition as follows:  

 
( )'

.I V

I

T TF

F T
α

+
= ≥               (9) 
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However, the picture quality can be degraded since all the frames cannot be 
transmitted in advance because of the channel bandwidth and buffer constraints. 
Therefore, during IT  the tradeoff between the speed factorα and the target number of 

bits allocated to each frame in the GOP should be considered to keep available 
bandwidth unchanged while maintaining the high video quality. To this end, in the 

proposed F-GBA method, we first redefine the target number of bits ˆ
GOPB obtained in 

the C-GBA method as the function of α as follows: 

 ( ) ˆ
ˆ ˆ ˆ1 .

.GOP P B
R

B N N
Fα

= + + ⋅  (10) 

Then, we apply the TM5 model [7] to efficiently allocate the target number of bits to 
each frame in the GOP. Using the TM5 model, the number of bits assigned to the 
remaining frame in the GOP is defined by  

 

                                          
1,

, 1

ˆ

j

GOP

R j

R j

B
B B

B
α

−
−

=
−

                                                      (11) 

where 1jB −  is the number of encoding bits generated to the (j-1)th  frame in the GOP. 

Encoded Frames Remaining Frames

=7, MP =3, MB=6 j

ˆ
G O PN

 

Fig. 5. An example of remaining frames in the GOP 

After encoding a frame, the number of bits assigned to remaining frames is updated 
by using equation (11). Fig. 5 shows an example of the remaining frames in a GOP, 

where PM  and BM  are the number of P and B frames remaining in the GOP.  

The complexity of a frame is defined as 

 . ,C B Q=                                       (12) 

where B is the number of encoding bits generated to the frame and Q  is the average 

quantization parameter of the frame. Since the complexity is different among the 
frames in the GOP, F-GBA method defines the weight factors corresponding to the 
complexity of I, B and P frame as follows: 

j=1 

j=2, 3,... ˆ
GOPN   
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where .I I IC B Q= , .P P PC B Q=  and .B B BC B Q=  as defined in equation (12), 

respectively.  
Based on ,R jB and frame complexity, the target number of bits assigned to I, P and 

B frame in the GOP is given by  
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4   Experimental Results  

Many experiments have been performed by using the experimental platform as shown 
in Fig. 6 to illustrate the relationship between PLR (packet loss ratio) and RSSI in the 
WLAN or between PLR and Ec/Io in the 3G network. Fig. 7 shows the experimental 
results of the relationships of PLR with RSSI and Ec/Io. As shown in Fig. 7, the 
channel state transition of the proposed wireless channel model is performed by 
experimental thresholds, which are 35 of RSSI and 10.8 of Ec/Io. Using the 
relationship in Fig. 7, the transition probability matrix can be found to be p0=0.8142, 
p1=0.6657 in WLAN and p0=0.9545, p1=0.4280 in 3G network.  

Using the proposed wireless channel model, we have simulated vertical handoff in 
different scenario to show the effectiveness of the proposed A-GBA bit allocation 
method. The “Foreman” sequence with 300 frames of QCIF format (176×144) is used 
in our experiments. The test sequence is encoded to the H.263+ CBR bitstream of 
128kbps with 30fps.  

The handoff process including the handoff initiation is performed from the 80th 
frame to the 150th frame when the MS moves from WLAN network to 3G network. 
The value of the speed factor is set to be  α = (TI + TV) / TI. 

As shown in Fig. 8, despite of two times vertical handoff, the 30KB client buffer 
reserved for buffering simulation is maintained stably in the proposed A-GBA 
without the underflow and the overflow caused by vertical handoff.  

Fig. 9 shows the PSNR performance of the proposed A-GBA bit allocation method 
in vertical handoff. In Fig. 9, “non-adaptive” denotes the case that the GOP bit 
allocation method does not consider the latency and packet loss caused in vertical 
handoff. It is clearly seen that under the same conditions of vertical handoff, the 
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Fig. 6. Experimental platform 
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Fig. 7. Channel state determination: (a) PLR vs RSSI in the WLAN  (b) PLR vs Ec/Io in the 3G 
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Fig. 9. PSNR performance of the proposed A-GBA method 

proposed A-GBA bit allocation method can efficiently reduce the video quality 
degradation as compared with the non- adaptive GOP bit allocation.   

5     Conclusions 

The video quality degradation due to latency and packet loss caused in vertical 
handoff is the critical problem in seamless video streaming. To solve this problem, in 
this paper, we propose the A-GBA method, which includes the C-GBA and the F-
GBA method. The combination of the C-GBA and F-GBA method enables the 
streaming server to perform the bit allocation efficiently to adapt video delivery to 
vertical handoff scenario. Experimental results show that the proposed method can 
provide significant improvements to video streaming performance, and robustness 
against the latency and packet losses caused by vertical handoff.   
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Abstract. Two-dimensional discrete cosine transform (DCT) and inverse 
discrete cosine transform (IDCT) have been widely used in many image 
processing systems. In this paper, efficient architectures with parallel and 
pipelined structures are proposed to implement 88 ×  DCT and IDCT 
processors. In which, only one bank of SRAM (64 words) and coefficient ROM 
(6 words) is utilized for saving the memory space. The kernel arithmetic unit, 
i.e. multiplier, which is demanding in the implementation of DCT and IDCT 
processors, has been replaced by simple adders and shifters based on the double 
rotation CORDIC algorithm. The proposed architectures for 2-D DCT and 
IDCT processors not only simplify hardware but also reduce the power 
consumption with high performances   

Keywords: DCT, IDCT, parallel-pipelined architecture, memory-efficiency, 
high-performances. 

1   Introduction 

With the rapid growth of modern communication applications and computer 
technologies, image compression is increasingly in demand. From the compression 
point of view, transform coding is superior to linear prediction coding. Walsh-
Hadamard transform is the simplest one, in which the computations involved in the 
kernel matrix are only additions and subtractions [1]. As cosine transform approximates 
to the optimal Karhunen-Loeve transform that is much more complicated in practice [2], 
the discrete cosine transform (DCT) has been widely used in the image compression 
task. Moreover, DCT has been adopted by the JPEG standard. 

Conventionally, the double size fast Fourier transform (FFT) algorithm can be used 
to implement DCT. However, FFT involves complex-valued computations. 
Specifically, for N-point DCT, the required number of processor units is N2log2 and 

the order of computation time is )(log 12 +NO while applying FFT. Several fast 

computation algorithms were thus proposed with discussions [3]-[12], and the VLSI 
chip implementations of DCT for real-time applications can be found in [13]-[23]. 

In this paper, the CORDIC-based approach to the implementation of fast DCT and 
IDCT is proposed. In Section 2, the CORDIC algorithm is described briefly. In Section 3, 
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both the CORDIC-based fast 2-D DCT and IDCT algorithms are presented. The 
implementations of the proposed low-power, parallel and pipelined architectures for 2-D 
DCT and IDCT are given in Section 4. Finally, conclusion can be bound in Section 5. 

2   Brief Review of CORDIC Algorithm 

COordinate Rotation DIgital Computer (CORDIC) is a well-known algorithm that 
evaluates many fundamental functions in the iterative manner [24]-[25]. As the 
hardware implementation of CORDIC may require only simple adders and shifters, it 
has received a lot of attention. A rotation of angle θ  in the circular coordinate system 
can be obtained by performing a sequence of micro-rotations successively. 
Specifically, a vector can be rotated by the use of a sequence of pre-determined step-
angles. The basic CORDIC algorithm in the circular coordinate system is as follows. 

i
i

iii yxx −
+ −= 21 σ                                                         (1) 

i
i

iii xyy −
+ += 21 σ                                                       (2)  

iiii zz ασ−=+1                                                           (3) 

where i=0, 1,2, …., n-1, and 

)arctan( i
i

−= 2α                                                         (4) 

In the rotation mode, the micro-rotation direction )( ii zsign=σ  with 0→nz ; In the 

vectoring mode, )()( iii ysignxsign ⋅−=σ  with 0→ny . In the i-th micro-rotation, the 

corresponding scale factor ik  is equal to i
i

22 21 −+ σ . After n micro-rotations, the 

product of all the scale factors is given by 
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One may take the iteration sequence: {0, 0, 0, 1, 2, …., n } for the CORDIC algorithm 
in the circular coordinate system to expand the convergence range of angles as 
follows. 

180)189(3141.3
0

0
max 2arctan)2arctan(2)2arctan( >≅

=

−− +⋅+=
n

j

jn  (6)  

Thus, the convergence range of angles is expanded to ± 180 , and the input angle can 
be unlimited [26]-[27]. 

3   The CORDIC-Based DCT and IDCT Algorithms 

The N-point 1-D DCT is defined as 
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                       (7)  

where ,1,....,0 −= Nm  
2

1=mK  for 0=m , and 1=mK  for 0>m . 
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For image applications, a separable 2-D DCT can be obtained by using the tensor 
product of two 1-D DCTs. Specifically, the NM × -point 2-D DCT is defined as 
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where 1,....,0,1,....,0 −=−= NvMu , 
2

1
)( =kc  for 0=k , and 1)( =kc  for 0>k . 

Equation (8) can be rewritten by 
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For 88×  DCT, let 
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f .The transform coefficients ),( vuZ  of 

88 ×  DCT can be arranged and grouped into an array denoted by Z, which can be 
written by 

tTYZ =                                                         (11) 

where tTXY = . As a result, the separable 2-D DCT computation can be obtained by 
using 1-D DCT computations as follows. 

2-D DCT(X) = 1-D DCT((1-D DCT(X))t                             (12) 

Similarly, a separable NM × -point 2-D IDCT can be obtained, which is given by 
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where 1,....,0,1,....,0 −=−= NM νµ , 
2

1
)( =kc  for k=0, and 1)( =kc  for k>0. 

Thus, the 2-D IDCT computation using 1-D IDCT computations is as follows. 

2-D IDCT(Z)=1-D IDCT((1-D IDCT(Z))t )                      (14) 
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In which, X=TtZT, tt ZTY = , and therefore 

X= TtYt                                                          (15) 

3.1   Fast 1-D DCT Algorithm 

Equation (10) can be further decomposed to obtain a fast algorithm for 1-D DCT [28]. 
Specifically, 8-point fast DCT is as follows. 
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Based on equations (16) and (17), the data flow of 8-point DCT can be determined, 
which is shown in Figure 1. It is noted that CORDIC(2) and CORDIC(5) involved in 

Figure 1 have the same structure with rotation angle of 
16

π
; CORDIC(3) and 

CORDIC(4) have the same structure with rotation angle of 
16

5π
. 

3.2   Fast 1-D IDCT Algorithm 

By further decomposing equation (10), 8-point fast IDCT can be obtained, which is 
given by 
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Based on equations (18) and (19), the data flow of 8-point IDCT can be determined, 
which is shown in Figure 2. It is noted that the processor-R0 (with rotation angles of 

16

5π
 and 

16

π
) and the proceesor-R2 (with rotation angles of 

16

π
 and 

16

5π
) have the 

same structure; and the processor-R1 rotates by angle of 
16

6π
. 

3.3   The Proposed CORDIC-Based 2-D DCT and IDCT Architectures 

Multiplication is the key operation for both DCT and IDCT. In the CORDIC-based 
processor with rotation mode in the circular coordinate system, multipliers of DCT 
and IDCT can be replaced by simple shifters and adders. Moreover, the arithmetic 
unit (AU) obtained by the use of double-rotation CORDIC algorithm has been taken 
into account to develop fast DCT and IDCT architectures. In comparison to the 
conventional CORDIC-based arithmetic unit, the proposed double-rotation CORDIC-
based arithmetic unit can improve the latency more than 30% [29]. Thus, the 
hardware of arithmetic unit can be significantly saved and low-power consumption 

can be achieved. The overall relative error is less than 310−  provided that the length 
of registers is 16 bits, and the number of micro-iterations in the double-rotation 
CORDIC processor is set to 4 [27]. 

4   The Proposed 2-D DCT and IDCT Processors 

Based on equations (11) and (15), an efficient parallel-pipelined architecture has been 
developed for both 2D DCT and IDCT. Figure 3 shows the proposed architecture for 

88 ×  DCT and IDCT processors. In which, one SRAM bank (64 words), two 8-point 
DCT/IDCT processors, two multiplexers and control unit are involved. Specifically, 
the 8-point 1-D DCT/IDCT input-processor, which is denoted by P1, writes the 
intermediate result into the row and column of SRAM bank alternately. The 8-point 
1-D DCT/IDCT output-processor, which is denoted by P2, reads data from the 
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Fig. 3. The proposed architecture for 2-D DCT/IDCT processor. (P1and P2: 1-D DCT/IDCT 
processor). 
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column and raw of SRAM bank alternately and outputs the final result. The control 
unit manages the data flow and arranges the timing for 2-D operations. Figure 4 
shows the finite state machine (FSM) of control unit. 

4.1   Implementation of the Proposed 1-D DCT and IDCT Processors 

The implemented 8-point DCT/IDCT processor utilizes five CORDIC processors 
obtained by using the double-rotation CORDIC arithmetic [29]. Figure 5 and 6 show 
the proposed 8-point DCT processor and IDCT processor, respectively. As the 
transformation matrices involved in 1-D DCT and IDCT are column symmetry and 
row symmetry, respectively, the shuffle structures of DCT/IDCT processor are 
therefore simplified, and no multipliers are needed. 

Table 1. Comparison of the proposed architecture to other commonly used architectures 

8x8 2-D DCT/IDCT

Real-multipliers

-

-

Real-adders

Rotators - -

Complex-multipliers

Delay elements 
(Words)

Memory(Words)

Hardware complexity 
(AUs)

Throughput 
(outputs/cycle)

Pipelinability

Parallelism yes yes yes yes yes

16 8 22 2 8

no

114256

no nono yesyes

yes

134 88 10

28 64

14 36

-

--

-

-

--

--

-

-

3 3

171

~384 ~200 ~370 70

-

-

-

O(NlogN) O(logN) O(N-logN)O(logN)O(N2)
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3
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Fig. 7. The layout view of the implemented 2-D DCT processor 
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4.2   Implementation of the Proposed 2-D DCT and IDCT Processors 

Figure 3 shows the proposed 2-D DCT/IDCT processor. In which, the latencies of  
the constituent 1-D DCT/IDCT processors are 64 clocks, hardware complexity is 
O(N- N2log ), and the throughputs are 8 outputs per cycle. As no multiplier is utilized 

in the proposed architecture, many desirable properties such as small area, low-power 
and high throughput are achieved. Table 1 shows the comparison of the proposed 2-D 
DCT/IDCT architecture to other commonly used architectures [9]-[13]. 

The proposed parallel-pipelined architectures for 2-D DCT and IDCT processors 
have been written in Verilog® and synthesized by TSMC 0.18 mµ  1P6M CMOS cell 

libraries [30]. Their core sizes and power consumptions can be obtained from the 
reports of Synopsys® design analyzer and PrimPower® [31], respectively. The 
reported core size of 2-D DCT processor is 223722372 mµ× , and the power 

dissipations of both processors are 127.7 mW at 1.8V with clock rate of 34.4MHz. 
Due to the limitation of paper size, the reports and layout view of the proposed 2-D 
IDWT processor are not presented here. Figure 7 shows the layout view of the 
implemented 2-D DCT processor. The proposed 2-D DCT and IDCT processors are 
much suited to the applications of both JPEG and MPEG standards. 

5   Conclusion 

By taking into account the symmetry properties of the fast DCT/IDCT algorithm, high 
efficiency architectures with a parallel-pipelined structure have been proposed to 
implement DCT and IDCT processors. For image applications, a separable 2-D 
DCT/IDCT can be obtained by using the tensor product of two 1-D DCT/IDCT 
operations. Thus, the proposed 2-D DCT/IDCT processor is composed of two 
successive 1-D DCT/IDCT kernels. In the constituent 1-D DCT/IDCT processors, the 
double-rotation CORDIC algorithm with rotation mode in the circular coordinate 
system has been utilized for the arithmetic unit (AU) of both DCT and IDCT, i.e. the 
multiplication computation. The proposed DCT/IDCT architectures are not only 
regularly structured but also highly scalable and flexible as well. Thus, they are much 
suited to VLSI implementation with design trade-offs. 
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Abstract. Video packets have different significances due to the video coding 
property. When delivering video data without priority strategy over the Internet, 
it will seriously degrade the received picture quality. This paper proposes an 
Unequal Priority Arrangement (UPA) mechanism for video transmission on 
differentiated service networks. UPA determines the priority of a video packet 
according to the evaluation from both temporal and spatial domains simultane-
ously. From the temporal domain, UPA evaluates the packet significance based 
on the temporal position of the packet and the induced error propagation if the 
packet is lost. From the spatial domain, UPA evaluates the packet importance 
based on its content, where the ratio of intra-refreshed MBs is used. Moreover, 
according to the video complexity, UPA can flexibly adjust the weight based on 
the evaluation results from temporal and spatial domains. Simulation results 
show that delivering video data with UPA on differentiated service network 
outperforms traditional temporal-based and spatial-based priority strategies up 
to 1.8 dB and 1 dB, respectively. 

Keywords: Differentiated services, streaming videos, unequal priority 
arrangement. 

1   Introduction 

Most video coding methods exploit both temporal and spatial redundancies to reduce 
required transmission rate and achieve high compression efficiency. In the spatial 
domain, there exists a high correlation within a picture. In the temporal domain, there 
usually exists a high similarity between successive pictures. However, the received video 
quality is highly sensitive to packet loss. When a video packet that belongs to I-frame is 
lost due to network congestion, all frames belonging to the same GOP (Group of Picture) 
are hurt due to error propagation in the decoding process. This phenomenon causes 
significant degradation of received picture quality. Moreover, all succeeding frames 
belonging to the same GOP are also hurt if a video packet that belongs to P-frame is lost, 
as shown in Fig. 1. Therefore, a robust network mechanism that can provide sufficient 
protections to video data is essential for received picture quality. 

Unfortunately, the default QoS (Quality of Service) strategy of Internet is the best-
effort transmission, which is lack of QoS guarantee to encoded video data. In order to 
enhance the QoS capability of Internet, the Internet Engineering Task Force (IETF) 
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had proposed two QoS approaches: Integrated Services (InteServ) [1] and 
Differentiated Services (DiffServ) [2]. InteServ can provide the flow-based QoS 
guarantee to delivered data. However, InteServ has the scalability problem due to its 
high implementation complexity. DiffServ was thus proposed to solve the above 
scalability problem and was popularly implemented in network equipments. In 
DiffServ, each packet is assigned and classified to one of few classes. However, if 
much video data with the same class arrive to a network equipment simultaneously, 
DiffServ cannot provide the absolute delay and loss guarantees to each video flow. 
That is, the congestion loss and delay tolerance violation of video packets are still 
possible to happen even the DiffServ network is implemented. DiffServ can only 
provide the class-based QoS guarantee to delivered data, which is not sufficient to 
requirements of compressed video traffic. 
 

Video Packet Loss Occurs 

II P P P P P

                     

Fig. 1. Error propagation effect if a video packet of P-frame is lost 

To prevent the unexpected packet loss of significant video frames such as I-frames 
in DiffServ network, an unequal priority assignment scheme is required for video 
packets at the video sender side. The priority of video packet also implies the 
distortion effect induced by packet loss. Many research results were developed in past 
few years. In [3] and [4], the frame type (I-/P-/B-frame) is directly used to classify the 
priorities of video packets. Video packets that belong to I-frame and B-frame always 
have the highest and the lowest priorities, respectively. However, the error 
propagation effect of each packet in the temporal domain is not considered. In [5], the 
error propagation influence of each packet is estimated at the sender side according to 
its temporal position in a GOP. Two packets that belong to different P-frames have 
different priorities. However, the method in [5] still ignored the content diversity 
among these video packets that belong to the same video frame. In [6], the technique 
of intra-refreshed MacroBlock (MB) is used to alleviate error propagation. The 
content of each packet is evaluated for determining the packet significance in the 
spatial domain. According to the ratio of the number of intra-refreshed MBs to the 
total number of MBs in a packet, the method of [6] defined the Quality Enhancement 
(QE) of a given video packet. However, the error propagation effect of each packet in 
the temporal domain is not examined in [6]. 

This study proposes an Unequal Priority Arrangement (UPA) mechanism for video 
transmission on differentiated service networks. In contrast to traditional temporal-
based or spatial-based priority assignment methods [5][6], UPA determines the 
priority of a video packet according to the evaluation from both temporal and spatial 
domains simultaneously. From the temporal domain, UPA evaluates the packet 
significance based on the temporal position of the packet and the induced error 
propagation if the packet is lost. From the spatial domain, UPA evaluates the packet 
importance based on its content, where the ratio of intra-refreshed MBs is used. 
Moreover, according to the video complexity, UPA can flexibly adjust the weight 
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based on the evaluation results from temporal and spatial domains. Regarding a video 
sequence with low motion variation and low complexity, the evaluation from spatial 
domain dominates the packet priority. In contrast, the evaluation from temporal 
domain dominates the packet priority if a video sequence has high motion variation 
and high complexity.  

The remaining of this paper is organized as follows. The detailed process of UPA 
is presented in Section 2. Simulation environment and results are discussed in Section 
3. Finally, Section 4 concludes this paper. 

2   Unequal Priority Arrangement Strategy 

2.1   Determining Significance Grade of Video Packets 

Since a lost video packet affects the received picture quality from the temporal and 
spatial domain simultaneously, UPA integrates and improves the methods utilized in 
[5] and [6]. The i-th packet of the k-th video frame in a GOP is denoted as VPki . This 

study then estimates the Significance Grade (SG) of VPki  as 

( )

( )( ) _ __

_

1

1 ( +1)

ki ki ki

Total ki Intra ki
I ki

Total ki

SG SGT SGS

MB MB
N k Q

MB

α α

α α
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+
= − − ⋅ +
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where kiSGT  and kiSGS  represent the estimated significance grades of VPki  from the 

temporal and spatial domain, respectively. Regarding the kiSGT , this study assumes 

that the cumulative error propagation of succeeding video frames of VPki  by a 

geometric progression with common ratio r=1. From [7] we find that the error 
propagation effect strongly depends on the frame position in the GOP, while it is 
almost independent of the sequence. On the other hand, kiSGS  calculates the ratio of 

the number of intra-refreshed MBs in VPki  to the number of total MBs in VPki . In 

this paper, a periodically intra-refresh operation is executed. 
In Eq. (1), α  is a weighting factor that determines the contributions of kiSGT  and 

kiSGS  to kiSG . The value of α  depends on the complexity of video sequence, which 

will be discussed in Section 2-2. IN  represents the length of a GOP, _Total kiMB  

represents the number of MBs and _Intra kiMB  represents the number of intra-MBs in 

VPki . The error concealment effect while VPki  is lost is expressed by  
2

2

( ) ( )

( )

j
ki

j

PO j PE j

Q
PO j

−
=  (2) 

where j is the pixel index, ( )PO j  is the original encoded value of pixel j, and ( )PE j  

is the recovered value of pixel j when VPki  is lost and error concealment is activated. 

The detailed procedure of UPA is shown in Fig. 2. 
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Fig. 2. Detailed operations of UPA 

Figures 3 to 5 present the results of executing UPA for “Foreman” sequence, 
where α  is set to 1, 0, 0.25, respectively. Figs. 3 and 4 show two extreme cases, that 
is, Spatial Domain Consideration Only (SDCO) case and Temporal Domain 
Consideration Only (TDCO) case. Considering the SDCO case that is similar to [6], 
the height of a vertical line represents the capability of a packet to enhance the 
received picture quality, as shown in Fig. 3. If the height of a vertical line is explicitly 
higher than that of adjacent vertical lines, the packet that corresponds to the higher 
vertical line contains more intra-refreshed MBs and thus provides more contribution 
to the received quality than other packets. Note that the consideration of error 
propagation effect is not presented in Fig.3. Regarding the TDCO case that is similar 
to [5], the height of vertical line gradually decreases when the packet number 
increases, as shown in Fig. 4. This is mainly because the error propagation resulted 
from the first erroneous frames of a GOP is larger than that from the later erroneous 
frames in the same GOP. Note that the content significance of packet cannot be 
observed in Fig.4. 

Regarding the normal case of UPA that is proposed by this paper, the height of a 
vertical line consists of kiSGT  and kiSGS , as shown in Fig. 5. The significance grade 

of a packet does not only depend on the packet content, but also depend on the 
temporal position of the packet in a GOP. There present two examples in Fig. 5. In the 
first example, the significance of Packet B is higher than that of Packet A, even the 
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temporal position of Packet B lag behind Packet A. In the second example, the 
significance of Packet C is lower than that of Packet A, even the value of kiSGS  of 

Packet C is larger than that of Packet A. The capability that estimates the significance  
 

Fig. 4. Results of UPA, =0
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of packets from both the temporal and spatial domains is the major contribution of 
this study, which can provide more accurate judgment of packet importance than 
other traditional methods. 

2.2   Determining Weighting Factor  

Considering a video sequence with low motion variation and low complexity, the 
similarity between adjacent video frames is high and the error propagation effect in 
the temporal domain is thus low. Therefore, it is intuitive that the contribution of 

kiSGT  to kiSG should be lower than that of kiSGS . Based on the similar concept, UPA 

flexibly adjusts the weighting factor α  between kiSGT  and kiSGS  according to the 

video complexity. Referring to common classification of video sequence, this study 
defines that Class A video sequences have low motion variation and low complexity 
such as Akyio, Class B video sequences have high motion variation and low 
complexity such as Foreman, and Class C video sequences have high motion variation 
and high complexity such as Stefan.  

Figure 6 shows error propagation results of video sequences that belong to 
different classes, where some video packets of the first N frames in a GOP are 
assumed to be lost. Observing on Fig. 6, the error propagation of Stefan is serious 
because of its high motion variation and high complexity. Therefore, the temporal 
position of the lost packet is very important to the error propagation effect of Class C 
video sequences. In contrast, considering the “AKyio”, the error propagation effect is 
not obvious. Therefore, the weight of kiSGT  should be lower than that of kiSGS  in (1) 
while considering Class A video sequences. This paper summarizes the above 
observations and determines various ranges of α  for different video classes, as 
presented in Table 1.  

 
Fig. 6. Error propagation effect of different videos 
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Table 1. Range of  for different video classes 

Video Class Value of  

Class A 0.9 ~ 0.6 
Class B 0.6 ~ 0.4 

Class C 0.4 ~ 0.1 

3   Simulation Results and Discussions  

In this section, the performance of UPA is evaluated by simulations. This paper uses 
Network Simulator version 2 (NS-2) to simulate the Diffserv network. In these 
simulation cases, this study uses the H.264 codec and compresses videos at a target 
rate of 750K bps. The video format is CIF and the frame rate is 30 frames per second. 
In addition, the length of GOP is set to 30 frames and the cyclic intra refreshment 
function is activated. As shown in Fig.7, video flows have to compete with 
background flows and the bottleneck link varies its bandwidth dynamically. Three 
differentiated service levels are provided in the simulated network, where the high 
priority level, the medium priority level, and the low priority level are named as P1, 
P2, and P3, respectively. A Weighted Round Robin (WRR) is also utilized here and 
the Drop Tail operation is activated for queue management. 

 

 
 

Referring to (1), the estimated significance grade of packet is widely distributed 
from 0 to 2. Therefore, the mapping between the value of significance grade and the 
limited differentiated service levels is required, which is called QoS mapping [8]. 
This study defines three QoS mapping scenarios for different Available Bandwidth 
(AB) conditions, as shown in Fig. 8. A TCP Friendly mechanism integrated with 
feedback function is activated in these simulation cases. When the network available 
bandwidth changes, the video server selects a corresponding QoS mapping scenario 
based on rules presented in Fig. 8. 

Fig. 7. Simulation architecture using NS-2
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Figure 9 shows performance comparisons of UPA with TDCO and SDCO 
methods, where the “Foreman” sequence is used. The TDCO scheme with  = 0 
considers the significance of packet from the temporal domain only and the SDCO 
method with  = 1 considers the significance of packet from the spatial domain only. 
Considering the normal case of UPA, the value of  is set to 0.5. From Fig. 9, it is 
obvious that the received PSNR using UPA is better than that using TDCO or SDCO. 
This is mainly because UPA does not only refer to the packet content but also refer to 
the temporal position of the packet in a GOP. Using UPA, the improvement to 
received PSNR is significant when the packet loss rate increases. In addition, the 
received picture quality degraded significantly if the network only provides best-
effort delivery quality to video data. Figure 10 shows the results while delivering the 
“Stefan” sequence. Note that the value of  in the normal case of UPA is changed to 
0.7 since the “Stefan” sequence is classified as Class C Video. 

 

Fig. 8. QoS mapping between SG and differentiated service levels 
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Fig. 9. Performance comparison of UPA with TDCO and SDCO, where Foreman is used 
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Fig. 10. Performance comparison of UPA with TDCO and SDCO, where Stefan is used 

Finally, this paper has tried to include more characteristics of H.264, such as the data 
partition, into the consideration of UPA. However, we found that the average payload 
length of video packet decreases significantly, after classifying the significance of video 
data by many characteristics of H.264. This phenomenon significantly increases the 
packet header overhead and reduces the overall delivery performance. From the 
packetization viewpoint, the tradeoff between the error resilience functions of H.264 
and the introduced header overhead is an open issue for further study. 

4   Conclusions and Future Works 

When estimating the significance of video packets, the evaluation from the temporal 
domain only or the spatial domain only is not sufficient. The UPA mechanism 
proposed by this paper does not only refer to the packet content from the spatial 
domain, but also refer to the temporal position of the packet in a GOP from the 
temporal domain. Simulation results show that delivering video data with UPA on 
differentiated service network outperforms traditional temporal-based-only and 
spatial-based-only priority strategies up to 1.8 dB and 1 dB, respectively. In the 
future, this study will target at the optimization works to the determination of  based 
on the video characteristics and to the QoS mapping between the significance grade 
and the limited differentiated service levels in network.  
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Abstract. In recent years, rate control is an important technique in real time 
video communication applications using H.264/AVC. Many existing rate 
control algorithms employ the quadratic rate-distortion (R-D) model, which is 
determine the target bits for each I, P, B frame. In this paper, we analysis the 
problems in rate control for JVT video coding using quadratic R-D model. 
According to the analysis and experimental results, we present a new frame-
layer rate control scheme for JVT video coding based on the quadratic R-D 
model. Also we estimate the target bit rate for macroblock-layer effectively. 
The experimental results show that with many scene changes between 
neighboring frames, existing algorithm exceeded transmission bit rate, while 
proposed algorithm tranquilized bit rate for stable delivery. 

Keywords: H.264 video coding, Quadratic R-D Model, Mean Absolute 
Difference. 

1   Introduction 

H.264/AVC is the newest international video coding standard. By the time of this 
publication, it is expected to have been approved by ITU-T as recommendation H.264 
and by ISO/IEC as International Standard 14496-10 (MPEG-4 part 10) Advanced 
Video Coding(AVC)[1]. The H.264/MPEG-4 AVC video compression standard 
promises a significant improvement over all previous video compression standards. In 
terms of coding efficiency, the new standard is expected to provide at least 2x 
compression improvement over the best previous standards and substantial perceptual 
quality improvements over both MPEG-2[2] and MPEG-4. The standard, being 
jointly developed by ITU-T and ISO/IEC, will address the full range of video 
applications including low bit rate wireless applications, SD(Standard Definition) and 
HD(High Definition) broadcast television, video streaming over the Internet, delivery 
of HD-DVD content, and the highest quality video for digital cinema applications.  

One important component of video codec is rate control. It is a necessary part of an 
encoder to allocate the suitable number of bits to each video frame and then smooth 
out the variable bit rate to constant bit rate channel[3]. Rate control algorithms have 
been widely studied in standards, like MPEG-2, MPEG-4, H.263. For H.264/AVC, 
there are two different rate control algorithms proposed in the literature. JVT-D030 is 
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based on MPEG-2 TM5 rate control[4] but is not suitable for low bit rate video 
applications. Our study bases on another scheme, which is based on fluid traffic 
model, linear model, and Rate Distortion Optimization (RDO)[5]. 

In short, since existing bit rate control scheme for JVT video coding codes current 
macroblock without accurately acknowledge of MAD(Mean Absolute Difference) to 
be coded. Because this, it cannot deal with drastically change of delivery channel 
status or video characteristics. Accordingly a new bit rate control scheme for 
H.264/AVC codec is needed considering characteristics of inter-frames. 

The rest of the paper is organized as follows. In Section 2, we address the existing 
JVT-H014 video coding[5] and present the problem in the quadratic R-D model and 
in the rate control for JVT video coding. Then in Section 3, we propose a new 
macroblock-layer rate control using improved MAD. The experiment and results are 
presented in the section 4. Finally concluding remarks are given in Section 5. 

2   Problems in Rate Control for JVT Video Coding 

2.1   Estimated Bit Rate for GOP and Allocated the Target Bit Rate 

According to [5], frame layer rate control scheme consists of two stages: pre-encoding 
and post-encoding. The objective of the first stage is to compute Quantization 
Parameter (QP) for all frames and it composed of two sub steps: (a) determine a target 
bit rate for each P frame and (b) compute the QP and perform RDO. In the pre-
encoding stage, a quadratic R-D model is used to calculate the corresponding QPs, in 
the post-encoding stages, the model parameters are continually updated and buffer’s 
control is performed. In this section, we summarize and analysis the JVT-H014 video 
coding used for estimating the target bits. 

To estimate target bits for the current frame, a fluid traffic model is employed, 
which is based on the linear tracking theory[9]. For simplicity, let us assume one 
Group of Pictures (GOP) is used and the video sequence is encoded first as an I 
frame, and subsequently P frames. To illustrate rate control modeling, Let N denote 
the total number of frames in a GOP, nj(j=1,2,...N) denotes the jth frame, and Bc(nj) 
denotes the occupancy of virtual buffer after coding the jth frame. The fluid traffic 
model is stated as  
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Where Bs is the buffer size, A(nj) is the number of bits generated by the jth frame, u(nj) 
is the available channel bandwidth, and Fr is the predefined frame rate. The 
determination of target bits for current P frame is composed of two steps. 

Step 1. Determination of target buffer occupancy 
Since the QP of the first P frame is given at the GOP layer in this algorithm, the initial 
value of target buffer level is set as  

)()( 22 nBnTbl C=  (2) 
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Then the target buffer levels of other P frames in the GOP are predefined by using the 
following function  
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Where Np is the total number of P frames in the GOP. 

Step 2. Computation of target bit rate 
By using linear tracking, the target bit allocated for the jth frame is determined based 
on the target buffer level, the frame rate, the available channel bandwidth, and the 
actual buffer occupancy as follows:  
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Where γ is a constant and its typical value is 0.75. Meanwhile, the remaining bits are 

also computed as like function  

r

r
r N

R
T =  (5) 

Where Rr is the number of bits remaining for encoding this sequence, and Nr is the 
number of P frames remaining for encoding. The final target bit T is a weighted 
combination of Tr and Tbuf. 

bufr TTT ×−+×= )1( ββ  (6) 

Where β is a weighting factor and its typical value is 0.5. 

 

 

Fig. 1. Estimated target bits and allocated bit rate of GOP for TABLE TENNIS sequence 

After the encoding results for TABLE TENNIS sequence, Figure 1 shows allocated 
bit rate for GOP and estimated target bit rate using JVT-H014 algorithm. In detail 
analysis, the value of target bit rate is ‘0’ or ‘positive’ value because of considering 
both the status of buffer occupation after encoding and remained bit rate in the eq.(1). 
Specially, in the case of scene change, the value of allocated bit rate for GOP is 
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‘negative’ because estimated target bit rate is predicted wrongly, namely estimated 
target bit rate is greater than estimated buffer occupation. 

2.2   Rate Control for JVT Video Coding Using Quadratic Rate-Distortion Model 

This quadratic R-D model[6] is utilized for QP determination in rate control scheme, 
where the quadratic R-D model’s parameters are estimated using MAD, which is 
prediction error between previous and current frame. Since quantization parameters 
are specified in both rate control and RDO, there exists a problem when the rate 
control is implemented: to perform RDO for MB, a quantization parameter should be 
first determined for the MB by using the MAD of MB. We take the following specific 
form of the simple MAD as like figure 2. 

 

 
Fig. 2. Prediction of MAD for JVT video coding 
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In eq. (7), MADn is the mean absolute difference between pre-previous frame(F’n-2) 
and previous frame(F’n-1) in the JVT video coding, when current frame(Fn) is 
encoding. And MADn-1 is predicted MAD of previously encoded P frame (n-1)th. 
Where a1 and a2 are the two coefficients of the prediction model. The initial values of 
a1 and a2 are to 1 and 0, respectively. They are updated after coding each frame. 

Finally a quadratic rate-distortion model is used to calculate the corresponding 
quantization parameter, which is then used for the RDO for each MB in the current 
basic unit as follows: 

2
21

QP

MADx

QP

MADx
T nn ×+×=  (8) 

Where T is target bit rate, x1 and x2 are the model parameters. However, the MAD of 
current MB is only available after performing the RDO. This is a typical chicken and 
egg dilemma. Because of this, the rate control for JVT video coding is used to solve 
to estimate the MAD of current MB. Besides this, we also need to compute a target 
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bit rate for the current MB and to determine the number of contiguous MBs that share 
the same quantization parameter. 

3   New Macroblock-Layer Rate Control 

In JVT-H014[5], the target bit is estimated solely based on the buffer fullness, 
regardless of the inter-frame motion. [7] introduced the MAD ratio as measure of 
motion complexity to improve the video quality at scene changes. However, MAD 
ratio is not a good ways for representing the motion contents, as it can only represent 
the similarity between the current frame and its reference frames. Also scene change, 
zooming, and fast motion may occur image quality degradation due to little 
correlation to the previous frames. This section deals with a new bit rate control 
scheme for H.264/AVC considering characteristics both of previous and current 
macroblock of frame and predicted buffer status, which controls for buffer overflow 
and underflow.  

3.1   Bit Allocation per Frame for Target Bit Rate 

In the section 2.1, we shows that JVT video coding is wrongly estimated the target bit 
rate for encoding frame. Then we proposed the effective predicted the target bit rate. 
That is to say, if estimated target bit rate is less than ‘0’, we recognized status of 
buffer occupancy is overflow. We encoded adding 2 from QP of previous 
frame(QPpre) in order to both diminish the target bit rate for encoding frame and 
maintain the smoothness of visual quality among successive frames. 

 

 

Fig. 3. Flowchart for proposed algorithm 

3.2   Improved Quadratic R-D Model and Bit Allocation for Macroblock 

There are two considerations to decide the quantization parameter for macroblock. 

Case 1: Available bit to encode macro block in a frame is greater than zero 
The quantization parameter corresponding to the target bit is then computed by using 
the modified quadratic mode as in eq. (9). 
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Where, TMB(i,j) is the target bit rate for current macroblock to be encoded. MAD’CB(i,j) is 
mean absolute difference between previous and current frame considering not MB’s 
pixel value of motion compensation but co-located pixel value of MB for scene 
change as like figure 4. Also formula of MAD’CB(i,j)  is given in eq. (10). Also a1 and 
a2 is updated after encoding. 
 

 

Fig. 4. Prediction of  MAD’CB(i,j) for proposed rate control 
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Case 2: Available bit to encode macro block in a frame is smaller than zero 
In this case the bit rate allocated to current macro block would be insufficient. 
Therefore picture quality of the macroblock and circumferential macroblock of the 
frame should be smoothness. To this end, as illustrated in figure 5, proposed 
algorithm adjusts the quantization parameter of the current macroblock in the same 
location of previous frame according to the macroblock mode of current frame. If 
current macro block mode is SKIP mode then the bit stream for texture and moving 
data will be ‘0’. Therefore use quantization parameter for macro block in previous 
frame. If current macro block mode is INTER mode bit stream will be less than in 
INTRA mode. Therefore add 1 to quantization parameter for macro block of previous 
frame. If current macro block mode is INTRA mode then add 2 to quantization 
parameter for macroblock of previous frame. 

 

SKIPMODEMB =_

INTERMODEMB =_

PBQQP =

1+= PBQQP
INTRAMODEMB =_

2+= PBQQP
 

Fig. 5. Decision of quantization parameter for macroblock 
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3.3   Post-procession 

This phase, the algorithm stores MAD which is coding result for macroblock, 
quantization parameter and coded bit rate(BitMB). Then it update target bit rate 
reflecting the coding result for next macroblock and the target bit rate for the frame as 
eq. (11). 

MBBitTT −=  (11) 

4   Experimental Results 

To demonstrate the performance, we implement the proposed rate control algorithm 
in H.264 encoder reference software version 9.5[8]. This section presents the 
experimental results on typical test sequences. As recommended by JVT, the 
simulation common conditions presented by VCEG-N8111 are used. The test 
sequences are encoded by JM9.5 at the bit rate 32kbps and 64kbps. The generated bit 
rates are used as the target bit rates for the encoder with our rate control scheme and 
the one with JVT-H014 and JVT-D030 rate control scheme. For comparison, the 
basic unit in JVT-H014 rate control is selected to be a macroblock. In all simulation 
tests, the encoding parameters have been set next followings. The first picture is 
INTRA(I-TYPE) coded and the remaining pictures are P-TYPE. For all tests, the 
CAVLC mode is enabled and ME(Motion Estimation) search windows is set to 16. 
All other parameters such as de-blocking filter, context initialization and file mode 
have been carefully selected equivalent. In the test set, we used seven sequences with 
CCIR-601 parameters (176x144 pixels and a frame rate of 10fps): FOREMAN, 
CARPHONE, M&D(Mother&Daughter), SILENT, MOBILE, STEFAN, and TABLE 
TENNIS. In all experiments, the number of encoded frames was 100. We chose a 
GOP size of 10. The search was selected as 16x16 for P-type frames, and the alternate 
scan option was turned on for all cases. 

Figure 5 depicts the estimated target bit rate and allocated bit rate for TABLE 
TENNIS sequence in the proposed algorithm. Proposed algorithm is efficiently 
distributes in the whole frames of both GOP and target bit rate in the scene change 
situation. 

 

 

Fig. 5. Estimated target bits and allocated bit rate for TABLE TENNIS in the proposed 
algorithm 
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Table 1. The average PSNR values and average encoded bit rate at 32kbps for (I) JVT-D030, 
(II) JVT-H014, and (III) proposed algorithm 

JVT-D030 JVT-H014 Proposed 
Sequence 

PSNR 
encoded 
bit rate 

PSNR 
encoded 
bit rate 

PSNR 
encoded 
bit rate 

FOREMAN 29.59 31.93 31.25 39.09 31.86 32.03 
CONTAINER 34.22 31.96 35.91 41.00 35.89 31.84 

M&D 36.71 31.98 37.31 39.02 37.72 31.51 
SILENT 31.68 31.96 33.09 41.10 32.54 31.46 
STEFAN 22.36 32.04 26.30 47.76 25.57 32.05 

TABLE TENNIS 29.74 31.98 30.41 42.33 31.08 32.07 
MOBILE 21.96 32.01 24.29 52.99 24.50 32.05 

 
Table 1 and Table 2 show the PSNR performance and the encoding the bit rate of 

performance comparison for 1) JVT-D030, 2) JVT-H014, and 3) Proposed algorithm 
respectively at the 32kbps and 64kbps. The results indicate that significant PSNR 
gains can be obtained with the proposed algorithm. It is shown that by the proposed 
method the generated bit rates are very close to the target bit rates while keeping good 
video quality. These results justify that the proposed algorithm is superior to JVT-
H014 rate control because of correctly predicting the target bit rate of each frame for 
scene change or high motion. 

Table 2. The average PSNR values and average encoded bit rate at 64kbps for (I) JVT-D030, 
(II) JVT-H014, and (III) proposed algorithm 

JVT-D030 JVT-H014 Proposed 
Sequence 

PSNR 
encoded 
bit rate 

PSNR 
encoded 
bit rate 

PSNR 
encoded 
bit rate 

FOREMAN 33.42 63.96 34.43 67.74 34.48 63.44 
CONTAINER 37.71 63.96 38.89 78.08 38.40 63.17 

M&D 40.20 63.94 40.37 67.10 40.80 63.10 
SILENT 35.50 63.82 36.62 77.26 35.90 63.99 
STEFAN 25.57 64.12 26.30 81.86 27.02 64.11 

TABLE TENNIS 33.90 63.98 34.53 73.11 34.90 63.97 
MOBILE 25.65 63.99 27.19 77.51 27.23 63.94 

 
Figure 6 and 7 represents value of PSNR and encoded bit stream for FOREMAN 

and TABLE TENNIS sequences respectively at the 64kbps. In the case of encoded bit 
rate and PSNR, our proposed algorithm and JVT-D030 does not change abruptly in 
the high motion, but JVT-H014 is changed according to variance of motion. 
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(a)      (b) 

Fig. 6. (a) PSNR value at each frame and (b) encoded bit rate at each frame for FOREMAN 
sequence for (I) JVT-DO30, JVT-H014, and (III) proposed algorithm 

  
(a)      (b) 

Fig. 7. (a) PSNR value at each frame and (b) encoded bit rate at each frame for TABLE 
TENNIS sequence for (I) JVT-DO30, JVT-H014, and (III) proposed algorithm 

5   Conclusions 

In this paper, we proposed an effective rate control algorithm for abruptly scene 
change and high motion by more accurately predicting frame complexity using 
quadratic rate-distortion the statistics of previous and current macroblock of frame. 
Based on our extensive tests and computational analysis, we show that the coding 
efficiency achieved by the proposed rate control algorithm is similar to or even better 
than that of the JVT-D030 and the JVT-H014 rate control algorithm while keeping 
high motion and scene change. 
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Abstract. This paper presents a selective quality control system to be
able to accurately control the relative picture quality among the video
programs in terms of PSNR. The proposed system allows variable bit rate
(VBR) for each video program to maintain the pre-determined relative
picture quality among the aggregated video programs while keeping a
constant sum of the bit rates for all programs to be transmitted over a
single constant bit rate (CBR) channel. This is achieved by simultaneous
controlling the video encoders to generate VBR video streams at the
central controller. Furthermore, we also suggest buffer regulation method
based on the analysis of the constraints imposed by sender/receiver buffer
sizes and total transmission rate. Through various simulation results, it is
found that the proposed quality control system guarantees that the video
buffers neither overflow nor underflow and the quality control errors do
not exceed 0.1 dB.

1 Introduction

A conventional constant bit rate (CBR) channel is now capable of delivering sev-
eral digitally compressed video programs due to advances in video compression,
such as MPEG-2 [1], and digital transmission technology. Some video applica-
tions in this multi-program transmission environment are digital satellite TV,
digital CATV, digital terrestrial TV, and so on. Viewers watching these video
services demand higher quality services. To satisfy this demand, wider channel
bandwidth should be allocated to each program. However, this means that the
number of programs capable of being transmitted through the limited channel
bandwidth is reduced. On the other hand, viewers may request that some pro-
grams be coded in higher picture quality than others depending on the contents
of programs. Therefore, if the relative picture quality among the programs can
be discriminated according to the importance of each program, more improved
video services can be provided to the viewers.

The most typical method used in the multi-program transmission environment
is an independent coding in which each program is CBR compressed and then
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c© Springer-Verlag Berlin Heidelberg 2006



Selective Quality Control of Multiple Video Programs 833

transmitted at a fixed bit rate as shown in Fig. 1. However, picture complexity
of a program may vary along the time, thus the independent coding scheme can
not provide the consistent picture quality and the discriminated picture quality
to the viewers according to the importance of the program.

Fig. 1. Independent coding system

To get the higher quality than the independent coding, several methods [2, 3,
4] were studied. These methods tried to obtain the advantages of VBR compres-
sion, such as more consistent and higher picture quality. They allow the variable
bit rate for an individual video program while maintaining a constant sum of the
bit rates for all programs to be transmitted over a single CBR channel. This is
achieved by simultaneously controlling the video encoders to generate the VBR
video streams at the central controller. However, these methods can not control
the relative picture quality among the programs according to the importance of
each program, and so it is hard to satisfy the viewers demands for higher qual-
ity services. Furthermore, these methods may not guarantee to prevent buffer
underflow and overflow.

In this paper, we propose a selective quality control scheme that can accurately
control the relative picture quality among MPEG-2 video programs in terms of
PSNR. Furthermore, we also suggest buffer regulation method based on the
analysis of the constraints imposed by sender/receiver buffer sizes and total
transmission rate.

2 Proposed Selective Quality Control System

Figure 2 shows the proposed selective quality control system. In this system,
a single common encoder buffer with finite size is used to share in multiple
video streams but each decoder has its own individual decoding buffer. The
output bit-streams from the encoders are transmitted over a CBR channel after
multiplexed and stored in the common buffer. At the de-multiplexer, incoming
streams from the channel are identified by the PID(packet identifier) as to which
stream belongs to, and they are passed to the their own decoder buffers where
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they await decoding by the decoder [5]. Our system allocate the variable bit rate
for an individual video program to keep the pre-defined relative picture quality
between the programs while maintaining a constant sum of the bit rates for all
programs to be transmitted over a single CBR by simultaneously controlling
all the video encoders at the central controller. Moreover, our system controls
the total bits generated from all the encoders and transmission bit rate of each
program so as to prevent from overflowing and undeflowing for both of encoder
and decoder buffers. For this, central controller in the encoder side monitors
the bit amount generated from each encoder, and determines the quantization
parameter (QP) and the transmission bit amount for each program during every
frame period.

Fig. 2. Selective quality control system

We should consider the following conditions when design the selective quality
control system: 1) Sum of the transmission bit rates for all the programs should
be almost equal to (but not larger than) the CBR channel bandwidth. 2) Encoder
and decoder buffers neither overflow nor underflow. 3) Each video program keeps
the relative picture quality which is pre-determined according to the importance
of the program contents.

To meet the above considerations, we adopt the rate-distortion model pro-
posed by Hong [6] et al., which has some outstanding advantages: 1) compu-
tational complexity is small because its major operation is just to obtain a
histogram or weighted histogram of DCT coefficients from an input picture,
and the final formula of the estimation model is simple. 2) Estimation re-
sults are very accurate enough to be applied to practical video coding appli-
cations.

2.1 Constraints on Encoder and Decoder Buffers

In this section, we present the constraints necessary to guarantee that the buffers
at the multiplexer and receivers do not overflow and underflow. Let �t be frame
period and the interval be [(i − 1)�t, i�t]. The symbols related to the buffer
constraints are as follows.
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N : the number of multiplexed video programs
E(i) : occupancy of the encoder buffer with size Emax at time i�t
bk(i) : bit amount generated from the kth program during the interval
BT (i) : total bit amount generated from all the programs during the interval
tk(i) : transmission bit amount for the kth program during the interval
T (i) : total transmission bit amount for all the programs during the interval
Dk(i) : occupancy of the kth decoder buffer with size Dmax

k at time i�t

In the selective quality control system as shown in Fig. 2, the conditions to
prevent encoder and the decoder buffers overflowing and underflowing are

0 ≤ E(i) ≤ Emax (1)
0 ≤ Dk(i) ≤ Dmax

k (2)

and total transmission rate should satisfy (3) when the N VBR bit streams
transmitted through a CBR channel with the bandwidth of TCBR (bits/frame).

T (i) =
N∑

k=1

tk(i) ≤ TCBR (3)

Since encoder buffer fullness can be represented by

E(i) = E(i− 1) + BT (i)− T (i), (4)

the range of BT (i) to prevent encoder buffer underflow and overflow is

BT (i) ∈ {minBe(i), max Be(i)}
= {max [T (i)− E(i− 1), 0], Emax + T (i)− E(i− 1)}. (5)

On the other hand, buffer fullness of the kth program Dk(i) can be represented
by

Dk(i) = Dk(i− 1) + tk(i)− bk(i− L). (6)

From (2) and (6), the range of tk(i) to prevent decoder buffer of kth program
underflow and overflow is

tk(i) ∈ {min tdk(i), max tdk(i)}
= {max [bk(i− L)−Dk(i− 1), 0], Dmax

k + bk(i− L)−Dk(i− 1)}. (7)

From the above equation, we can find out the range of tk(i) is depending on
only previous frame information. From (3) and (7), we can find out that T (i) to
prevent decoder buffers as well as to maximize the channel utilization is

T (i) = min [
N∑

k=1

max tdk(i), TCBR]. (8)

Using (7) and (8), we can satisfy the decoder buffer constraint by distributing
the total transmission rate T (i) to individual transmission rate tk(i) properly.
The tk(i) is determined by following procedure during every frame period.
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Step 1. calculates the average of the bound of tk(i) in (7) such that

avgtk(i) = (min tdk(i) + max tdk(i))/2. (9)

Step 2. calculates the estimated value of tk(i) such that

t̂k(i) = T (i)× avgtk(i)∑
j∈S avgtj(i)

, for k ∈ S, (10)

where S is a set of program numbers that their transmission rate have not
been determined yet.

Step 3. If t̂k(i) /∈ {min tdk(i), max tdk(i)} for k ∈ S, assign the bounded value to
tk(i) and then update T (i) = T (i)− tk(i).

Step 4. If
∑

j∈S t̂j(i) ≤ T (i) for k ∈ S, assign the estimated value such that
tk(i) = t̂k(i) and stop the procedure. Else go to step 2.

2.2 Basic Concept of the Selective Quality Control

Figure 3 shows an example of the selective quality control when three programs
are multiplexed and the quality ratio is maintained 1/β1 : 1/β2 : 1/β3 in terms
of MSE aspect. The procedure is as follows. First, Rate-distortion (R-D) curve
of each program Rk(D) is modified to Rk(D/βk) by extending Rk(D) along the
distortion (horizontal) axis as much as its quality ratio βk. Second, the global R-
D curve RT (D) is constructed by adding the modified R-D curves, Rk(D/βk)’s,
of all the programs in the direction of the rate axis (vertical direction). Third,
we find the target distortion DT at which the envelope of RT (D) intersects the
horizontal RT (D) = BT , where BT is the total amount of bits to be allocated
to all programs in a frame period. Finally, the bits Bk is re-allocated to the

Fig. 3. Bit allocation method for selective quality control
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current picture of the kth program by obtaining the point at which the envelope
Rk(D/βk) intersect the line D = DT . As a result, the amount of the bits allocated
to the picture of the kth program is Bk and the corresponding distortion is DT /βk

and relative distortion ratio is 1/β1 : 1/β2 : 1/β3.

2.3 Selective Quality Control Algorithm

Selective quality control system performs the following steps during each frame
period:

Step 1. determines the relative quality ratio of all the programs to be mul-
tiplexed. When the kth program keeps the picture quality with �PSNRk

higher than the other program with picture quality PSNRQ, weighting fac-
tor βk that is to be used in the R-D curve modification of the kth program
is determined by

βk = 100.1×�PSNRk , (11)

because the relationship between PSNR and MSE is

PSNRQ +�PSNRk = 10 log10

2552

MSEQ/β
. (12)

Step 2. estimates the R-D curves of each picture to be encoded by using the
Hong’s rate and distortion estimation formula [6] and calculates total target
bits BT to be allocated to the current pictures of all the programs.
The total target bit is determined by the following steps. First, target bits for
the current pictures of every program are individually calculated, and then
the total target bit is obtained by summing them. Next, this total target bit
is adjusted to prevent encoder buffer overflow and underflow. The individual
target bit for each programs picture is obtained by extending the target bit
allocation method suggested in MPEG-2 TM5 [7]. When the picture coding
type of the current picture of the kth program is pct ∈ {I, P, B}, the target
bit for this picture is

bpct
k =

Xpct
k /Kpct∑

pct∈{I,P,B}(X
pct
k /Kpct)Npct

k

Rk, (13)

where Xpct
k is a complexity measure of the current picture of the kth program

and Kpctis a universal constant dependent on the quantization matrix. And
Npct

k is the number of pictures with pct coding type remaining in the current
GOP of the kth program. Rk is the remaining bits assigned to the GOP of
the kth program. So, total bit amount BT (i) generated from all the programs
during the interval [(i− 1)�t, i�t] is calculated by summing bpct

k such that

BT (i) =
N∑

k=1

bpct
k . (14)
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Then, the total target bits BT is adjusted to satisfy the encoder buffer con-
straint shown in (5) such that

BT (i) = max [(1 + λ)×min Be(i), min[BT (i), (1− λ) ×maxBe(i)]], (15)

where λ is a constant numbers to prevent the buffer status from being too
close to bounds in (5).

Step 3. obtains the modified R-D curves, Rk(D/βk)’s, by multiplying the pre-
determined relative quality ratio βk and the R-D curve Rk(D) estimated
in the step 2, and constructs the global R-D curve RT (D) by adding the
modified R-D curves.

Step 4. calculates the total target distortion DT that is corresponding to the
total target bits BT such that

DT = argmin
D

|RT (D)−BT (i)| (16)

and selects a quantization parameter (QP) for each picture corresponding to
the modified distortion estimation, and then encodes each picture with its
own selected QP level. The QP level for the kth program is obtained by

QPk = argmin
1≤QP≤31

|D̂k(QP )× βk −DT | (17)

where D̂k(QP ) is the distortion estimation value of the kth program’s pic-
ture. Therefore, the selected QP is the minimum value among the QP levels
corresponding to the modified distortion estimation values greater than DT .

When encoding each programs picture with its own QP selected by (17), the
sum of the bits generated from the actually coded pictures of all programs may
not be exactly equal to the total target bit amount BT (i). However, we can
prevent encoder buffer underflow and overflow by using the constant λ used in
the total target bit estimation step. Furthermore, we can prevent decoder buffer
underflow and overflow by using the tk(i) determination procedure.

3 Simulation Results

To evaluate the performance of the proposed selective quality control, we carried
out simulations with four standard MPEG video sequences (720×480 spatial
resolution, 30 frames/sec, 4:2:0 format). The order of the multiplexed programs
is mobile, flower garden, football, and popple sequences. And we used the fixed
GOP structure of IBBPBBPBBPBB. The total channel rate, RCBR, was set
to 20 Mbps (average channel rate allocated to each program is 5Mbps). The
common encoder buffer size was set to RCBR × 300ms (=6 Mbits) because end-
to-end delay is usually set to 300ms in the video broadcasting services and the
individual decoder buffer size was set to 2(RCBR/4)× 300ms (=3 Mbits).

Figure 4 shows the independent coding result that each program is coded
by TM5. In this case, since the simple programs are encoded with smaller QP
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Fig. 4. Independent coding results: (a) PSNR, (b) encoder buffer status, (c) decoder
buffer status

Fig. 5. Selective quality control results (�PSNR=0:0:0:0): (a) PSNR, (b) common
encoder buffer status, (f) individual decoder buffer status

Fig. 6. Selective quality control results (�PSNR=0:0:2:2): (a) PSNR, (b) common
encoder buffer status, (c) individual decoder buffer status
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Table 1. Average coding results of the selective quality control

Input PSNR=0:0:0:0 PSNR=0:0:2:2
Seq PSNR(dB) bk (Kbits) tk (Kbits) PSNR(dB) bk (Kbits) tk (Kbits)

Mobile 32.84 248.08 243.09 32.11 209.90 209.89

Flower 32.83 204.69 192.25 32.10 175.54 169.66

Football 32.82 128.82 134.13 34.13 166.58 166.60

Popple 32.80 92.38 97.20 34.12 121.98 120.52

Average 32.82 168.49 166.67 33.12 168.50 166.67

levels than complex programs, large quality differences between the programs
occur. And this result also shows that the quality difference between the consec-
utive frames is also large. That means the independent coding does not provide
consistent picture quality even within a program.

Figure 5 and 6 show the selective quality control coding results when every
program may have the same picture quality (i.e., quality difference ratio PSNR
= 0:0:0:0) and when the four video programs are controlled so that the PSNR
of the football and popple sequences may become 2dB higher than that of other
sequences (i.e., quality difference ratio PSNR = 0: 0: +2: +2), respectively. From
these results, we can see that the relative quality control is very accurate and
fullness of the encoder and the decoder buffers always keep safe states.

4 Conclusion

In this paper, we proposed a selective quality control system to be applied to
the multi-program video transmission environment, whereby several digitally
compressed video programs are transmitted over a single CBR channel. Further-
more, we also suggest buffer regulation method based on the analysis of the con-
straints imposed by sender/receiver buffer sizes and total transmission rate. The
proposed selective quality control scheme performs VBR compression for each
program so as to maintain the pre-determined relative picture quality while the
sum of the output bit rates of all encoders is kept constant. The selective quality
control also has some desirable features. First, it can provide discriminated pic-
ture quality among the jointly coded programs to the viewers according to the
importance of each program. Moreover, it improves average picture quality and
keeps consistent picture quality between pictures as well as within a picture, as
compared with the independent coding that performs CBR compression for each
program. Therefore, the viewers will be supplied with higher quality video ser-
vices. Second, satisfying the buffer constraint in the total target bit estimation
step, this scheme prevents video buffer underflow and overflow.
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Abstract. In this research, a JSCC (Joint Source-Channel Coding) video coding 
system based on the optimization of end-to-end distortions is proposed. To this 
end, a model describing the rate and distortion of video contents in the error-
prone environment is established and estimated. Based on the constructed 
models, the proposed system is capable of controlling coding parameters, such 
as channel code rate, quantization parameters, and number of packets, 
adaptively in accordance with the channel condition and bit rate budge, to 
optimize the quality of received video at decoder side. Experimental results 
show that our proposed JSCC system can improve PSNR by up to 5 dB, with 
respect to the traditional EEP (Equal error protection) technique.  

Keywords: Error resilient video coding, End-to-end distortion model, Joint 
source-channel video coding, Rate control, Rate compatible punctured code.  

1   Introduction 

Due to the development of DCT, Motion Estimation and Compensation (ME/MC), 
and VLC, a large amount of redundant information in video can be removed and 
allow the data size to be reduced for transmission over channels of limited bandwidth. 
However, compressed videos are vulnerable to channel errors; even a minor 
disturbance may make the received video bit stream undecodable. Hence, techniques 
such as error resilient video coding and error concealment [1], [2], were proposed to 
enhance the robustness of video again errors. 

Another technique commonly used to enhance the quality of video transmission is 
channel coding. Although Shannon’s separation principle provides a theoretical 
foundation to allow us to optimally design the source and the channel coders 
separately, this, however, can not be applied to real scenarios, due to the violation of 
assumptions, i.e., it is impossible to design an extremely long channel code to protect 
the transmitted information. In real applications, data transmission actually benefits 
from a Joint design of the Source and Channel Coding (JSCC).  

Several JSCC approaches were proposed in [3], [4], [5], [6] and [7], where some 
coding parameters crucial to enhance the video robustness against channel errors, 
such as channel coding rate, number of intra-coded macroblocks (MBs), interval of 
inserting resynchronization markers, etc., were adaptively adjusted based on the 
estimated end-to-end distortions. In this way, quality of the received videos, in 
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presence of channel errors, can be optimized. To this end, models considering overall 
distortion of video contents in error-prone transmission environment need to be 
established. In general, this kind of distortion can be decomposed into source 
distortion and channel distortion and hence can be established separately. In [3], the 
above concept was embodied in subband video coding. However, the process of 
estimating channel distortion incurs a high computing overhead, due to the simulation 
of various possible transmission errors. In [4] and [5], a theoretical channel distortion 
model was derived. By estimating the model parameters which are content adaptive, 
one can estimate channel distortion via model prediction. Hence, finding channel 
distortion is reduced to the problem of model fitting and the computing overhead can 
be significantly lowered. However, channel distortion models provided in [4] and [5] 
might not be accurate enough, due to the simplification of error propagation caused 
by lost MVs. In [6], [7] and [8], the effect of error propagation caused by lost MVs is 
considered in their overall end-to-end distortion models. However, the lack of rate-
distortion behavior of the video source encoder in their models makes them useless in 
optimizing the quantization parameters.  

In this paper, a more accurate channel distortion model than the one introduced in 
[4] and [5] was proposed by considering the effect of error propagation caused by lost 
MVs. This channel distortion model is then combined with the source R-D model, 
modified from that in [9] and [10], to develop a JSCC coding system. The proposed 
coding system is capable of adaptively adjusting coding parameters, including frame 
quantization parameters, number of slices in a frame, i.e., here, a slice means rows of 
consecutive MBs, and channel code rate for each slice, to yield an optimally received 
video quality in presence of channel errors. 

2   The Source R-D Model 

An R-D model is a mathematical formula used to describe the mutual behavior 
between the rate and distortion for a coding algorithm and a coded content. This 
model can be used to predict the corresponding source distortion at a given source bit 
rate, or vice versa. Several source models had been proposed [9], [10]. In this paper, 
the TMN8 model for H.263 in [9] is adopted and further modified to be able to 
accommodate R-D behavior of AVC/H.264 video encoder more precisely. The source 
R-D model adopted is: 
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where Bi is the bit rate consumed by the ith MB; A is a constant representing the 
number of pixels in a MB; C represents the average overhead of header information 
for a MB; 2

iσ  represents the variance of residual of the ith MB; K is a constant; iQ is 

the quantization factor; iD is the distortion of the ith MB, ib  represents the average 

number of bits per pixel consumed by the ith MB, and   and  are constants. 



844 W.-N. Lie et al. 

The parameters, K, C,  and , are content-dependent and hence need to be 
estimated for each frame (or for a short time interval in a sequence). Our system first 
pre-encodes a frame by using a pre-determined quantization factor (here, a pre-
determined value according to the allowable bit rate) to collect data points, such as Bi, 

2

iσ , iD and ib . Then, the optimal values of K, C,  and  that best fit the model in 

Eqs.(1) and (2) in the least squared error sense can be solved for later use in JSCC 
optimization. 

3   The Channel Distortion Model 

Essentially, the end-to-end distortion for videos transmitted in error-prone 
environments can be decomposed into parts of source distortion Ds, incurred by nq, 
and channel distortion Dc, incurred by nc [4], [5]. Here, nq is related to the 
quantization noise and nc to the incompleteness of error concealment and motion 
compensation. A pictorial illustration of our model is depicted in Fig. 1, where nf  

represents the original video signal,  nf̂  represents the encoded video (i.e., decoded 

video without error), and nf
~

 represents the video reconstructed at the decoder side in 

presence of channel noise cn . Notice that 
cn  is related to the strategy of error 

concealment applied at the decoder, as well as errors propagated via motion 
compensation (MC). 

 

cn

nf nf̂ nf
~

qn

 
Fig. 1. The formation of end-to-end distortion 

 
Here, the zero-motion scheme is assumed to be adopted by decoders for error 
concealment, that is, an erroneous macroblock (MB) is replaced by the MB at the 
same location of the previous frame. Since the behaviors of error propagation for 
intra-coded and inter-coded MBs are quite different, in the following, two channel 
distortion models are separately constructed accordingly. 

3.1   Channel Distortion Model for Intra-coded MBs 

For intra-coded MBs, channel distortion I

iCD ,  totally results from error concealment. 

Equation (3) below formulates this observation: 

( ){ }2

1,

~ˆ i
n

i
n

I
iC ffEpD −−⋅= ,                                            (3) 

where i is the pixel index in an MB,  n is the frame index, p is the error probability for 
a pixel which is closely related to the channel condition and channel code adopted by 
the system, E(.) is the expectation operator. Equation (3) can be further arranged to 
yield Eq.(4): 



 Joint Source-Channel Video Coding 845 

( ){ }2

111,

~ˆˆˆ  i

n

i

n

i

n

i

n

I

iC ffffEpD −−− −+−⋅=                                                     

( )−+−⋅≤ −−−

2

111

~ˆˆˆ  i

n

i

n

i

n

i

n ffffEp                                           

( ){ } { }
( ){ }2

11

111

2

1

~ˆ  

 
~ˆˆˆ 2ˆˆ  

i
n

i
n

i
n

i
n

i
n

i
n

i
n

i
n

ffEp

ffffEpffEp

−−

−−−−

−⋅+

−−⋅+−⋅≤
            (4) 

where i
n

i
n ff 1

ˆˆ
−−  stands for the frame difference after encoding, which is independent 

of the channel condition (hence, deterministic with respect to the E(.) operator). 
Differing from [4], which assumes independence between the frame difference 

i
n

i
n ff 1

ˆˆ
−−  and channel distortion i

n

i

n ff 11

~ˆ
−− −  and ignores the middle term in Eq.(4), 

we further arrange Eq.(4) to become: 
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where a=1 for intra-coded MBs (explained after Eq.(8)).   

3.2   Channel Distortion Model for Inter-coded MBs 

Different from intra-coded MBs where distortions are only caused by error 
concealment, distortions resulting from error propagation should be taken into 
consideration for pixels of inter-coded MBs.  

First, let us consider the case in which MVs and residuals i
nê  are received 

correctly. In this case, the decoded pixel i
nf

~
 will be 

k
n

i
n

i
n fef 1

~
ˆ

~
−+= ,                                                (6) 

where k

nf 1

~
−  stands for the pixel value compensated from the k-th pixel of the frame n-1. 

If errors occur, error concealment will make i
nf

~
 replaced with i

nf 1

~
−  in the previous 

frame. Combining this observation with Eq.(6), the channel distortion for pixels of 
inter-coded MBs can be formulated as 
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Similar to the derivation of Eq.(5), the first term of Eq.(7) can be arranged to yield  
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where 10 ≤≤ a . The estimation of Eqs.(5) and (8) is simply upper bounds. It needs a 
factor a for correcting the over-estimated 2nd term, especially for high-motion video 
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whose channel distortion increases as frame difference increases. The higher the 
motion is, the smaller the value of a has. 

Both Eqs.(5) and (8) constitute the channel distortion model in our system to 
estimate the end-to-end distortion. Once the error probability p and the encoding 
results of the previous frames are known, the expectation of channel distortion for the 
current frame can be estimated. The overall distortion of a frame can then be estimated 
by using Eq.(9). 
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3.3   Other Issues About Channel Distortion Model 

Several terms in the proposed channel distortion model need more explanations, 
including the error probability p and the first moment { }i

nfE 1

~
−  used in Eqs.(5) and (8). 

First, the determination of p is based on the premise that the compressed video is 
partitioned into slices, or packets, for transmission; one frame may contain several 
slices. Under the binary symmetric and additive white Gaussian noise channel and the 
assumption that the whole packet is discarded or lost if at least one bit error cannot be 
recovered, p can be formulated as 

( ) ( )( ) sL
eS rpLrp −−= 11, ,                                       (10) 

where 
sL  is the length (in terms of bits) of a slice, )(rpe

 is the bit error rate (BER) 

after channel decoding whose rate is r. In this paper, the Rate Compatible Punctured 
Convolutional Code (RCPC) is adopted for channel coding. The value of )(rpe

 can 

be theoretically determined by knowing the channel SNR and the channel code rate r. 
More details about the estimation of { }i

nfE 1

~
−  can be found in [8]. Here, only the 

results are summarized. In case of pixels of intra-coded MBs, Eq.(11) is applied, 
otherwise, Eq.(12) is adopted. 
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Note that { }i
nfE 1

~
−  used in Eqs.(5)(8) should be updated according to Eqs.(11)(12) for 

next frame (i.e., the nth). For n=0, we set { } ii ffE 00
ˆ~

= , i.e., no channel errors are 
assumed. 

Though models proposed in [8] can also be applied to estimate the overall end-to-
end distortion directly, the lack of rate-distortion behavior for video source encoder in 
their models makes them difficult to be used in the design of a JSCC system. This is 
because in most JSCC systems, models describing this behavior are crucial in 
compromising between coding efficiency and error resiliency under a given bit rate 
budget. 

To verify the accuracy of our proposed channel distortion model, an objective 
measure

CDe is defined below: 



 Joint Source-Channel Video Coding 847 

( ) ( )

=

−=
N

n

n
C

n
CD DPSNRDPSNR

N
e

C
1

 ' )()(
1 ,                             (13) 

where N is the number of frames. Notice that ( ))( n
CDPSNR  is obtained via simulation, 

while 
( )

)( ' n
CDPSNR  is obtained based on the models proposed here. 

Our model is compared with that in [4]. The experimental results are listed in 
Table 1, where the Rate Compatible Punctured Convolutional Code (RCPC) is 
adopted for channel encoding and the bit error rate after channel decoding is assumed 
to be 52.410− . It is clearly that our model significantly improves the estimations. 

 

Table 1.  Comparison between our channel model and [4] 

            
CDe  

Sequence  
Model in [4] Proposed 

Foreman 3.922 dB 0.784 dB 

Silent 3.630 dB 1.489 dB 

Susi 3.904 dB 1.898 dB 
Carphone 3.512 dB 1.126 dB 
Table tennis 2.852 dB 1.911 dB 
Salesman 5.292 dB 2.458 dB 
Mother& Daughter 3.743 dB 1.067 dB 

4   Optimized JSCC System 

In our proposed JSCC system, coding parameters to be determined are listed below. 

{ }initNiii qqNiqqqqp =≤≤+==∈ +
2

1  ,1 ,1| Q                           (14) 

{ }24/8 ,22/8 ,20/8 ,18/8 ,16/8 ,14/8 ,12/8 ,10/8 ,9/8∈ir                     (15) 

{ }SNns  , ,1∈                                                 (16) 

where qp is the quantization factor for each frame whose range is defined via initq  and 

N , ri is the channel coding rate for each slice and ns represents the number of slices 
(maximum: Ns) used to partition a frame. The channel code adopted here is RCPC. 
Notice that in real applications, schemes of frame-layer rate control might be used to 
determine the initial quantization factor initq . 

With the coding parameters defined above, our problem is to, given the channel 
state information and bit rate budget, determine appropriate qp and ns for each frame 
and appropriate ri  for each slice, so as to minimize the video end-to-end distortions. 
The problem is formulated as follows. 
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where i
SD  and i

CD  represent the source and channel distortion for the ith slice, 

respectively, i
SL  represents the length of the ith slice in bits after source coding, ir  is 

the channel code rate for the ith slice, and 
budgetR  is the bit rate budget (including both 

the source and channel bit rates, might be even among frames or specified by another 
rate control scheme) for a frame. Based on the principle of Lagrangian relaxation, the 
above problem becomes: 
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where λ is the Lagrangian multiplier. The computational complexity of the problem 
defined in Eq.(18) can be reduced by exploring the fact that distortions and bit rates 
among slices in a frame are independent. Hence, the problem with less computational 
complexity could be obtained as follows. 
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The procedures to solve Eq.(19) are as follows. 

 STEP 1:Values of 
budgetR  and qinit are determined first. Empirically, the bit rate 

for I frames will be set to 2.5 times that for P frames. qinit of the 1st frame is 
determined according to the system bit rate, while that of other frames follows 
the optimized qp of the previous frame . 

 STEP 2: Pre-encode the input frame by using qinit. After pre-encoding, 
information below can be collected and applied to construct accurate source 
and channel models:  
(1) number of bits and distortion for each MB, for estimating K, C,  and  in 

Eqs.(1)(2);  
(2) MVs, residuals, and ( )1

ˆˆ
−− nn ff  for each MB, for constructing the channel 

model in Eqs.(5)(8). 
 STEP 3:Based on channel SNR and data collected in step 2, the source model 

and the channel distortion model can be established. These models are 
substituted into Eq.(19) to find the optimal coding parameters.  

 STEP 4: Encode the nth frame by using coding parameters obtained in step 3. 
Before proceeding to next step, update and save { }i

nfE
~

 and ( ){ }2~ˆ nn ffE −  for 

each pixel position.  
 STEP 5:Encode the next frame by repeating steps 1~4. 

5   Experimental Results 

Our proposed JSCC algorithm actually belongs to the UEP schemes since the channel 
code rate ir for each slice may be different. Our algorithm is compared with two other 

EEP algorithms: light EEP and heavy EEP. The former always adopt r=8/9 and the 
later always selects r=8/24. 
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(a) SNR = 1 dB 

 

(b) SNR = 7 dB 
 

Fig. 2. PSNR performance of our proposed JSCC and EEP algorithms for “Foreman” sequence 

 
The environments of experiments are: QCIF, 30 fps, 150 frames, IPPP…, 5 

reference frames, RDO OFF, and Hadamard ON. In EEP, the number of slices is 
fixed to 2, while in our UEP algorithm, it is optimally determined and hence adaptive 
to variation of transmission conditions. 

The results of the sequence, “Foreman”, under channel SNR = 1, 7 dB are illustrated 
in Fig.2. It is observed that our proposed JSCC algorithm is more adaptable than the 
EEP algorithms. When the channel is extremely noisy, i.e., SNR=1, the light EEP is 
too weak against channel errors to provide enough protection for the transmitted video. 
Hence, a large amount of channel distortions degrades the quality of the reconstructed 
video. On the other hand, when the channel is good, e.g., SNR =7, the heavy EEP is 
inefficient in utilizing the bandwidth available for video.  

 



850 W.-N. Lie et al. 

Table 2. PSNR performance under a bit rate of 300 kbps 

Sequence SNR 1 dB 3 dB 7 dB 
UEP 30.9 32.7 35.5 

Light EEP 16.4 15.9 26.7 Foreman 
Heavy EEP 30.9 30.9 31.1 

UEP 32.8 34.5 37.7 
Light EEP 24.3 24.6 34.5 Salesman 
Heavy EEP 32.5 32.5 32.7 

UEP 31.4 33.9 36.8 
Light EEP 23.9 24.2 30.5 Silent 
Heavy EEP 31.7 32.1 32.3 

 

  
(a) proposed UEP (b) heavy EEP (c) light EEP 

Fig. 3. Subjective results for different algorithms. The channel SNR is 7 dB. 
 
Table 2 shows the results of three test sequences: “Foreman”, “Salesman” and 

“Silent” at a system bit rate of 300k bps. The higher the channel SNR is, the larger the 
improvement is (up to 5 dB, relative to the best one of light EEP and heavy EEP). 

6   Conclusions  

Here, a JSCC algorithm based on the end-to-end distortion model is proposed. The 
end-to-end distortion is decomposed into source and channel distortions. Based on the 
proposed models, an optimization algorithm by using Lagrangian relaxation can be 
applied to find a set of parameters, such as quantization parameters, number of slices 
in a frame, and channel code rate for each slice, that maximizes the quality of 
received videos. From experiments, it is observed that the proposed JSCC algorithm 
is adaptable to varying channel conditions and better in PSNR by up to 5 dB than the 
traditional EEP algorithm. 
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Abstract. In this paper, we propose a temporal error concealment
method based on edge connectivity to neighboring regions through a
damaged region. In the method, four regions around the damaged block,
top, bottom, left, and right, are defined and the edge features of the re-
gions are extracted by applying an edge operator for each direction. The
mask for the boundary matching is determined by the edge information
for each boundary region, which can be considered as a criterion to mea-
sure the activity of the boundary region. In other words, it is determined
such that the mask size is proportional to the edge strength of each re-
gion in order to yield the higher reliability on boundary matching. This
process is equivalent to applying weights depending on the edge features,
which produces better motion vector for concealment. In experiments,
it is verified that the proposed method outperforms the conventional
methods in terms of image quality.

1 Introduction

While the motion prediction and the variable length coding techniques give great
amount of compression in image coding, data loss at a point brings up error
propagation to the following data and in the end causes serious image quality
degradation.

Many techniques have been reported to relieve this problem. They may be
classified to three groups: ‘forward’ techniques, ‘post-processing’ or ‘conceal-
ment’ techniques, and ‘interactive’ techniques [1]. The forward techniques are to
add some redundancies for error robustness to bitstream in the encoder. These
techniques have a good feature that they don’t need any further error-handling
in the decoder, though providing lower compression efficiency. Forward-error cor-
rection (FEC), layered coding, multiple-description coding, and transport-level
control are included in these techniques. The concealment techniques are that
the decoder attempts to conceal errors without supplementary information from
the encoder. They utilize the spatial and temporal correlation of images for con-
cealment. In the meantime, the interactive techniques try error recovery based
on the interaction between the encoder and the decoder. Therefore, they are
applicable under the condition that a feedback channel is available.

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 852–860, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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The concealment techniques may be divided into two classes according to
the domain applying concealment techniques: spatial domain techniques and
temporal domain techniques. The spatial techniques conceal the damaged region
with spatially neighboring pixels regarding the high spatial correlation of image
signals. The temporal techniques conceal the damaged region with temporally
neighboring pixels regarding the high temporal correlation and movement of
objects within images.

In this paper we propose a temporal error concealment technique based on
boundary matching algorithm (BMA) using masks adaptive to luminance activ-
ity and edge information of neighboring regions. The proposed method is based
on the fact that the details within objects would be continuous over damaged
region and its boundary region. That is, there exists the connectivity between
the damaged region and correctly decoded region in the vicinity of the damaged
region in terms of the texture of an object in these regions. For example, if a
single object covers the regions, there will be the connectivity over these regions.
Based on this idea, we introduce the adaptive mask for boundary matching and
show the performance improvement of our scheme.

2 Background

In the temporal concealment techniques, a damaged block is replaced with the
block in the previous frame which is likely to be most similar to the damaged
block by an error criterion such as MSE. Actually, the process to search a similar
block corresponds to recovering the motion vector of the damaged block. As
a result, the concealment performance absolutely depends on accuracy of the
recovered motion vector.

The temporal replacement (TR) method is the simplest approach of temporal
concealment in which the damaged block is replaced with the block at the same
position in the previous frame, i.e. the motion vector of the damaged block
is assumed to be zero [2]. Accordingly, it works well for stationary and quasi-
stationary areas like background, but fails for fast moving areas.

Another technique is to replace the damaged motion vector with the average or
the median of the vectors of the neighboring blocks, which is called AV method.
It works well for areas with smooth motion, but fail for areas with unsmooth,
e.g. object moving in different directions [3][4].

Boundary matching (BM) techniques first choose several candidate vectors
from available neighboring motion vectors and find the best one to minimize
the luminance difference between the boundary pixels of the damaged block
and the boundary pixels of the blocks indicated by the candidate vectors [2].
These methods work well for regions with high spatial correlation. And, Iterative
weighted BMA (IWBMA) was developed as an enhanced version of BMA. It
iteratively applies the BMA technique updating the weights to boundary pixels
in the matching process [6].

The motion field interpolation (MFI) technique finds motion vectors at con-
trol points, instead of blocks, and concealment process is performed in the unit
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of the points. This technique provides a smoothly varying motion field and re-
duces blocking artifacts [1]. The motion vector extrapolation (MVE) technique
uses the motion vector obtained by extrapolation from motion vectors of blocks
in two previous frames. Since one of the previous frames is temporally far from
the current frame, unsmooth motion in temporal direction degrades its perfor-
mance [7].

The recursive half macroblock (RHMB) matching technique consists of four
steps. In the first two steps, a damaged MB is divided into upper half MB and
lower half MB for which error concealment is performed separately. In the last
two steps, error concealment processes for two half MB are repeated based on
the cost that is obtained by applying different weights according to matched
pixel positions [8].

3 Proposed Method

The proposed method attempts to use the edge information in images for error
concealment. Actually, we use the strength of edges in the boundary regions ad-
jacent to a lost block. Based on the edge information, we determine the matching
mask in four directions: above, below, left and right, if available. First of all, we
introduce the BM technique in more detail since the proposed method is based
on the technique.

3.1 Boundary Matching Algorithm

Lam et al proposed the boundary matching algorithm (BMA) where a damaged
block is searched in the previous frame with boundary matching process [2].
This process is to measure similarity between boundary pixels of the damaged
block and pixels in the previous frame. Since boundary pixels of the damaged
block are not available, they are predicted from the pixels just neighboring to
the damaged block, which is quite acceptable due to high spatial correlation.

Consider a damaged block of N ×N whose most upper-left position is (p, q).
DL, DR, DA, and DB are defined as four differences between the motion com-
pensated pixels and the boundary pixels of the damaged block in four directions:
above, below, left and right. That is,

DL =
N−1∑
i=0

(f̂(p + i, q)− f(p + i, q − 1))2 (1)

DR =
N−1∑
i=0

(f̂(p + i, q + N − 1)− f(p + i, q + N))2 (2)

DA =
N−1∑
i=0

(f̂(p, q + i)− f(p− 1, q + i))2 (3)

DB =
N−1∑
i=0

(f̂(p + N − 1, q + i)− f(p + N, q + i))2 (4)
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where f̂(x, y) denotes the motion compensated pixel value from the previous
frame. The BMA chooses the best motion vector among candidate vectors which
produces the smallest total difference D = DL + DR + DA + DB. The the can-
didate vectors consist of the motion vectors of (1) the block located at the same
position as the current block (2) the available neighboring blocks (3) the median
of the available neighboring blocks (4) the average of the available neighboring
blocks (5) the zero motion vector.

The BMA works well when there is no large change in pixel values across the
block boundary. However, it does not work well when neighboring pixel values
change abruptly at edges or corners. To solve this problem, J. Feng proposed
the modified BMA (M-BMA) to consider edge directions [5]. In the M-BMA, the
boundary pixels of the damaged block are predicted from one of three directions:
diagonal, anti-diagonal, and horizontal or vertical. In other words, the boundary
pixels of the damage block can be predicted from two diagonal directions as
well. It is clear that the M-BMA is superior to the BMA since the M-BMA
consider more directions for the prediction of the boundary pixels. Even though
the M-BMA considered more directions, both the BMA and the M-BMA have a
weakness to replace the boundary pixels of the damaged block with neighboring
pixels, which inevitably includes prediction error and may be the best in case of
an objects being shrunk. To solve this problem we propose a new method where
the pixels just adjacent to the damaged block are stayed at their own positions
during matching process. That is, matching process is performed for their own
positions but for the boundary of the damaged block. In addition, in order to
keep edge connectivity between inside and outside of the damaged block, the
masks adaptive to edge information are employed. The details of the proposed
method will be described in the next subsection.

3.2 Edge Adaptive Boundary Matching Algorithm

Edge adaptive boundary matching algorithm (EA-BMA) is based on the fact
that there may be edge connectivity between a damaged region and neighboring
region as long as these regions covers an object. The pixels around a damaged
block may have information about the texture of the object in the damaged
region. Thus we can expect a good concealment if we use the edge connectivity
between the damaged region and the neighboring region. To be sure of the con-
nectivity, we give higher weight to the regions with the high activities or strong
edges. In the end, the higher weight is realized to wider mask in matching of the
direction and the lower weight is done to narrower mask.

The examples of the connectivity are shown in Fig. 1 where the line connectiv-
ity can be used as the important feature in searching for the lost block. To ensure
the connectivity we prefer to include the regions with strong edges in matching
mask rather than with weak edges. After all, we evaluate the edge strength of
neighboring regions. The strength is employed to decide the size of the mask in
each direction. This is the point different from the conventional MBA.

To measure the edge strengths of four neighboring regions, we use the Sobel
operator which is applied to the region three pixels wide. The horizontal operator
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(a) (b) (c) (d)

Fig. 1. Edge connectivity

mode1 mode2 mode3 mode4

Fig. 2. Four modes for decision of the mask width

is applied to left and right adjacent regions to extract horizontal edges while the
vertical operator is applied to above and below adjacent regions. We should note
that the operators with a single direction were applied since vertical edges in the
left and right adjacent regions do probably not pass through the lost block. The
edge components resulted from the edge operation sums up to obtain the edge
strengths for four neighboring regions. After that, we sort the strengths in the
decreasing order. We will call four regions A, B, C, D where the region A has
the strongest edge and the region D has the weakest edge, i.e. the edge strengths
have the relationships of E(A) ≥ E(B) ≥ E(C) ≥ E(D), where E(·) denote the
edge strength and A, B, C, D ∈ {above, below, left, right}.

Now we decide the size of the mask to be used in matching process according
the edge strengths. Considering computational burden, we constrain the total
widths of four masks to be 8, two pixels wide for each mask on average. To
do this, four modes are introduced as shown Fig. 2. The mode is determined
so that the width of the mask may be proportional to the edge strength. For
instance, we select the first mode in Fig. 2 in case that E(A) > 2E(B) and
E(B) > 2E(C). If the region is in a previously lost another block, we exclude
the region in matching process to improve reliability.

Fig. 3 shows the example of the proposed mask decision. In this example,
mode 1 was decided as the best mode and finally four pixel wide mask for left
boundary region, two pixel wide mask for right boundary region, and one pixel
wide mask for above and below regions boundary. Using the masks determined
by the above procedure, we perform the matching process to obtain the following
differences,



A Temporal Error Concealment Method Based on Edge Adaptive BM 857

Received image

Damaged block

Horizontal
edge mask

Vertical
edge mask

Horizontal edge strength
for left and right

Vertical edge strength
for left and right

Sort the strengths and
Decide mask width

E(A) = 4(left), E(B) = 2(right),
E(C) = 1(above), E(D) = 1 (below)

Fig. 3. Mask decision by edge information

DL =
N∑

i=−1

nL−1∑
j=0

(f̂(p + i, q − 1− j)− f(p + i, q − 1− j))2 (5)

DR =
N∑

i=−1

nR−1∑
j=0

(f̂(p + i, q + N + j)− f(p + i, q + N + j))2 (6)

DA =
N∑

i=−1

nA−1∑
j=0

(f̂(p− 1− j, q + i)− f(p− 1− j, q + i))2 (7)

DB =
N∑

i=−1

nB−1∑
j=0

(f̂(p + N + j, q + i)− f(p + N + j, q + i))2 (8)

where nL, nR, nA, nB are the widths of the masks. Since the difference in each
direction is computed, we can decide the best motion vector which provides the
minimum of total difference Dtotal = DL +DR +DA +DB. If there is the region
unavailable the region is excluded in consideration. Finally, the motion vector is
given by

MVrec = arg min
mv

Dtotal (9)

4 Experimental Results

To evaluate the performance of the proposed method, EA-BMA, we executed the
test for QCIF Foreman, Carphone, Mobile and Stefan sequences. It is assumed



858 H.-S. Kang, Y.-W. Kim, and T.-Y. Kim

Fig. 4. Error patterns for performance evaluation

Table 1. Error concealment performance for Foreman, Carphone, Mobile, and Stefan
sequences

image method (average PSNR)
sequence no loss MVE R-H MB M-BMA EA-BMA

Foreman 32.11 27.42 27.95 28.75 29.10
Carphone 32.98 26.76 28.59 30.51 30.71
Mobile 29.04 25.35 24.36 24.44 25.29
Stefan 30.08 24.56 24.42 23.73 25.74

that a slice consists of a single row and no error occurs in the slices above
and below the slice which includes damaged blocks. This assumption can be
reasonable by using appropriate error resilience techniques such as interleaving.
Fig. 4 shows error patterns for test and H.264 video codec (JM 7.0) was used.
The proposed method is compared with motion vector extrapolation (MVE)
technique, recursive half macroblock (R-Half MB) technique, and modified BM
(M-BMA) technique.

As illustrated in Table 1, in which the figures are the average PSNRs of 100
frames, the proposed method is the best in PSNR for Foreman, Carphone, and
Stefan sequences, and it also gives a good performance for Mobile sequence even
though MVE is the best for the sequence. The proposed method works well for
Foreman and Carphone sequences that include relatively large objects, since it
is motivated by the connectivity with neighboring pixels. It is because in case
where an object covers the damaged region as well as the neighboring regions the
connectivity can be preserved very well rather than in case where the regions
include small objects. In addition, our method also works quite well even for
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(a) Foreman

(b) Carphone

EA-BMA
MVE R-H MB M-BMA

JM

EA-BMA

MVE R-H MB M-BMA

JM

Fig. 5. PSNR versus frame (frame 4 to 103)

Mobile and Stefan sequence that includes many small objects. In case of Mobile
sequence, our method is following just behind MVE that gives best performance.
The details of the experimental results are shown in Fig. 5 where JM denotes
the case of no error.

5 Conclusion

This paper presented a new temporal error concealment technique using the
edge connectivity to neighboring region with a damaged region. We proposed
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the mask adaptive to the strength of edge in the region adjacent to the damaged
block. The mask is located outside the damaged block. In matching process, we
used the masks outside a damage block instead of prediction to boundary pixels
of the damaged block. The best motion vector resulted from the process was
used in error concealment. The experimental results showed that our method
is very effective for image sequences, especially image sequences including large
objects.
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Abstract. A novel half-pel full-search motion estimation VLSI architecture for 
H.264/AVC video encoders is presented in this paper. Based on the processing 
element arrays eliminating redundant data accesses and attaining 100 % 
utilization, the architecture can be implemented with low clock rate while 
having high processing throughput. Such an implementation is particularly 
suited to applications requiring real time operations with high compression 
efficiency and low power. 

Keywords: VLSI architecture, Video coding, Fractional motion estimation, 
H.264 standard. 

1   Introduction 

Motion estimation (ME) [4] and compensation based on block-matching operations 
have been extensively used for removing temporal redundancy in many video coding 
applications because of their simplicity and effectiveness. Although the integer pel 
ME may provide satisfactory reconstruction results, the fractional pel ME is necessary 
in many applications because of the increasing demand on high video compression 
quality. One conventional approach to realizing the fractional ME in hardware is a 
direct extension to the those for the VLSI implementation of integer pel ME, where 
the same processing element (PE) array for the integer pel ME is also used for the 
fractional pel ME [5]. In this approach, the interpolated samples in the search region 
will first be computed, and stored in a memory buffer for subsequent accesses. This 
may introduce large storage overhead. In the PE array, the search for the candidate 
block having minimum sum of absolute difference (SAD) should cover the candidate 
blocks formed by integer position and interpolated samples. Accordingly, as 
compared with the integer pel ME, the fractional pel ME based on this architecture 
has longer latency for identifying the optimal candidate block. Although the long 
latency can be compensated by increasing the clock rate and the source voltage of the 
circuit, the average power may also be increased. 
                                                           
* Corresponding author. 
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The objective of this paper is to present a novel VLSI architecture for half-pel ME 
of H.264/AVC [4,6] having the advantages of low storage overhead, low latency and 
low power. In the architecture, low latency and low power are attained by the 
employment of concurrent PE arrays and the reduction of source voltage and clock 
rate. That is, we lower the power consumption and compensate the delay by 
increasing the silicon area [1]. There are four PE arrays in the architecture. These 
arrays are responsible respectively for the SAD computation of candidate blocks 
formed by integer position samples, vertically interpolated half-pel samples, 
horizontally interpolated half-pel samples, and diagonally interpolated half-pel 
samples. Each PE array is able to eliminate redundant accesses among adjacent 
candidate blocks so that it is not necessary to store the interpolated samples in the 
memory buffer. The storage overhead for fractional ME therefore can be minimized. 
The proposed architecture has been prototyped, simulated and synthesized for 0.18 
µm CMOS technology using UMC standard cells. The measured data demonstrate 
that the architecture can be an effective alternative for the applications where high 
video compression quality, high computational speed and low power are desired. 

2   Background 

This section reviews some background material of this paper. We start with the 
integer-pel ME. Figure 1 shows a NN ×   current block )4( =N  and its search area for 
the integer pel full-search BMA. The range of displacement is )2()]1(,[ =−−− ppp  in 

both x - and y -  directions. Therefore, the size of the search region is given by 
)12()12( −+×−+ pNpN . There are pp 22 ×  candidate blocks in the search area. The 

candidate blocks in the same row form a block strip. Adjacent block strips are 
overlapping. For the illustration purpose, the columns of the block strips are indexed 
as shown in Figure 1.  

 

Fig. 1. The 4× 4 current block and its search area. (a) the 4 × 4 current block , (b) the search 
area , (c) the index of columns of the first two block strips. 
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The 1D systolic array [2] of the full-search BMA is shown in Figure 2, which 
skews each column of the current blocks and candidate blocks for the SAD 
computation. Table 1 shows data flow schedule indicating the starting clock for 
calculating each column SAD, which will take N  clock cycles to complete. Every 
N consecutive column SADs will then be accumulated as one block SAD. 

3   The Proposed Architecture 

Although the 1D systolic array is simple to construct, the columns of search area will 
be re-fetched as shown in Figure 2 and Table 1. Therefore, it is necessary to use 
memory buffers for data reuse. 

The proposed architecture is based on the PE array presented in our previous work 
[3], which is used for the integer pel full-search ME for an N × N current block 
without the redundant accesses of candidate blocks within the same block strip. The 
circuit contains N 1D systolic arrays, and each systolic array contains N PEs, as 
shown in Figure 3. 

Table 1. The data flow schedule of 1D array (N=4) 

Inputs Clock 
Cycle Current Block Search Area 

Operations 

0 X0 Col0 |X0 − Col0| 

1 X1 Col1 |X1 − Col1| 

2 X2 Col2 |X2 − Col2| 

3 X3 Col3 |X3 − Col3| 

4 X0 Col1 |X0 − Col1| 

5  X1 Col2 |X1 − Col2| 

6 X2 Col3 |X2 − Col3| 

7 X3 Col4 |X3 − Col4| 

x0,0 x1,0 x2,0 x3,0

x0,1 x1,1 x2,1 x3,1

x0,2 x1,2 x2,2 x3,2

x0,3 x1,3 x2,3 x3,3

x0,0 x1,0 x2,0 x3,0

x0,1 x1,1 x2,1 x3,1

x0,2 x1,2 x2,2 x3,2

x0,3 x1,3 x2,3 x3,3

y0,0y1,0y2,0y3,0y4,0

y0,1y1,1y2,1y3,1y4,1

y0,2y1,2y2,2y3,2y4,2

y0,3y1,3y2,3y3,3y4,3

y1,0y2,0y3,0

y1,1y2,1y3,1

y1,2y2,2y3,2

y1,3y2,3y3,3

PE

PE

PE

PE

ACCM

D

D D

D D D

D

D D

D D D

 

Fig. 2. The Basic structure of 1D array 
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Fig. 3. The VLSI architecture of the PE array for integer pel full-search ME without redundant 
accesses of candidate blocks within the same block strip: (a) The architecture (b) 1D array 
architecture (c) PE architecture 

The circuit operates by scheduling the columns of the current block through a 
delay line, and broadcasting columns of two adjacent candidate block strips in the 
search region on each clock cycle. Each 1D systolic array then skews the pixels in the 
input columns for SAD computations. 

Table 2 shows the data flow of the PE array for the current block and its search 
area with N=4. In addition to having high throughput [3], the major advantage of the 
circuit is that each column in the same block strip is accessed only once. The 
redundant accesses within each block strip can then be removed. This advantage is 
very helpful for the half-pel ME. 

In addition, from Table 2, it can be observed that the PE array produces one block 
SAD for each clock cycle. Define the latency of the structure as the total number of 
clock cycles required for identifying the candidate block having minimum SAD for 
each current block. Accordingly, the latency of the PE array is 2p × 2p. The latency of 
conventional 1D array shown in Figure 2 is N × 2p × (2p+N-1) [2]. The proposed 
architecture therefore has lower latency over the basic 1D array. 

In the H.264 half-pel ME, each half-pel sample that is horizontally or vertically 
adjacent to two integer samples is interpolated from integer-position samples using 6-
tap finite impulse response (FIR) filter [4]. The remaining half-pel samples (termed 
diagonal half-pel samples) are then calculated by interpolating between six horizontal 
or vertical half-pel samples. Figure 4 shows the proposed architecture for the realizing 
the H.264 half-pel ME. It contains the FIR filter bank, and the PE arrays. The FIR 
filter bank calculates the horizontal, vertical and diagonal half-pel samples from the 
integer-position samples. The four PE arrays are then responsible for the subsequent 
SAD computation. All the PE arrays have identical architecture shown in Figure 3. 
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Table 2. The data flow of the proposed PE array shown in figure 3 for p=2 

 
To compute the horizontal, vertical and diagonal half-pel samples, two adjacent 

candidate block strips of integer-position samples (denoted by Block_strip_A and 
Block_strip_B in Figure 4) are accessed in the manner similar to the schedule shown 
in Table 2. Each source block strip is interpolated to form block strips of horizontal, 
vertical and diagonal half-pel samples by the filter bank. Since two adjacent source 
block strips are accessed concurrently, and each one is used to calculate three 
interpolated strips, the filter bank produces six interpolated block strips. It consists of 
six filters: Fj, j=1,..,6 (depicted in Figure 4.(b)). Each filter produce one column of the 
interpolated samples at a time for the subsequent PE array. The filters F1 and F2 
operate on each single column of the input strips for generating the vertically 
interpolated strips on every clock cycle. The filters F3 and F4 perform the averaging 
operations across columns of the input strips for calculating the horizontally 
interpolated strips. Finally, the filters F5 and F6 are used to produce the diagonally 
interpolated strips by averaging pels on each single column of horizontally 
interpolated strips. 

All the filter outputs are delivered directly to the PE arrays. It is not necessary to 
store the interpolated pels, because the PE arrays require no redundant access within a 
block strip. This can effectively reduce the storage overhead and power consumption. 
In addition, since four PE arrays operate concurrently, the SAD computation of 
integer-position samples can be performed in parallel with those of horizontal, 
vertical and diagonal half-pel samples. 

Accordingly, the latency of the proposed architecture is 2p × 2p, which is identical 
to that of the architecture in Figure 3 for integer-pel ME. The architecture therefore 
attains low latency for fractional ME with low power consumption and low storage 
size overhead. 

 

Clock 
Current
_block_
data 

Block_strip_A Block_strip_B 1-D Array 0 1-D Array 1 1-D Array 2 1-D Array 3 

0 X0 Col0  |X0 − Col0|    
1 X1 Col1  |X1 − Col1| |X0 − Col1|   
2 X2 Col2  |X2− Col2| |X1 − Col2| |X0 − Col2|  
3 X3 Col3  |X3 − Col3| |X2 − Col3| |X1 − Col3| |X0 − Col3| 
4  Col4 Col7 |X0 − Col7| |X3 − Col4| |X2 − Col4| |X1 − Col4| 
5  Col5 Col8 |X1 − Col8| |X0 − Col8| |X3 − Col5| |X2 − Col5| 
6  Col6 Col9 |X2 − Col9| |X1 − Col9| |X0 − Col9| |X3 − Col6| 

7   Col10 |X3 − Col10| |X2 − Col10| |X1 − Col10| 
|X0 − 
Col10| 

8  Col14 Col11 |X0 − Col14| |X3 − Col11| |X2 − Col11| 
|X1 − 
Col11| 

9  Col15 Col12 |X1 − Col15| |X0 − Col15| |X3 − Col12| 
|X2 − 
Col12| 

10  Col16 Col13 |X2 − Col16| |X1 − Col16| |X0 − Col16| 
|X3 − 
Col13| 

11  Col17  |X3 − Col17| |X2 − Col17| |X1 − Col17| 
|X0 − 
Col17| 

… … … … … … … … 
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Fig. 4. Proposed half-pel ME architecture. (a) The architecture, (b) The architecture of filter 
bank. 

Table 3.  The proposed fractional me chip performance 

Number of PE 8 
Range of 
displacement 

[8,-7] 

Block size 8 
Technology UMC 0.18 mµ  

Gate count 351K 
Max frequency 334 MHZ 

4   The Experimental Results 

The H.264 ME chip based on the proposed architecture was designed with Synopsys 
synthesis tools using a standard cell library based on the UMC 0.18 µm CMOS 
technology process. The main characteristics of the circuit are presented in Table 3. 
The circuit contains 4 × 8 × 8 PEs (N=8), with a range of displacement [8,-7] (p=8). 
The latency and maximum frequency of the circuit are given by 256 (i.e., 4p2) and 
334 MHz, respectively. 
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Table 4 shows the required clock rates and the corresponding average power 
dissipation of the proposed architecture for various frame sizes and frame rates. It can 
be observed from the table that the clock rate for processing the high definition TV 
(HDTV) video sequences at 60 frames/sec is only 238 MHz, which is still lower than 
the maximum clock rate of the circuit as shown in Table 3.This chip therefore 
supports a wide range of video formats for H.264 based applications. 

One major advantage of high throughput is that the clock rate is substantially 
reduced subject to a constraint on frame size and frame rate. The clock rate reduction 
may lower the power consumption [1] for ME, and is useful for low power 
applications.  

To justify the employment of 4 PE arrays in our architecture, the clock rates and 
the power dissipation of the architecture containing only one PE array (termed single 
PE system) for half-pel ME are also included in the Table 4. In the single PE system, 
the integer block strip, and horizontally, vertically and diagonally interpolated strips 
are processed one at a time. In addition, the system should contain local RAM for 
storing the interpolated samples. Consequently, as shown Table 4, our architecture 
has lower power dissipation than the single PE system subject to the same video 
format. For example, the power consumption of our architecture is only 679.51 mW 
for HDTV sequences. On the contrary, the power consumption of single PE system is 
884.72 mW for the same sequence. All these facts demonstrate the effectiveness of 
the proposed architecture. 

Table 4.  Comparisons of clock pates and average power consumption 

Frame Size CIF 4CIF 16CIF SDTV HDTV 

Frame Rate (fps) 30 30 30 30 60 

Clock Rate (MHz) 12.16 48.64 194.64 110.59 221.18 Proposed 
Circuit 

Power (mW) 33.23 135.95 453.15 271.91 679.51 

Clock Rate (MHz) 48.64 194.64 778.56 442.36 884.72 Single- 
PE Power (mW) 66.58 251.93 887.72 531.55 1329.20 

5   Conclusion 

As compared with the single PE architecture for fractional ME, the proposed 
architecture is able to produce the best MVs with lower clock rate. Therefore, the 
circuit is well suited for low power designs. In particular, the clock rate for the VBS-
BMA operations over CIF sequences at 30 fps is 12.16 MHz. The resulting power 
dissipation is only 33.23 mW, which may be attractive for mobile or portable video 
applications. On the other hand, the frame size and frame rate supported by the circuit 
can also be substantially extended subject to a clock rate constraint. In our experiment, 
the required clock rate for HDTV sequences at 60 fps is 221.18 MHz. The circuit may 
therefore be very helpful for designs requiring high visual quality. Gate-level 
synthesization and verification illustrate that our  circuit is beneficial  for enhancing the 
performance of H.264 encoders over a wide range of video applications. 
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Abstract. In this paper, the properties of human visual system such as 
insensitivity to high temporal frequency and contrast masking are exploited to 
improve the subjective coding efficiency of the Motion JPEG2000. Specifically, 
we detect motion information using DWT (Discrete Wavelet Transform) 
coefficients of the JPEG2000 and then determine the importance of the 
corresponding high frequency components based on contrast masking effect. If 
the motion turns out to be imperceptible by the human vision system, then we 
discard the corresponding subband data. Proposed scheme yields higher 
subjective quality at lower bit-rate than the conventional Motion JPEG2000 
coding scheme. Also, the proposed algorithm needs lower memory access and 
complexity than the previous enhanced coding scheme using motion estimation. 

Keywords: Motion JPEG2000, Human visual system, Rate control, Discrete 
wavelet transform. 

1   Introduction 

Motion JPEG2000 [1] is an international standard for video compression documented 
as JPEG2000 Part 3. Because of its high intra frame video compression efficiency, in 
2004, DCI (Digital Cinema Initiatives) has selected Motion JPEG2000 as the 
compression format to be used for future digital distribution of motion pictures [2]. In 
Motion JPEG2000, each frame is coded independently by using JPEG2000 image 
coding scheme with a constant bit-rate [3], thus the encoded bitstream contains 
interframe redundancy. To reduce the redundancy, enhanced Motion JPEG2000 
coding scheme has been presented [4], which adaptively controls the bit-rate for each 
frame by using the property of the human vision system. In the previous scheme [4], 
motion vectors are detected between adjacent frames by motion estimation, then an 
appropriate number of bits is allocated to each code-block according to the amount of 
the motion. The scheme can enhance the subjective video quality, but the video 
quality strongly depends on manually determined parameters such as the threshold of 
the motion vector and the weight factor of subbands. Also the previous scheme 
requires high computational complexity due to the estimation of the motion vectors. 
The goal of this paper is to further improve the efficiency of the Motion JPEG2000 in 
                                                           
* Corresponding author. 
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terms of the complexity and the subjective visual quality. To achieve this goal, we 
exploit human visual system, which has the insensitivity to temporal frequency as 
well as contrast masking effect. 

It has long been studied about human visual system to be used for image 
compressions. There are two main properties in human visual system, namely contrast 
sensitivity and contrast masking [5][6], which have been used to compress images 
with high subjective quality. Contrast sensitivity is used to reduce the redundancy of 
high frequency components, where human vision system cannot perceive well both in 
spatial and temporal domains. For example, motion compensation is used to reduce 
the temporal redundancy in DCT-based and wavelet-based coding [7][8]. Another 
human visual property, contrast masking, has also been used to remove the redundant 
information in images with multiple object regions [9][10]. They exploit the contrast 
masking to reduce the bit-rate without visual artifacts. 

In this paper, we propose a novel coding scheme, which exploits both the 
properties mentioned above. Since JPEG2000 is based on DWT, we can detect 
moving areas by calculating the difference of two low frequency subband images for 
the subsequent frames. Then, we exploit the contrast masking property to determine 
the importance of the high frequency components in the moving area. This, in turn, is 
used to control the bit-rate. We can improve the subjective compression efficiency by 
removing the temporal redundancy in the detected moving areas. 

The rest of this paper is organized as follows. In section 2, the conventional 
JPEG2000 coding method is introduced. With a brief description of contrast masking 
effect, its implementation in wavelet domain is explained in section 3. In section 4, 
the proposed compression scheme is introduced. Simulation results are provided in 
section 5 followed by the conclusions in section 6. 

2   JPEG2000 Coding Scheme 

Conventional JPEG2000 coding scheme is shown in Figure 1. As a preprocessing, 
input image is partitioned into rectangular and non-overlapping spatial regions on a 
regular grid called tiles. Since each image consists of multiple components, tiling is 
applied to each component separately but in a spatially consistent way. The 2-D 
discrete wavelet transform (DWT) decomposes each color component into sub-
images with different resolutions corresponding to the various frequency bands (LL, 
HL, LH, HH). Figure 2 shows the hierarchical structure of wavelet decomposition. 
The low-frequency sub-image (LL0 in Figure 2) is the approximation of the original 
image at a coarse resolution and it maintains contextual information of the original 
image. High frequency sub-images (HL, LH, HH) represent vertical, horizontal, and 
diagonal detail information, respectively. Most of the coefficients in the high 
frequency band are around zero at smooth area in the original image, but take large 
amplitude only along the detail areas such as edges and contours of the image. 
DWT coefficients of each subband at different resolution are divided into 
codeblocks, which are the basis blocks of entropy coding with a regular size. Each 
quantized codeblock is coded independently by bit-plane coding (BPC) in Tier-1 
coding process. 
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Fig. 1. Block diagram of JPEG2000 encoder 

…

……

…

 

Fig. 2. Hierarchical structure of DWT    
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Fig. 3. Codestream organization 

In BPC, bit-planes are coded by three coding passes (significant propagation, 
refinement and clean up) from the most significant bit to the least significant one. 
After the BPC, MQ-coder (which is context based adaptive arithmetic coder) 
generates a set of packets, which is a part of the codestream constructed by header 
information and the compressed image. Figure 3 represents bit-planes and codestream 
organization. In Tier-2 coding, rate-distortion optimization is performed. Coding 
passes, which come from MQ-coder, are truncated for all codeblocks by rate-
distortion slope value. More information regarding this issue can be found in [3][11]. 

3   Human Visual System 

Human visual system has the following two properties. The first is that human eye is 
less sensitive to higher frequency components than to lower ones and this fact has 
been used in the design of video equipments. The second is that the perception of 
human vision system will be changed when two signals (the background and the 
foreground) are coupled. The former is known as contrast sensitivity and the latter is 
contrast masking.  
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The contrast masking can be described such that the human visual sensitivity to 
gray level increment shows a nonlinear relationship with the background gray contrast 
[9]. For example, when the background has a gray value of 1c  and the foreground has 

gray value of 2c on it, human observer can discriminate the foreground from the 

background only when their contrast is greater than a detection threshold. Figure 4 
shows a contrast masking function diagram [5].  

 
TClog

MClog

W

0TC

0TC

TClog

MClog

W

0TC

0TC
 

Fig. 4. A contrast masking function diagram 

 

In Figure 4, 0TC denotes the detection threshold of the signal measured in the 

absence of masker. As one can see in the figure, if the contrast of the masker, MC , is 

lower than 0TC , the detection threshold, TC , remains constant (i.e., 0TT CC = ). On 

the other hand, when MC is greater than 0TC , TC  is determined as a power of the 

contrast masker. In fact, the actual detection threshold TC  can be modeled as follows 

[5][9], 

⋅=
W

T

M
TT C

C
MaxCC

0
0 ,1   (1) 

where W is the slope of the masking function as illustrated in Figure 4. 
One way to combine the wavelet property with the contrast masking effect was 

proposed by Hai and Shen [9]. The outline of their proposed method is as follows. In 
wavelet domain, the low-frequency sub-image (LL0 in Figure 2) is the approximation 
of the original image at a coarse resolution. And three high frequency sub-images 
(HL, LH, HH) contain the detail information such as edges and contours with their 
own orientation. As a coarse approximation of the original image, the low frequency 
sub-image can be regarded as background contrast of the image, and the 
corresponding high-frequency sub-image can be regarded as the increment of gray 
value on the background. According to the contrast masking effect, when the high 
frequency coefficients are less than a certain detection threshold, they can be ignored 
because human vision cannot detect them. Since human visual system has a 
logarithmic characteristic, for a gray level g , let us define G  as follows [9]: 

gG ln= . (2) 
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Then, G  can be used as the actual gray level perceived by human vision system. 
Now, the derivative of (2) yields: 

g

g
G

∆=∆ . (3) 

The increment G∆  of gray level in the original image can be replaced by the relative 
increment gg /∆ . This means that relative increment can be used to determine the 

actual gray level difference of the human vision system. Similarly, the frequency 
difference W∆ perceived by the human vision system can be represented by the 
relative frequency difference ww /∆ . Hai and Shen [9] use the energy of high 
frequency coefficients to represent w∆  and corresponding low-frequency coefficients 
to the background contrast w , which yields the following relationship, 

2

2

||||

||||

x

s
x

A

V

w

w
W ≈∆=∆  (4) 

where x  represents the corresponding resolution level and s is the frequency index 
such as HL, LH, HH. A  and V represent vector set of low and high frequencies, 
respectively. In other words, xA  represents low frequency vector set at resolution 

level x , and s
xV  represents vector set of s th frequency at resolution level x . xT  is 

the detection threshold which can be determined by contrast masking function. If the 

ratio of the norm of the ths  frequency (i.e., 2|||| s
xV ) and the norm of the low 

frequency (i.e., 2|||| xA ) are less than xT  (i.e., )/
22

xx
s
x TAV < , then s

xV  can be 

discarded for the data compression, because they can not be perceived by the human 
vision system.  

4   Proposed Coding Scheme 

Figure 5 illustrates block diagram of the proposed coding scheme. The lower shaded 
part in the diagram contains newly added processes and the upper part is the 
conventional JPEG2000 coding procedure. As shown in Figure 5, only previous low 
frequency subband coefficients are needed in the proposed scheme for the motion 
detection. 

 

 

Fig. 5. Block diagram of the proposed scheme 
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For low computational complexity, we use a temporal differencing method to 
detect motion between two consecutive frames. The perceptible motion can be 
defined to be the noticeable difference between the two frames. To determine the just 
noticeable difference, we employ the mapping function proposed by Ward [12]. When 
the energy difference, jiD , , of the ),( ji th macro blocks between the n th and ( 1−n )th 

frames (the energies are denoted respectively as 1n
j,iE −  and n

j,iE ) is larger than the 

threshold ( )n
jiEE ,∆  

)( ,,
1

,,
n

ji
n

ji
n

jiji EEEED ∆<−= − . (5) 

Then, it is regarded as a motion block. The threshold ( )n
jiEE ,∆  can be determined as 

follows [12], 

5.24.0
,, )219.1(0594.0)( n

ji
n

ji EEE +⋅=∆  (6) 

The motion detection is based on the macro blocks in the low frequency sub-image, 
which corresponds to codeblocks of the JPEG2000 in the high frequency sub-image at 
the highest resolution. Figure 6-(a) illustrates the motion detection process. White 
areas are macro blocks with detected motion. Since each codeblock is coded 
independently, detected macro blocks are collected to a codeblock. Figure 6-(b) 
shows collected codeblocks at resolution level 2. These codeblocks are determined to 
have motion and their coefficients are the candidates for discarding. 

The amount of the data reduction allocated to a codeblock is determined by 
considering the importance of codeblocks. Important codeblocks are the ones with 
high frequency contrast. Thus the coefficients in the important codeblocks are coded 
with the conventional R-D optimization while those in unimportant codeblocks are 
discarded. Note that the frequency contrast can be measured by (4). 
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(a) (b) 

Fig. 6. Motion detection: (a) motion detection process, (b) collected codeblocks with motion 
blocks for each subband 
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Figure 7 shows the flowchart of the proposed scheme. In Figure 7, s
xR is the ratio 

of the norm of the high frequency and the norm of the low frequency subbands (i.e., 
22

/ x
s
x

s
x AVR = ) described in section 3. Since we use the property of human visual 

system, the additional data reduction can be performed without noticeable distortion. 
When the abrupt shot change occurs, the number of detected motion blocks becomes 

larger. In such a case, in the proposed method, it is possible that the unexpected 
distortion increases. Thus in the proposed scheme, it is regarded as a shot change when 
the number of detected motion blocks is greater than 60% of the total number of motion 
blocks in the image. And, in such a case, our coding method is not applied. 

  

jiji ED ,, ∆>

x
s
x TR <

 

Fig. 7. Flowchart of the proposed scheme 

5   Simulation Results 

This section describes the coding results at various bit-rates for test video streams. 
Test video streams used in our experiments are provided by the video quality experts 
group (VQEG)[13]. Japer-1.701.0 is used for implementation of the proposed scheme 
and encoding options are from the DCI specification [3]. A video stream is encoded 
by the proposed scheme at various bit-rates and then assessed by 15 reagents using 
double-stimulus impairment scale method with conventional reference streams. We 
follow the test conditions in [14]. The test results are indicated by MOS (Mean 
Opinion Score) with 5 levels. Here, level 5 means the highest subjective quality, and 
level 1 means the lowest one. To assess the subjective quality, we compare the MOS 
of the proposed method with the conventional MJPEG2000 (i.e., Jasper 1.701.0). 
Table 1 shows the MOS results for various bit-rates. As one can see, the performance 
of the proposed method is better than the conventional one. In this experiment, we 
achieved approximately 10% improvement of the bit-rate than the conventional one at 
the same MOS.  

The removal of the high frequency components introduces the decrease of 
objective quality measure, PSNR. The PSNR decrement of the proposed method is 
about 0.7dB. Note that the additional distortion occurs only when the motion is 
detected and the energy of the corresponding high frequency component is low 
enough. In other words, the additional distortion may not be noticeable because 
human cannot perceive it. 
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Table 1. Experiment result in MOS (Mean Opinion Score) 

Proposed method Conventional MJPEG2000 Video size 
bit-rate MOS bit-rate MOS 

0.10 4.0 0.12 3.5 
0.19 4.2 0.21 4.2 720 480 
0.27 5.0 0.30 4.8 
0.10 4.1 0.12 4.0 
0.19 4.4 0.21 4.4 1024 768 
0.27 4.6 0.30 4.6 

 
In the proposed scheme, we need additional processing time of only 0.4% of the 

motion estimation using the full search, which is small enough to be ignored in 
JPEG2000 encoding time. 

6   Conclusion 

In this paper, we propose a novel Motion JPEG2000 coding scheme based on human 
visual system. Exploiting the insensitivity of the human vision system to high 
temporal frequency and the frequency contrast masking, we can achieve additional 
compression in the wavelet subband areas. Specifically, we discard the coefficients 
which human observer cannot detect artifacts. Thus, the proposed scheme enhances 
subjective quality with a lower bit-rate. Our scheme needs previous low frequency 
subband coefficients only, thus the additional computational complexity is negligible. 
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Abstract. A wavelet-based lossy-to-lossless image compression technique with 
polygon-shaped ROI function is proposed. Firstly, split and mergence 
algorithms are proposed to separate concave ROIs into smaller convex ROIs. 
Secondly, row-order scan and an adaptive arithmetic coding are used to encode 
the pixels in ROIs. Thirdly, a lifting integer wavelet transform is used to 
decompose the original image in which the pixels in the ROIs have been 
replaced by zeros. Fourthly, a wavelet-based compression scheme with adaptive 
prediction method (WCAP) is used to obtain predicted coefficients for 
difference encoding. Finally, the adaptive arithmetic coding is also adopted to 
encode the differences between the original and corresponding predicted 
coefficients. The proposed method only needs less shape information to record 
the shape of ROI and provides a lossy-to-lossless coding function; thus the 
approach is suitable for achieving the variety of ROI requirements including 
polygon-shaped ROI and multiple ROIs. Experimental results show that the 
proposed lossy-to-lossless coding with ROI function reduces bit rate as 
comparing with the MAXSHIFT method in JPEG2000; moreover, when the 
image without ROI is compressed by the proposed lossless coding, the proposed 
approach can also achieve a high compression ratio. 

Keywords: Image compression, region of interest (ROI), lossy-to-lossless 
coding, ROI coding, difference encoding. 

1   Introduction 

Image compression is used to reduce the image data size as small as possible under a 
tolerance limit of errors. In general, the techniques of image compression can be 
classified into two major categories: loss and lossless. Lossy compression requires not 
only less storage space, but also less transmission time or bandwidth, while lossless 
compression can completely reconstruct the original data. In addition to offering high-
quality compression, an effective approach to image compression should further 
incorporate value-adding functions, such as ROI coding and lossy-to-lossless coding. 
A ROI refers to a special region in an image that is of particular interest or imperative 
importance to the user who can free to identify the ROI based on ones needs. In 
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general, an image can be separated into important and non-important parts for a 
particular purpose; the important part represented by the ROI is often compressed by a 
lossless style while the non-important part can be compressed by a lossy-to-lossless 
style to achieve a tradeoff between the fidelity and the coding efficiency. That is, the 
ROI undergoes lossless compression first and then finer details of the remaining part 
of the image are gradually added at a later stage to achieve lossy-to-lossless coding. 

A lot of different techniques of ROI coding have been proposed recently. Li and Li 
[1] proposed shape adaptive discrete wavelet transform (SA-DWT) for arbitrarily 
shaped object coding. With the use of the transform, the spatial correlation and 
wavelet transform properties, such as locality property and self-similarity across 
subbands, are preserved. Tasdoken and Cuhadar [2] proposed region-based integer 
wavelet transform (RB-IWT) as an alternative to SA-DWT. The RB-IWT enables 
lossless coding of image regions which can not be achieved by SA-DWT due to the 
fixed-precision representation of wavelet coefficients. Fukuma et al. [3] introduced a 
switching wavelet transform by using shorter-length basis for ROI and longer-basis 
for non-ROI. The bases with different lengths provide better compression quality than 
a fixed-length wavelet transforms. Liu et al. [4] proposed a method for chromosome 
image compression which combines lossless compression of chromosome ROIs with 
lossy-to-lossless coding for the remaining image parts. The method performs a 
differential operation on chromosome ROIs for decorrelation, and is followed by 
integer wavelet transforms on ROIs and the remaining image parts. The boundary of 
chromosome ROIs are then traced by chain code method. 

The model of ROI coding supported in JPEG2000 is based on scaling the wavelet 
coefficients. The technique can be further classified into two different methods: 
general scaling-based and MAXSHIFT method [5]. For a general scaling-based 
method, a shape encoder/decoder is required to encode/decode the shape information 
(i.e., the shape of ROI). This makes both encoder and decoder more complicated and 
increases the bit rate; moreover, the method needs a ROI mask indicating which 
wavelet coefficients have to be transmitted exactly in order for the receiver to 
reconstruct the desired region perfectly. In contrast, the MAXSHIFT method does not 
need the shape information. However, if there are multiple ROIs with different 
degrees of interest, the MAXSHIFT method has to handle more difficult problems than 
a general scaling method, since the dynamic range has to be increased significantly.  

To solve the mentioned problems, we propose a wavelet-based image compression 
technique with polygon-shaped ROI and lossy-to-lossless coding. Firstly, split and 
mergence algorithms are proposed to separate concave ROIs into smaller convex 
ROIs. Secondly, row-order scan and an adaptive arithmetic coding are used to encode 
the pixels in ROIs. Thirdly, a lifting integer wavelet transform is used to decompose 
the original image in which the pixels in the ROIs have been replaced by zeros. 
Fourthly, a wavelet-based compression scheme with adaptive prediction method 
(WCAP) is used to obtain predicted coefficients for difference encoding. Finally, the 
adaptive arithmetic coding is also adopted to encode the differences between the 
original and corresponding predicted coefficients. We only need less shape 
information to achieve the polygon-shaped ROI and multiple ROIs with different 
degrees of interest. Furthermore, the proposed approach does not need to generate the 
ROI mask. 
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The remaining sections of this paper are organized as follows. In Section 2, we 
present the proposed approaches: split and mergence algorithms, lifting integer 
wavelet transform, and the WCAP method. Experiments are reported in Section 3. 
Conclusions are given in Section 4. 

2   The Proposed Approach  

The block diagram of the proposed approach shown in Fig. 1 is composed of seven 
processes: ROI selection, Graham’s scan algorithm [6], split and mergence 
algorithms, row-order scan, lifting integer wavelet transform, WCAP method [7], and 
adaptive arithmetic coding.  

ROI 
selection

Input
 image

 Graham's 
scan 

algorithm

Adaptive 
arithmetic 

coding

Compressed 
image

Lifting 
integer 
wavelet 

transform

WCAP 
method

Selected ROI +
 shape information

The whole image 
with zeros in the ROI

+

Split and 
mergence 
algorithms

 Row order 
scan

 

Fig. 1. The block diagram of the proposed approach 
 
ROIs are always formed by polygons or circles. When a ROI is formed by a 

polygon, the ROI is represented by the ordered vertices of the polygon and the 
ordered vertices just constitute the shape information. A polygon R in an image is 

called convex if line segment ba  for any pair of pixels a, b in R is completely in R. 
The convex hull of a polygon R is the smallest convex polygon containing R and 
represented by its convex vertices. Examples of polygon-shaped ROI and convex 
polygon are given in Fig. 2. In Fig. 2 (a), a polygon-shaped ROI is represented by 
ordered vertices: P1, P2, P3, P4, P5, P6, P7, and P8, where Pi, 1 ≤ i ≤ 8, are denoted by 
coordinates in the image. In Fig. 2 (b), a convex polygon is represented by 
corresponding convex vertices: P1, P2, P3, P4, and P5. On the other hand, when the 
ROI is formed by a circle, the shape of ROI is represented by the center point and 
radius of the circle. Similarly, the center point and radius just constitute the shape 
information. 
 

(a) (b)

P1 P2

P3

P4P5

P1

P2 P3

P4

P5

P6

P7P8

 
 

Fig. 2. Examples of polygon-shaped ROIs and convex polygons. (a) A polygon-shaped ROI and 
the ordered vertices. (b) A convex polygon and the convex vertices. 
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2.1   Split and Mergence Algorithms  

Given the shape information, both the encoder and the decoder use split and mergence 
algorithms to split the concave ROI into multiple convex ROIs. Then we can simply 
use row-order scan to extract all coefficients in all shaped ROIs. Hence, the encoder 
just needs to transmit very little shape information to the decoder, and the decoder can 
perfectly reconstruct the ROIs. The split and mergence algorithms consist of three 
steps: (i) judging whether a given ROI is convex, (ii) exploiting split algorithm to 
separate the ROI into multiple non-overlapped convex ROIs if necessary, and (iii) 
merging two or more ROIs to constitute a larger convex ROI if the mergence still 
satisfies the condition of convex hull. 

A given ROI is convex if each ordered vertex is exactly scanned once by Graham’s 
scan algorithm, and these vertices must form a convex ROI; otherwise, split algorithm 
will be used to achieve the necessary condition of convex hull. Split algorithm is a 
recursive approach dividing a ROI into multiple non-overlapped smaller convex ROIs 
step by step. The algorithm is divided into the following four steps: 

Step 1. Identify the convex ROI by tracing vertex one after one in the given ordered 
vertices. If any current vertex violates the condition of convex hull, a smaller 
convex ROI will be successfully split. Meanwhile, the algorithm pushes a 
vertex prior to the current vertex into a temporary queue.  

Step 2. The split is processing until the given ordered vertices is empty, and one or 
more convex ROIs are obtained upon the completion of this step. 

Step 3. All vertices in the temporality queue are ejected to compose new ordered 
vertices for subsequent steps.  

Step 4. Repeat from Step1 until no ROI to be split. 

After all non-convex ROIs are split, mergence algorithm is then performed to 
merge adjacent convex ROIs into larger convex ROIs by the following two steps:  

Step 1. Any two adjacent convex ROIs (i.e., there exists a common boundary between 
the two ROIs) is merged to generate a larger convex ROI if they satisfy the 
condition of convex hull. 

Step 2. The result of Step 1 is regarded as the input of mergence algorithm for the 
next step until no two adjacent ROIs can be further merged.  

Illustration of the split and mergence algorithms is shown in Fig. 3. An original 
ROI composed of ordered vertices: P1, P2, P3, P4, P5, P6, P7, P8, P9, P10, and P11 is 
given in Fig. 3 (a). The first splitting convex ROI (P2, P3, P4) is shown in Fig. 3 (b); 
then four convex ROIs, (P2, P3, P4), (P4, P5, P6), (P6, P7, P8), and (P8, P9, P10, P11), are 
successively split as shown in Fig. 3 (c). Meanwhile, the ordered vertices (P1, P2, P4, 
P6, P8, P11) is pushed into the temporary queue and regarded as an input ROI in the 
second step as shown in Fig. 3 (d). Two convex ROIs, (P1, P2, P4) and (P4, P6, P8, 
P11), are split as shown in Fig. 3 (e). The ordered vertices (P1, P4, P11) forms a convex 
ROI in this step; thus the split algorithm stops and mergence algorithm starts as 
shown in Fig. 3 (f). Two convex ROIs, (P1, P2, P4) and (P1, P4, P11), are merged to 
constitute (P1, P2, P4, P11) as shown in Fig. 3 (g). Two convex ROIs, (P4, P5, P6) and 
(P4, P6, P8, P11), are merged to constitute (P4, P5, P6, P8, P11) as shown in Fig. 3 (h). 
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Fig. 3. Illustration of the split and mergence algorithms. (a) Original ROI. (b) The first convex 
ROI is split. (c) Four convex ROIs are obtained after the first step. (d) (P1, P2, P4, P6, P8, P11) 
forms an input ROI in the second step. (e) Two convex ROIs, (P1, P2, P4) and (P4, P6, P8, P11), 
are obtained after the second step. (f) (P1, P4, P11) forms a convex ROI. (g) (P1, P2, P4) and (P1, 
P4, P11) are merged to generate (P1, P2, P4, P11). (h) (P4, P5, P6) and (P4, P6, P8, P11) are merged 
to constitute (P4, P5, P6, P8, P11). 

For each non-overlapped convex ROI, convex vertices are linked to form the 
boundary of the convex ROI and then row-order scan is adopted to scan all 
coefficients in the multiple convex ROIs. Thus we can precisely identify all 
coefficients in the non-overlapped convex ROI. For circular-shaped ROI, shape 
information is directly used to identify all coefficients in the ROI without using split 
and mergence algorithms. Thus we demonstrates that the proposed approach indeed 
only needs less shape information to achieve the ROI coding as compared with the 
conventional shape coding methods. 

The advantage of the MAXSHIFT method surpassed to the general scaling-based 
method is that the ROI coding does not need shape information at the decoder. 
However, generating the ROI mask still remains at the encoder, and the ROI mask 
calculation is complicated. Thus the computational complexity of these two methods 
is relatively higher than that of split and mergence algorithms. Since the proposed 
approach does not need to generate the ROI mask and is easy to implement, it is more 
efficient for lossless compression with ROI selection. 

2.2   Lifting Wavelet Transform 

Our wavelet transform was implemented by lifting scheme performed with the 
following three steps: (i) split step for sorting the input into the even and the odd 
entries, (ii) prediction step for giving the value at the even entries and predicting the 
value at the odd entries, and (iii) update step for updating even entries up to date to 
reflect knowledge of the input. Lifting integer wavelet transform means that the 
wavelet transform can transform integers to integer coefficients and perfectly 
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reconstruct the original integers from the integer coefficients. Lifting integer wavelet 
transform is capable of accomplishing fast in-place computation and especially 
appropriate for lossless data compression. A variety of transforms can be applied for 
lossless data compression. Nevertheless, according to the suggestions of the previous 
work [7], S+P transform is generally considered to be the best one. The S+P 
transform is described as 
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where [.] is a notation of signal, d[n] and s[n] are the highpass and lowpass 
coefficients respectively after the transform, x[.] denotes the original signal, and .  is 
a truncation operator.  

2.3   WCAP Method 

The WCAP method was proposed by Chen et al. [7]. Initially, the method analyzes the 
higher-correlation coefficients, where wavelet coefficients are regarded as the 
predictor (independent) and response (dependent) variables of a prediction equation. 
Then based on the higher-correlation coefficients, the method launched the selection 
of predictor variables using a conditional statistical test to determine which relative 
predictor variables should be included in the prediction equation. The generated 
prediction equations are then applied to predict most wavelet coefficients except the 
lowest-resolution coefficients.  

In most previous studies, the predictions were generally conducted with a fixed 
number of predictor variables at fixed locations. Actually, every kind of images not 
only has its own statistical distribution but also demonstrates different properties in 
different wavelet subbands. To achieve a more accurate prediction for compression, 
the number of predictor variables must be adaptively adjusted based on the image’s 
properties. Thus instead of relying on a fixed number of predictors on fixed locations, 
the WCAP method uses adaptive prediction approach to overcome the 
multicollinearity problem and takes the wavelet interscale persistence and intrascale 
clustering properties to achieve high compression ratio.  

In general, the probability distribution of the symbols to be encoded is unknown. 
Thus a method called adaptive arithmetic coding [8] which is combined from an 
adaptive probability estimation and an arithmetic coding is pursued to increase 
compression ratio. Adaptive arithmetic coding uses a real number to represent a 
sequence of symbols and updates the probability of symbol based on distribution of 
input symbol, whenever getting one input symbol. Finally, compression of images is 
achieved via this adaptive arithmetic coding.  
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3   Experiments 

In our experiments, all test images are 512×512 gray-level images as shown in Fig. 4. 
The ROIs are manually selected. If there are ROIs selected, the ROIs will be encoded 
by lossless style and the remaining parts are encoded by lossy-to-lossless style; 
otherwise, the entire image will be encoded by lossless style. At first, the polygon-
shaped ROIs and progressive lossy-to-lossless coding were examined to demonstrate 
the abilities of the proposed approach as shown in Fig. 5 (a). In Fig. 5 (b), a ROI was 
selected on the lena’s face and partial hat for lossless encoding. The remaining part of 
the image was gradually added to reconstruct the original image. As indicated from 
Figs. 5 (c) to (i), the remaining part was divided into eight bitplanes and starts 
bitplane encoding from most significant bit (MSB) to least significant bit (LSB) to 
achieve progressive lossy-to-lossless coding.  

The comparison of bit rates among adaptive arithmetic coding, MAXSHIFT 
method, and the proposed approach is shown in Table 1. From the table, we find that 
the proposed approach has the best compression rate for all six standard images. To 
understand the improved degree of the proposed approach over other methods in 
compression rate, we here define an improvement ratio (IR) to evaluate the 
improvement of compression performance for method B over method A as 

 

%100
methodofbitrate

 method of bitrate method of bitrate ×−=
A

BA
IR .                   (2) 

 

Here, the MAXSHIFT method was adopted to evaluate the improvement ratio of the 
proposed approach. One polygon-shaped ROI was selected on each of the six test 
images; the ROI approximately covers 15 - 25% of the images. The improvement 
ratios are given in Table 1. From the table, we find that the improvement ratios of the 
proposed method over the MAXSHIFT method are approximately 2.01 - 6.02%. 

(a) Lena (b) Goldhill (c) Boat

(d) Barbara (e) Baboon (f) Airplane  

Fig. 4. Six test gray-level images 
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(c) Bitplane 1~2

(d) Bitplane 1~3 (e) Bitplane 1~4

(b) ROI 

(f) Bitplane 1~5

(g) Bitplane 1~6 (h) Bitplane 1~7 (i) Bitplane 1~8

(a) Original image 

 

Fig. 5. Progressive lossy-to-lossless coding with polygon-shaped ROI 

Table 1. The comparison of bit rates among adaptive arithmetic coding, MAXSHIFT method, 
and the proposed approach 

.           Method 
Image 

Adaptive 
arithmetic 

 coding 

MAXSHIFT 
method 

The proposed 
approach 

Improvement 
ratio 

Lena 4.86 4.65 4.49 3.44% 

Goldhill 5.44 5.23 5.01 4.21% 

Boat 5.02 4.65 4.37 6.02% 

Barbara 5.71 5.19 4.95 4.62% 

Baboon 6.62 6.48 6.35 2.01% 

Airplane 4.62  4.04 3.81 5.69% 

 

The compressions without ROI selection were also examined. The comparison of 
the proposed method with other lossless coding techniques: CALIC [9] and 
JPEG2000 are given in Table 2. From the table, we can find that the proposed 
approach offers a better performance than the other two methods. The improvement 
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ratios of the proposed method over the JPEG2000 and CALIC methods are from 7.36 
to 10.7% and from 1.69 to 5.46%, respectively. 

As indicated by the above experiments, the main contributions of the proposed 
approach are to offer the high-performance polygon-shaped ROI coding and 
progressive lossy-to-lossless coding. Moreover, the proposed approach is also 
superior to JPEG2000 and CALIC methods for lossless compression without ROI 
selection. 

Table 2. Comparison of lossless compression for JPEG2000, CALIC, and the proposed 
approach in bits/pixel 
 

     Method 
Image 

JPEG2000 CALIC 
The proposed 

approach 
Lena 4.33 4.10 4.01 

Goldhill 4.85 4.58 4.33 

Boat 4.42 4.15 4.08 

Barbara 4.81 4.54 4.42 

Baboon 5.98 5.66 5.54 

Airplane 3.82 3.55 3.44 

4   Conclusions 

In this paper, a wavelet-based image compression technique with polygon-shaped 
ROI function and lossy-to-lossless coding was proposed. Firstly, split and mergence 
algorithms were proposed to separate concave ROIs into smaller convex ROIs. 
Secondly, row-order scan and an adaptive arithmetic coding were used to encode the 
pixels in ROIs. Thirdly, a lifting integer wavelet transform was used to decompose the 
original image in which the pixels in the ROIs had been replaced by zeros. Fourthly, a 
wavelet-based compression scheme with adaptive prediction method (WCAP) was 
used to obtain predicted coefficients for difference encoding. Finally, the adaptive 
arithmetic coding was also adopted to encode the differences between the original and 
corresponding predicted coefficients. 

The proposed approach possesses the following advantages: (i) only needing 
less shape information to reconstruct the ROIs, (ii) providing a progressive lossy-
to-lossless coding, achieving polygon-shaped ROIs, and supporting multiple ROIs. 
Thus the proposed approach is suitable for achieving the variety of ROI 
requirements. Experimental results show that the proposed lossy-to-lossless coding 
with ROI is superior to the MAXSHIFT method in JPEG2000; moreover, for 
lossless compression without ROI selection, the proposed approach has also 
obtained the best performance. 

Now, the ROIs are manually selected; further study on automatic determination of 
ROIs will be achieved by integrating the level set methods [10]. 
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Abstract. We present an effective security control for multimedia streaming in 
public network via buffer-occupancy feedback controls of client’s playback 
buffer.  There is a wide variety of multimedia-on-demand (MOD) applications 
can benefit from this end-to-end security control to protect the streaming data. 
Because the encryption/decryption for video packets are time-consuming 
process, our observation is that the playback buffer occupancy (PBO) can 
simply indicate the time availability to adjust the security level to affect the 
sending rate for the packet delivery. That is to say, adjusting security level can 
be applied further to keep the PBO away from buffer overflow and underflow. 
Therefore, we propose a feedback control of PBO not only to protect the MOD 
services from eavesdroppers, but also maintain the playback quality. To further 
boost the protection, we also apply Diffie-Hellman key negotiation method to 
provide the dynamic key changes while the PBO is controlled at a stable range 
for a long period. Moreover, due to the network uncertainty, different content 
delivery in MOD service will preserve different running PBOs. Then, they may 
have different applied security levels and key changes in service sessions. It 
will make eavesdroppers more difficult to recover the whole encrypted media 
data. In this paper, we also demonstrate the performance of encryption 
protection and preserved playback quality in our proposed schemes by 
experiments on a true VOD system with well-known encryptions of DES, 
2DES and 3DES.  

Keywords: MOD, encryption/decryption, playback buffer occupancy (PBO), 
feedback control.  

1   Introduction 

Based on the great absorption and acceptability of multimedia, diversified multimedia 
network applications such as e-learning, digital library, video on demand, video 
conference and video surveillance play a very important role on the prevalent Internet 
to affect human daily life. Now the infrastructure of broadband connections is almost 
furnished in the Internet, so the effective delivery of diversified media content is the 
key to the success for Internet business. 
                                                           
∗ The work was partially done while the author was visiting the Institute of Information 

Science, Academia Sinica, Taiwan in 2005 and supported by National Science Council, 
Project No. NSC 94-2213-E-130-001, Taiwan. 
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Due to the open architecture of Internet, lots of companies, research organizations 
and even individuals can easily work together to make their business progress through 
the public Internet community. But, the open architecture also makes the delivered 
content vulnerable to attack and eavesdrop. Computer hackers can take advantage of 
the ubiquitous connectivity of Internet through wired or wireless devices [8] to easily 
start attacking and stealing others’ private data on the Internet. The multimedia data 
also preserve privacy and confidentiality while delivering them through the Internet. 
Therefore, it is important to protect the real-time media streaming applications from 
eavesdroppers.  

Nowadays most proposed video streaming security mechanisms are strongly 
dependent on the coding scheme of media. So, we classify them as media-level 
protection scheme. One kind of the media-level protection is called partial encryption 
[2][3][4][5]. Either intra-frames or frame headers are encrypted through a secret key. 
Each intra-frame of the video streaming preserves whole image picture information. 
Besides, the frame header also preserves the important attributes of the related video 
frame. So receivers without the secrete key to decrypt the intra-frame or frame header 
cannot playback the partially encrypted video data. 

Another kind of media-level protection scheme makes transpositions on the blocks 
of a singe image picture. It’s hard to perceive the content in the scrambled data. We 
believe the complexity to recover the scrambled image without the transposition key 
is much the same as to solve the jigsaw puzzle. 

The above-mentioned video security schemes are strongly dependent on the 
compression or coding schemes for different media. While providing media-level 
video protection scheme, applications need to spend time to parse the bit sequence of 
the video stream to find out the location of the intra-frames or frame header. 

Most developers for real-time video streaming applications chose to ignore security 
provision completely because security services might content a lot of resources to 
reduce the playback performance for real-time video streaming application such as the 
MOD service. In this paper, we will propose a feedback control scheme in 
application-level to effectively protect the MOD service from eavesdropper without 
degrading the playback quality. 
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rate

arrival rate
player/decoder
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rate
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Fig. 1. MOD service session scheme 

 

In a MOD service session as shown in Fig1, a video data requested by a user will 
be divided into fix-sized packets and the server will deliver them to the public 
network by a nominal sending rate. In the MOD client, a playback buffer is needed to 
accommodate data packets with varied arrival rates due to the uncertainty (i.e. delay 
jitter and loss) in public network. However, due to the prevalent frame-based video 
coding scheme and each video frame is assembled by different number of packets, the 
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playback rate for arrival packets in playback buffer may vary. Thus, the occupancy of 
playback buffer (PBO) may also vary not only due to the network uncertainty of delay 
jitter and packet loss, but also because of client’s playback rate. 

However, PBO variation may incur buffer overflow and underflow to seriously 
degrade the playback quality. As shown in Fig1, the PBO can be controlled by 
applying feedback control of PBO to adjust the sending rate in MOD server to stay 
away from overflow and underflow. Because increasing sending rate may raise low 
PBO and decreasing may lower high PBO, the controlled PBO will maintain the 
playback quality. 

Our further observation to secure MOD service is that the high PBO implies that 
sender has more time to apply the stronger encryption methods with more time-
consuming process, and the low PBO implies that the sender should pick up easier 
encryption method with less time-consuming process or even aborts encryption. We 
believe that the dynamic encryption changes will not only strengthen the security of 
MOD service in public network, but also help to control PBO running at a given range. 

Moreover, while the PBO is controlled within a stable range and then the playback 
quality is guaranteed, it is not necessary to change encryption method. However, a 
single key may be used for a long time while the buffer is controlled and then it is 
vulnerable for eavesdropper to break this key. Then the dynamic key changes can be 
applied to further protect the MOD service. 

Therefore, our proposed security method for MOD service will apply not only the 
feedback control of PBO to dynamically change the applied encryption methods, but 
also dynamic key changes to boost the security protection. In this paper, we will first 
introduce the Buffer-occupancy Feedback Security Control (BFSC) and dynamic key 
changes in following section. The experiments and performance results to validate our 
proposed security schemes are investigated in section 3. The conclusion and future 
work are presented in the final section. 

2   Buffer-Occupancy Feedback Security Control with Dynamic 
Key Changes 

In this section, we present the buffer-occupancy feedback security control (BFSC) 
and dynamic key changes respectively to effectively protect the MOD service in 
public network. BFSC will change either the encryption method or the packet sending 
rate according to the PBO feedback control to maintain the running PBO. Dynamic 
key changes are applied while the PBO is running at a target range for a long period 
to strengthen the protection from eavesdropper.  

2.1   PBO Feedback Security Control 

The proposed BFSC scheme is simply illustrated in Fig 2. The MOD server encrypts 
the packets of media data at a fixed rate and then sends the encrypted packets at a 
nominal rate to the public network. While the encrypted packets arrive in the client, 
the client decrypts the arrival packets at a fixed rate and then moves decrypted 
packets to the playback buffer and player will playback the packets at a nominal 
playback rate. 
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Fig. 2. Buffer-occupancy Feedback Security Control (BFSC) 

Because the packets are delivered to the public network with uncertain 
performance, we cannot predict the delay jitter and loss for the delivered packets. The 
arrival rates of delivered packets won’t be exactly the same as their sending rates. 
Furthermore, the playback rate for the packets in the playback buffer may vary 
because of the prevalent frame-based video coding and the video content. For the 
example of MPEG-n, there are three types of video frame: I-frame, P-frame and B-
frame. I-frame is so-called intra-frame with the compression information of whole 
picture. Both P-frame and B frame are so-called inter-frame with compression 
information of the difference between the current and previous pictures. I-frame is 
assembled by much more number of fix-sized packets than P-frame and B-frame. 
Video content will affect the sizes of video frames and then the number of packets to 
assemble video frame will also vary. Then, the frame type and video content will 
affect the playback rate of the packets in playback buffer. 

Therefore, the PBO will vary due to the variation of arrival rates and playback 
rates. The PBO variation should be controlled in a stable range to keep away from the 
buffer overflow and underflow because they will jeopardize the playback quality. A 
rate-based feedback control [6][9] of buffer occupancy is usually applied to control 
the PBO to maintain the playback quality. 

> High Level

Decrease 
Packet 

Sending Rate

Increase 
Packet

Sending Rate

< Low Level

Single Key 
Duration

Encryption 
Complexity Level

Within High & Low Level

Change 
Encryption Key

> TC

Decrease 
Encryption

Complexity Level

Increase 
Encryption

Complexity Level

< Strongest Level

= Strongest Level> Weakest Level

Weakest Level 
Duration

PBO : Playback Buffer Occupancy 
TC , TN :Thresholds for duration time   

Encryption 
Complexity Level PBO

= Weakest Level

> TN

 

Fig. 3. The flow chart of BFSC with changing key 
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However, to further protect the MOD service, our observation is that high PBO 
indicates more time to apply new encryption with higher-complexity instead of 
decreasing sending rate to lower the PBO, and the low PBO indicates to apply new 
encryption with lower complexity instead of increasing sending rate to raise the PBO. 
The detail of BFSC flow chart is shown in Fig 3. Therefore, during the MOD service 
session, BFSC will dynamically change the encryption functions to enhance the 
strength of security protection and maintain the playback quality with the controlled 
running PBOs as well.  

Furthermore, we must consider two other cases to provide security control for 
MOD service without degrading the QoS while deploying the BFSC scheme. One 
case is that if the PBO does not run within the high and low levels and BFSC finds no 
further encryption function to change, BFSC must directly increase or decrease the 
nominal packet sending rate according to the feedback of PBO. The other case is that 
once the PBO runs within the target position for a long period. We will discuss this 
case for further details in the following sub-section. 

2.2   Dynamic Key Changes 

During the MOD service session, while the PBO runs within the target levels for a 
long period, the encryption function will also remain unchanged for a long period to 
reveal vulnerability to eavesdropper. To enhance the robustness of protection for 
MOD streaming service in such a case, we have to change encryption keys during this 
long period. However, if all the keys we need to apply are stored in a database, it will 
cost a lot of storage space for the MOD systems, especially for the portable devices 
with scarce resources. 

To overcome resource expense in dynamic key changes, we apply Diffie-Hellman 
key negotiation method to generate the first encryption key during MOD service 
initialization, and then we use the exponential and modular function applied in Diffie-
Hellman key negotiation method as the key generation function (KGF) to generate the 
keys for dynamic key changes. The proposed scheme of BFSC with dynamic key 
changes is illustrated in Fig 4. Once the server uses the KGF to change the encryption  
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Fig. 4.  Proposed scheme of BFSC with dynamic key changes 
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key for data packet, the flag header of changing key in the delivered packet will 
indicate that the encryption key has been changed to a new one. Then, the client will 
use the same KGF as the MOD server’s to generate the same encryption key to 
decrypt the encrypted data. 

The complete flow of dynamic key changes with Diffie-Hellman is illustrated in 
Fig 5. We use Diffie-Hellman key negotiation method to negotiate the first encryption 
key K0 used privately in MOD server and client by exchanging information of public 
keys Ys and Yc including basis α and exponent q in the exponential function. While 
the server needs to change current encryption key Kn-1 to a new encryption key Kn to 
boost the protection, server and client can use the same KGF to generate the new key 
Kn to perform the encryption and decryption respectively without troubles.  

MOD Server Client

2.Randomly generate private Xs < q

1.Randomly generate private Xc < q;
2.Calculate public Yc=

Ys ,  , q

4.Calculate encryption key K0=

Yc

Kn=Kn-1  mod qKn=Kn-1  mod q

Public Channel

3.Calculate public Ys= qsX  modα

1.Randomly generate public and q

qcX  modα

qY sX

c  mod
3.Calculate decryption key K0=

qY cX

s  mod

Change key

 

Fig. 5. Dynamic key changes with Diffie-Hellman key negotiation  

3   Experiments and Performance Results 

In this section, we will first introduce the experiments of applying BFSC with 
dynamic key changes on a true VOD system. Then, we analyze the experimental 
results and validate the performance for the proposed security scheme. 

3.1   Experiments 

The test-bed for the proposed BFSC scheme is shown in Fig. 6. The experiments to 
demonstrate the performance of BFSC with dynamic key changes are conducted on a 
true VOD system by using Dummynet [10] to simulate the network uncertainty of 
delay, loss and bandwidth. We have 3 different types of VOD services, the first one is 
the No-Encryption VOD service with no encryption in data packets, the second one is 
the No-BFSC VOD service with a single encryption method applied during the 
service session and the last one is BFSC VOD service with our proposed scheme of 
BFSC with dynamic key changes. 

In our experiments, we also examine 3 different kinds of MPEG-1 videos in our 
test cases, the first one is Star War-Episode I with a lot of scene changes and motions,  
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Fig. 6. Test-bed of proposed BFSC experiments 

the second one is Weatherman with less scene changes and  motions and the last one 
is football.  Then, we apply 3 different kinds of encryption methods in our 
experiments: DES, 2DES and 3DES. The network delays inserted by Dymmynet are 
0ms, 50ms, 250ms and 500ms. Moreover, the rate adjustment function r(t) of buffer 
occupancy feedback control is shown below: 

m

M
m

b

r
tbbtr

∆−=∆ ))(()(                   (1) 

rM is the maximum rate adjustment to avoid large burst traffic flooding to the 
network. b(t) represents the  current buffer occupancy feedback and bm is the target 
position of buffer occupancy. bm is the middle level in the playback buffer and rM  is 
as high as 220K bytes per second in our experiments. The feedback interval of buffer 
occupancy control is 10ms. The high level and low level to change encryption method 
are 60% and 40% of the playback buffer size respectively in the experiments for 
BFSC VOD service. 

3.2   Experimental Results and Performance Analysis 

In following figures, we illustrate the experimental results of PBO controllability and 
the sending rates to the network for No-Encryption, No-BFSC and BFSC VOD 
services respectively. The experiments for PBO controllability are conducted by not 
only inserting different network delays of 0, 50, 250 and 500ms, but also three 
different types of videos as mentioned before. 

The Fig 7 shows the PBO controllability and sending rates to the network in No-
Encryption VOD service with different inserted network delays for video Star War. 
The Fig 8 shows the PBO controllability and sending rates with different videos while 
inserted network delay is 250ms. 
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Fig. 7. PBO controllability and network sending rates in No-Encryption VOD service with 
different delays 
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Fig. 8. PBO controllability and network sending rates in No-Encryption VOD service with 
different videos 

PBO Controllability in No-BFSC VOD service
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Fig. 9. PBO controllability and network sending rates in No-BFSC VOD service with different 
encryptions 

PBO controllability for different maximum rate adjustment
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PBO Controllability in different feedback intervals of PBO
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Fig. 10. PBO controllability in different maximum rate adjustment and different feedback 
intervals of PBO at network delay 250ms 
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Changes of encryption methods and keys for different videos
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Changes of encryption methods and keys for different delays
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Fig. 11. Variation of encryption methods and key changes while applying different films and 
network delays in BFSC VOD service. (1: No encryption, 3: DES, 5: 2DES, 7: 3DES, 9: 
Changing Key). 
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Fig. 12. PBO controllability and network sending rates in BFSC VOD service with video Star 
War and network delay 250ms 

The Fig 9 shows the PBO controllability and sending rates to the network in No-
BFSC VOD service with different encryption methods for the video Star War. While 
using different values of maximum rate adjustment rM and different lengths of the 
PBO feedback interval, the PBO controllability is demonstrated in Fig 10. 

The Fig 11 shows the variations of encryption methods and key changes during the 
BFSC VOD service session while we apply different films and network delays. The 
PBO controllability and network sending rates for BFSC VOD service while applying 
the video Star War and network delay 250ms are shown in Fig 12. 

According the performance results of PBO controllability and sending rates to the 
network, our proposed BFSC scheme with dynamic key changes has better results 
than a single encryption method used in the No-BFSC VOD service. 

4   Conclusions 

In this paper, we propose a security scheme of BFSC with dynamic key changes for 
real-time MOD services by applying not only the feedback control of PBO to 
dynamically change the encryption methods, but also Diffie-Hellman key negotiation 
method to dynamically change encryption keys. Our experiments and performance 
results conducted on a true VOD system indicate the feasibility in our proposed 
security scheme without incurring much overhead to the system and network. We 
believe that our proposed protection scheme can provide more secure protection for 
MOD service in public network without degrading the playback quality.  
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Abstract. Three-dimensional television systems using depth-image-based ren-
dering techniques are attractive in recent years. In those systems, a monoscopic 
two-dimensional texture video and its associated depth map sequence are 
transmitted. In order to utilize transmission bandwidth and storage space effi-
ciently, the depth map sequence should be compressed as well as the texture 
video. Among previous works for depth map sequence coding, H.264 has 
shown the best performance; however, it has some disadvantages of requiring 
long encoding time and high encoder cost. In this paper, we propose a new cod-
ing structure for depth map coding with H.264 so as to reduce encoding time 
significantly while maintaining high compression efficiency. Instead of estimat-
ing motion vectors directly in the depth map, we generate candidate motion 
modes by exploiting motion information of the corresponding texture video. 
Experimental results show that the proposed algorithm reduces the complexity 
to 60% of the previous scheme that encodes two sequences separately and cod-
ing performance is also improved up to 1dB at low bit rates. 

Keywords: Three-dimensional television, depth-image-based rendering, depth 
map sequence coding, H.264/AVC video coding standard. 

1   Introduction 

We have a highly advanced visual sense that can perceive stereoscopic effects and the 
depth of an object. Three-dimensional television (3D-TV) is one of the promising 
next-generation multimedia appliances which exploits this visual sense and provides 
viewers with more realistic and immersive impression. In recent years, considerable 
research projects have been conducted on 3D-TV. Among various research efforts, a 
noticeable research project for 3D-TV is the Advanced Three-dimensional Television 
System Technologies (ATTEST) project [1] that started in March 2002. In ATTEST, 
a two-dimensional video sequence and its associated per-pixel depth information are 
recorded and transmitted, instead of transmitting two monoscopic video sequences for 
the left and right eye viewpoints. Stereoscopic videos are then generated using a 
depth-image-based rendering (DIBR) technique, as shown in Fig. 1. This data format 
has some advantages of high coding efficiency and interactivity as well as supporting 
scalability for various types of receivers. 
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Fig. 1. Structure of 3D-TV for DIBR 

In order to utilize limited bandwidth or storage space efficiently, the texture video 
can be compressed by exploiting its temporal and spatial correlations. In the same 
manner, the depth map sequence also has a significant amount of redundancies that 
can be removed for compression. Depth map coding schemes can be categorized into 
two classes. One class of depth map coding contains coding schemes using adaptive 
3D mesh-based interpolation and node tracking. The other class includes coding 
schemes using conventional video standards, such as MPEG-2, MPEG-4, and H.264.  

Mesh-based approaches [2, 3] are based on non-uniform image sampling. While 
the number of sampling points is reduced in flat areas, more points are coded in high 
curvature areas. The position and the number of points are determined by an iterative 
scheme based on the mean-squared-error (MSE) criterion. In order to reduce temporal 
redundancy, they handle inter frames by moving some nodes from frame to frame and 
coding the corresponding vectors. Thus, only those changes between two frames are 
coded. This approach is programmed with the OpenGL library and handled by a 
graphics hardware; therefore, its rendering time is very fast. 

Another approach for depth map coding employs the conventional video coding 
standards [4]. 8-bit quantized depth values are mapped to a YUV color signal where 
UV values are set to 128, and compressed as the texture video. This scheme is easy to 
adapt and very efficient. Up to now, H.264 provides superior compression results 
compared to the mesh-based approach in terms of PSNR values [5]. 

Although H.264 supports various block sizes and rate-distortion optimization and it 
shows high compression efficiency in depth map coding, it has some disadvantages of 
requiring long encoding time and high encoder complexity. This drawback is mainly 
due to the motion estimation operation that is performed for both sequences.  

In this paper, we propose an efficient algorithm for depth map coding by sharing 
the motion information with the corresponding texture video. Since motion estimation 
in the depth map sequence is skipped and motion information is taken from the tex-
ture video, the entire encoding cost is significantly reduced. The idea of sharing mo-
tion information can be found in Stefan's paper [6]; however, it is based on MPEG-2 
and motion information of the corresponding texture video is merely copied without 
any additional modifications. Therefore, this approach does not work well for H.264 
since the motion information of the depth map sequence is not optimized as in the 
corresponding texture video. In this paper, we propose a new idea for sharing motion 
information between two sequences in H.264.  
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This paper is organized as follows. Section 2 briefly explains the characteristics of 
depth map sequence coding in H.264. Section 3 analyzes the similarity of motion 
information between the depth map sequence and the corresponding texture video. 
After we describe details of the proposed algorithm in Section 4, experimental results 
are presented in Section 5. Finally, Section 6 concludes this paper. 

2   Characteristics of Depth Map Sequence Coding in H.264 

While the texture image indicates intensity values of each color component, the depth 
map represents depth information per pixel. Pixels in one object tend to have similar 
values in both the texture image and the depth map. Since the depth map is simpler 
than the corresponding texture image, we can have higher coding efficiency in depth 
map coding, as shown in Fig. 2. 

(a) INTERVIEW (b) ORBI(a) INTERVIEW (b) ORBI  
 

Fig. 2. Comparison of coding efficiency 

 
In depth map coding with H.264, there are much more skipped macroblocks and 

16x16 modes than the case of the texture video. These modes form approximately 
95% when the quantization parameter (QP) is 40. This is mainly due to simplicity of 
the depth map. On the other hand, sub-macroblock modes, such as 8x8, 4x8, 8x4 and 
4x4, rarely occur in depth map coding. Coding with sub-macroblock modes increases 
the bit rate due to numerous motion vectors. In depth map coding, a large number of 
macroblocks in the inter frame are encoded in 16x16 or 4x4 intra modes. The intra 
mode is a prediction scheme which exploits the neighboring pixels around the block 
to be coded. The intra mode works well for smooth images like the depth map and 
saves the coding bits for motion vectors. 

In the inter frame, bits are composed of seven components: header, mode, motion 
information, coded block pattern (CBP), residual data, delta QP, and stuffing bits. 
Residual data in the depth map usually takes a relatively small portion, which means 
that it is predicted well with motion estimation or intra prediction. In addition, bits for 
motion information take a large portion (more than 40%) even though most macrob-
locks are encoded in large sizes of blocks and intra coding.  
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3   Similarity Analysis for Motion Information 

In general, the texture video and the depth map sequence have similar characteristics. 
For example, boundaries of objects coincide and directions of object movements are 
the same in both sequences. During the motion estimation operation in the texture 
video, the motion vector is estimated by  
 

( , | ) ( , ) ( , )motion motionJ MV REF SAD MV REF MCOST MV REFλ = +         (1) 
 

where MV is the motion vector and REF is the reference frame for motion estimation. 
The motion cost (MCOST), which indicates the number of coding bits for the motion 
vector, is defined by  

16

(mvbits[4 ] mvbits[4 ])

2
x x y y

motion

c p c p
MCOST λ

− + −
=                     (2) 

where 
motionλ  is the Lagrangian multiplier of the motion vector and it is determined 

based on the quantization parameter (QP) by ( 12)/30.85 2 QP−× . In Eq. (2), ( , )x yc c  is the 

position of the actual candidate motion vector and ( , )x yp p  is the position of the pre-

dicted motion vector obtained by the left, upper and upper-right blocks. mvbits[·] is 
an array which contains expected bits for encoding of the motion vector, as shown in 
Eq. (3). The farther ( , )x yc c  is away from ( , )x yp p , the more the estimated cost for the 

motion vector increases. 

20,1, 2, ,3 2 log (#  of positions + 1)mvbits[ ] 2 1   ii i = + ×= +     (3) 

Therefore, the motion cost is carried out as a smoothness constraint. This means that 
motion vectors are not random and have similar values as neighboring motion vectors 
even when the size of the block is 4x4. Because of this property of motion vectors, the 
structure of objects in the depth map is maintained and some blocks may have incor-
rect motion compensation. 

Comparing the similarity of motion vectors between the texture video and the 
depth map sequence, we define a difference measure by the average distance of two 
motion vectors in the frame: 

1 1

frame , ,
0 0

1
dist

M N

i j i j
i jMN

− −

= =

= −t d                                        (4) 

where t is the motion vector for each 4×4 block of the texture video and d is that of 
the depth map sequence.  

Figure 3 shows the difference of motion vectors per frame of two test sequences, 
INTERVIEW and ORBI. The maximum search range is 32. While the average 
difference of the INTERVIEW sequence with a small motion is about 0.59 pixels, the 
ORBI sequence whose motion is relatively large because of camera motion has about 
3.77 pixels. 
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Fig. 3. Average difference of motion information per frame 

4   Motion Information Sharing Algorithm 

When we encode the depth map sequence, we can share the motion information of the 
corresponding texture video by exploiting the similarity of motion vectors between 
two sequences. The proposed algorithm consists of three stages, as illustrated in Fig. 
4. Initially, we need to decode coding modes and associated motion vectors of the 
corresponding texture video to use the motion information for depth map sequence 
coding. From the decoded motion information, we generate various modes and asso-
ciated motion vectors. Then, we select an optimal mode among the generated candi-
date modes based on the rate-distortion theory. 

Depth Map
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Fig. 4. Block diagram of the proposed system 
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4.1   Decoding of Motion Information 

Inter prediction supports a range of block sizes from 16×16 down to 4×4. In addition 
to the inter prediction, intra prediction is also available in the inter frame and has two 
modes: 16×16 mode and 4×4 mode. If prediction with neighboring pixels provides 
better performance than prediction with motion vectors, the intra mode is selected. 
However, intra coding rarely occurs in the texture video. For most QPs, the frequency 
of the intra mode is about 1.0% or less. Since intra prediction does not have motion 
information, direct use of motion vectors in depth map sequence coding is impossible. 
Instead, the motion vector can be generated from motion vectors of the neighboring 
blocks. In our experiment, the median of motion vectors for left(A), upper(B), and 
upper right(C) blocks has shown a good performance. 

( , ) ( , , )x yp p MEDIAN= A B C                                         (5) 

4.2   Candidate Mode Generation 

Since modes and motion vectors of the texture video were optimized for the texture 
video, they should be adjusted to fit into the depth map sequence coding. For  
this purpose, we need to generate various candidate modes and motion vectors. Gen-
eration of candidate modes can be divided into two operations: merge and split opera-
tions.  

Figure 5 shows an example of generating candidate modes from the decoded mode. 
If the mode of the texture video consists of smaller partitions, a merge operation is 
performed and generates larger sizes of modes. If the mode of the texture video is 
larger than the size of the current mode to be generated, a split operation is performed 
and generates several smaller sizes of modes using the neighboring blocks.  

… …

Mode 2
(16x8)

Texture video

Depth map
sequence

Mode 1
(16x16)

Mode 2
(16x8)

Mode 4
(8x8)

Merge Copy Split  
 

Fig. 5. Example of candidate mode generation 
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The motion vector for each mode is obtained by 

Copy   : If the mode is the same as that of the texture video, motion vectors are simply 
copied from the texture video. 

Merge : The average of the motion vectors within the size of the current mode. 

Split    : The average of the motion vectors within the size of the current mode and those 
of left and upper blocks to avoid generating duplicate motion vectors. 

4.3   Rate-Distortion Optimization  

The best mode is selected from the newly generated inter modes, SKIP mode, and 
intra modes based on the following rate-distortion cost.  
 

                                     * arg min ( , | ) ( , | )D Rλ λ λ= + ⋅
I

I S I S I                                    (6) 

 

where S is the set of blocks to be coded, D is the distortion, R is the bit rate, I and I* 
are encoding parameters and the best encoding parameters, respectively. In Eq. (6), λ  
is the Lagrangian multiplier of the mode. R includes the bits of the header, CBP, 
mode, motion information, and residual data. By skipping the bits for motion informa-
tion, the best encoding parameters are selected with more weighting on distortion. 
Thus, some increase in PSNR values is expected. Moreover, when motion compensa-
tion is performed with wrong motion vectors, error propagation can be blocked due to 
the intra mode in the inter frame. 

However, the proposed algorithm does not always show better performance at all 
bitrates. Sharing of motion vectors may be suboptimal in terms of the prediction error 
criterion. Therefore, residual data can be increased compared to direct coding of the 
depth map separately. Our approach is advantageous only when coding bits of the 
residual data are less than bit savings obtained by no coding of motion vectors. In 
other words, coding performance is good at low bitrates where the residual data is 
roughly quantized. This scheme is effective even when the depth map image, which is 
considerably degraded at low bit rates, is used in synthesizing views [7]. 

5   Experimental Results and Analysis 

We have implemented the proposed algorithm into JM reference software 9.7 and our 
simulation conditions are summarized in Table 1. Two types of test sequences have 
been used. The depth map sequences of ORBI and INTERVIEW [8] were captured by 
an infrared range camera, so-called Zcam™ [9]. On the other hand, the depth map 
sequences of BREAKDANCERS and BALLET [10] were calculated by a state-of-art 
stereo matching algorithm from multiple scenes. In our experiment, we have com-
pared the proposed scheme to the original coding scheme where the depth map se-
quence is coded separately. Motion vectors have been taken from various QPs (28, 
32, 36, 40) in the corresponding texture video. Since the depth map sequence for 3D-
TV generally shows high quality at low bitrates, we have evaluated our proposed 
algorithm in such high QPs (more than 40). 
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Figure 6 shows the encoding times of 100 frames of the texture video and the depth 
map sequence, respectively. Since the proposed algorithm omits the motion estima-
tion operation that has high computational complexity, the encoding time of the pro-
posed algorithm was about 60% of the original scheme. 

Figure 7 shows R-D curves of the original scheme and the proposed scheme. At 
low bitrates, coding efficiency has been improved up to 1dB, which shows the similar 
tendency on both types of test sequences. In particular, improvement of coding effi-
ciency is easily observed in sequences having a large motion, because sequences with 
a large motion save a lot of bits by not sending motion information of the depth map 
sequence. In addition, motion vectors obtained from the texture video that is encoded 
in higher quality have shown better results. However, at high bitrates, coding per-
formance has significantly fallen due to the precise quantization of increased residual 
data. 

 
Table 1. Simulation conditions 

 
Number of Frames 100 

Search Range ±32 
Number of Reference Frames 1 

Sequence Type IPPP 
Entropy Coding Method CABAC 

RD Optimization High Complexity Mode 
I Slice Insertion 0.5 sec 

 
 

   
Fig. 6. Comparison of encoding times 



906 H. Oh and Y.-S. Ho 

(a) ORBI (b) INTERVIEW

(c) BREAKDANCERS (d) BALLET

(a) ORBI (b) INTERVIEW

(c) BREAKDANCERS (d) BALLET  
Fig. 7. Performance comparison 

6   Conclusions 

In this paper, we have proposed a new H.264-based coding algorithm for the depth 
map sequence using motion information of the corresponding texture video. Although 
pixel values in both sequences are different, boundaries of objects in the scene coin-
cide and directions of object movements are very similar. Besides, when estimating 
the motion vectors in the texture video, H.264 considers the cost for coding motion 
vectors. Hence, the structure of objects tends to be maintained. These features allow 
the motion vectors of two sequences to be similar. In order to share motion vectors in 
a proper way, we have generated various candidate modes and motion vectors from 
the decoded modes and motion vectors of the texture video. We then select one 
among those candidates based on the rate-distortion optimization. Our experimental 
results have demonstrated that the proposed scheme reduces the complexity up to 
60% on average of the original scheme where the depth map sequence and the texture 
video are encoded separately. Coding efficiency has been improved up to 1dB at low 
bitrates. However, the proposed scheme does not always provide improved perform-
ance at high bit rates. Sometimes at high bitrates, coding performance has been rather 
reduced due to precise coding of increased residual data. Therefore, the proposed 
scheme is effective when fast encoding is required at low bit rates.  



 H.264-Based Depth Map Sequence Coding Using Motion Information 907 

Acknowledgements 

This work was supported in part by the Information Technology Research Center 
(ITRC) through the Realistic Broadcasting Research Center (RBRC) at Gwangju 
Institute of Science and Technology (GIST), and in part by the Ministry of Education 
(MOE) through the Brain Korea 21 (BK21) project. 

References 

[1] Redert, A., Op de Beeck, M., Fehn, C., IJsselsteijn, W., Pollefeys, M., Van Gool, L., 
Ofek, E., Sexton, I., Surman, P.: ATTEST–Advanced Three-Dimensional Television Sys-
tem Technologies. Proc. of International Symposium on 3D Data Processing (2002) 313–
319 

[2] Chai, B., Sehuraman, S., Hatrack, P.: Mesh-based Depth Map Compression and Trans-
mission for Real-time View-based Rendering. Proc. of International Conference on Image 
Processing (2001) 

[3] Grewatsch, S., Muller, E.: Fast Mesh-based Coding of Depth Map Sequences for Effi-
cient 3D-Video Reproduction Using OpenGL. Visualization, Imaging, and Image Proc-
essing (2005) 

[4] Fehn, C.: Depth-image-based Rendering (DIBR), Compression and Transmission for a 
New Approach on 3D TV. Proc. of SPIE Conf. Stereoscopic Displays and Virtual Reality 
Systems XI Vol. 5291 (2004) 93–104 

[5] Grewatsch, S., Muller, E.: Evaluation of Motion Compensation and Coding Strategies for 
Compression of Depth Map Sequences. 49th SPIE’s Annual Meeting (2004) 

[6] Grewatsch, S., Muller, E.: Sharing of Motion Vectors in 3D Video Coding. Proc. of In-
ternational Conference on Image Processing (2004) 

[7] Fehn, C.: A 3D-TV Approach Using Depth-Image-Based Rendering (DIBR). Visualiza-
tion, Imaging, and Image Processing (2003) 482-487 

[8] Fehn, C., Schuur, K., Feldmann, I., Kauff, P., Smolic, A.: Distribution of ATTEST test 
sequences for EE4 in MPEG 3DAV. ISO/IEC JTC1/SC29/WG11 M9219 (2002) 

[9] Iddan, G., Yahav, G.: 3D Imaging in the Studio. SPIE’s Videometrics and Optical Meth-
ods for 3-D Shape Measurement Vol. 7  (2003) 48-55 

[10] Zitnick, C., Kang, S., Uyttendaele, M., Winder, S., Szeliski, R.: High-quality Video View 
Interpolation Using a Layered Representation. ACM Transaction on Graphics Vol. 23 
No. 3 (2004) 598-606 

[11] Wiegand, T., Sullivan G., Bjontegaard, G., Luthra, A.: Overview of the H.264 Video 
Coding Standard. IEEE Transaction on Circuits and Systems for Video Technology Vol. 
13 No. 7 (2003) 560-576 

[12] Wedi, T.: Motion Compensation in H.264. IEEE Transaction on Circuits and Systems for 
Video Technology Vol. 13 No. 7 (2003) 577-586 

[13] Fehn, C., Hopf, K., Quante, Q.: Key Technologies for an Advanced 3D-TV System. Pro-
ceedings of SPIE Three-Dimensional TV, Video and Display, (2004) 66-80 



L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 908 – 918, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

A Novel Macroblock-Layer Rate-Distortion Model  
for Rate Control Scheme of H.264/AVC 

Tsung-Han Chiang and Sheng-Jyh Wang 

Department of Electronics Engineering & Institute of Electronics, 
National Chiao Tung University, Hsin Chu, Taiwan, R.O.C. 

jkc.ee93g@nctu.edu.tw, shengjyh@cc.nctu.edu.tw 

Abstract. The purpose of rate control is to adjust an encoder so that the amount 
of encoded bits can match the amount of desired bits. In this paper, we focus on 
the rate control of an H.264/AVC encoder. We first analyze the relation between 
the quantization parameter, MAD, and the coded bit number. We also analyze the 
encoding of header bits. Based on these analyses, we build up a new 
rate-distortion model. Moreover, we use motion vectors to predict the MAD 
value. Based on these modifications, we may better predict the quantization 
parameter and the amount of encoded bits. In experiments, our approach not only 
improves the stability of encoder buffer but also makes an obvious improvement 
of visual quality. 

Keywords: Rate control, rate-distortion model, H.264/AVC. 

1   Introduction 

Rate control plays an important role in video encoders. The purpose of rate control is to 
control the amount of the encoded bits. Without rate control, the client buffer may face 
underflow or overflow due to the mismatch between the source bit rate and the 
available channel bandwidth for delivering a compressed bitstream. Existing video 
coding standards usually have their own non-normative rate control schemes during the 
standardization process. For example, there exists a rate control scheme in the JM 
(Joint Model) of H.264/AVC. 

Fig. 1 shows a block diagram of video encoding. Generally speaking, we adjust the 
QP value to control the compressed data size. The factors that may affect the 
determination of the QP values include channel bandwidth, buffer fullness, and video 
complexity. In terms of the unit of the rate control operation, rate control schemes can 
be classified into macroblock-, slice-, or frame-layer rate control. There exist several 
rate control schemes for video coding standards, such as the rate control schemes in the 
TM5 [1] of MPEG-2, in the TMN8 [2] of H.263, and in the VM-18 [3] of MPEG-4. 
These rate control schemes usually resolve two main problems: the bit allocation 
problem to predict the coded bits, and the parameter adjustment problem to properly 
encode each unit based on the amount of allocated bits. 

The bit allocation in rate control is usually associated with a buffer model. The 
quantization parameter adjustment is used to find the relation between the bit rate  and 
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Fig. 1. Block diagram of an encoder with rate control 

the quantization parameter. This relation is usually defined by a rate-distortion (R-D) 
model. A commonly used model in H.264/AVC is the quadratic rate-distortion model 
proposed by Chiang and Zhang [4] which uses the image complexity and the target bits 
to decide the QP value. Besides [4], many other methods have been proposed to predict 
the QP value for H.264/AVC, hoping to provide better coding performance and better 
video quality [5].  

In this paper, we propose a more accurate R-D model for the adjustment of 
quantization parameter. In bit allocation, we perform macroblock-level bit allocation. 
The remainder of this paper is organized as follows. In Section 2, the backgrounds of 
H.264/AVC standard and rate control are briefly reviewed. In Section 3, our R-D model 
is statistically and theoretically analyzed. Our bit allocation is then discussed in Section 
4. Finally, Section 5 concludes this paper. 

2   Modified Rate-Distortion Model for H.264/AVC 

In the Joint Model of H.264/AVC, the rate-distortion model adopts the quadratic 
rate-distortion model, which is proposed by Chiang and Zhang [4] for MPEG4. This 
model is described as 

1 2 2
step step

T c c m
Q Q

σ σ= × + × + . (1) 

where T is the target bits which denote the predicted number of coded bits, m is the 
predicted number of the header bits,  means the MAD value, and c1 and c2 are some 
constant coefficients. Using this model, we can estimate the quantization stepsize. 
After a simple conversion, the QP value can be computed. According to Equation (1), 
the coded bits can be divided into two parts. The first two items represent the texture 
bits, while the last item represents the header bits. In this paper, we formulate a new 
R-D model according to the relation between texture bits and the quantization 
parameter. Since the header bits are also important in the R-D model, we also 
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investigate the relation between the header bits and the macroblock mode. Finally, we 
build a modified R-D model to provide an improved performance in rate control. 

2.1   Proposed Rate-Distortion Model 

First, we are interested in modeling the relation between the number of coded texture 
bits and the quantization parameter, assuming the residual (MAD) of the macroblock is 
fixed. Fig. 2 shows the plot of the number of generated bits with respect to QP. It can be 
seen in Fig. 2 that the relation between the number of generated bits and the QP value 
can be partially approximated by a second-order polynomial. That is, 

2Bits a QP b QP c= × + × + . (2) 

Fig. 3 describes the curve fitting results based on the second order polynomial. It can 
be seen that the second order polynomial fits the relationship pretty well. Then, we try 
to find the relation between MAD and the coefficients in Equation (2). Fig. 4 plots the 
relation between the coefficient “a” and MAD. Based on this experiment, we model the 
relation to be linear. The linear model is expressed as 

( )1 2max 0,a x x MAD= + × . (3) 

The lower bound is to avoid getting a negative “a”.  

 

Fig. 2. Relation between coded texture bits and QP 

 

Fig. 3. The relation between the number of coded texture bits and QP, when MAD=0.7695 and  
MAD=2.7383. The pink curves show the fitting results based on a second-order polynomial. 

Similarly, we can find the relationship between the coefficient “b” and MAD. Fig. 5 
shows that b is approximately equal to the constant -90 for various choices of MAD. Even 
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Fig. 4. The relation between the coefficient “a” 
and MAD in different sequences 

Fig. 5. The relation between the coefficient “b” 
and MAD in different sequences 

though the variance of b is not very small, we still treat “b” as a constant in our model to 
simplify the problem. Regarding the coefficient “c”, we can see in Fig. 6 that there is an 
apparent relationship between “c” and MAD. We have tried several curve models to fit 
this relationship and finally reached the simple model expressed in equation (4). The 
fitting result is also shown in Fig. 6. 

1 2c z MAD z MAD= × + × . (4) 

Based on Equations (3) and (4), we can rewrite Equation (2) as 

2 2
1 2 3 4 5Bits k MAD QP k MAD k QP k MAD k QP= × × + × + × + × + × . (5) 

  

Fig. 6. The relation between the coefficient “c” 
and MAD in different sequences 

Fig. 7. The relation between MAD and the 
“zero point” 

The equation (5) needs one extra constraint. This is because this model is used only 
for non-zero coded bits. Observing Fig. 2, we can find that when the QP value is large 
enough, the number of coded bits become 0. For example, the number of coded bits 
becomes 0 when QP is larger than 34 in Fig. 2. We name this turning point as the “zero 
point”. In Fig. 7, we show the relationship between MAD and the “zero point”. Based 
on Fig. 7, we describe the relation between MAD and the “zero point” as a linear model 
and express the relationship as 

1 2MAD h h QP= + × . (6) 

Then, we add on the constraint that MAD has to be larger than some value. The 
equation (5) is then rewritten as 
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2 2
1 2 3 4 5

1

2

1

2

           

1       

Bits k MAD QP k MAD k QP k MAD k QP

MAD h
QP QP

h
QP

MAD h
QP QP

h

σ

σ

′ ′ ′= × × + × + × + × + ×

−′ ′ ≤ ×
=

−′ ′− > ×

. 

(7) 

where  is a parameter that must be more than one. 
In this new model, we’ll have to calculate the model coefficients k1, k2, k3, k4 and 

k5. Here, we use a linear regression technique to find these coefficients. Based on this 
model, we then formulate our R-D model for H.264/AVC at the macroblock level.  

2.2   The Relation Between Header Bits and Macroblock Mode 

In H.264/AVC, inter-prediction coding has several macroblock modes. The number of 
macroblock header bits is varying in different macroblock modes. In Fig. 8, we show 
that the header bits of 16×16, 16×8 and 8×16 macroblock modes are basically irrelative 
to MAD, but the header bits of the 8×8 mode are proportional to the MAD value of the 
macroblock. Moreover, the variances of the header bits in 16×16, 16×8 and 8×16 
modes are very small, but it is not the case in the 8×8 mode. 

  

Fig. 8. The relation between header bits and the 
MAD value of macroblocks 

Fig. 9. The relation between macroblock header 
bits, number of motion vector, and macroblock 
MAD 

In the 8×8 mode, the motion vector data are variable. This is because an 8×8 block 
can be divided into 8×4, 4×8, or 4×4 modes. A smaller block size causes more motion 
vectors and thus more header bits. In Fig. 9, we can observe such a relation. Hence, a 
larger MAD has a larger chance to encode more motion vectors. Based on this 
observation, we model the relation between the 8×8 header bits and the MAD value of 
the macroblock in terms of a linear model: 

8 8Hbits a MAD b× = × + . (8) 

where a and b are coefficients of this model. 
For other modes, such as 16×16, 16×8 and 8×16 modes, we simply estimate the 

header bits of the current macroblock to be the averaged value of the previous 
macroblock. Using this header bits prediction method, we may reformulate Equation as 
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(9) 

where the coefficients are computed based on the linear regression technique over the 
already encoded data. 

3   Bit Allocation at Macroblock Level 

In the rate control scheme of the JM model in H.264/AVC, if the number of basic unit 
in a picture is one, we need to determine the bit allocation for each basic unit. If the 
basic unit is a macroblock, we perform bit allocation for each macroblock. In JM [8], 
the original method is defined as 

( ) ( )
( )

( )
2

2

,
,

,
mb

k

pMAD j k
T j k T j

pMAD j k
= × . 

(10) 

where j denotes the frame index, T(j) represents the target bits of the jth frame, k 
denotes the index of the encoded macroblock, and Tmb(j,k) represents the target bits of 
the kth macroblock at the jth frame. The symbol pMAD denotes the predicted MAD of 
a macroblock. This equation means that a macroblock with a larger MAD value needs 
more bits to be coded. Here, the prediction of MAD is based on a linear model: 

21 ),1(),( akjMADakjpMAD +−×= . (11) 

where pMAD means the predicted MAD value, MAD means the computed MAD 
value, and a1 and a2 are coefficients.  

However, when a macroblock is under movement, the corresponding residual data 
should be in motion too. Hence, the MAD of that macroblock no longer stays at the same 
place. Fig. 10 illustrates such a situation where the movement of macroblocks causes the 
MAD patterns in the current frame to be shifted to some other places in the next frame. 

 

Fig. 10. The illustration of macroblock motion 

To modify the MAD prediction at the macroblock level, we check the motion vector 
of each macroblock and move the MAD of each macroblock to the new location 
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accordingly. After moving all the macroblocks, we calculate the averaged MAD to 
represent the predicted MAD value. Like the case in Fig. 10, the MAD of macroblock 
M in the next picture can be computed as: 

( ) ( ) ( ) ( )
1

N t L t M t
t

N L M

w MAD N w MAD L w MAD M
pMAD M

w w w+

× + × + ×
=

+ +
. (12) 

where pMAD means the predicted MAD, wi represents the weighting coefficient of a 
macroblock. This modification not only improves video quality but also reduces the 
probability of buffer fullness. 

4   Proposed Rate Control Scheme for H.264/AVC 

The proposed rate control scheme for H.264/AVC contains three parts. The first part is 
the GOP-level rate control, where the initial QP and the definition of buffer fullness of 
this GOP are determined. The second part is the picture-level rate control, where the QP 
of each frame is determined. Finally, the basic-unit-level rate control determines the QP 
value of each basic unit. In Table 1, we list the symbols used in this section. 

In the GOP-level rate control, the expected available bits for GOP encoding are 
computed. The initial QP value is determined according to the average QP value of the 
previous GOP. If this is the first GOP, the initial QP value is determined according to 
the channel bandwidth and video resolution. 

The picture-level rate control is further divided into two stages, pre-encoding stage 
and post-encoding stage. In the pre-encoding stage, we need to determine the target bits 
of this picture. The target bits are predicted in two aspects. One is according to buffer 
fullness and channel bit rate. The other is determined by the remaining bits of this GOP. 
That is, we have 

( )( )
( ) ( ) ( )i

i i i
R j

T j S j V j
f

γ= + × − . (13) 

,

( )ˆ ( ) i
i

p r

B j
T j

N
= . (14) 

The real target bits are computed by combining ( )iT j  and ˆ ( )iT j  together. In this 

paper, we choose 

ˆ( ) 0.5 ( ) 0.5 ( )i i iT j T j T j= × + × . (15) 

On the other hand, the post-encoding stage adds the actual encoded bits into the 
buffer and makes sure whether the buffer overflows. 

Finally, for the basic-unit-level rate control, we first use Equation (12) to predict the 
MAD value of each macroblock and compute the target bits of each basic unit based on 
Equation (10). Then, we determine the QP value of each basic unit according to the  
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Table 1. Summary of Symbols 

Parameter Name Definition 
i The index of GOP 
j The index of Picture in each GOP 
f Frame rate 
Ri( j ) Channel bit rate 
Np( i-1 ) Total number of stored pictures in the (i-1)th GOP 
Bi( j ) The bits for the rest pictures in this GOP 
Si( j ) Target buffer level 
Vi( j ) Buffer fullness 

T i ( j ) The delta target bits 

T̂ i ( j ) The hat target bits 

T i ( j ) Target bits 
Np,r The number of the remaining stored pictures  

R-D model expressed in Equation (9). After determining the QP value, we execute the 
RDO encoding in each macroblock. The last step is to update the coefficients by the 
linear regression method. 

5   Experimental Results 

In order to evaluate the performance of the proposed algorithm, we performed several 
experiments on a few test sequences. The definitions of coding parameters are listed as 
followings.  

Profile: Baseline 
Frame Rate: 30 frame per sec 
Buffer size: 0.5×bit rate 
Frame Size: QCIF 
GOP: IPPP… 
Basic Unit: one macroblock 
RDO: On 
Bit Rate: 64K, 128K 

Table 2. The precision of prediction model 

Texture-bit Header-bit 
Error (MAD) Error (MAD)Sequence Bit Rate 

JM Our 
Improvement
(JM-Our)/JM JM Our 

Improvement 
(JM-Our)/JM 

64K 569.7 193.7 0.66 230.50 195.20 0.15 
Bus 

128K 224.2 150.5 0.33 448.91 307.23 0.32 

64K 1185.9 995.2 0.16 346.00 220.79 0.36 
Flower 

128K 1965.9 700.7 0.64 466.33 303.87 0.34 
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Fig. 11. The buffer fullness curves when coding 
the “bus” sequence with the bit rate = 64K 

Fig. 12. The buffer fullness curves when coding 
the “flower” sequence with the bit rate = 128K 

  

Fig. 13. The PSNR curve when coding the 
“bus” sequence with the bit rate = 64K 

Fig. 14. The PSNR curve when coding the 
“flower” sequence with the bit rate = 128K 

 

 

 
JM                 Proposed 

Fig. 15. Comparison of visual quality for the 220-th frame of the “flower” sequence result when 
the bit rate is 64K 
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We first compare the precision of the proposed R-D model. We divided the coded bit 
into two parts, texture bits and header bits. The comparisons with respect to the JM of 
H.264/AVC are listed in Table 2. The “error” is defined as the mean of absolute difference 
(MAD) between the actual coded bits and the targets bits (predicted bit number). 

In Table 2, the improvement is apparent. As shown in Fig. 11 and Fig. 12, our results 
are closer to the target buffer level. This improvement also causes the increase of PSNR 
values. Beside the proposed R-D model, the modified MAD prediction also causes the 
increase of PSNR values in the first few frames of each GOP. The average PSNR gain 
is 0.26dB and 0.2dB, respectively. Besides the PSNR gain, our proposed method can 
provide improved visual quality. In Fig. 15, we can see obvious differences, like the 
flowers in the garden. The improvement is due to the fact that we have reduced the 
over-use of coded bits during the coding of the upper portion of the pictures. Hence, 
adequate bits are left for the coding of the bottom portion of the pictures. 

6   Conclusion 

In this paper, we propose a new rate-distortion model for the baseline profile of 
H.264/AVC. Using the modified R-D model, we can improve the accuracy of rate 
control and the performance of visual quality, especially at low bitrates. The relation 
between the header bit and the MAD value has also been discussed. In the basic unit 
level, we use an instinctive method to predict the MAD value. Utilizing the bit 
allocation at the macroblock-level, we can achieve better performance over bit 
allocation and visual quality. 
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Abstract. A geometry-driven hierarchical compression technique for triangle 
meshes is proposed such that the compressed 3D models can be efficiently 
transmitted in a multi-resolution manner. In 3D progressive compression, we 
usually simplify the finest 3D model to the coarsest mesh vertex by vertex and 
thus the original model can be reconstructed from the coarsest mesh by 
operating vertex-split operations in the inversed vertex simplification order. In 
general, the cost for the vertex-split operations will be increased as the mesh 
grows. In this paper, we propose a hierarchical compression scheme to keep the 
cost of the vertex-split operations being independent to the size of the mesh. In 
addition, we propose a geometry-driven technique, which predicts the 
connectivity relationship of vertices based on their geometry coordinates, to 
compress the connectivity information efficiently. The experimental results 
show the efficiency of our scheme.  

Keywords: Mesh compression, progressive compression, progressive mesh. 

1   Introduction 

3D models have been represented by triangle meshes in computer graphics for a long 
time. In recent years, the issue of 3D model compression, multi-resolution, and 
progressive transmission gain more attention due to the usage of advanced scanning 
devices and the growth of Internet. Transmission of 3D models over Internet is 
relatively slow for complex models with many fine details. A progressive 
representation is thus appreciated due to its ability to enhance high performance 
interactivity with large model transmission. Furthermore, in progressive encoding 
schemes, models can be encoded as an embedded bit stream so that the receiver can 
terminate the transmission at any point of time to get an approximation of the model 
with exact bit control [9]. 

Typically, meshes are represented by two kinds of data: connectivity and 
geometry. The former represents how vertices in a mesh are connected while the latter 
represents the coordinates (and normals, textures, etc.) of each vertex. When 
considering the problem of 3D compression, for the purpose of reconstruction, the 
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connectivity information has to be encoded (or compressed) losslessly while the 
geometry information can be encoded in a lossy manner according to the requirement 
of accuracy [2], [5]. As a result, it is not easy to get a high compression ratio for the 
connectivity information encoding, especially when the encoding task has to be done 
in a progressive manner. 

Previous works on 3D compression can be distinguished to two major categories: 
single-resolution [12], [15] and multi-resolution [1], [4], [7], [9], [10], [13] 
compressions. Heckbert and Garland [6] gave a detailed introduction to most famous 
polygonal surface simplification algorithms. Peng et al. [11] gave a survey on most 
3D mesh compression technologies up to date. Rossignac’s Edgebreaker [12] and TG 
[15] are both great works for single-resolution connectivity compression of triangle 
meshes. Both works can achieve 1.5 ~ 2 bits/v or even better for connectivity 
compression. Valette and Prost [16] proposed a lossy to lossless progressive 
compression scheme for triangular meshes based on a wavelet multi-resolution theory 
for irregular 3D meshes. Multi-resolution techniques usually transmit a crude model 
followed by a series of refinement information such that the 3D model can be 
reconstructed progressively. 

Hoppe’s PM [7], [8] model introduced a continuous progressive compression 
scheme, but is space consuming in real practice. In the PM model, the simplification 
process can be described as a sequence of edge-collapse operations, and the 
reconstruction process is a sequence of the inversed edge-collapse operations, which 
are called vertex-split operations. These two operations are illustrated in Fig. 1. In the 
PM model, the cost for encoding each individual vertex split operation includes three 
major components: 1. Information that indicates the split vertex, v, in the previous 
mesh. Theoretically, it takes nlg  bits to indicate the split vertex for a mesh with n 

vertices. 2. Information that specifies how a vertex v is split. This can be achieved by 
recording the two co-vertices among all incident vertices of vertex v. It costs kC2  bits 

to record these two co-vertices, where k is the number of v’s incident vertices. 3. 
Information that records the geometry (coordinate) information of the new added 
vertices. This is usually achieved by encoding the prediction residues, which are the 
differences between the predicted coordinates and the actual coordinates. 

 
 

Vertex split

Edge collapse

 

Fig. 1. ‘edge collapse’ and ‘vertex split’ operations in the PM model. The two black vertices 
are co-vertices. 

Continuous progressive compression schemes usually impose a significant 
overhead to transmit the full resolution model when compared to the best single 
resolution schemes. Pajarola and Rossignac suggested a CPM (Compressed 
Progressive Meshes) [10] approach that refines the topology of the mesh in batches to 
eliminate the overhead caused by progressive refinement techniques and achieved 
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great success. In this paper, we propose a hierarchical compression scheme to keep 
the cost of the vertex-split operations being independent to the size of the mesh. Our 
work is similar to the work of Pajarola and Rossignac in the hierarchical manner. 
However, we propose a different geometry prediction scheme and a geometry-driven 
connectivity prediction scheme to compress both the geometry and connectivity 
information efficiently. 

2   Hierarchical Simplification 

Most 3D geometric progressive compression algorithms first transmit a crude model, 
M0, followed by a sequence of refinement information. Each refinement file contains 
the information of a set of vertices for reconstructing the next finer model. Fig. 2 
illustrates the reconstruction procedure. Our hierarchical transmission scheme can be 
organized as follows: 

1. A crude model, M0, is transmitted using a single resolution compression 
mechanism. In our work, the TG [15] method is applied on this stage. We suggest 
M0 to contain about 10 percents of the vertex number of the original model for the 
best performance in compression. 

2. A sequence of refinement archive information of each hierarchy, R1, R2, …, Rn, are 
sent in order for mesh reconstruction. The refinement archives should contain both 
the connectivity and geometry information in each hierarchical. 
 

 

Fig. 2. The refinement reconstruction procedure 

We use a ‘half-edge’ algorithm for the edge-collapse operation. That is, for the two 
vertices at the ends of the collapsed edge, we simply merge one vertex to the other, as 
shown in Fig. 3. For the following discussion of this paper, we’ll call the existed 
vertex as the parent vertex, vp, and the disappeared vertex as the child vertex, vc. One 
major goal of our hierarchical simplification mechanism is to reduce the heavy burden 
of indicating the split vertex. The cost for indicating the split vertex is nlg  in the 
PM scheme and thus will be increased as the mesh grows. We propose a hierarchical 
simplification scheme that removes a set of vertices from Mi to form a simplified 
mesh, Mi-1. The set of removal vertices in each hierarchy must be an independent set. 
An independent set is a set of vertices whose removal will not affect the 
neighborhood relationship of any other vertex in the same set. In other words, by 
removing an independent set of vertices from a mesh, the final resulted mesh is 
independent to the order of vertex removals. To satisfy this requirement, we set three 
constraints in the vertex removal process of each hierarchy: 
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1. Boundary vertex can not be a child vertex. 
2. The adjacent vertices of a child vertex cannot serve as child vertices of other 

vertices in the same hierarchy. Fig. 3 illustrates this constraint. 
3. A vertex can serve as a parent vertex for at most one time in each hierarchy. 

 
half-edge collapse 

vp vp vc 

 

Fig. 3. Illustration for the ‘half-edge’ collapse operation and independent set selection 
constraints. Vertex vc is merged to vp. Once vc is merged to vp, the adjacent vertices of vc (black 
vertices) can not serve as child vertices of any other vertex in the same hierarchy. 

The proposed scheme can successfully reduce the cost for indicating the split 
vertices. The simplification process is described as follows: 

1. Set i = n, where n is the number of the predefined hierarchical levels. 
2. Select an independent set of vertices, Vi, from Mi. 
3. Remove all vertices of Vi from Mi, and re-triangulate the holes left by those vertex 

removals to form a simpler mesh Mi-1. 
4. Record the refinement information Ri; set i = i-1. 
5. Stop if i = 0; else go to Step 2. 

3   Refinement Archive Encoding and Decoding 

For a simplification hierarchy from Mi to Mi-1, we need to encode an archive of 
refinement information for the reconstruction in the receiver side. The refinement 
archive includes three major components: which vertices were removed (the split 
vertex information), the coordinates of these vertices (the geometry information), and 
how these vertices were connected to their neighboring vertices (the connectivity 
information). These three components are encoded separately and then packaged 
together for transmitting to the receiver side. 

3.1   The Split Vertices Encoding 

For each hierarchy mesh Mi, we select an independent set of vertices for 
simplification using the selection algorithm described in Section 2, and then execute a 
series of edge-collapse operations to produce the next hierarchy mesh Mi-1. On the 
other hand, a series of vertex-split operations should be executed on Mi-1 to 
reconstruct Mi in the decoding stage. We use the offsets between split vertices in the 
coarser mesh to record the indices of these split vertices. For example, suppose the 
indices of the split vertices in Mi-1 are “2, 5, 7, 11, 12…”, the recorded information 
will be “2, 3, 2, 4, 1…”, which is the first index in Mi-1 followed by a series of offsets. 
The split vertices are usually evenly distributed among the models, thus the offsets are 
highly concentrated to several integers. This characteristic implies an entropy coding 
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method is suitable in this part. We choose an arithmetic coding method [3] for the 
split vertices encoding. 

3.2   The Geometry Encoding 

Most 3D compression schemes predict the geometry coordinates based on the 
connectivity relationship of vertices and then encode the prediction residues [1], [4], 
[10], [15]. We propose a geometry-driven technique which predicts the connectivity 
relationship of vertices based on their geometry coordinates. The advantage of 
geometry-driven compression is that the connectivity information can be compressed 
much more efficient. However, we still propose a prediction method based on the 
connectivity relationship of the previous hierarchy mesh Mi-1 to improve the geometry 
compression rate. The concept of our prediction method is based on the observation 
that the average coordinates of a parent vertex’s neighboring vertices in Mi-1 is usually 
close to the average coordinates of it and its corresponding child vertices. That is  
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where N(vp) is the set of vp’s neighboring vertices and )( pvN  is the size of N(vp). 

Thus, given the coordinates of vp and its neighboring vertices in Mi-1, we can predict 
the coordinates of vc as  
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The prediction residues )( '
cc vv −  are then encoded for geometry reconstruction. 

Fig. 4 illustrates the concept of the geometry prediction method. Since the geometry 
prediction residues (GPRs) tend to be very small when comparing to the actual vertex 
coordinates, they often distribute within a small range of the coordinate scope. 
According to this characteristic of GPRs, we encode the GPRs by the arithmetic 
coding method. 

3.3   The Connectivity Encoding 

For each edge-collapse pair vp, vc and their neighboring vertices, we encode the 
connectivity relationship based on their geometry information by the following steps: 

 

vc
’

v m 
vp 

vc 

Encode(vc - vc
’) 

 

Fig. 4. The concept of the geometry prediction method. vm is the barycenter of vp’s neighboring 
vertices. vc is the actual coordinates and vc’ is the predicted coordinates of the child vertex. 
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1. Connect each neighboring vertex to either vp or vc, depending on which one is 
nearer (evaluated by Euclidean distance) to the neighboring vertex. This operation 
will leave two quadrilateral holes as shown in Fig. 5. We define the quadrilateral 

hole in which the cpvv  direction is clockwise as the right quadrilateral hole, and 

the other one as the left quadrilateral hole. The four corner vertices of the two 

quadrilateral holes are named as r
pv , r

cv , l
pv , and l

cv , according to their positions, 

as shown in Fig. 5. 

 
left quadrilateral 

hole 

vc
r

vp
l

vp

vp
r

vc

vc
l

right quadrilateral 

hole

 

Fig. 5. The two quadrilateral holes and four corner vertices 

2. Compare the produced structure with the same part of Mi by ignoring the 
quadrilateral holes. If they have the same structure, the edge-collapse pair is 
classified as one of the following four categories by referring the structure of Mi to 

compare the lengths of r
cpvv  and r

pcvv  in the right quadrilateral hole, and compare 

the lengths of l
cpvv  and l

pcvv  in the left quadrilateral hole: 

(i) SS: if the actual connections in Mi are shorter edges in both quadrilateral holes, 
as shown in Fig. 6 (a). 

(ii) SL: if the actual connections in Mi are shorter edge in the right quadrilateral 
hole and longer edge in the left quadrilateral hole, as shown in Fig. 6 (b). 

(iii) LS: if the actual connections in Mi are longer edge in the right quadrilateral 
hole and shorter edge in the left quadrilateral hole, as shown in Fig. 6 (c). 

(iv) LL: if the actual connections in Mi are longer edges in both quadrilateral holes, 
as shown in Fig. 6 (d). 

Otherwise (i.e., the structures are different), the edge-collapse pair is classified to 
the “Others” category. 

 

S 

S 

vp vc

 

 

L 

S 

vp vc

 

 

S 

L 

vp vc

 

 

L 

L 

vp vc 

 

(a) (b) (c) (d) 

Fig. 6. The connection of (a) SS, (b) SL, (c) LS, and (d) LL categories, where “S” represents 
“shorter” and “L” represents “longer” 
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3. For vertex pairs classified to the first four categories, we directly encode their 
connectivity relationship as SS, SL, LS, and LL, respectively. For vertex pairs 
classified to the “Others” category, we encode the offsets between the actual 
connection and the SS condition of the two co-vertices. Fig. 7 illustrates the 
encoding concepts. 

 
 

v1 

v7 

v8 

v2

v3

v4

v5
v6 

vp 
vc 

 

 

v1 

v7 

v8 

v2 

v3 

v4 

v5 v6

vp 
vc 

 
(a) (b) 

Fig. 7. The encoding of vertices belongs to the “Others” category. (a) The SS connection 
condition: v1 and v6 are the two co-vertices. (b) The actual connection condition: v2 and v4 are 
the two co-vertices. Two integers, +1 (offset between v1 and v2) and -2 (offset between v6 and 
v4), are encoded for reconstruction. 

Table 1 shows the probability distribution of the five connectivity categories of the 
Horse model in each refinement hierarchy. Due to the uneven distribution of these 
categories, we encode the connectivity information by an arithmetic coding method. 

Table 1. The probability distribution of five connectivity categories of the Horse model in each 
refinement hierarchy 

Refinement 
archive 

vertices SS SL LS LL Others 

R1 1159 0.49 0.11 0.11 0.03 0.26 
R2 1573 0.52 0.10 0.11 0.02 0.25 
R3 2096 0.53 0.11 0.11 0.03 0.22 
R4 2821 0.57 0.13 0.11 0.03 0.16 
R5 3824 0.61 0.13 0.13 0.02 0.11 
R6 5093 0.73 0.10 0.10 0.02 0.05 

 

For each refinement archive, a header file, which records the lengths of the three 
refinement components, is attached to the refinement information to form a complete 
refinement archive package. 

3.4   The Refinement Archive Decoding 

In the receiver end, a base mesh is received followed by a sequence of refinement 
archives. The decoder first decodes the base mesh by TG’s algorithm, and then refines 
the base mesh by the upcoming refinement archives. The decompression steps of each 
refinement archive to reconstruct a mesh from Mi to Mi+1 are stated as follows: 
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1. Decode the header file to get the length information of three components: the split 
vertex information, the GPRs information, and the connectivity information. 

2. Decode the split vertex information to figure out the split vertices in Mi. For split 
vertices, the following geometry and connectivity information are decoded for 
operating a series of vertex-split operations. 

3. Decode the GPRs information. The coordinates of a split child vertex can be 
calculated by 

∈
+−=

)()(

2

pj vNv
j

p

pc v
vN

vrv  (3) 

where r is the decoded GPR; N(vp) is the set of vp’s neighboring vertices in Mi, and 

)( pvN  is the size of N(vp). The coordinates of the split child vertices are then used 

in the next step to get the connection relationship of the next finer mesh Mi+1. 
4. Decode the connectivity information. For each vertex-split pair, we operate a 

vertex-split operation by re-connecting vp and vc to their neighboring vertices. 
Firstly, we connect each neighboring vertex to either vp or vc, depending on which 
one is nearer. This operation will leave two quadrilateral holes. Secondly, if the 
decoded signal is SS, SL, LS, or LL, we simply triangulate these two left 
quadrilateral holes according to the decoded information. Otherwise, the decoded 
signals must be two integers, which are the offsets of the two co-vertices between 
the SS condition and the actual condition. We can easily connect vp and vc, to the 
correct neighboring vertices after the two co-vertices have been calculated. 

4   Experimental Results and Conclusion 

We have implemented the proposed compression algorithm on various kinds of 
triangle meshes. We used the TG single resolution scheme to encode the base mesh 
M0 in all our experiments. In average, it takes about 1.5 bits/v for the connectivity 
information, 9 bits/v for geometry information with 8-bit quantization per coordinate, 
and 13.5 bits/v for geometry information with 12-bit quantization per coordinate. 

Table 2 shows the detailed compression results of our scheme in every hierarchy 
for the Bunny model, quantized to 10 bits per coordinate. The original Bunny model 
has 35947 vertices and 69451 faces, and is simplified to a crude model, M0, with 3022 
vertices and 3601 faces. The “C bits” column is the sum of the split vertex and the 
connectivity information. The split vertex information costs about 2.3 bits/v in each 
hierarchy and the connectivity information costs the others. Table 3 compares the 
results of our algorithm with that of TG [15], PM [7], and CPM [10] methods. These 
three mechanisms are the-state-of-the-art schemes for single resolution, continuous 
progressive, and hierarchical progressive mesh compression, respectively. Our 
scheme is superior to CPM in both geometry and connectivity compression. From the 
nature of the independent set split-vertex selection algorithm, edge collapse 
operations in the same hierarchy will be distributed averagely around the surface of 
the simplified geometric model. Thus this algorithm is progressively multi-resolution. 
Fig. 8 shows the experimental results of the Horse model in different hierarchies. 
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(a) (b) (c) (d) 

Fig. 8. The Horse model in different hierarchies: (a) The crude model, M0, 2420 vertices, 4836 
faces. (b) M2, 4444 vertices, 8884 faces. (c) M4, 8113 vertices, 16222 faces. (d) The finest 
model, M7, 19851 vertices, 39698 faces. 

Table 2. The detailed compression results of our scheme in each hierarchy for a Bunny model, 
quantized to 10 bits per coordinate. G represents “Geometry” and C represents “Connectivity”. 

Refinement 
Archive 

vertices G bits G/v 
Cumulative 

G/v 
C bits C/v 

Cumulative 
C/v 

Reconstructed 
Model 

Base Model 3022 31006 10.26 -- 3082 1.02 -- M0 
R1 606 12130 20.02 20.02 3448 5.69 5.69 M1 
R2 855 15537 18.17 18.94 4685 5.48 5.57 M2 
R3 1125 18396 16.35 17.81 6142 5.46 5.52 M3 
R4 1577 23579 14.95 16.73 8594 5.45 5.49 M4 
R5 2083 28862 13.86 15.77 11185 5.37 5.45 M5 
R6 2773 35694 12.87 14.88 14336 5.17 5.37 M6 
R7 3668 41896 11.42 13.88 17899 4.88 5.22 M7 
R8 4991 48083 9.63 12.68 21710 4.35 4.98 M8 
R9 6793 64540 9.50 11.80 27987 4.12 4.74 M9 
R10 8454 63760 7.54 10.71 27137 3.21 4.35 M10 

Table 3. Comparison of compression results (bits/v) of TG, PM, CPM, and our scheme. The 
geometry information is quantized to 10 bits per coordinate. The datum is the cumulative 
compression results for transmitting full resolution models. 

  Single resolution
Continuous 
progressive 

Hierarchy progressive 

TG PM CPM Our scheme 
Model Vertex 

G/v C/v G/v C/v G/v C/v G/v C/v 
Bunny 35947 NA 1.6 NA 37 15.4 7.2 10.71 4.35 
Horse 19851 NA 1.4 NA 28 14.2 7.0 11.97 4.56 

Triceratops 2832 10.4 2.2 NA 32 14.5 7.0 12.45 4.87 
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Abstract. In this paper, we propose a motion estimation method using 
hierarchical triangulation that changes the triangular mesh structure according 
to its motion activity. The subdivision of triangular mesh is performed from the 
amount of motion that is calculated from the variance of frame difference. As a 
result, node distribution is concentrated on the region of high activity. The 
subdivision method that makes it possible to yield hierarchical triangular mesh 
is proposed as well as the coding method reducing additional information for 
hierarchical mesh structure is described. From the experimental result, the 
proposed method has better performance than the conventional BMA and the 
other mesh based methods. 

Keywords: Motion Estimation, Motion Compensation, Triangular Mesh. 

1   Introduction 

Block-based motion estimation and motion compensation is widely employed in 
modern video-compression systems. The block match algorithm(BMA) assumes that 
the object displacement is constant within a small block of pixels. This assumption 
presents difficulties in scenes with multiple moving objects and rotating objects. 
When adjacent blocks are assigned different displacements, a BMA may form a 
discontinuity in the reconstructed image called blocking artifacts. 

Triangular and quadrilateral meshes were proposed as an alternative to BMA in 
order to allow for affine or bilinear motion estimation and thus achieve better 
performance in the complex motion field. 

There are two types of mesh structure, regular meshes [1-2] and content-based 
meshes [3-5]. In regular meshes, nodes are placed at fixed intervals throughout the 
image. It is not need to send the mesh topology to the decoder. But this may not have 
the ability to reflect scene content, i.e., a single mesh element may contain multiple 
motion. Methods using content-based meshes address this problem, which extract the 
scene characteristic points and apply triangulation to the points. However these 
methods require much overhead information about the structure of mesh and the 
position of nodes. 
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In this paper, we propose a hierarchical triangular mesh generation method, in 
which patches that have high motion activity are successively subdivided, and the 
additional information reduction coding method for hierarchical triangular mesh 
structure. 

2   Hierarchical Triangular Mesh (HTM) 

The first step of mesh-based methods is to divide the image into many triangular 
patches. The motion vectors of the triangular patches are estimated by the node 
displacement and then the moving position of node is obtained. The motion vectors of 
the three vertices of a triangular patch are employed in determining the six parameters 
of an affine transform. In backward motion estimation, the displacement of every 
pixel inside the triangle can also be obtained from the previous frame using the affine 
transformation.  

In generating hierarchical mesh structure, we use the regular meshes which are 
isosceles right triangle in the coarsest level (level 0). The nodes in this mesh have 
four-way or eight-way connectivity. According to the motion activity, a new node is 
introduced in the region which has large motion to construct a finer triangle.  

The variance of the frame difference (FD) between the previous frame and the 
current frame is chosen as a measuring function to judge whether the region should be 
subdivided or not (see Equation (1)). 

2

( , )

1
( ) ( ( , ) )FD FD

x y pp

m P f x y f
N ∈

= −                                 (1) 

Where the region P  is the triangular patch region, PN is the number of pixels in the 

region, ( , )FDf x y  is the frame difference between current frame and previous frame 

and FDf  is the mean of ( , )FDf x y . If ( )m P TH> , the three nodes are added into the 

sides of the triangular respectively. Otherwise, the node is not added because of the 
small motion value. 

Because adjacent triangle meshes share a side, the introduced nodes change the 
structure of adjacent meshes. From the node addition, the next cases are occurred.  

(1) If all of the current mesh and adjacent meshes are not influenced by node 
addition, the number of nodes on the sides of the triangle is 0. 
(2)  If the node is added to the adjacent meshes and not added to the current mesh, the 
number of nodes on the sides of the triangle is 1, 2 (see Fig.1(a)-(e)).  
(3)  If the node is added to the current mesh or is added to all adjacent meshes, the 
number of nodes on the sides of the triangle is 3 (see Fig.1(e)-(h)).  

Figure 1 illustrates the possible triangulation according to the number and the 
position of the nodes. 

In the proposed algorithm, for consecutive subdividing a triangle, the shape of a 
mesh in a coarse level must be preserved in a finer level, too. Mesh structures in all 
levels are restricted to isosceles right triangle. According to the number and the 
position of nodes on the sides, the algorithm of triangulation is as follows. 
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Fig. 1. The possible triangulation according to the number and the position of the nodes 

Case 0. If the constructed mesh is already an isosceles right triangle, more process is 
not necessary (see Fig. 1(a),(c),(f),(h)).  
Case 1. If all nodes are located at only the legs of isosceles right triangle, a new node 
is introduced on hypotenuse of isosceles right triangle (see Fig. 1(e)).  

Figure 2 represents the method of isosceles right triangulation. Here the vector a  

is from a node on side to the opposite vertex and the vector b  is a side vector 
containing the node. For generated triangle to be isosceles right triangle, it is 

necessary that vector a  and b  for all nodes are orthogonal. If not, a node must be 
introduced on the hypotenuse of this triangle. 

 

Fig. 2. Isosceles right triangulation by node addition 

The proposed triangulation procedure is as follows.  

Step 1) In level 0, generate regular meshes, which are isosceles right triangles. 
Step 2) Examine whether the distance between triangle vertexes is minimum distance 
on that level and determine whether patch is split or not. If the amount of motion 
activity is larger than given threshold, add node into all sides of triangle.  

If ( )m P TH> , node is introduced into the all sides. 
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Step 3) In order for all meshes to be isosceles right triangles, evaluate the inner 

product of the side vector b  containing the node and the vector a  from the node to 
opposite vertex. If it is not orthogonal, add a new node to hypotenuse. Iterate the 
procedure over the all meshes until adding a node is not necessary.  

If 0a b = , node is introduced into the hypotenuse. 

Step 4) Triangulate the patches according to the number of nodes on each side of 
triangle.  
Step 5) Increase a level by one and divide the minimum size of triangle by two. 
Repeat Step 2)  

Fig. 3 indicates this triangulation procedure and Fig. 4 shows the result of sample 
image. 

 

Fig. 3. The example of hierarchical triangulation (a) level 0 (b) level 1 (c) level 2

(a)                                          (b)                                           (c) 

Fig. 4. Hierarchical triangular mesh(Football-frame No.2) (a) level 0 (b) level 1 (c) level 2 

3   Estimation of Motion Vector in HTM 

In order to estimate the affine transformation parameters for motion compensation, it is 
required to estimate the motion vectors at nodes. The motion vectors of the three  
vertices of a triangular patch are employed in determining the six parameters of an 
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affine transformation. We use the BMA to get the approximate displacement and then 
apply the hexagonal matching algorithm(HMA) as a refinement. In order to estimate 
the moving position of a node, we refine a considered node at the position, where the 
difference between the reconstructed and the original images is minimal  

3.1   Node Motion Estimation Using BMA  

BMA centering a considered node is used to search the approximate displacement of 
node. Because in hierarchical mesh, the distance between nodes is too short as level 
increases and the additional refinement process is introduced, BMA is applied to the 
nodes in only level 0. For the other nodes, bilinear interpolation using the position of 
nodes in level 0 is used to estimate the node position. 

3.2   Affine Motion Compensation  

After the displacement of the tree vertices of a triangular patch is obtained, the image 
is reconstructed using the affine transformation. For each point ( , )x y  of a considered 

triangle, the corresponding transformed position ( , )x y′ ′  is given by  

1 2 3

4 5 6

( , ) ( )

( , ) ( )

u x y x x a a x a y

v x y y y a a x a y

′= − = + +
′= − = + +

                                    (2) 

where 1 6, ,a a  coefficients are the six motion parameters of the considered triangle. 

Let us consider that Equation (2) is available in each vertex of triangle: 

1 1 1 1 1

2 2 2 2 2

3 3 3 3 3

1 1 1 1 1

2 2 2 2 2

3 3 3 3 3

( , ) 1 0 0 0

( , ) 1 0 0 0

( , ) 1 0 0 0 0

( , ) 0 0 0 1 0

( , ) 0 0 0 1

( , ) 0 0 0 1
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a
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Φ
= = =

Φ
               (3)
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Φ =  and by rewriting the vector a  as a function of 1−Φ , Equation 
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where  

2 3 3 2 3 1 1 3 1 2 2 1
1

2 3 3 1 1 2

3 2 1 3 2 1

1

det( )

x y x y x y x y x y x y

y y y y y y

x x x x x x

−

− − −
Φ = × − − −

Φ
− − −

                          (5) 

By substituting the affine parameters into Equation (2), we can perform motion 
compensation of any point in the current triangle. Because the affine parameters are 
non-integer real numbers, the resulting coordinates in the reference frame are too. In 
this case, bilinear interpolation is used to estimate the pixel location.  

3.3   Node Refinement  

In order to estimate the moving position of a node, we refine a considered node at the 
position, where the difference between the reconstructed and original images is 
minimal. Because moving a node affects the structure of adjacent meshes, while 
keeping neighboring nodes fixed, we move a considered node and reconstruct the 
image by affine transformation. Motion vector is decided from the position that 
minimizes the difference. PSNR as the cost function is defined such as  

2

10

2

( , )

255
10log

1
( ( , ) ( , ))

x y PP

PSNR dB
MSE

MSE I x y I x y
N ∈

=

= −
                              (6) 

where P  is the region bounded on neighboring nodes and PN  is the number of pixels 

in that region and ( , )I x y , ( , )I x y is the pixel intensity of the original image and the 

reconstructed image, respectively.  
The refinement process is done on a finer level after all nodes in a coarse level 

were refined. The above refinement process is iterated until the positions of nodes are 
optimized.  

If neighboring nodes were not moved on the previous refinement process and a 
considered node is not moved on the current refinement process, the refinement 
process is finished.

4   Coding of the Hierarchical Triangular Mesh  

Contrast to BMA or regular mesh, the proposed mesh structure is deformable, so 
additional information for describing the mesh structure is required. In this paper, 
because the subdivision of triangular mesh is based on the motion activity, additional 
information can be minimized from coding the only existence of added node. The 
reconstruction of the mesh structure is accomplished by the same mesh generation 
process according to the subdivision information. 

We let code ‘0’ represent the number of node addition is one or zero, and code ‘10’ 
represents the number of node addition is two, ‘11’ represents that the number of node 
addition is three, that is, ‘1’ represents the patch that can be subdivided in the higher  
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Fig. 5. The coding of hierarchical mesh structure 

composed of adjacent two triangle is subdivide into 8 patches, and the number of 
added node is coded for each patch. 

For the reconstruction of the mesh structure, if ‘11’ code is encountered in the 
received stream, three node is added to the patch and new node is connected with 
each other to make an isosceles right triangle.  

5   Experimental Results

The performance of the proposed mesh structure was evaluated for two different test 
sequences, using the various mesh structure. These sequences(Clair, Football) consist 
of 352 288×  pixels and 352 240×  pixels respectively. Clair is tested at 3 frame 
interval for the sequence number 1 to 100 and Football is tested at every frame for the 
sequence number 1 to 30. 

In the simulation, the performance of the proposed hierarchical triangular 
mesh(HTM) is compared with that of BMA, hexagonal matching algorithm(HMA) 
[1] and hierarchical grid interpolation(HGI) [6]. Motion vector is estimated for each 
node and then from the displacement of these nodes, the reconstructed image is 
calculated by the motion compensation. As a measure of the quality of the 
reconstructed image, the PSNR between the original image and the reconstructed 
image was used. 

We use full-search BMA with search region of [-8, +7] pixel both in the horizontal 
and vertical direction respectively. In regular mesh, node distance is 16 16×  pixel and 
initial node search region with BMA is [-8, +7] and search region in the iterative 
refinement process was [-3, +3]. The other conditions are the same as those of regular 
mesh.  
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We used the 3-level hierarchical structure in HTM. And minimum node distance is 
32 32×  in the level 0 and 16 16×  in the level 1 and 8 8×  in the level 2. For each 
triangular patch in which the variance of frame difference is larger than the threshold, 
additional nodes are inserted to each side. Node refinement is processed from low 
level nodes to higher level nodes. For the sake of performance comparison with the 
other mesh based methods, we adjusted the number of nodes in HGI and HTM similar 
to those of the other methods. The threshold value for node addition is renewed from 
the follow Equation (7), which makes total node the same as in the regular mesh, that 
is about 437 5± % 

var var

( 437)
( 1) ( ) 1

437

TotalNode
TH n TH n

−+ = × +                       (7) 

where var ( )TH n  and var ( 1)TH n +  are the variance threshold of the current iteration 

and the next iteration respectively, TotalNode  is the number of total nodes. 

Table 1. Average PSNR (dB) 

Input Image Algorithm 
After Complete 
Convergence 

After 3 
Iteration 

BMA 36.0098  
HMA 38.0738 37.9504 
HGI 38.6513 38.4131 

Clair 

HTM 39.1313 38.9704 
BMA 22.7097  
HMA 23.1569 22.3779 
HGI 23.5748 22.7508 

Football 

HTM 24.1643 23.9737 
 

During the node refinement or image reconstruction, the pixel value was calculated 
from the bilinear interpolation which was used for subpixel position produced by 
affine transform. In general, two or three iterative node refinements are sufficient in 
the refinement process. For the performance comparison, Fig. 6 and Fig. 7 represent 
the PSNR of reconstructed image in case of after complete convergence and Table 1 
shows the average PSNR for the each condition. 

 

 
 

Fig. 6. The PSNR of motion compensated image (Claire)



 Shape Preserving Hierarchical Triangular Mesh for Motion Estimation 937 

 

Fig. 7. The PSNR of motion compensated image (Football)

Table 2 shows the total number of nodes and the average bitrate for coding the 
mesh structure. Each motion vector is allocated with 4 bits for horizontal and vertical 
direction respectively. The total transmitted bits in HGI and HTM are the sum of the 
bits for coding the mesh structure and the bits for motion vector. In this case because 
the number of nodes is variable, the average bits per image are presented. 

In Fig. 6 and Fig. 7, we can see that HTM achieved the better performance in 
PSNR compared with the regular mesh or HGI with the similar number of nodes. 
Contrary to regular mesh, HTM structure requires the overhead information for mesh 
structure coding. But using the appropriate coding method, the mesh structure can be 
efficiently encoded. 

The proposed method is superior to regular mesh in average PSNR about 0.5dB to 
1 dB. Especially, higher performance is achieved in case of large motion activity 
image. In Table 1, the average PSNR after the three iterations are shown, this result 
represents that proposed algorithm improves the node convergence speed in 
refinement process compared with other mesh based method. 

Table 2. Average Bitrate (Transmitted) 

Input Image Algorithm Average Bits 

BMA 396*8 

HMA 428*8 
HGI 430.6*8+452.21 

Clair 

HTM 434.6*8+666.27 
BMA 330*8 

HMA 362*8 
HGI 437.5*8+461.5 

Football 

HTM 439.0*8+718.1 

6   Conclusion 

In this paper, a new hierarchical mesh generation method has been proposed. The size 
of triangular patch is varied according to motion activity of a video sequence. 
Because the mesh generated is denser in moving area than in still area, the motion 
compensation pays more attention on moving area such that better performance is 
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achieved. We exploit the hierarchical mesh structure that the subdivided patches 
construct the isosceles right triangle like the initial triangular patch. It makes the 
additional subdivision is possible and reduces the overhead information for coding the 
mesh structure.  

Simulation result shows that the proposed algorithm improves the performance of 
motion compensation in comparison with the other mesh based methods by more than 
0.5dB or 1 dB in PSNR and is also suitable for low bitrate coding.  
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Abstract. In this paper, we propose an approach to automatically choose the α 
and β parameters in the RFGS coding scheme for the coding of video 
sequences. We first analyze the residuals after motion compensation with 
different parameter settings under various bit rates. We then investigate the 
relationship between the MSE gain and MSE loss for each bit-plane. With those 
models and relationships, we propose first an approach to automatically choose 
the sets of optimized parameters for a fixed bit rate. Then we propose an 
approach to deal with a range of bit rates. These two MSE-based approaches 
require only light computational loads. 

1   Introduction 

In the past decades, video compression has drawn significant attention due to the 
challenging task to transmit video data through channels with limited bandwidth. 
Traditionally, video compression standards, like MPEG-1, aims at optimizing the 
coding efficiency at a fixed bit rate. To transmit through wireless networks, however, 
video data had better be coded in a scalable way since the allowed bandwidth is 
dynamically varied. Therefore, for wireless transmission, video sequences need to be 
optimized for a wide range of bit rates, instead of a fixed bit rate. In MPEG-4, the fine 
granularity scalability (FGS) scheme has been proposed to offer a scalable way to 
cope with bandwidth fluctuation [1]. The concept of FGS is illustrated in Fig. 1. In 
FGS, a video sequence is partitioned into two layers: a base layer which satisfies the 
minimum bandwidth requirement, and an enhancement layer which is obtained by 
subtracting the base layer from the original sequence. The base layer is coded using 
DCT-based non-scalable single layer coding, while the enhancement layer is coded 
using bit-plane coding and can be truncated at any bit [2]. In the FGS scheme, the 
motion compensation process is only applied over the base layer and the enhancement 
layer is coded without temporal predictions. Although this scheme may enhance the 
capability of error resilience, the lack of temporal prediction in the enhancement layer 
may sacrifice the coding efficiency.  

After the FGS proposal, several approaches have been proposed to increase the 
coding efficiency by exploiting the temporal correlation [3],[5]-[8]. Among these 
approaches, the robust fine granularity scalability (RFGS) scheme proposed in [3] 
offers a flexible structure to control the level of temporal prediction. In RFGS, two 
parameters, α and β, are utilized to control the temporal prediction process, as shown 
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in Fig. 2. The parameter β, with 0 ≤ β ≤ Nb, controls the number of bit-planes in the 
enhancement layer that would be used for motion compensation; while the parameter 
α, with 0 ≤ α ≤ 1, is a leaky factor that can be used to attenuate the amount of error 
drift. Here, Nb denotes the number of bit-planes in the enhancement layer. For more 
details, please refer to [3].  

 

Enh Enh

Base + K bit-planes (K<N)

Encoder Decoder
Channel

Enh. : Enhancement Layer
 

Fig. 1. Enhancement Layer and Base Layer in FGS 

B

E

 

Fig. 2. Illustration of the RFGS scheme [3] 

Since scalable coding focuses on optimizing coding efficiency over a given range 
of bit rates, we need a mechanism that holds for the entire range of interest. The 
temporal prediction in the enhancement layer, however, may produce different effects 
at different bit rates. If a higher bit rate is allowed, a more detailed reference frame 
can be used to increase the efficiency of motion compensation. On the contrary, in a 
lower bit-rate scenario, a less detailed reference frame would be preferred for motion 
compensation due to the possible error drifts caused by loss of the reference frame 
data during the transmission. In this paper, we investigate the interaction between 
motion compensation and error drifts, and try to optimize the amount of temporal 
prediction over a given range of bit rates. Here, we propose an approach to adaptively 
select the parameters α and β in the RFGS scheme. The rest of this paper is organized 
as follows. In Section II, the properties of different videos are analyzed to set up some 
appropriate models and relationships. Based on these models and relationships, two 
approaches are proposed in Section III. Finally, in Section IV, we conclude this paper.  
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2   Problem Modeling  

In this section, the characteristics of residual will be studied. The reason why we 
choose MSE, instead of PSNR, as the base of discussion will be briefly introduced. 
Based on MSE, we will analyze the gain and loss of video quality based on the MSE 
measure. Here, we’ll discuss the reduction of MSE in the decoded frame when the 
encoded data are successfully received and the increase of MSE when the encoded 
data are lost during the transmission.  

 

bitplane3 bitplane4

bitplane5 bitplane6

STEFAN NEWSFOREMAN  

Fig. 3. Encoded byte counts v.s. residual mean of a bitplane 

2.1   Residuals 

A main work of the encoder is to encode the residuals of motion compensation, which 
cannot be compensated by temporal prediction, into the output bit-stream. At an 
encoder, motion estimation and motion compensation are executed first. Then, after 
quantization and entropy coding, we get the final bit-stream. In the bit-plane coding of 
the RFGS scheme, residuals are coded into several bit-planes. With varied parameter 
α and β, the encoded bit-streams could be rather distinct. In our experiments, we first 
observed for each bit-plane the relationship between the encoded byte count and the 
mean of the residual at that bit-plane. As shown in Fig. 3 and Table 1, it was found 
that the relationship is close to linear for various video sequences and for different 
settings of α and β. Hence, according to the rules established in Table 1, we could get 
a rough prediction of the encoded byte count based on the residual of the bitplane 
after the motion compensation process.  

For the 1st bit-plane and the 2nd bit-plane, on the other hand, the byte counts are 
usually small. For these two bit-planes, the linear model may be deficient. 
Fortunately, unless the network condition is too bad, the data of these two bit-planes 
are usually successfully transmitted.  
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Table 1. Modeling of the relation between residula mean and the encoded byte count 

Bit-plane Number of Encoded Bytes 
Bit-plane3  ≈ M * 750 + 500 
Bit-plane4  ≈ M * 2250 + 1000 
Bit-plane5  ≈ M * 3750 + 5000 
Bit-plane6  ≈ M * 3750 + 50000 

Remark: M = Residual Mean of the Bitplane 

2.2   MSE vs. PSNR 

In the literature, both PSNR and MSE are widely used as the measures to represent 
video quality. As expressed in Equation (1), the relation between PSNR and MSE is 
not linear. At high PSNR, a little decrease of MSE may bring up a considerable 
improvement of PSNR; while at low PSNR, PSNR grows up slowly with the 
decrease of MSE. As to be explained in the following subsections, the MSE 
measure may offer simple and straightforward ways to select α and β. Hence, in the 
proposed approach, the MSE is chosen as the reference measure for the selection of 
α and β. 

)
255

(log20 10
MSE

PSNR ×=                                       (1) 

2.3   Modeling of MSE Reduction 

With a larger value of α and β, a more efficient motion compensation is expected. 
As long as the reference frame can be fully transmitted to the decoder site, the 
visual quality is expected to be better under the same bandwidth condition. For the 
residual part, as more bytes are received at the decoder, the MSE of the decoded 
frame is expected to be lower. In our simulation, we intentionally control the exact 
byte counts transferred to the decoder site and observe the relation between the 
transmitted byte counts and the MSE value of the decoded frame. To simplify the 
problem, we fix α and only allow β to vary. As shown in Fig.4, it is found that the 
relationship between the MSE value and the transmitted byte count is basically 
piecewise-linear. Each line segment corresponds to the transmission of one  
bit-plane. This linear property indicates that, for each bit-plane, every received byte 
has roughly the same contribution to the reduction of the MSE value in the  
decoded frame. Fig. 5 shows the relationship between the slopes of the line 
segments and the MSE value. The slope indicates the decreased MSE in the decode 
frame when every 200 bytes are transmitted to the decoder site. By summarizing 
Fig. 5 and Fig. 6, we can deduce Table 2, which lists the rough estimation about the 
reduction of MSE in the decoded frame for every 200 received bytes at the decoder 
site. Hence, based on the available bandwidth and the byte counts in various bit-
planes, the encoder will be able to approximately estimate the expected visual 
quality at the decoder site. 
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slope

 
Fig. 4. MSE vs. received byte count  

linear

 
Fig. 5. Decreasing rate of MSE vs. MSE 

Table 2. Relationship between the decreased MSE and the received byte count 

Bit-plane 
reduced MSE  

per 200 received bytes 
Bit-plane 2  3.5 
Bit-plane 3  1 
Bit-plane 4  0.3 
Bit-plane 5  0.1 
Bit-plane 6  0.05 

2.4   Modeling of Error Drifts 

On the other hand, if the network bandwidth is not wide enough to fully transmit the 
reference frame to the decoder site, then the motion compensation process will 
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produce errors that drift in the subsequent frames. To model the effect of error drift, 
we perform another simulation as follows. 

First, we individually decrease the bit-rate at the first frame and the second frame 
and measure the corresponding increase of MSE at the third frame. Then we decrease 
the bit-rates at the first and the second frames simultaneously and measure the overall 
increase of MSE at the third frame. The results are shown in Fig. 6. It is found that the 
superposition of the individual increase of MSE (purple curve) is roughly equal to the 
overall increase of MSE (cyan curve). Hence, in the following discussions, we first 
investigate the increase of MSE caused by the data loss in a single frame. Then we 
accumulate the overall increase of MSE based on this superposition property. 

 

Fig. 6. Increased MSE versus the lost data in the reference frames 

In RFGS, due to the use of the parameter , error drifts will decrease with a 
geometric ratio in the consecutive frames [3]. With a fixed β, we simulate the decay 
of error drifts caused by the data loss at a single reference frame with respect to 
different ’s. In Fig. 7, the simulation result shows that the decay of MSE values 
indeed follows the geometric behavior.  

Fig. 7. Decay of error drifts with respect to different ’s 
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Based on the above simulations, for the data loss at the current frame, we can 
model the overall increased MSE generated in the subsequent frames to be the 
product of the increased MSE at the next frame and the factor 

)1( 32 ++++ ααα . That is, we have  

                      Total increased MSE  

                      = “Increased MSE at the next frame” * ( 1 - n) / ( 1 –  ) 
(2) 

 
To model the increased MSE at the next frame, we perform simulations to observe 

the change of MSE at the next frame versus the byte count at the current frame. The 
relations are shown in Fig. 8. Similar to the discussion in the previous subsection, the 
curves are piecewise linear and each line segment corresponds to one bit-plane. Hence, 
we can deduce Table 3, which models the relationship between the increased MSE at 
the next frame and the lost byte counts at a bit-plane of the current frame. With Table 3 
and Equation (2), we can then roughly estimate the overall impact of error drifts. 

linear

 

Fig. 8. The change of MSE at the next frame versus the byte count at the current frame 

Table 3. Relation between the increased MSE at the next frame versus the lost byte count at a 
bit-plane of the current frame 

Bit-plane increased MSE per 200 lost bytes 
Bit-plane 2 3.5 
Bit-plane 3 1 
Bit-plane 4 0.3 
Bit-plane 5 0.1 
Bit-plane 6 0.05 

3   Proposed Approaches and Experimental Results 

According to the rules and the models mentioned in Section 2, we can roughly 
estimate the size of the encoded bitstream right after testing a few choices of β’s for 
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motion compensation. That is, based on the residual mean at a bit-plane, we can 
roughly estimate the encoded byte count for that bit-plane. Then, based on the byte 
count of each bit-plane, we can estimate the reduced MSE in the decoded frame 
assuming that the encoded bytes can be successfully transmitted to the decoder. On 
the other hand, we may also estimate the increased overall MSE in the subsequent 
frames once if the encoded bytes are lost during the transmission. In the following 
subsections, two approaches for the selection of α and β will be proposed based on 
the aforementioned estimations.  

3.1   Proposed Approach for a Fixed Bit Rate 

As aforementioned, the parameter β determines the number of bit-planes that would 
be included in the reference frame for motion compensation. If all these β bit-planes 
can be successfully transmitted to the decoder, then a larger β is expected to be more 
efficient. Moreover, for each bit-plane, we may use the model mentioned in Section 
2.3  to estimate the expected reduction in MSE. On the other hand, if the bit-planes in 
the reference frame cannot be transmitted to the decoder site, then a larger β may 
cause more serious error drifts. Based on the model mentioned in Section 2.4, we can 
estimate the increased MSE caused by error drifts. 

In Fig. 9, we illustrate the proposed approach when the channel bandwidth is fixed. 
Here, based on the residual at each bit-plane, we can estimate the encoded byte count. 
Based on the channel bandwidth and the estimated byte count for each bit-plane, we 
can roughly estimate which bit-planes can be successfully transmitted, which bit-
plane can only be partially transmitted, and which bit-planes cannot be transmitted. 
For example, assume Bit-planes 1~3 are expected to be available at the decoder site, 
Bit-plane 4 is expected to be partially available, and Bit-planes 5~6 are expected to be 
lost during the transmission. Then, we estimate the MSE gain (the reduced MSE in 
the decoded frame) and MSE loss (the increased MSE due to error drifts) for Bit-
plane 4. If MSE gain is larger than MSE loss, then we choose β = 4 for this example. 
Otherwise, we choose β = 3.  

Base

Enh

Available

Bit-plane 1-3 available
Bit-plane 4 partially available
Bit-plane 5 6 lost

If MSE gain>MSE lost
-> Set = 4 

and lower down 
Else 
-> Set = 3

Example:

6
5
4
3
2
1

 

Fig. 9. Illustration of the proposed approach for a fixed bit-rate 

On the other hand, the parameter α is to be chosen depending on whether there is 
error penalty or not. If the reference image for motion compensation can be fully 
received at the decoder under the channel bandwidth, we set α to be the upper bound 
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Base

k
Enh Many

Available
Bit rate

Consider bit plane k

If MSE gain > MSE lost
-> Set = +1
Else
-> Set = end

Example:

6
5
4
3
2
1

Fig. 10. Illustration of the proposed approach for a range of bit-rates 

0.96875. Otherwise, once if error drifts are expected, we will reduce the value of α by 
one predefined step size for the subsequent 5 frames. 

3.2   Proposed Approach I for a Range of Bit Rates 

In real networks, the bandwidth may be varying. For this case, we choose several bit-
rates within the range of variation as the checking points. At each check point, we 
apply the approach proposed in Section 3.1. Then, for each frame, we estimate the 
average of MSE gain and the average of MSE loss bit-plane by bit-plane, starting 
from Bit-plane 1. For the current bit-plane, if the averaged MSE gain is larger than the 
averaged MSE loss, it means the inclusion of this bit-plane in motion compensation 
may lower down the averaged MSE. Hence, we may increase β by 1 in this case. 
Otherwise, the current bit-plane will not be included in motion compensation. An 
illustration of this approach is shown in Fig. 10. 

On the other hand, we choose the parameter α as follows. If error drifts are 
expected for more than a quarter but less than one half of the checking points under 
the selected β, then we lower down α by one step size in the subsequent 5 frames. On 
the other hand, if more than one half of the checking points suffer from error drifts, 
then we lower down α by two step sizes in the following 5 frames.  

 

Fig. 11. Experimental results of the proposed approach 
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In Fig. 11, we show an experimental result. Here, we choose the checking points to 
be at 768K, 896K, 1024K, 1280K, 1400K, 1536K, 1750K, and 2048K. It can be seen 
that the adaptive parameter selection based on the proposed approach may offer better 
performance if compared with the cases with a fixed selection of parameters. 

4   Conclusions 

In this paper, we study the selection of the parameters α and β in the RFGS coding 
scheme. By statistics, several models and rules are established. Based on the models 
and rules, two fast algorithms are proposed to properly choose the parameters α and β 
during the encoding process. Simulation results show that the proposed approach may 
offer better performance if compared with a fixed selection of parameters. 
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Abstract. This paper is proposing a cross-layer optimization method in 
streaming video over WLAN.  Packet losses of layers encoded by H.264 based 
scalable video codec are recovered by priority differentiated Reed Solomon 
erasure code.  The optimal set of video layers to be transmitted and optimal 
FEC levels of video layers are determined under the constraints on channel 
condition time-varying with respect to packet loss ratio and available 
bandwidth. 

Keywords: Cross-Layer, WLAN, Interference, Congestion, FEC. 

1   Introduction 

Wireless links which is changing rapidly can be characterized by Rayleigh fading, 
multi-path propagation by surrounding environments and interference. 

It is an instance that existing TCP used in wired links performs poorly in a wireless 
environment because it isn’t able to distinguish packet losses caused by network 
congestion or interference [1]. During last several years, most studies on cross-layer 
has been optimization only between physical layer and MAC layer or transport and 
MAC layer, which uses QoS parameters such as SNR (Signal to Noise Ratio), 
modulation, and so on [2]. Application layer has been included recently [3, 4].  

This paper proposes to combine tools of different protocol layers to optimize use 
of limited resources, especially in wireless network. Zhao [5] and Angelis [6] 
introduced cross-layer optimization techniques in video streaming. Zhao optimized 
by using Lagrange optimization technique while Angelis used genetic algorithm 
technique. In this paper, optimization technique is applied to H.264/AVC based 
scalable layer video. In order to provide more realistic network condition, network 
parameters are derived from experiments on current commercial WLAN in harsh 
condition including interference of microwave oven and congestion by intentional 
background traffic. 

Section 2 describes background knowledge needed to understand this paper. It is 
followed by proposed cross-layer optimization technique in Section 3. It, also, 
includes simulation result of each step. Effect of the proposed technique is discussed 
in Section 4 and Section 5 concludes this paper.  
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2   Video Services over WLAN 

All services are assumed to share a channel (air) and to be controlled by a home server 
(an AP (access point) with multimedia server).  The channel could be influenced by 
radiofrequency noise generated by microwave oven or neighboring APs. 

2.1   H.264/SVC Based Scalable Video 

H.264 is the most efficient video codec and used as the backbone technique in 
currently standardizing SVC (Scalable Video Coding) of JVT (Joint Video Team) by 
MPEG and ITU-T VCEG (Video Coding Experts Group).  SVC [7] includes spatial, 
quality, and temporal scalable coding.  By using the codec, a video sequence is 
encoded in bit-streams of 4 layers including B (base layer), En1 (enhancement 1 
layer), En2, and En3, in which priority of B is the highest and that of En3 is the 
lowest.  As shown in Table 1, “Soccer” sequence is encoded with hybrid scalability. 

Table 1. Frame rate, Bit-rate rl (kbps), packet size (bytes) nl of every layer (Number of packets, 
k per second is assumed to be 70.) 

Base En1 En2 En3 

Frame rate [Hz] 15 15 30 30 

Sequence Size QCIF QCIF CIF CIF 

Bit-rate [kbps] 92.9 189.3 374.8 751.8 

Packet Size [bytes] 170 346 685 1375 

2.2   Network Condition and QoS (Quality of Service) Control 

There are two sources of frame loss in WLAN, interference and congestion. 
Interference could be caused by micro-oven or other APs.  It is assumed that available 
bandwidth remains constant and FLR (frame loss ratio) increases during interference. 
Congestion occurs due to increase in total traffic by other users or other services. 
During congestion, available bandwidth decreases and frames are lost because of 
buffer overflow, but not because of channel error. Accordingly, channel condition is 
classified into four states as following: good state (GS) and three bad states due to 
congestion (CBS), interference (IBS), and both (BBS) as shown in Table 2. 

Table 2. Channel condition of 4 states 

 GS CBS IBS BBS 
Available Rate (Mbps) 1.0 0.5 1.0 0.5 

FLR 5% 5% 40% 40% 

If the AP and the network card in terminal receive channel and network condition, 
their information about MAC layer can be used to tell why frames are lost and to take 
action to reduce frame loss ratio. Against interference, FER (Forward Erasure 
Recovery) technique can be used while TCP friendly approach can be used against 
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congestion. If all services are capable of TCP friendly approach, traffic can be 
reduced as soon as congestion is detected. 

If a frame loss is detected in transport layer, it is hard to tell what type of frame 
loss has been occurred. Then, the same action will be taken for either types of frame 
loss, interference or congestion.  End-to-end delay results in two drawbacks after 
transition between good state and bad state. Transition from Bad to Good results in 
‘false alarm’ period which happens when the available bandwidth is not fully used.  
On the other hand, transition from Good to Bad results in ‘overflow’ period which 
happens when the server sends data more than the available bandwidth. Length of 
‘false alarm’ and ‘overflow’ periods can be reduced by using MAC layer parameters 
which is detected and informed in every 50ms. 

3   Cross-Layer Optimization 

In this paper, video service is optimized with respect to video quality and available 
bit-rate (R).  An optimization is performed in various situations to select minimum 
distortion Ð(R, ∆ ).  It is the expected image distortion at a certain set of R and ∆ .  The 
number of parity frames allocated to each transmitting layer is denoted by ∆ .  It is 
detailed in 3.4.  All the possible sets of transmitting layers within R are tested and the 
set that has the lowest expected image distortion is selected. 

 

 

Fig. 1. Cross-Layer Optimization 

3.1   Expected Video Quality Given (R, ∆ ) 

We assume Base, Enhance 1, Enhance 2, and Enhance 3 layer as B, 1, 2, and  
3, respectively. For example, if set s= {B, 1, 2, 3} is sent, the possible outcome  
sets that can be received at the receiver side are 
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}23,13,12,3,2,1,123,23,13,3,12,2,1,,{ BBBBBBBBSS φ= .i.e., SS is the set, which has all 
subsets of elements. 
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Where
ssD , 

ssP are distortion value and loss probability of subset ss , respectively.  

Bit stream is not decoded if inter-video layers are lost.  For instance, it is supposed 
that all 4 layers are transmitted to the end device, if packets of all layers except En1 
layer are received, the existing SVC decoder decodes only the Base layer, not En2 
layer or En3 layer.  However, as shown Figure 2, 2BD or

23BD  have much better 

quality than BD . i.e., we think that En2 and En3 are decoded with Base layer instead 

of throwing them away and decoding only Base layer. In case that most important 
Base layer is loss, error concealment in which a previous frame is duplicated. 

 

 

Fig. 2. Rate-Distortion of all possible sets of layers, one of sets with * is selected to be transmitted 
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ssP of subset }3,2,1,{Bss = is as below equation (3). Where
lpb is residual loss 

probability of thl −  layer, and )1( lpb− is successful transmission probability of thl −  

layer. 
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Expected residual loss probability of thl −  layer 
lpb  can be calculated as shown 

equation (4). 
lpb  is mean value. in
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Where
lq is FLR (Frame Loss Probability) of thl − layer; n is the number of total 

frame; k denotes number of data frame; kn − is number of parity.  In our simulation, 
k of every layer is the same. 

3.2   Channel Condition 

Channel condition is described by available bit-rate R and frame loss ratio P.  Frame 
loss ratio is the same over all layers, but residual frame loss ratio of each layer is 
different since the parity level of each layer is different. In transport layer based 
control, only frame loss ratio is used as a channel condition parameter. 

Channel condition is classified into four states, and they are Good State (GS), 
Interference-caused Bad State (IBS), Congestion-caused Bad State (CBS), and Bad 
State of both (BBS). Available bit-rate and frame loss ratio through air channel is 
given in Table 2. 

If a service uses more than R, frames are lost at the same rate of excess bit-rate. 
Transition between four states can be modeled by 2 independent Gilbert Model which 
is a two-state Markov chain as in Figure 3. Transition probability can be determined 
in various environments. For example, PCG is transition probability from CBS to GS. 
RGS and PGS are available bit-rate and FLR during GS, respectively. 
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Fig. 3. Two states Markov Chain Model 

3.3   Optimization During All States 

Procedure to calculate the optimal variable set for each state is as follows, 
 

1. Select a set of layers s, whose total bit-rate r is less than equal to R. (A set out of 
{B, B1, B2, B12, B123}) Then, R-r is left for parity. 

 
2. Select the optimal ∆  which minimizes distortion for the selected set s.  Let Ðs and 
∆ s* denote the minimum distortion for set s: 
For each ∆ , according to parity allocation method as in Figure 4, determine coding 
ratio for every layer, and then, calculate residual FLR of each layer and expected 
distortion.  

 

Base En 1 En 2 En 3 

r0+ r1+ r2+ r3==R-r

0>∆0<∆

Pr3

Pr2

Pr1

Pr0

Layer 

 

Fig. 4. parity allocation method 
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Where |s| is the number of layers in s and unique y0 can be determined for given ∆ . 
 

3. Select the minimum Ðs among {Ðs: s in {B, B1, B12, B123}} 
For example, in case of IBS, since available bit-rates is 0.5Mbps, transmitting set of 
layers is selected among B, B1, and B12.  

 

 
Fig. 5. Optimal parity allocation ( ∆ ) is 0.107 and Optimal layer-set (s*) is {B12}, which is the 
minimum average MSE value, 46, at available bit-rate R=1.0Mbps and PLR = 0.4(IBS)   

Figure 5 shows expected distortion vs ∆  to find Ðs, for s= {B12}. As shown in the 
figure, in case of IBS, layer set {B12} is transmitted instead of layer set {B123} since 
it improves video quality for sending parity rather than for higher layer data. 

Table 3. Optimal transmitting set s*, expected distortion Ðs in PSNR (mse), and residual FLRs 

 GS CBS IBS BBS 

s* B123 B12 B12 B12 

Ðs 16 39 46 129 
0.03 0.023 1.107 -0.069 

PB 8.4e-7 2.2e-7 1.9e-4 2.0e-5 
P1 3.0e-9 2.2e-7 1.9e-4 4.0e-1 
P2 8.4e-7 3.5e-5 3.1e-2 4.0e-1 
P3 3.0e-4 NA NA NA  

The optimal sets of layers are determined as shown in Table 3. In case of BBS, the 
PLR is higher than PLR of CBS. Therefore, as shown table 3, allocated parity amount 
of Base layer is larger than other Enhance layers. 

S* = {B1} 

S* = {B123} 

S* = {B12} 
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3.4   Feedback Delay and QoS Control 

It is assumed that the server receives RTCP RR (Receiver Report) every second and 
information in the RR packet is moving at the speed of the average of previous 3 
seconds. It means that it takes more than 3 seconds for the server to get current 
channel condition. This gap results in two drawbacks after transition between good 
state and bad state. Transition from Bad to Good results in ‘false alarm’ period during 
which available bandwidth is not fully used. Transition from Good to Bad results in 
‘overflow’ period during which the server sends data more than the available 
bandwidth. Length of ‘false alarm’ and ‘overflow’ periods can be reduced by using 
MAC layer parameters which is detected and informed in every 50ms.  

4   Feedback Protocols 

Feedback signals from MAC layer is much faster and more accurate. These two benefits 
are analyzed in this section. The benefits are proportional to state transition rate. 

4.1   Effect of Faster Feedback 

Table 4 and Figure 6 show the merits of using MAC layer feedback against transport 
layer feedback (e.g. RTCP).  At transition from bad state to good state, faster feedback 
reduces duration of ‘false alarm’ period while at transition from good state to bad state 
it reduces duration of ‘overflow’ period.  

Table 4. PSNR loss per picture due to late feedback 

. Overflow False alarm 
GS  IBS 13.2 dB IBS GS 3.9dB 
GS  CBS 13.9dB CBS GS 3.9 dB 
IBS BBS 7.1 dB BBS IBS 4.5 dB 
CBS BBS 8.7 dB BBS CBS 1.1 dB 

�

 

Fig. 6. Gain of faster feedback is proportional to feedback delay and number of transitions 
during a certain period 
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4.2   Effect of Accurate Signaling 

It is clear that appropriate action against CBS is totally different from one against 
IBS. Amount of transmitted data packets must be reduced by dropping higher layers 
when congestion is occurred.  The appropriate action against interference is adding 
more parity packets for frame recovery without reducing bit-rate. MAC layer can 
discern between CBS and IBS while transport layer can not, so we are studying about 
MAC layer parameters which can distinguish CBS and IBS, and then we will apply it 
to real streaming application. 

5   Conclusion 

Cross layer optimization technique for streaming video over WLAN. H.264 based 
scalable video coding is combined with differentiated frame recovery level with 
respect to priority of each video layer in transport layer and MAC layer feedback. For 
4 pre-defined states of channel condition including ‘Good State,’ ‘Interference caused 
Bad State’, ‘Congestion caused Bad State,’ and ‘Bad State due to both,’ global 
optimal solutions are searched by using the steepest descent algorithm.  

This paper also showed that MAC layer feedback outperforms transport layer 
feedback in two reasons.  First, since it is faster, it helps the server to adapt faster to 
transition of channel condition. Second, since it can discern between frame loss 
caused by interference and congestion, the server can take a policy appropriate to the 
channel condition. This paper lacks in optimization of algorithm so that further 
research is required for real-time implementation. 

Currently MAC layer is evolving to support various QoS functions such as priority 
control, bandwidth allocation, traffic dependent scheduling, repetition for lost frame, 
and etc. As incorporating such protocols with scalable video coding, cross layer 
optimization techniques will provide quantitative optimum under time varying 
network condition. 

Acknowledgements. This work is supported by Korea Science & Engineering 
Foundation through the National Research Laboratory (NRL) program (Grant 2005-
01363). 
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Abstract. The computational complexity for the RDO-based intra prediction in 
H.264 is very high due to many coding modes. There are 9 modes for 4×4 luma 
blocks, 4 modes for 16×16 luma blocks and 4 modes for 8×8 chroma blocks, 
respectively, so that all possible combinations of coding modes per MB are 592. 
We propose an intra mode decision algorithm for reducing complexity using 
directional masks and neighboring blocks’ modes. The proposed algorithm has 
a very simple structure and reduces the number of mode combinations into 132 
at the most. Simulation results show that the proposed algorithm reduces the 
encoding time up to 70% with negligible PSNR loss and bit-rate increase 
compared with exhaustive testing of H.264. 

Keywords: intra mode selection, intra prediction, RDO, H.264/AVC. 

1   Introduction 

The emerging H.264/AVC is incorporated into new applications such as DMB 
(Digital Multimedia Broadcasting) and DVB-H on account of its outstanding coding 
performance which is known to be superior to MPEG-4 ASP (Advanced Simple 
Profile) by about 40% to 50% [1]. The H.264/AVC standard adopts a lot of state-of-
the-art techniques to improve coding performance [2]: 4×4 block-based integer 
transform, motion compensation using variable block sizes and multiple references, 
advanced in-loop deblocking filter, improved entropy coders such as CAVLC 
(Context Adaptive VLC) and CABAC (Context Adaptive Binary Arithmetic Coding), 
and enhanced intra-prediction, etc. The RDO (Rate-Distortion Optimization) 
procedure is conducted in the intra- and inter-prediction of H.264/AVC to select the 
best coding mode among possible combinations. The best coding mode based on 
RDO means that the mode selected among possible combinations guarantees the 
smallest distortion under the given bit-rate instead of just minimizing the bit-rate or 
the distortion. The H.264/AVC encoder checks all possible combinations exhaustively 
to select the best coding mode based on RDO. Since RDO procedure should perform 
the transform and entropy coding for each coding mode, computational complexity is 
increased extremely compared to the conventional, thereby it makes H.264/AVC 
difficult to apply directly to low complexity devices. Many algorithms have been 
proposed to reduce the computational complexity, such as fast motion estimation [3, 
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4] and fast inter mode selection algorithm [5, 6], etc. Fast motion estimation is a 
steady-studied subject through various standards and applications. On the other hand, 
fast mode selection for intra- and inter-prediction in H.264/AVC is a challenging 
subject. Since there are a lot of mode combinations for each macroblock, fast mode 
selection of intra- and inter-prediction plays an important role in reducing overall 
complexity. Intra coding is also carried out in inter-coded frames as well as intra-
coded frames, thus fast intra mode selection is valuable for improving the overall 
coding performance of H.264/AVC. 

We reduce complexity for the H.264/AVC intra-prediction using directional 
masks, which are used for detecting the directional correlation within a block, and 
neighboring modes. The proposed directional masks are used for 4×4 luma blocks, 
since there are many coding modes, on the other hand, we use the neighboring mode 
information for 16×16 luma blocks and 8×8 chroma blocks, since those blocks 
include a few number of coding modes and the blocks are relatively homogeneous. 
The directional masks are designed to represent each direction defined in H.264/AVC. 
We also address a sampling method in order to reduce computations of SATD (Sum 
of Absolute Transformed Difference) for 16×16 luma blocks. 

The remaining parts of the paper are as follows. We review the intra-prediction 
scheme of H.264/AVC for 4×4 luma blocks, 16×16 luma blocks, and 8×8 chroma 
blocks, respectively, and RDO-based mode selection in Section 2. Section 3 presents, 
in detail, the proposed complexity reduction algorithm in intra mode selection, based 
on directional masks and neighboring mode information. Simulation results and 
conclusions are given in Section 4 and Section 5, respectively. 

2   Intra Mode Selection in H.264/AVC 

The H.264/AVC intra-prediction exploits the directional correlation with adjacent 
blocks in spatial domain, and selects the best mode by RDO among a lot of mode 
combinations. In this section, we review the intra mode selection for each block type 
(4×4 luma block, 16×16 luma block, and 8×8 chroma block) of H.264/AVC and 
address its computational complexity when the RDO procedure is used for the mode 
decision. 

2.1   Intra-prediction in H.264/AVC 

H.264/AVC adopts the directional intra-prediction in spatial domain with following 
advantages: the pixels in spatial domain are more correlated each other than the 
coefficients in transform domain, and the directional prediction can reflect local 
properties of images better. For the intra-prediction, we use boundary pixels of 
previously reconstructed neighboring blocks, which are upper, upper-right, and left 
blocks, and the current block is predicted to the maximum correlated direction. The 
H.264/AVC intra-prediction is conducted for all types of blocks: 4×4 luma  
blocks, 16×16 luma blocks, and 8×8 chroma blocks. For 4×4 luma blocks, which are 
selected mainly in non-homogeneous areas, there are 9 prediction modes, whereas for 
16×16 luma blocks, which are selected in relatively homogeneous areas, there are  
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4 prediction modes. In addition, for 8×8 chroma blocks, there are 4 prediction modes, 
and the same mode is applied to two chrominance components (U and V). Note that 
two types of blocks, 16×16 luma blocks and 8×8 chroma blocks, have the same modes 
but the order of modes are different from each other. 
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Fig. 1. 9 intra-prediction modes for a 4×4 luma block defined in H.264/AVC 

Fig. 1 shows 9 intra modes for a 4×4 luma block, where A to M represents the 
boundary pixels of previously reconstructed adjacent blocks available at the time of 
prediction, and the arrows indicate the direction of prediction in each coding mode. 
DC prediction (mode 2), which is not directional mode, is performed using an average 
of A to L. For mode 3 to mode 8, the pixels of current block are predicted using a 
weighted average of A to M along with the corresponding direction. Since 16×16 luma 
blocks are selected in relatively homogeneous areas mostly, there are fewer prediction 
modes, i.e., 4 modes of vertical (mode 0), horizontal (mode 1), DC (mode 2), and 
plane (mode 3) prediction. For 8×8 chroma blocks, there are also 4 prediction modes, 
which are same with the case of 16×16 luma prediction except the order of modes, 
such as DC (mode 0), horizontal (mode 1), vertical (mode 2), and plane (mode 3) 
prediction. To obtain the best mode among these modes, the H.264/AVC encoder 
carries out the rate-distortion optimization (RDO) procedure for each macroblock. 

2.2   Selection of the Best Mode Using Rate-Distortion Optimization (RDO) 

The RDO procedure for one macroblock in the intra-prediction is as follows [7, 8]. 
 
Initialization. Set parameters: macroblock quantization parameter QP and 

Lagrangian multiplier λMODE = 0.85⋅2(QP-12)/3 [9]. 
Step 1. For a 4×4 luma block, select the best mode, which minimizes the Cost of (1), 

among 9 modes. 

Cost = D + λMODE ⋅ R,                                                (1) 

where D and R denote distortion and bit-rate with given QP, respectively. 
MODE indicates one of the 9 intra modes of a 4×4 luma block. The distortion 
is obtained by SSD (Sum of Squared Difference) between the original 4×4 
luma block and its reconstructed block, and the bit-rate includes the bits for the 
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mode information and the transformed coefficients for the 4×4 luma block. 
Repeat this procedure for 16 4×4 luma blocks of a macroblock. 

Step 2. For a 16×16 luma block, choose the mode that has the minimum SATD (Sum 
of Absolute Transformed Difference) among 4 modes as the best mode. In this 
case, we use Hadamard transform for SATD. 

Step 3. For an 8×8 chroma block, select the best mode, which minimizes the Costc of 
(2) among 4 modes. 

Costc = D + λMODE ⋅ R,                                         (2) 

where D is obtained by SSD between two original 8×8 chroma blocks (U and 
V) and their reconstructed blocks. R, in this case, includes only the bits for the 
transformed coefficients unlike the 4×4 luma prediction case. 

Step 4. Choose the best one as the prediction mode of one macroblock by comparing 
RD costs for 4×4 mode obtained from Step 1 and 16×16 mode from Step 2. 

 
Considering the RDO procedure for intra mode selection in H.264/AVC, the number 
of mode combinations in one macroblock is N8×(16×N4 + N16), where N8, N4, and N16 
represent the number of modes of an 8×8 chroma block, a 4×4 luma block, and a 
16×16 luma block, respectively. In other words, the H.264/AVC encoder carries out 
592 RDO calculations to select the best mode for one. As a result, the complexity of 
the encoder increases extremely. We propose, in next section, a complexity reduction 
algorithm in the H.264/AVC intra-prediction by reducing the number of RDO 
calculations for intra mode selection without visual quality degradation. 

3   Proposed Intra Mode Selection Algorithm 

Since the RDO procedure includes time-consuming processes such as transform and 
entropy coding, the number of RDO computations is a critical point in the overall 
encoding speed. In this section, we describe a method to reduce the number of RDO 
computations for each block type. 

3.1   Intra Mode Selection for 4×4 Luma Blocks 

Two major observations on features of 4×4 luma block are found as follows: First, the 
directional correlation of a block is generally consistent with edge directions. Second, 
the prediction mode of current block is highly correlated with the modes of adjacent 
blocks. 

From the first observation, we obtain one candidate mode using the proposed 
directional masks shown in Fig. 2, where black dots indicate pixel positions to be 
computed for directional correlation, and arrows represent the directions of 
correlation in each corresponding mask. Since the H.264/AVC intra-prediction 
defines 8 directions except DC mode, we propose 8 directional masks instead of 
precise edge detectors. We select one candidate mode with the minimum Diff using 

Diff = |a – m| + |b – n| + |c – o| + |d – p|, for vertical direction, (3) 

Diff = |a – d| + |e – h| + |i – l| + |m – p|, for horizontal direction, (4) 
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Diff = |c – i| + 2·|d – m| + |h – n|, for diagonal down left direction, (5) 

Diff = |b – l| + 2·|a – p| + |e – o|, for diagonal down right direction, (6) 

Diff = |a – n| + 2·|b – o| + |c – p|, for vertical right direction, (7) 

Diff = |a – h| + 2·|e – l| + |i – p|, for horizontal down direction, (8) 

Diff = |b – m| + 2·|c – n| + |d – o|, for vertical left direction, (9) 

Diff = |e – d| + 2·|i – h| + |m – l|, for horizontal up direction, (10) 

where a to p denotes the pixels represented to black dots in Fig. 2. Actual indices of 
pixel positions used in (3) to (10) are shown in Fig. 3(a). We regard the direction with 
smaller Diff as more correlated one. 

(a) (b) (c) (d)

(e) (f) (g) (h)  

Fig. 2. The proposed directional masks for a 4×4 luma block. (a) vertical, (b) horizontal, (c) 
diagonal down left, (d) diagonal down right, (e) vertical right, (f) horizontal down, (g) vertical 
left, (h) horizontal up mask. 
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Fig. 3. Pixel indices and neighboring modes used in the proposed intra mode selection algo-
rithm. (a) indices used in (3) to (10) for a 4×4 luma block, (b) modes of upper and left blocks 
for additional candidate modes. 

From the second observation, we obtain additional candidate modes using 
neighboring mode information, where one is upper block’s mode, modeA, and the 
other is left block’s mode, modeB, as shown in Fig. 3(b). Since the coding modes of 
H.264/AVC intra-prediction are determined using adjacent blocks instead of just 
within the current block, we include the additional modes, modeA and modeB, for 
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candidate modes in RDO procedure. We include one additional mode when modeA 
and modeB are same, or two additional modes when modeA and modeB are different 
from each other, for RDO procedure. 

To determine whether DC mode should be included in RDO procedure or not, we 
define S in (11) as a sum of difference between the average and each pixel of current 
block. 

15

0
i

i

S avg p
=

= −                                                  (11) 

where 
15

0

8 4i
i

avg p
=

= +  and pi is each pixel of current block. If S is smaller than a 

threshold, T1, we carry out RDO for at most 4 candidate modes, i.e., one mode from 
the proposed masks, at most two modes from adjacent blocks, and DC mode. If S is 
larger than a threshold, T1, we carry out RDO for at most 4 candidate modes, i.e., two 
modes from the proposed masks (with minimum and second minimum Diff) and at 
most two modes from adjacent blocks. The proposed intra mode selection algorithm 
for a 4×4 luma block is summarized as follows. 
 
Step 1.    For a 4×4 luma block, obtain avg and S by (11). 
Step 2a. If S is larger than a threshold, T1, carry out RDO procedure for at most 4 

candidate modes: two modes with minimum and second minimum Diff by 
(3) to (10), and at most two modes from adjacent blocks. In this case, DC 
mode of adjacent blocks is excluded from RDO procedure. 

Step 2b. If S is smaller than a threshold, T1, carry out RDO procedure for at most 4 
candidate modes: one mode with minimum Diff by (3) to (10), at most two 
modes from adjacent blocks, and DC mode. 

3.2   Intra Mode Selection for 16×16 Luma and 8×8 Chroma Blocks 

The H.264/AVC intra-prediction selects 16×16 luma blocks when the area to be 
predicted is relatively homogeneous. The chrominance components of 4:2:0 format 
are also relatively homogeneous due to down-sampling and filtering. Thus, for 16×16 
luma blocks and 8×8 chroma blocks, there are 4 coding modes, different from the case 
of 4×4 luma blocks. For intra mode selection with 16×16 luma blocks and 8×8 
chroma blocks, we carry out RDO procedure using the neighboring modes not using 
directional masks. Since all adjacent blocks are not 16×16 in this case, we should 
consider some conditions such as sizes and modes of adjacent blocks when we select 
the best mode for 16×16 luma blocks. The proposed intra mode selection algorithm 
for a 16×16 luma block is summarized as follows. 
 
Step 1. Examine the sizes of adjacent blocks: if both blocks (upper block and left 

block) are 16×16, go to Step 2, otherwise go to Step 4. 
Step 2. Examine the modes of adjacent blocks: if both modes are same, go to Step 3, 

otherwise select the best mode for a 16×16 luma block, which results in the 
minimum SATD between two adjacent modes of modeA and modeB. 
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Step 3. If both adjacent modes are DC mode, go to Step 4, otherwise select the best 
mode for a 16×16 luma block, which results in the minimum SATD between 
the neighboring mode and DC mode. 

Step 4. Let ∆V be a vertical difference between upper boundary pixels of the current 
block and boundary pixels of the upper block, and ∆H be a horizontal 
difference between left boundary pixels of the current block and boundary 
pixels of the left block as follows. 

15 15

0 0

, ,V i i H i i
i i

u q l r
= =

∆ = − ∆ = −                              (12) 

     where ui and qi denote boundary pixels of the upper block and upper 
boundary pixels of the current block, respectively, and li and ri denote 
boundary pixels of the left block and left boundary pixels of the current 
block, respectively, as depicted in Fig. 4(a). Obtain candidate modes using ∆V 
and ∆H: if |∆V − ∆H | is smaller than T2, candidate modes are DC mode and 
plane mode; if (∆V − ∆H) is larger than T2, candidate modes are DC mode and 
horizontal mode; if (∆V − ∆H) is smaller than −T2, candidate modes are DC 
and vertical mode, where T2 is a positive value. Finally, select the best mode 
between each candidate mode by choosing the mode with minimum SATD. 

V∆

H∆

(a) (b)

current 16x16 luma 
block

 

Fig. 4. For intra-prediction with a 16×16 luma block, (a) definition of ∆V and ∆H, (b) sampling 
method to reduce computations 

To reduce SATD computation, we propose sampling method as illustrated in Fig. 
4(b), where only shaded pixels are used for SATD. Since a 16×16 luma block is 
relatively homogeneous, the mode selection using sampled pixels has almost same 
results with the mode selection using all pixels. For 8×8 chroma blocks, a similar 
method to the method for 16×16 luma block is applied except examining whether the 
sizes of both adjacent blocks are same or not, since all adjacent blocks have the same 
size in this case. 

Table 1. Comparison of the number of RDO computations 

Block type H.264/AVC method Proposed method 
4×4 luma block 9 at most 4 
16×16 luma block 4 2 
8×8 chroma block 4 2 
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Table 1 summarizes the number of candidate modes for RDO procedure in the 
proposed method. As it can be seen from Table 1, the proposed algorithm carries out 
only 132 RDO computations at the most, which are much less than those of 
exhaustive search in H.264/AVC video coding, i.e., 592 RDO computations. 

4   Simulation Results 

In order to evaluate the proposed algorithm, we used JM 8.4 (Joint Model ver. 8.4) 
under H.264/AVC baseline profile, which does not contain B-slice and CABAC, with 
RD optimization and Hadamard transform turned on. According to the test conditions 
specified in [10], we carried out simulations for test sequences of Akiyo, Foreman, 
Carphone, Hall Monitor, Silent, News, Container, and Coastguard with QCIF 
(176×144) resolution. We use various QP of 28, 32, and 40 with IPPP…type and I-
only type, respectively. In IPPP…type, all 300 frames are tested for each sequence, 
where all frames are inter-coded with one intra-frame for every 100 frames; in I-only 
type, all 300 frames are intra-coded. The thresholds, which include T1 to select the 
mode for a 4×4 luma block and T2 to select the mode for a 16×16 luma block and an 
8×8 chroma block, are set to 32 and 8, respectively. We compared the results with the 
case of exhaustive search in terms of the change of average PSNR (∆PSNR), average 
data bits (∆Bit), and average encoding time (∆Time), respectively, with the machine 
of Intel Pentium IV processor of 2.8 GHz and 512MB memory. 

Table 3 summarizes the simulation results of the proposed algorithm for IPPP type 
of each sequence. In addition, Table 2 shows the results of F. Pan et al.’s method [6] 
as a reference for comparison. In Table 3, the minus of ∆PSNR and ∆Time means that 
the encoding time and PSNR are reduced compared with JM, respectively. It can be 
seen that the proposed algorithm saves the encoding time up to about 35% with 
negligible loss in PSNR and increment in bits. By comparing Tables 2 and 3, we can 
see that the proposed algorithm is superior to F. Pan et al.’s method. This is because 
F. Pan et al.’s method, to reduce the RDO computations, performs the quite complex 
pre-processing, and does not use the neighboring mode information. 

Table 2. Results of F. Pan et al.’s method for comparison 

IPPP type I-only type Sequence 
(QCIF) ∆Time 

(%) 
∆PSNR 

(dB) 
∆Bit 
(%) 

∆Time 
(%) 

∆PSNR 
(dB) 

∆Bit 
(%) 

Akiyo -22.72 -0.053 1.17 -64.32 -0.210 3.21 

Foreman -21.80 -0.077 1.54 -65.38 -0.285 4.44 

Carphone -20.51 -0.082 1.80 -65.93 -0.276 3.91 

Hall Monitor -23.38 -0.065 1.23 -66.51 -0.252 3.73 

Silent -21.94 -0.033 0.86 -65.17 -0.183 3.54 

News -23.11 -0.067 1.23 -55.34 -0.294 3.90 

Container -20.78 -0.081 1.80 -56.36 -0.234 3.70 

Coastguard -21.20 -0.017 0.50 -55.03 -0.106 2.36 
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Table 3. Simulation results for IPPP type sequences 

QP = 28 QP = 32 QP = 40 Sequence 
(QCIF) ∆Time 

(%) 
∆PSNR 

(dB) 
∆Bit 
(%) 

∆Time 
(%) 

∆PSNR 
(dB) 

∆Bit 
(%) 

∆Time 
(%) 

∆PSNR 
(dB) 

∆Bit 
(%) 

Akiyo -29.65 -0.013 0.16 -32.94 -0.008 0.21 -35.56 -0.002 0.31 

Foreman -30.61 -0.016 0.22 -34.37 -0.010 0.28 -36.17 -0.001 0.34 

Carphone -30.87 -0.018 0.17 -34.52 -0.013 0.32 -35.91 -0.009 0.33 

Hall Monitor -33.12 -0.018 0.20 -35.31 -0.014 0.26 -38.35 -0.005 0.37 

Silent -32.05 -0.014 0.18 -34.23 -0.008 0.25 -36.48 -0.004 0.30 

News -33.54 -0.017 0.19 -35.81 -0.011 0.25 -37.63 -0.003 0.30 

Container -29.93 -0.018 0.16 -33.42 -0.011 0.22 -35.41 -0.003 0.27 

Coastguard -30.05 -0.010 0.12 -33.62 -0.007 0.18 -35.42 -0.001 0.24 

Table 4. Simulation results for I-only type sequences 

QP = 28 QP = 32 QP = 40 Sequence 
(QCIF) ∆Time 

(%) 
∆PSNR 

(dB) 
∆Bit 
(%) 

∆Time 
(%) 

∆PSNR 
(dB) 

∆Bit 
(%) 

∆Time 
(%) 

∆PSNR 
(dB) 

∆Bit 
(%) 

Akiyo -62.34 -0.10 0.47 -67.16 -0.12 0.93 -68.85 -0.07 1.62 

Foreman -62.91 -0.08 0.15 -68.11 -0.07 1.06 -70.32 -0.03 1.79 

Carphone -65.28 -0.16 0.92 -67.84 -0.13 1.52 -69.13 -0.10 1.73 

Hall Monitor -66.12 -0.14 0.36 -69.63 -0.12 1.92 -71.42 -0.10 2.94 

Silent -63.35 -0.12 0.51 -67.35 -0.08 1.35 -60.04 -0.05 2.63 

News -61.38 -0.11 0.86 -66.56 -0.10 1.26 -69.28 -0.06 1.85 

Container -61.93 -0.09 0.90 -67.07 -0.08 1.07 -69.21 -0.05 1.71 

Coastguard -60.82 -0.08 0.73 -65.81 -0.06 0.82 -68.23 -0.03 1.57 

 

   
Fig. 5. R-D curve for News sequence, left: QCIF, IPPP type; right: QCIF, I-only type 

We also show the simulation results for I-only type sequences in Table 4. It can be 
seen that the proposed algorithm saves the encoding time up to about 70%, since all 
frames are intra-coded. On the other hand, the drop in PSNR and the increase of bit-
rate is somewhat larger than the IPPP case. However, these results can be acceptable 
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because the drop in PSNR and the increase of bit-rate of I-only case are considerably 
small with respect to saving the encoding time, and I-only case is regarded as an 
extreme case. By comparing Tables 2 and 4, we can see that the proposed algorithm is 
superior to F. Pan et al.’s method for the same reasons of the IPPP case. 

Fig. 5 shows the R-D curve, which includes the results of JM, F. Pan et al., and the 
proposed method, for IPPP type and I-only type of News sequence, respectively. We 
can see that the proposed algorithm is superior to JM and F. Pan et al.’s method as 
similar to Tables 3 and 4. 

5   Conclusions 

This paper has presented a complexity reduction algorithm for intra mode selection in 
H.264/AVC based on directional masks and neighboring mode information. The 
proposed directional masks have simple structures, which require no multiplications. 
The simulation results show that the proposed algorithm reduces the number of mode 
combinations and computational complexity for RDO with negligible loss of PSNR 
and bit-rate increment. The proposed algorithm can be applied to the H.264/AVC 
video encoder with low computational capability. 

Acknowledgments. This work was supported by the research fund of Hanyang 
University (HY-2004-I). 
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Abstract. BroadCatch belongs to a group of periodic broadcasting schemes that 
deliver popular video to a large number of users using multicasting. Some of 
the schemes have been shown to support seamless channel transition, a process 
that increases or decreases the number of channels allocated to a video without 
causing service interruption. By reallocating channels among movies depending 
on their popularity, the performance of a Video-on-Demand service can be 
improved. In this paper, we propose a seamless channel transition scheme based 
on BroadCatch and demonstrate its effectiveness as a performance tuning tool 
with simulation. 

Keywords: broadcasting, channel allocation, BroadCatch, Video-on-Demand 
(VOD). 

1   Introduction 

Multicasting, a network technology which sends out the same packet to a group of 
clients with minimum duplication of packets at intermediate routers, provides a CPU- 
and bandwidth-efficient alternative to unicasting. Near Video-on-Demand (NVoD) 
adopts the multicast technique by partitioning video content into segments and 
broadcasting them repeatedly on multiple multicast channels in some particular 
arrangements. Examples of NVoD include batching broadcasting [1], fast 
broadcasting [2], pyramid broadcasting [3], skyscraper broadcasting [4], BroadCatch 
[5], staircase broadcasting [6], and harmonic broadcasting [7]. In any of these 
schemes, a user receives data from several channels simultaneously while playback of 
the movie is in progress. To ensure uninterrupted viewing, it is important for the 
client to have a segment ready, either directly from the network or from its buffer, at 
the moment when the segment is to be played back. Naturally, playback cannot start 
until the beginning of the first segment appears on its channel. This initial waiting 
time depends on the way segments are assigned to channels as well as the total 
number of channels allocated to this movie. More channels results in shorter waiting 
time and more viewer satisfaction. 

A large NVoD system typically serves many movies. Since not all movies are 
equally popular, it is desirable to be able to reassign channels allocated to a less 
popular movie to a more popular one so that more viewers enjoy a shorter waiting 
time and the system has a lower overall average waiting time. Channel transition 
refers to the process of adjusting the number of channels allocated to a movie while it 
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is being served. A channel transition scheme is said to be seamless if the adjustment 
of channels satisfies the following two conditions. First, any ongoing service should 
not be interrupted or broken off during the transition. Second, the maximum startup 
latency should be limited by an acceptable value during the transition. Channel 
transition for NVoD has been studied in [8-11]. 

In this paper, we show that seamless channel transition can be accomplished for 
BroadCatch scheme and study its effectiveness. The rest of this paper is organized as 
follows. In section 2, we give a short review of the original BroadCatch scheme as 
well as seamless channel transition for fast broadcasting. In section 3, the proposed 
seamless channel transition for BroadCatch scheme is presented and then compared 
with that for fast broadcasting. In section 4, we analyze the effectiveness of channel 
transition in a BroadCatch system with simulation. Conclusions are given in section 5. 

2   Related Works 

2.1   BroadCatch Scheme 

Let N  be the number of channels allocated to a video and name these channels 

NCCC ,...,, 21 . Equally divide the video into 12 −N  segments, 1221 ,...,, −NSSS . In other 

words, the entire video can be written as 1221 ... −NSSS , where  is the 

concatenation operation. Channel iC  repeatedly broadcasts a sequence of segments 

iG  at the playback rate, where 

≤≤
=

=
+−

−

NiifSSS

iifSSS
G

iN

N

i 3   ,...

2,1   ,...

1

1

221

221  (1) 

Furthermore, the broadcast of iG  on channel iC  starts iO  segments after the 

broadcast on the channel 1C  has begun, where 

≤<

=
=

=
−

−

Niif
O

iif

iif

O

i

N
i

2   ,
2

2   ,2

1   ,0

1

2  (2) 

Since the entire movie is partitioned into 12 −N  segments, the worst case waiting 
time is 12/ −NL  and average waiting time is NL 2/ , where L  is the length of the 
movie. One special property of BroadCatch is that although the video is broadcast on 
N  channels, the client receives data from no more than 2−N  channels at any given 
time. In other words, while the server side bandwidth requirement is N , the client 
side bandwidth requirement is only 2−N . 

Fig. 1 shows an example of the BroadCatch channel assignment when 5=N . 
Channels 1C  and 2C , called base channels, broadcast the entire video segments, 



 Seamless Channel Transition for BroadCatch Scheme 971 

while channels 3C , 4C , and 5C , called catching channels, broadcast 3G , 4G , and 

5G  with offsets 3O , 4O , and 5O , respectively. 

 

Fig. 1. BroadCatch channel assignment ( 5=N ) 

2.2   Seamless Channel Transition on Fast Broadcasting 

The basic idea of seamless channel transition scheme presented in [8] is to build a 
multiple relationship among segments with different channel assignments. Since the 
desired relationship is not present in the original fast broadcasting, shown in Fig. 2, a 
dummy video is added at the end of the movie. The augmented video can be 
partitioned into 223 −× N  segments for any N , 2≥N , as shown in Fig. 3. Let N

iC and 
N
jS  denote the thi  channel and thj segment with N  channels allocated to the video, 

respectively. With the new partitioning scheme, seamless channel transition now 
becomes possible because a segment at a smaller N  is always equal to the 
concatenation of some segments at a larger N . For instance, 

4
4

4
3

4
2

4
1

3
2

3
1

2
1 SSSSSSS == . 

Fig. 4 shows the segment arrangements for =N 2, 3 and 4 in seamless channel 
transition. Channel transitions are categorized into positive and negative channel 
transitions, corresponding to adding and releasing channels, respectively. Tseng et al. 
went through elaborate arguments to show why viewers will not experience disruption 
at positive channel transition and what needs to be made up to viewer at negative 
channel transition. 

 

Fig. 2. Original segmentations in fast broadcasting ( =N 2, 3 and 4) 
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Fig. 3. Segments after data padding with length 3/L  when 2=α  

 

Fig. 4. Segment arrangements for =N 2, 3 and 4 in seamless channel transition 

Note that the waiting time in this scheme is longer than that in the original fast 
broadcast because of the insertion of the dummy video. In addition, a segment may be 
moved from one channel to a different channel after a channel transition, making the 
channel transition logic rather complicated. 

3   Seamless Channel Transition Scheme for BroadCatch 

In this section, we first present a seamless channel transition scheme for BroadCatch 
and then compare our scheme with the one described in section 2.2. To make the 
description and comparison easy, we adopt the notation used in [8]. 

3.1   Seamless Channel Transition 

Let N
jS  denote the thj  segment of the video when using N  channels. Using this 

notation, the original BroadCatch channel segmentation using =N 2, 3, 4, and 5 
channels is shown in Fig. 5. Note that the desired relationship among segments, 
namely, 1

2
1
12   ++

−= N
j

N
j

N
j SSS , is still present. Also, let N

iG  denote the sequence of 

segments delivered on channel i  using N  channels, that is, 
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for all i , k , and N , where Ni ≤≤1 , 121 +−≤≤ iNk . 

 

Fig. 5. Original segmentations in BroadCatch ( =N 2, 3, 4 and 5) 

First consider positive channel transition from N  to 1+N  channels, which turns 
out to be permissible at any segment boundary. Fig. 6 shows an example of positive 
channel transition from 4 to 5 channels. At the point of transition, aT , the payload on 

channel iC , Ni ≤≤1  switches from N
iG  to 1+N

iG . The switch, however, can be 

viewed as more nominal than actual because of (4). In other words, existing users will 
be able to receive exactly the same content they would receive from exactly the same 
channels. On the other hand, new viewers coming into the system at or after aT  can 

start receiving video using 1+N  channels as if it is a new movie. The added channel, 

1+NC , stays inactive for the length of one segment before transmitting 1
1

+
+

N
NG  at time 

bT , as specified in segment arrangement of BroadCatch. With the extra channel, the 

worst-case as well as average waiting time are reduced by 50%. 
Negative channel transition from 1+N  to N  channels is similar to positive 

channel transition except that the transition point must coincide with segment 
boundary of N

iS . Fig. 7 shows an example of negative channel transition from 5 to 4 

channels. Again, because of (5), all but the releaseed channels deliver the same 

content before and after the point of transition, aT . To ensure uninterrupted service, 

1+NC , the channel to be released, needs to stop transmitting at time cT . Consequently, 

new viewers have to wait until aT  before the viewing can start. For these users, the 

waiting time may be )2/( 2−NL , which is equal to the worst case waiting time after the 

transition. 
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Fig. 6. Example of positive channel transition 

 

Fig. 7. Example of negative channel transition 

3.2   Comparison 

Our proposed channel transition for BroadCatch has two advantages over the one 
presented in section 2.2. First, although both schemes are seamless, ours is more 
seamless in the sense that the channel payload is not affected in any way by a 
transition. This makes our scheme easier to understand and to implement. Second, 
BroadCatch clients receive data from at most 2−N  out of N  channels. Assuming 
bandwidth is not a major concern at the server and intermediate routers, we can 
justifiably compare seamless channel transition on fast broadcasting using N  
channels against our scheme using 2+N  channels, as both require the same number 

of channels on the client side. The worst-case waiting time in our scheme is 12/ +NL , 
which is 62.5% shorter than )23/( 2−× NL , the worst-case waiting time in [8]. 
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4   Simulation Results 

The main purpose of channel transition is to give a multi-movie Video-on-Demand 
system the ability to dynamically reallocate channels based on movie popularity. In 
this paper, we simulate a BroadCatch-based VoD system with the following 
parameters. Let m  be the number of movies served by the system and each movie is 
allocated i  channels initially. Channels may be added to or taken away from a movie 
depending on its popularity, but the number of allocated channels stays within an 
upper bound, u , and a lower bound, l . 

The decision as to when a channel transition should take place is governed by the 
following strategy. If the number of requests for movie A during the previous 
segment is α  times smaller that for another movie B, then the popularity of movie A 
is considered less popular and one channel will be taken away from A and reallocated 
to B. 

Variation of movie popularity is modeled by a Zipf distribution [12,13]: 

=

== =

otherwise

nk

i

k

kXP

n

i

,0

,...,1,
)1(

)1(

)( 1

θ

θ

 (6) 

where the parameter θ  is the skew factor. When θ  is 0, the Zipf distribution is 
reduced to a uniform distribution, meaning that all movies have the same access 
frequency. On the other hand, if θ  is large, then the access frequencies of some 
movies are higher than that of others. 

The arrival of client request is modeled by a Poisson distribution  

!
)(

k

e
kXP

kλλ−

== , (7) 

where λ  is the client request rate.  
Each movie is assumed to be 120 minutes long. The simulation time is 24 hours. 

Video-on-Demand systems of 10, 15 and 20 movies are simulated. Other parameters 
are assigned fixed values as follows: 5=i , 8=α , and 5=λ  requests per minute. 

Fig. 8 shows the average waiting time for various choices of u , l  and m . The 
skew factor θ  in the Zipf distribution is set to 0.729, as suggested in [12]. The 
leftmost sample points in Fig. 8. represent the traditional BroadCatch method with 

5=N . As can be seen in Fig. 8, enabling channel transition reduces the average 
waiting time by more than 10%.  

Fig. 9 plots the average waiting time for the tradition BroadCatch method against 
the proposed method for skew factor θ  between 0 to 2. It shows that the average 
waiting time for the proposed method, which adapts itself to non-uniform movie 
popularity, is a decreasing function of θ . For 5.0>θ , the proposed method has a 
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Fig. 8. Average waiting time on a BroadCatch-based VoD system ( 729.0=θ ) 

smaller average waiting time than that for BroadCatch. Fig. 10 shows the average 
number of allocated channels and the number of total viewers for the 20 movies in the 
VoD system. It shows that more channels are indeed allocated to more popular 
movies, leading to the reduction of average waiting time. 

 

Fig. 9. Average waiting time as a function of the skew factor θ  (20 movies) 
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Fig. 10. Average number of allocated channels and the number of users ( 729.0=θ , 

)5,4,9(),,( =ilu ) 

5   Conclusion 

Various broadcasting schemes are used in Near Video-on-Demand systems to serve 
multiple movies to a large number of viewers. In these systems, seamless channel 
transition provides the ability to dynamically reallocate channels without service 
interruption and thus can be used as an important performance tuning tool. In this 
paper, we show how seamless channel transition can be achieved for the BroadCatch 
scheme. Our simulation shows that the average waiting time can be reduced when 
seamless channel transition is employed along with a suitable transition strategy. 

Acknowledgments. This research is supported in part by an ISU grant, ISU-94-01-08. 
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Abstract. This paper presents a new error concealment algorithm based on 
edge-oriented spatial interpolation as well as the JND (Just-Noticeable-
Distortion) function to select valid edge information in adjacent blocks. Several 
conventional algorithms suffer from computational complexity or inaccurate 
recovery at missing blocks having strong edgeness. In order to alleviate these 
drawbacks, the proposed algorithm estimates a dominant direction to interpolate 
the missing pixel values. At this step, automatic thresholding method based on 
the JND function is proposed to determine a valid direction. Then, a lost block 
is recovered by weighted linear interpolation along the dominant vector. 
Finally, the median filter is applied to recover pixels that are not located on the 
line with the estimated dominant direction. Simulation results show that the 
proposed algorithm improves the PSNR of the recovered image approximately 
2.5dB better than Hsia’s and can significantly reduce computational complexity 
with keeping subjective quality as good as the RIBMAP method. 

Keywords: Error concealment, block-loss recovery, JND function, matching 
vector, interpolation. 

1   Introduction 

The block-loss recovery is very important for block-based coding, such as JPEG and 
MPEG standards. When a block is lost, it can be estimated by using adjacent pixels in 
post processing. Many spatial interpolation techniques for block-loss recovery have 
been proposed. There is no acceptable algorithm in terms of computational 
complexity as well as recovery accuracy for commercial products. 

Lee et al. [1] introduced a cubic spline interpolation using sliding recovery 
window. Tsekeridou and Pitas [2] proposed a split-match algorithm using ‘best 
match’ 4x4 blocks. Sun and Kwok [3] presented a spatial interpolation algorithm 
using projections onto convex sets [4]. 

Among the spatial domain error concealment algorithms, the Hsia’s algorithm 
achieves relatively good quality, compared to the other algorithms with low 
computational complexity [5]. This algorithm recovers the error blocks by identifying 
two 1-D boundary matching vectors. However, its recovery direction is still 
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inaccurate since edge directions of boundary pixels are not considered. Especially, the 
performance of Hsia’s algorithm is declined for the regions having multiple edge 
directions in boundary pixels. 

In cope with this shortcoming, we propose a new error recovery method of which 
the key operation is to efficiently find a boundary matching vector according to 
neighboring block edges. This scheme is organized as follows. Firstly, the proposed 
algorithm detects edges with neighboring blocks and selects valid directions based on 
the JND function [6]. Then, a dominant direction is selected as the matching vector 
among detected valid edges. Finally, according to the direction of the matching 
vector, spatial interpolation is applied to lost blocks. 

The rest of this paper is organized as follows. In Section 2, the proposed algorithm 
is presented in detail. Simulation results are shown in Section 3. Finally, Section 4 
concludes this paper. 

2   Proposed Algorithm 

2.1   Adjacent and Connected Blocks 

A lost block, L, and its surrounding neighboring blocks are illustrated in Fig. 1. In 
Fig. 1(a), Six neighboring blocks, ATL, AT, ATR, ABL, AB and ABR, and boundary pixel 
lines, D, are shown with the lost block, L, in the center, of which size is N×N. Fig. 
1(b) shows 3x3 size boundary blocks, B, which are adjacent to the lost block and are 
in neighboring blocks of the lost block, L. 

  

Fig. 1. Lost block and its neighboring blocks (a) Lost block L and six neighboring blocks ATL, 
AT, ATR, ABL, AB and ABR. (b) Lost block L and boundary blocks, B. 

In the edge-oriented spatial interpolation algorithm proposed by Hsia, lost blocks 
are restored with 1-D boundary matching between top and bottom boundary pixel 
lines in the neighboring blocks. Since this algorithm does not count on the edge 
directions of adjacent blocks, it can deteriorate as shown in Fig. 2. 
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Fig. 2. The recovered image using Hsia’s spatial interpolation algorithm for MIT image 

2.2   JND Function-Based Edge Detection 

To find the edge direction and magnitude for adjacent blocks, A, sobel edge detector 
in the spatial domain is applied to 3x3 boundary blocks, B. As shown in Fig. 3, each 
boundary block is divided into two regions according to the edge direction. If the 
difference between two divided regions is larger than the JND value at the center of 
two regions, the edge is selected as a valid edge. Note that the JND represents the 
smallest difference in a specified modality of sensory input that is detectable by 
human being. 

+−
≤+−

=
otherwiseyxg

yxgforyxgT
yxgJND o

,3)127),((

127),(),3127/),(1(
)),((

γ
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where g(x, y) is a gray scale value at the position (x, y), 17=oT  and 128/3=γ  [6]. 

 
Fig. 3. Edge direction patterns for 3x3 boundary block, B 

2.3   Matching Vector Selection 

Matching vector selection is depicted in Fig. 4. According the JND function-
based edge detection, each boundary block may have valid edge direction which 
is the candidate of the best matching vector. The best matching vector is selected 
as one direction that are most frequently found in all the valid directions. The 
selected best matching vector represents dominant edge direction of neighboring 
blocks. 
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Fig. 4. Matching vector selection 

This selecting process is executed on the top and bottom boundary block, B, 
respectively. As a result, each lost block, L, has two or less number of matching 
vectors. 

2.4   Spatial Interpolation 

To recover block losses, spatial interpolation is employed to each lost block, L. And, 
lost block restoration is accomplished by the linear spatial interpolation of which 
recovery direction is set to the direction of the matching vector. 

Fig. 5 shows the proposed spatial interpolation algorithm with two matching 
vectors. To find more dominant matching vectors between top and bottom lines, 1-D 
block boundary matching is employed. The pixel is interpolated along the dominant 
matching vector as shown in Fig. 5(a). Then, unrecovered pixels are interpolated 
along another matching vector as shown in Fig. 5(b). 

 

Fig. 5. An example of proposed spatial interpolation algorithm with two-matching vector case 
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Fig. 6. An example of the proposed spatial interpolation algorithm (a) Single matching vector 
case (b) No matching vector case 

According to the proposed edge detection rule, lost blocks do not always have 
two matching vectors. Fig. 6 shows the case that a lost block does not have two 
matching vectors. Fig. 6(a) depicts the single matching vector case and Fig. 6(b) 
shows the no matching vector case that a lost block does not have any matching 
vectors. In these cases, non concealment region can be found at a lost block. 
Accordingly, 1-D block boundary matching to find the edge direction is used to 
determine which direction is more accurate[5]. This rule is applied to top and 
bottom directions, respectively. Fig. 7 shows that a few pixels are not recovered 
even after two spatial interpolations. Pixels in non-concealment areas are replaced 
with the median filtered values. 

 

Fig. 7. Examples of spatial interpolated image. A small number of pixels are not recovered. (a) 
Lena (b) MIT. 
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(a)                                                                     (b) 

    

(c)                                                                     (d) 

 

(e) 

Fig. 8. Test results for MIT: (a) Original image (b) Damaged image (c) Hsia’s (d) RIBMAP and 
(e) Proposed algorithm 
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(a)                                                                        (b) 

    

(c)                                                                         (d) 

 

(e) 

Fig. 9. Test results for Lena: (a) Original image (b) Damaged image (c) Hsia’s (d) RIBMAP 
and (e) Proposed algorithm 
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3   Experiments and Results 

The performance of the proposed algorithm is evaluated with two well-known 
512×512 test images: MIT and Lena. The proposed algorithm is compared with 
Hsia’s [5] and Park’s [4] in terms of PSNR. The PSNRs of the proposed and the 
conventional algorithms are summarized in Table 1. According to Table 1, the 
proposed algorithm provides a slightly better PSNR value than Hsia’s in case of Lena 
image. However, in case of MIT image, the PSNR of the proposed algorithm is 
improved approximately 2.5 dB, compared with Hsia’s one. 

Table 1.  Comparison of PSNRs for different error concealment algorithms 

Algorithms MIT Lena 

Hsia’s scheme 23.784 29.735 

RIBMAP 28.127 31.706 

Proposed scheme 26.262 29.958 

The subjective qualities of Hsia’s, Park’s [4] and the proposed algorithm were 
evaluated. Park’s RIBMAP algorithm shows the best restoration performance in terms 
of the subjective and objective qualities. However, this algorithm requires high 
computational complexity. N recovery vector searches and additional filtering are 
required for N×N lost block restoration in the RIBMAP algorithm. Fig. 8 and 9 show 
that the proposed algorithm yields significant improvement in terms of subjective 
quality, compared with Hsia’s and comparable subjective quality with the RIBMAP. 
According to these test results, we found that the proposed algorithm is better than 
Hsia’s one in terms of objective and subjective cases while the proposed algorithm 
yields similar image quality with low computational complexity, compared with the 
RIBMAP. 

4   Conclusion 

The error correction for both still images and intra-frames is one of key techniques for 
block-based video coding. Hsia proposed the efficient algorithm for concealment of 
damaged blocks using boundary matching vector. However, Hsia’s algorithm could 
be degraded when there are several edges in boundary pixels. 

In this work, we proposed the new efficient spatial interpolation algorithm for 
block error concealment based on the JND-oriented edge direction matching. In this 
algorithm, the best matching vector is selected as the most dominant edge direction in 
boundary blocks according the JND function. Experimental results show that the 
proposed scheme yields around 2.5 dB better than Hsia’s one in terms of PSNR. With 
the low computational complexity, the image quality recovered by the proposed 
algorithm is similar to that of the RIBMAP. 
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Abstract. Due to temporal prediction adopted in most video coding standards, 
errors occurred in the current frame will propagate to succeeding frames that 
refer to it. This causes substantial degradation in reconstructed video quality at 
decoder side. In order to enhance robustness of existing temporal prediction 
techniques, another prediction strategy, called error resilient motion estimation 
(ERME), to take both coding efficiency and error propagation into 
considerations is proposed. To find MVs that satisfy the above two 
requirements, a constrained optimization problem with a new criterion is thus 
formed for ME. The proposed algorithm is implemented for H.264 video coding 
standard, where multiple reference frames are allowed for ME. From 
experimental results, the proposed algorithm can improve PSNR by up to 1.0 
dB (at a packet loss rate of 20%) when compared with the full search ME with 
traditional SAD (sum of absolute difference) criterion.  

Keywords: H.264, Error resilience, Error concealment, Motion estimation. 

1   Introduction 

Due to the successful development of techniques, such as Discrete Cosine Transform 
(DCT), Motion Estimation and Compensation (ME/MC), and Variable Length Coding 
(VLC), a large amount of redundant information in video can be removed and allow 
the data size to be reduced for transmission over channels of limited bandwidth. 
However, compressed videos are vulnerable to channel errors; even a minor 
disturbance may make the received video bit stream undecodable. Hence, techniques, 
such as error resilient video coding and error concealment [1], [2], were proposed to 
enhance the robustness of video against errors or to recover videos from errors. 

To suppress error propagation without sacrificing coding efficiency, a method of 
searching motion vectors (MVs) in a criterion other than least SAD (sum of absolute 
difference) was proposed [3], [4]. This kind of algorithms could be classified as Error 
Resilient Motion Estimation (ERME). Methods proposed in [3], [4] adopt the end-to-
end distortion as a new criterion for motion search. Although the above-referred 
methods are capable of suppressing error propagation efficiently, their computational 
complexity in estimating the end-to-end distortion is prohibitively high and thus 
impractical for real-time applications. 
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Extending the prior concept to multiple reference frames (up to 5) for ME in 
AVC/H.264 video coding standard [7] and avoiding the inherited high computational 
complexity in estimating the end-to-end distortion, a new ERME algorithm is 
proposed in this paper. After decomposing the end-to-end distortion into parts of 
source and channel distortions, an objective measure, which can be estimated with 
much lower computational complexity, for evaluating the potential error propagation 
of an MV is derived in this paper. By integrating this objective measure into the 
conventional search criterion for ME, a constrained optimization problem to derive 
error resilient MVs can be formed. Importantly, we consider not only error resilience, 
but also coding efficiency of the estimated MVs, that is, tradeoffs will be made 
between them in presence of channel errors. 

The main contribution of this work is that an ERME algorithm of low complexity 
is developed. Experiments show that our proposed algorithm outperforms the 
traditional ME method of AVC/H.264 by improving the PSNR by up to 1.0 dB in 
case of a packet loss rate of 20%. 

2   Concept of Error Resilient Motion Estimation 

The goal of motion estimation is to enhance the coding efficiency by removing the 
temporal correlation among frames.  However, in error-prone environments, it is 
known that error propagations might be induced in received videos due to incomplete 
error concealment and the process of motion compensation (MC). In order to 
compromise between the suppression of error propagation and the retaining of coding 
efficiency, the said error resilient motion estimation was then proposed [3], [4].  

In [3], a criterion that considers end-to-end distortion, that is, the distortion 
between the original input frame and the decoded frames at the receiver end, for 
motion estimation was proposed. Then, MVs that can minimize the defined criterion 
is chosen for encoding. Their experimental results show better qualities with respect 
to traditional MVs. In [4], a similar motion estimation algorithm as [3] was proposed, 
except that stochastic frame buffers were used as references rather than conventional 
reconstructed frame buffers. Although their experimental results show that the use of 
stochastic frame buffers can improve qualities of the decoded videos, their algorithm 
is not standard-compatible. A common drawback of the criterion used in [3] and [4] 
for motion estimation is the extra high computational cost that is induced.  

The criterion proposed in [3] separates the errors into three sources: error 
propagation, error concealment, and quantization. To evaluate the distortion from 
quantization, annoying computational cost arises since DCT/IDCT and quantization 
should be incorporated into motion estimation process. Here in this paper, we use a 
simplified criterion, which is capable of retaining the error resilience performance, so 
that ERME can be feasible in practical applications. 

On the other hand, the concept of minimizing end-to-end distortions is similarly 
applied to optimally deciding the coding mode (intra or inter) for each macroblack 
(MB) [8], [9], [10]. However, their MVs are estimated based on the traditional SAD 
criterion before the mode decision is optimally made based on an estimated end-to-end 
distortion. Theoretically, our algorithm for error resilient motion estimation can be 
used for finding MVs for mode decision based again on the end-to-end distortion. 
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Before illustrating our proposed algorithm, we first model the end-to-end distortion 
for videos transmitted in error-prone environments as follows [5]: end-to-end 
distortion can be decomposed into parts of source distortion Ds, incurred by nq, and 
channel distortion Dc, incurred by nc. Here, nq is related to the quantization noise and 
nc to the incompleteness of error concealment and motion compensation. A pictorial 
illustration of our model is depicted in Fig. 1, where nf  represents the original video 

signal,  nf̂  represents the encoded video (i.e., decoded video without error), and nf
~

 

represents the video reconstructed at the decoder side in presence of channel noise cn . 

cn

nf nf̂ nf
~

qn

 
Fig. 1. The modeling of end-to-end distortion 

Via the above model, it is ready to observe that the end-to-end distortion Dend-to-end 
can be formulated as 
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This model was first verified in [5] based on a test platform using H.263 video 
coding standard. In order to verify its applicability to H.264/AVC standard, the 
following process is conducted. In Eq. (2), a measure of deviation De  is defined 
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where n is the frame index and N is the total number of frame in a video sequence. 
Simulations were made by encoding videos, dropping packets randomly in terms of 

indicated rates, recovering the lost MBs, and measuring Ds, Dc, and Dend-to-end, 
respectively. After a set of experiments on 4 video sequences under varying packet 
loss rate (PLR), it was observed that simplification about the end-to-end distortion is 

sustained by an averaged De  of only 0.863%. Based on this fact, Dend-to-end can then 

be reduced by minimizing Ds and Dc separately. 
To derive error resilient MVs, the channel distortion Dc should be modeled first. The 

search criterion is defined below:  
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where x∆  and y∆ are the horizontal and vertical components of the MV, S is the 

feasible set for motion vectors, p is the number of pixels in a block, ),(ˆ yxf i

n ∆∆  and 

),(
~

yxf i

n ∆∆  represent the ith pixel of a block motion-compensated via MV= ),( yx ∆∆  in 

the nth frame, and E{.} is the expectation operator. Notice that ),(ˆ yxf i

n ∆∆  represents 

the pixel value correctly decoded, while ),(
~

yxf i

n ∆∆  is the pixel value considering 
erroneous reconstruction.  

Recognizing that most video coding standards adopt SAD as the criterion for 
motion search, a new criterion below is formed by changing the squared term in 
Eq.(3) with an absolute term: 
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Based on the fact that { } { }xxExxE ~ˆ~ˆ −≥− , the following inequality will hold.  
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Note that the first term in the summation is considered to be deterministic with respect 
to the E{.} operator, due to its independence to the channel conditions. In Eq.(5), 
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n ∆∆  can be estimated easily by using formula blow, which was derived  
in [6].  
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where pe is the error probability of a considered pixel, ),( yxri

n ∆∆ is the residual 

produced after motion compensation, )],(
~

[ , yxfE ji

n ∆∆α−  is the pixel value compensated 

from the jth pixel of the (n- )th frame, and ]
~

[ 1
i

nfE −  is the recovered pixel value if the 

zero motion scheme is adopted for error concealment. 

According to coding principle, ),(ˆ yxf i

n ∆∆  can be represented as: 

),(),(ˆ),(ˆ , yxryxfyxf i

n

ji

n

i

n ∆∆+∆∆=∆∆ α−                                   (7) 

where ),(ˆ , yxf ji

n ∆∆α−  is the motion-compensated pixel value from the (n- ))th frame. 
Substituting Eq.(6) and (7) into Eq.(5), we obtain: 
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Eq.(8) is actually not a good criterion, due to its prohibitively high complexity in 
computing ),( yxri

n ∆∆ . To yield ),( yxri
n ∆∆ , the processes of DCT, quantization, and 

inverse DCT need to be performed for each MV candidate. This is also the reason 
why algorithms provided in [3], [4] are impractical in terms of computing complexity. 

The above equation can be rewritten as  
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The term ),( yxrp i
ne ∆∆⋅  can be ignored, with respect to the other three terms, to 

reduce Eq.(9) into Eq.(10). 
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The reasons are stated below. In Eq.(9), the term ),( yxr i
n ∆∆  is the prediction error of 

a certain MV, which is often small if high correlations exist between consecutive 
video frames. However, the second and third terms in Eq.(9), i.e., )],(

~
[ , yxfE ji

n ∆∆−α  

and ]
~

[ 1
i

nfE − , represent the expected reconstructions at decoder and normally cannot 

be ignored. By the way, we consider a value of pe of no more than 0.3 in our system. 
In Eq.(10), the first term ),(ˆ , yxf ji

n ∆∆α−  is readily available when encoding the nth  

frame, while the second term (the first moment of j

nf α−

~
) can be derived by using the 

technique proposed in [6]. Note from Eq.(6) that the first moment of i

nf
~

 can be 
recursively updated for next frame’s use after a frame is encoded (i.e., after the 
residual i

nr  is figured out), hence guaranteeing the availability of )],(
~

[ , yxfE ji
n ∆∆−α  on 

evaluating Eq.(10) for the nth  frame. Clearly, the extra computations required in 
evaluating Eq.(10) come from the updating of ]

~
[ 1

i
nfE − .  

The criterion proposed in Eq.(10) totally ignores the coding efficiency in 
optimization. It is possible that MVs and residuals thus obtained consume a lot of bit 
rates for transmission, though a certain degree of robustness can be achieved. Before 
proceeding, some mathematical terms are defined. Denote ( )α,w  to be a MV 

candidate w that refers to the (n- ))th frame. Define ),( αwEP  and ),( αwCE  to measure the 

level of error propagation and coding efficiency, respectively, for a given ( )α,w , as 
follows. 
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Note that Eq.(11), following from Eq.(10), obviously accounts for the minimization of 
error propagation, while Eq.(12), related to the power of motion-compensated 
residuals, accounts for the bit rate required for encoding residuals. Since our purpose is 
to find MVs which can not only suppress possible error propagation, but also remove 
redundancies efficiently, a new constrained optimization problem based on ),( αwEP  and 

),( αwCE  is thus formed below:  

2

),(),(),(
:tosubject            }{ σ≤ααα www
CEEPMin .                             (13)  

where 2σ is a predefined power constraint. By controlling the threshold 2σ , the 
magnitude of residual signals is restricted. This is also helpful to the validity in 
assuming a small ),( yxr i

n ∆∆  in deriving Eq.(10). Note that a small threshold 2σ  

might cause no solution of Eq.(13), while a large 2σ  gives nearly no constraint on 

minimizing ),( αwEP . The solution of Eq.(13) can be easily found via a full search on 

possible ),( αw ’s. Note that our algorithm does not change the nature of full search in 

traditional ME process, but to provide a more proper criterion in selecting MVs that 
are expected to achieve both error resilience and code efficiency. Our criterion can 
also be applicable to fast ME where only a certain set of MV candidates are 
evaluated. 

3   Experimental Results 

The proposed algorithm was implemented on JM93 test model of H.264 video coding 
standard. The tested video sequences include “Akiyo”, “Table tennis”, and “Stefan” of 
CIF size. Each sequence contains 100 frames and is coded at 30 fps. Different 
quantization parameters (QP) (from 20 to 44) are applied to encode sequences for the 
evaluation of the proposed algorithm under a wide range of bit rates. Because our 
algorithm is to explore the error resilience of MVs, only the first frame is coded as I 
picture and the others are coded as P picture without intra-coded MBs therein. The 
block size for motion estimation is fixed to 16x16 pixels and three reference frames are 
allowed for each MB. Our proposed ERME algorithm is compared with the 
conventional search criterion based on SAD at two packet loss rates: 5% and 20%. It is 
assumed that each packet contains 22 successive MBs.   

The experimental results are shown in Figs.2, 3 and 4. In these figures, the 
horizontal and vertical axes represent the average bit rate and the averaged PSNR of 
the reconstructed videos at the decoder, respectively. Notice that each erroneous MB at 
the decoder is concealed via the zero-motion algorithm, i.e., replaced by the MB at the 
same location of the previous frame. The curve marked with “PMV_X” represents our 
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Fig. 2. Averaged PSNR curves of decoded “Akiyo” sequence with errors 
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Fig. 3. Averaged PSNR curves of decoded “Stefan” sequence with errors 

proposed algorithm and the other marked with “OMV_X” represents the original MVs 
obtained by full search algorithm with conventional SAD criterion; “X” represents the 
percentage of packet loss rate. For example, “PMV_5” represents the PSNR curve of 
the proposed algorithm at 5% packet loss rate.   

It is observed from the experimental results that our proposed algorithm is 
approximate to the conventional ME algorithm in terms of the reconstruction PSNR for 
the video sequence “Akyio”. The reason is obvious: the inherited error propagation is 
minor due to the extremely static nature of “Akyio”. However, for video sequences 
with moderate to high motion, such as “Table tennis” and “Stefan”, in which the error 
propagation might be substantial, the effectiveness of our proposed algorithm in 
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Fig. 4. Averaged PSNR curves of decoded “Table tennis” sequence with errors 

suppressing error propagation becomes much more significant. For the “Stefan” 
sequence, our proposed algorithm can improve the PSNR performance by up to 1.0 dB 
at PLR = 20%. On the other hand, our algorithm might be inferior to conventional 
motion estimation algorithm at low bit rates and for static sequences. This is a result of 
making a tradeoff between coding efficiency and error resilience.   

Finally, the choice of 2σ  may play an important role in controlling the effective-
ness of our proposed algorithm. The tighter the constraint imposed by 2σ , the less 
effective the suppression of error propagation (since ),( αwEP  and ),( αwCE  might be 

contradictory for a given ( )α,w ). Currently, 2σ is determined by summing the 

squared error for MB difference between frames and hence adaptive to MBs. 

4   Conclusions 

In this paper, a new error resilient ME algorithm is proposed. In the proposed 
algorithm, finding MVs becomes solving a constrained optimization problem in 
considerations of both coding efficiency and error propagation. From experimental 
results, it is observed that our proposed algorithm can improve the reconstruction 
quality by up to1.0 dB in presence of a PLR of 20% for videos with moderate to high 
motion. The contribution of our work is that an efficient and feasible algorithm, in 
contrast to others ([3], [4]) in literature, is proposed to optimally search MVs that are 
capable of suppressing error propagation and achieving high coding efficiency. 
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Abstract. Nowadays it is easy and fast to deliver and communicate the digital 
video contents. Therefore, security problem reveals followed in applications 
such as video-on-demand, videoconference and video chatting system. In this 
paper, a scrambling scheme employing novel grouping strategy is proposed to 
encrypt the compressed video data. In new scheme, the scrambling and 
descrambling operations are embedded into the video encoding and decoding 
processes. DCT coefficients are divided into 64 groups according to their 
positions in 8×8 size blocks, and scrambled inside each group. Besides, motion 
vectors are also grouped and permuted in term of their modes. Thus the 
influence on statistical property of the video data is reduced furthest. 
Experimental results show that the proposed method has less bitstream 
overhead and no any image quality degradation. It is also indicated that the 
security is enhanced considerably via extending the scrambling range. A 
content-based dynamic secret key method is also presented to withstand the 
known-plaintext attack.  

Keywords: Video Encryption; MPEG-4; Scrambling. 

1   Introduction 

Distributed multimedia applications such as video on demand system, video 
broadcast, video conferencing and videophone make the multimedia security research 
a key issue [1]. Intended tortious behavior will even cause an unprotected video 
communication leak the privacy of communicators. Thus content creators and 
providers will be reluctant to communicate or distribute their video contents if they 
are not assured that contents are securely protected. In this instance, methods of video 
encryption with conditional access act as one key technique to secure the video 
content. 

In the past years, methods to encrypt video data have been discussed can be 
classified into three categories, that is, cryptographic method, permutation method 
and hybrid or other methods. A typical cryptographic approach called naive algorithm 
is to encrypt the entire MPEG stream using standard encryption algorithms like DES 
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(Data Encryption Standard) [2] and AES (Advanced Encryption Standard). Naive 
algorithm treats the MPEG bit-stream as ordinary data and does not use any of the 
special MPEG structure. Although this is supposed to be the most secure MPEG 
encryption algorithm that preserves the data size, due to high data rate of video, it 
usually adds a large amount of processing overhead. There are some other 
cryptographic approaches called selective algorithms [3, 4] that use the features of 
MPEG layered structures. These methods partially choose the portions of the 
compressed video such as headers, I frames and I-blocks in P and B frames, and 
encrypt them using standard encryption algorithms. 

Tang [5] first presents a zig-zag permutation method for MPEG video. The 
encryption operation is embedded into the MPEG compression process. Instead of 
mapping the 8×8 block to a 1×64 vector in zig-zag order, it uses a random 
permutation list to map the individual 8×8 block to a 1×64 vector. Zeng [6] extends 
the permutation range to the segment and each segment consists of several 
macroblocks/blocks. Within each segment, DCT (Discrete cosine transform) 
coefficients of the same frequency band are randomly shuffled within the band. 
Besides, there is another permutation method that shuffles the code words in the VLC 
(Variable length coding) tables [7]. 

Qiao and Nahrstedt present a special method named Video Encryption Algorithm 
(VEA) to encrypt the video data [8]. It utilizes the results of the statistical analysis of 
compressed video frames, encodes half of the data using DES, and has a 47% gain in 
terms of number of XOR operations over DES. VEA provides efficient, real-time and 
secure encryption for low-resolution and low bit rate MPEG sequence. However, it 
will have real-time implementation problem for high resolution and high bitrate 
sequences. 

In this paper, we present a new scrambling scheme to encrypt the video data via 
grouping the DCT coefficients and motion vectors, which has less bitstream overhead 
and higher security than prior similar encryption schemes and has no any image 
quality degradation. Furthermore, a content-based dynamic generating method of 
secret keys is given to increase the ability resisting to the known-plaintext attack. The 
remainders of the paper are structured as follows. Section 2 discusses the group-based 
scrambling scheme for DCT coefficients in frequency domain. Section 3 gives a 
scheme to shuffle the motion vectors of MPEG-4 video. Then we perform 
experiments and security analysis in section 4. Finally, in section 5, we draw some 
conclusions. 

2   Frequency Domain Permutation 

It is a natural idea to distort the visual image directly in the spatial domain. Before 
comeback the distorted video appears unintelligible and this method is employed in 
several video scrambling systems [9, 10]. But it will significantly change the 
statistical property of the original video signal, thus making the original video very 
difficult to compress. Another potential drawback of scrambling video in the spatial 
domain is that the highly spatially- and temporally-correlated nature of the video data 
can be used for efficient attacks [6]. So we address the permutation method in the 
frequency domain. 
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All current international standards for video compression, namely MPEG-1, MPEG-2, 
ITU-T H.261, ITU-T H.263, and the baseline mode of MPEG-4 and H.264 are hybrid 
coding schemes. Such schemes are based on the principles of motion compensated 
prediction and block-based transform coding. The transform used is often the discrete 
cosine transform. Fig. 1 shows a generic block diagram of a hybrid coding scheme. The 
video sequence to be compressed is segmented into groups of pictures (GOP). Each GOP 
has intra-coded frame (I-frame) followed by some forward predictive coded frames (P-
frames) and bidirectional predictive coded frames (B-frames). I frames are split into 
nonoverlapping blocks (intra-coded blocks) of 8×8 pixels which are compressed using 
DCT, quantization (Q), zig-zag-scan, run-level-coding and entropy coding (VLC). P/B 
frames are subject to motion compensation by subtracting a motion compensated 
prediction. The residual prediction error signal frames are also split into nonoverlapping 
blocks (inter-coded blocks) of 8×8 pixels which are compressed in the same way as 
blocks of inter-frames. Sometimes, P/B frames also have some intra-coded blocks when 
better efficiency will be obtained using intra-coded compression. For one video standard, 
when setting a certain group parameters, the bitrate and visual quality of the compressed 
video data will be fixed always. 
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Fig. 1. Hybrid video coding scheme 

In order to avoid the visual quality degradation, we shuffle DCT coefficients after 
the quantization stage. In other words, the scrambling module is embedded into the 
position between the quantization and VLC stages. In our scheme shown in Fig.2, the 
scrambling module contains three components, the secret key KD, the shuffling table 
generator STG, and the scrambler S. Using the secret key, STG generates a shuffling 
table for the quantized DCT coefficients. Then the scrambler permutes the quantized 
DCT coefficients according to the shuffling table and the remaining procedures are 
the same as the generic hybrid coding scheme. A corresponding reverse process to 
recover the quantized DCT coefficients is given in Fig.3. 

In 8×8 DCT transform coding, the 64 transformed coefficients are zig-zag ordered 
such that coefficients are arranged approximately in the order of increasing frequency. 
This arrangement enhances the efficiency of the run length coding because the 
bitstream coder uses a run-length and variable-length coding technique that generally 
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assigns shorter codewords to combinations of coefficient values and run lengths. So 
breaking the zig-zag order within the block will significantly degrade the statistics 
relied upon by a run-length coder. So we use a new grouping strategy that is 
illustrated in Fig.4 to shuffle the DCT coefficients. In fact, the DCT coefficients in the 
same frequency position have most approximate statistics property. According to this 
point, for each signal, all the DCT coefficients in a frame are partitioned into 64 
groups by the frequency position and then shuffled inside each group. In Fig.4, n is 
total number of 8×8 blocks of each signal, for luminance signal, n=w×h/8/8, and for 
chrominance signals, n=w×h/16/16, where w is the width of frames and h is the height 
of frames. In some extent, except for the optimization method, this strategy can be 
regarded as the method that has the least influence on the statistics property of the 
quantized DCT coefficients. Thus the overhead of the compressed bit-stream will be 
considerably limited. 
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Fig. 2. Scrambling of quantized DCT coefficients 
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Fig. 3. Recovery of scrambled quantized DCT coefficients 
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Fig. 4. Grouping of quantized DCT coefficients 

When there is less motive objects and scene, the scrambling of I frames will render 
the following P/B frames difficult to perceive due to the dependency of P/B frames on 
I frames. However, in many other circumstances, the video content may not be highly 
correlation in temporal dimension. In these cases, the intra-coded blocks and the 
accumulating residual energy will leak the partial image information. In order to 
achieve higher security, the DCT coefficients of intra-coded blocks and non intra-
coded blocks in P/B frames need to be shuffled also. Apparently, when employing 
same grouping strategy, they should be separated each other. 

3   Motion Vector Permutation 

Theoretically, it is absolutely secure in visual perceptivity when I frame, intra-coded 
blocks and inter-coded blocks in P/B frames are all encrypted but the bit-stream 
overhead will reach a certain level. For inter-coded blocks in P/B frames, there is an 
optional substitutive scheme that encrypts their motion vectors because both the 
similar encryption efficiency and less bit-stream overhead will be obtained. 
Additionally, in some scenarios, it is necessary to scramble the motion vector 
information for those applications that have high level security requirement. In Fig.5 
similarly to the scrambling scheme of DCT coefficients, it can be seen that there are 
three components included in the motion vector encryption module, the secret key KM, 
the shuffling table generator STG, and the scrambler S. Besides, a reverse process to 
recover the scrambled motion vectors can be seen in Fig.6. 

63 63 63
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Fig. 5. Scrambling of motion vectors 
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Fig. 6. Recovery of scrambled motion vectors 

Generally in hybrid video coding scheme, the motion estimation and compensation 
are carried out based on the choice of 16×16 blocks (referred to as macroblocks) as a 
basic unit. The estimated motion vectors and other side information are encoded with 
the compressed prediction error in each macroblock depending on the type of the 
macroblock. For example, in MPEG-4 standard, the macroblock of P frame has three 
type motion vectors listed in Table 1, that is, 16×16, 16×8 and 8×8. Different type 
macroblock has different number motion vectors and they are differenced with respect 
to a prediction value and coded using variable length codes. So we group motion 
vectors in terms of their types in the same way as we group the quantized DCT 
coefficients and then shuffle them inside each group. Thus the encrypted motion 
vectors can be recovered in the decoder side correctly. In addition, B frame has more 
type motion vectors but the same strategy can be used. 
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Table 1. Types of motion vectors of P frame 

Types Numbers of motion vector(s) Has4MVForward Flag FieldMV Flag 
16×16 1 FALSE FALSE 
16×8 2 FALSE TRUE 
8×8 4 TRUE Ignored 

4   Experiments and Security Analysis 

4.1   Experiments 

In order to evaluate the performance of the new proposed schemes, we implement a 
demo via integrating our encryption strategies into the MPEG-4 verification model 
coder [11] provided by ISO. Using this demo, experiments to scramble I frame, P 
frame motion vectors respectively and both of them are performed. The test video 
sequences with QCIF (176×144) size include Foreman, CarPhone, Claire, Grandma, 
MissAm, Salesman, Trevor and Suzie, which are shown in Fig.7. 

    
          a) Foreman             b) MissAm              c) CarPhone             d) Grandma 

    
          e) Salesman              f) Claire                g) Travor                    h) Suzie 

Fig. 7. Original video sequences 

    

    

Fig. 8. Scrambling of quantized DCT coefficients of I frame 
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Fig. 9. Scrambling of P frame motion vectors 

Fig.8 gives a scrambled I frame image of each test video sequence and the details 
of images are not visible completely. Fig.9 shows that macroblocks of P frame 
existing motion, that is, inter-blocks, have been thrown into confusion, which benefits 
to keep the secret of the motion information. In Table 2, it can be seen that the 
bitstream overhead of I frame scrambling is in the range from 9.54% to 48.16% and 
the Foreman video is lowest. It seems that the motive videos have less bitrate increase 
than those still videos relatively. The same results of P frame motion vector 
scrambling can be found also. However, like MissAm, Grandma and Claire, the 
videos that have high relative bitstream overhead still have rather high compression 
rate. This indicates that our encryption schemes are acceptable in the manner of 
influence on compression efficiency. Zeng [6] gave the bitstream overhead of 
Carphone video by means of his own method. So we use the experimental data of 
Carphone video to compare with his result, which are listed in Table3. It shows that 
our method is better. 

Table 2.  Experimental results 

I frame and P frame motion 
permutation Video 

Sequences 

Total 
number 
of 
frames 

Original 
length 

Normally 
compressed 
length 

I frame 
permutation 
Overhead 

Overhead 
Compression 
rate 

Foreman 400 15,206,400 335,529 9.54% 11.27% 40.73 
MissAm  150 5,702,400 36,642 28.19% 67.03% 93.17 
Carphone  382 14,522,112 302,281 11.73% 16.56% 41.22 
Grandma 870 33,073,920 264,765 23.47% 41.74% 88.13 
Salesman 449 17,069,184 192,104 11.37% 17.04% 75.92 
Claire 494 18,779,904 114,272 48.16% 84.34% 89.15 
Travor 150 5,702,400 90,583 12.26% 17.83% 53.43 
Suzie 150 5,702,400 66,490 13.53% 23.20% 69.61 
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Table 3.  Comparison of bit overhead of Carphone video sequence 

Scrambling mode Zeng’s method Our method 
Quantized DCT coefficients of I frames scrambled 19.8% 11.7% 
Both quantized DCT coefficients of I frames and 
motion vectors of P frames scrambled 

23.6% 16.6% 

4.2   Security Analysis 

For a 352×288 size I frame, assuming that nYi nonzero coefficients of Y luminance 
signal, nUj nonzero coefficients of U chrominance signal and nVk nonzero coefficients 
of V chrominance signal exist in the position respectively indexed by i, j and k, the 
times of required trials in which an attacker attempts to recover the original I frame is 

∏∏∏
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j
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Yi nnn  

where .3961822,3961822,15843644 =×≤=×≤=×≤ VkUjYi nnn  It can be seen that 

the computation cost is rather tremendous to completely recover the original I frame. 
Similarly, if the attacker wants to recover the motion vectors scrambling of P frame, 

the number of required trials is !!! tsr , where r is the number of 16×16 type motion 
vectors, s is the number of 16×8 type motion vectors and t is the number of 8×8 type 
motion vectors. 

To strengthen the ability withstanding the known-plaintext attack, the content-
based dynamic secret key generating method can be employed. For example, the 
encryption key of the quantized DCT coefficients can be produced as follows. 

PpFKKFpK pmD ,,2,1),,()( ==  (1) 

where p is the index of frames, KD(p) is the secret key of p frame, KF the key generation 
function, Km the main key to generate dynamic keys, Fp the feature of p frame, and P is 
the total number of frames. The feature can be extracted from the content characteristics 
of each frame, like sum or average of the quantized DCT coefficients which should not 
change after shuffling operation. Thus each frame has individual scrambling table and 
this will make the known-plaintext attack more difficult. Additionally, the key 
synchronization also can be held correctly and will not be destroyed by the frame 
desynchronization such as incidental frame dropping and adding.  

5   Conclusion 

In order to enhance the security, it should be regarded as one principle that the 
encryption must scramble the image and motion information in a best possible extent 
because illegal attackers will impose this information possibly. Moreover, shuffling 
operations modify statistical property of the video data in a certain degree and this 
will cause the increase of the compressed video bitstream. Therefore, it is also 
necessary to be treated as another principle that the scrambling operation must bring 
possibly less influence on the statistical property of the video data. According to these 
two principles, we present a new scrambling scheme to encrypt the video data via 
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employing the new grouping strategy. Experimental results show that the novel 
scrambling scheme has less influence on the compressed video bitstream. In addition, 
a content-based dynamic generating method of secret keys is given to increase the 
ability resisting to the known-plaintext attack. The analysis also indicates that the new 
scheme has rather high security. It needs to be emphasized that the encrypted video 
data has standard video format. So using this method, we can open the beginning part 
or any segments of a movie to attract the audience and keep secret of the remainder. 

Acknowledgments. This work is supported by a grant of key program named 
“Theory and Methods of Security for Image/Graphics Information on Internet 
(No.60133020)” from National Natural Science Foundation of China. The demo used 
in our experiment is implemented based on the MPEG-4 reference source code, which 
is provided by International Organization for Standardization. In addition, using the 
open source of XVID MPEG-4 codec, we also implement a video encryption/ 
decryption plug-in component for common video players. So we would like to thank 
them together. 

References 

1. Lintian Qiao and Klara Nahrstedt. Comparison of MPEG encryption algorithms. 
International Journal of Computers and Graphics, special issue: “Data Security in Image 
Communication and Network” vol.22 January 1998. 

2. I. Agi and L. Gong. An empirical study of secure MPEG video transmissions [A]. The 
Internet Society Symposium on Network and Distirbuted System Security [C]. San Diego, 
CA, 1996, 137-144 

3. Y. Li, Z. Chen, S. Tan, et al. Security enhanced mpeg player. In proceedings of IEEE First 
International Workshop on Multimedia Software Development (MMSD’96), Berlin, 
Germany, March 1996. 

4. T. B. Maples and G. A. Spanos. Performance study of a selective encryption scheme for 
the security of networked, Real-Time video. In Proceedings of 4th International Conference 
on Computer Communications and Networks, Las Vegas, Nevada, September 1995. 

5. L. Tang. Methods for encrypting and decrypting MPEG video data efficiently [A]. 
Proceedings of the 4th ACM International Multimedia Conference [C]. Boston, MA, 1996, 
219-229 

6. Wenjun Zeng and Shawmin Lei. Efficient frequency domain selective scrambling 
of digital video [J]. IEEE Transactions on Multimedia, 2003, 5(1): 118-129 

7. Mohan S. Kankanhalli and Teo Tian Guan. Compressed domain scrambler/descrambler for 
digital video. IEEE Transactions on Consumer Electronics, Vol.48, No.2, pp.356-365, May 
2002. 

8. Lintian Qiao and Klara Nahrstedt. A new algorithm for MPEG video encryption. In 
Proceedings of the First International Conference on Imaging Science, Systems and 
Technology (CISST’97), Las Vegas, Nevada, July 1997, pp.21-29. 

9. G. L. Hobbs, Video scrambling, U.S. Patent 5 815 572, Sept.29, 1998. 
10. D. Zeidler and J.Griffin, Method and apparatus for television signal scrambling using blocl 

shuffling. U.S. Patent 5 321 748, June 14, 1994. 
11. ISO. Source code of MPEG4 encoder and decoder of publicly available standards [EB/OL]. 

http://www.iso.org/iso/en/ittf/PubliclyAvailableStandards/14496-5_Compressed_directories/ 
Visual/Natural.zip, 2004-03-20 



An Electronic Watermarking Technique for

Digital Holograms in a DWT Domain

Hyun-Jun Choi1, Young-Ho Seo2, Ji-Sang Yoo1, and Dong-Wook Kim1

1 Kwangwoon University, Welgye-Dong, Nowon-Gu, Seoul 139-701, Korea
2 Hansung University, Samsung-Dong 3ga, Sungbuk-Gu, Seoul 136-792, Korea

Abstract. Digital hologram generated by a computer calculation is one
of the most expensive contents and its usage is being expanded. Thus, it
is highly necessary to protect the ownership of digital hologram. In this
paper a spatial-domain and a frequency-domain electronic watermarking
schemes were proposed. The spatial-domain scheme was only to compare
the results to the ones from frequency-domain scheme and the frequency-
domain scheme used 2-dimensional mallat-tree discrete wavelet trans-
form. Both of them showed very high imperceptibility and quite high ro-
bustness against the attacks. Especially the MDWT-domain scheme was
very high robustness such that the error ratio at the worst case was only
3%. Thus, we expect that it is used as a good watermarking scheme of
digital hologram with high performance. But the spatial-domain scheme
was turned out to be useless when data compression process is necessary
after watermarking.

1 Introduction

As the digital era has been advanced since late 20th century, digital data has
been getting more portions in data usage. This is because digital data has the
advantages over analog data in easiness in storage, copy, adjustment, high im-
munity to noise in communication, etc. But some of these advantages act as its
disadvantages: easy to illegal duplication, modification, etc. and not easy to dis-
tinguish the original from the duplicated. Accordingly, various digital contents
are increasingly duplicated and used illegally by many internet users at present.
Therefore, an issue of such illegal duplication/modification of digital contents
such as protecting the ownership of intellectual properties is emerging.

Digital watermarking technology implements preparation of a data inside the
content for claiming such ownership to protect the intellectual property right
and it has been known as the best solution for this protection. So far, many
researchers have been studying this technology for many valuable digital con-
tents such as audios, images, moving pictures, etc. Digital watermarking is a
technique that a specified data (watermark) is concealed in a digital content but
it is almost impossible to know whether the watermark is embedded or not (im-
perceptibility) when it is actually used. Its another very important property is
that the embedded watermark should not be harmed or removed by malicious or

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 1007–1017, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



1008 H.-J. Choi et al.

non-malicious attacks (robustness) so that the extracted watermark after attack
should be until the original content is useful [1].

Digital hologram is a technique that the interference patterns between the
reference light wave and the object light wave is captured with a CCD cam-
era instead writing it on a holographic film [2]. The original image can be
reconstructed by loading the digital hologram on a Spatial Light Modulator
and illuminating the reference light that is the same as was recording. Other
method to obtain a digital hologram is by calculating the interference pat-
terns on a computer (Computer-Generated Hologram, CGH). A CGH is very
time-consuming because each pixel value is affected by each source point of
the object. Thus a hologram or a digital hologram is relatively very expen-
sive 3-dimensional image that recently, researchers in many institutes in the
world are studying hologram and its watermarking related technology. But most
of them are the optical methods with optical elements or optical parameters
[3,4].

In this paper, we propose a digital watermarking method for digital holograms
electronically, not optically. The main idea is to use frequency-domain character-
istics of digital holograms, for which DWT (Discrete Wavelet Transform) is used
to transform into a frequency-domain. Because all the existing watermarking
methods are optical ones, we set up a spatial-domain electronic watermarking
method for the comparison purpose. In this paper, all the holograms are as-
sumed digital, that is, fringe patterns captured by CCD camera or generated by
a computer.

2 Analysis of Digital Holograms

In this section, digital holograms, that is, fringe patterns are analyzed to de-
termine the proper locations to insert digital watermark in. From now on, a
fringe pattern is regarded as a spatial data, while the frequency-domain data is
the results from transforming the fringe pattern by a frequency-domain trans-
form technique, that is, DWT. Also, we assume that each pixel in a fringe
pattern has a grey-level value. It can be assumed that a fringe pattern is col-
ored. In this case also, the color components are separated into red, green, and
blue images. The image in this paper corresponds to one of the three compo-
nents.

Fig. 1 (a) shows the hologram image (200 × 200 [Pixels2]) created by com-
puter graphics and 1 (b) is its fringe pattern (1, 024 × 1, 024 [Pixel2]), that is,
CGH created by means of numerical computation with the image. In fact, a
fringe pattern itself is a frequency-domain data transformed by Fresnel trans-
form. But as mentioned before, this paper considers a fringe pattern as a spatial
data.

Fig. 2 shows the procedure to analyze the fringe patterns in the spatial do-
main and the frequency domain. In both analysis procedures, a fringe pattern
is divided into several segments. From the properties of a fringe pattern, a part
of a fringe pattern can reconstruct the original image with some degradation in
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image size according to the size of the segment. That means a data in a segment
affects reconstruction of the whole image. Thus, a part of fringe pattern can be
used for watermarking without loosing the imperceptibility and robustness of
watermark.

For spatial analysis, each bit-plane (BP) of the fringe pattern is examined
as expressed in Fig. 2 (a). In this analysis the strength of data that affects the
quality of the reconstructed image seriously is examined. For frequency-domain
analysis, 2-dimensional (2D) transformed are performed by regarding a fringe
pattern as a 2D data. Both mallat-tree decomposition (MDWT) method and
packetization DWT (PDWT) method are considered. 2D MDWT is the stan-
dard transform in JPEG2000.

The watermark embedding process might disturb the energy distribution of
a target data because embedding watermark changes the values of data. The
change in energy distribution in turn affects some characteristics of the data,
which might change the results of further processes such as signal processing or
data compression. Therefore, the analysis in this paper mainly consists of the
processes to examine the energy distribution of the data with considering the
watermarking process. In this paper, our watermarking scheme is to replace a
specific bit of a specific position with a digital watermark bit.

Fig. 1. (a) Original image (b) fringe pattern of (a)

Fig. 2. Procedure for analysis: (a) spatial-domain (b) frequency-domain
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2.1 Analysis of a Fringe Pattern in Spatial-Domain

One of the candidate data domains for watermarking might be the spatial do-
main. As mentioned before, the fringe pattern itself is regarded as the spatial
data in this paper. Also, we consider the whole fringe pattern or one of the seg-
mented one as the target watermarking space. The feature analysis of a fringe
pattern in the spatial domain consists of the examining the effect of watermark-
ing on a specific bit-plane (BP). Here in this paper, a pixel of in a fringe pattern
consists of 8-bits for its value as shown in Fig. 3.

The main purpose for spatial-domain data analysis is how much a specific BP
affects to the reconstructed image (result from inverse CGH (I-CGH)) with a
fringe pattern. Thus, we examine the reconstructed result for each BP of a fringe
pattern and the example images are shown in Fig. 4. In real experiment, more
than 100 fringe patterns were examined.

As expected from the knowledge from 2D images, BP7 (most significant BP,
MSBP) alone reconstructs the image with a little degradation in the intensity.
This is because of the weight of the BP7 is almost half of the value. An unex-
pected result from the experiment is that the BP6 of the most fringe patterns can
reconstruct the image recognizably, even though the intensities are pretty much
degraded. It means that only 1/4 in intensity of a fringe pattern can reconstruct
the image, which might be usefully used in data compression of a digital holo-
gram. In most of the fringe patterns, a BP lower than BP6 cannot reconstruct
the image, as shown in Fig. 4 (d). It means that data adjustment in BP lower

Fig. 3. Bit-planes of a fringe pattern or its segment

Fig. 4. Reconstructed images by HoloVision: (a) original (b) with BP7 (c) with BP6
(d) with BP5
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than BP6 hardly affect the reconstructed image and they might be good places
for watermarking.

2.2 Analysis of a Fringe Pattern in Frequency-Domain by DWT

Frequency analysis by 2D DWT is to examine the energy distribution throughout
the frequency bands because the energy distribution is the most important to
decide the watermarking positions with maintaining the imperceptibility and
robustness of the embedded watermark.

Mallat-tree 2D DWT. MDWT is to decompose an image into monotonically
increasing frequency subbands. In a level of transform, an image in decomposed
into four subband: LL, HL, LH, and HH, where ‘L’ (‘H’) means low-pass filtered
result and the first (second) letter of the two is for horizontal (vertical) direc-
tion. For example, HL means the resulting subband from high-pass filtering in
horizontal direction and low-pass filtering in vertical direction. Once a level of
transform is completed, the next level of transform is for the lowest subband, LL.
Thus, k-level decomposition produces 3k+1 subbands. Fig. 5 shows an 5-level
2D MDWT results where (a) shows the decomposition scheme and the subband
numbers and (b) is an example with Lena 2D image.

The average energy distribution of the result from 5-level 2D MDWT for 100
fringe pattern is shown in Table 1, in which each energy value is the total energy
of the coefficients in the corresponding subband. That means the energy value
of each coefficient in a subband is 4 times higher that the one in the table than
the one in the one-level lower subband because the number of coefficients in
one-level lower subband is 4 times larger.

In general, a fringe pattern is known to have much high-frequency compo-
nents compared to an ordinary 2D image. But from the experiment, a fringe
pattern showed a similar property of very high energy concentration (more than
70 % on the lowest frequency components, that is, subband 0 in this experiment.

Fig. 5. Frequency domain of 5-level MDWT: (a) scheme and subband numbers (b)
transformed example
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One peculiar characteristic in this experimental result is that some of the higher
frequency components (subband 10, 12, 13, 15, 16, 18) have quite high energy dis-
tribution. These subbands are in the vertical or diagonal direction which means
a fringe pattern has quite high energy in vertical and diagonal-directional high
components. Consequently, the lowest, the vertical, and the diagonal subbands
are good candidates for watermarking place.

Packetization 2D DWT. One modified 2D DWT method is packetization
2D DWT (2D PDWT). The scheme is as follows. The first level of transform
is the same as MDWT. But from the second level, the transform proceeds with
a particular purpose. For example, if local energy concentration is needed, a
subband whose energy is lower than a given threshold value is continuously
transformed until the resulting energy of subband is higher than the threshold.
In Fig. 6, all the subbands except HH proceeded the second-level of transform.
Among the subbands from LL, only HL, LH subband was transformed in the
third level and only LL, HL, LH subband was transformed in the fourth level,
and so on.

Table 1. Average energy distribution after 5-level 2D MDWT

Subband Average energy Ratio Subband Average energy Ratio

0 16199.634 72.677 10 2.208 0.010
1 0.006 0.000 11 0.883 0.004
2 0.022 0.000 12 12.514 0.056
3 0.077 0.000 13 224.675 1.008
4 0.051 0.000 14 6.705 0.030
5 0.024 0.000 15 567.815 2.547
6 0.104 0.000 16 2185.485 9.805
7 0.214 0.001 17 19.361 0.087
8 0.283 0.001 18 3068.226 13.765
9 1.559 0.007 Total 22289.845 100.000

However, this scheme is not easy to apply for examination of digital holo-
grams because each one may have different frequency characteristics. Thus in
this paper, we generalize 2D PDWT as Fig. 7. Here, we only transformed two
level of 2D DWT and each level-1 subband was transformed for one more level
with any restriction in proceeding further transform. Thus all the subbands are
the results of the two-level 2D DWT.

The average energy distribution is shown in Table 2. Differently from MDWT,
the results from PDWT showed quite random distribution in energy. Subband 0
has the highest energy but subband 14 also has very high energy. Also, subband 5,
6, 7, 15 retain quite high energy. Thus, PDWT does not look good transformation
to find the watermarking locations with the energy distribution. Consequently
we use only MDWT to find the watermark positions.
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Fig. 6. Frequency domain of 2D PDWT: (a) scheme and subband numbers (b) trans-
formed example

Table 2. Energy distribution and ratio of fringe pattern

Subband Average energy Ratio Subband Average energy Ratio

0 16201.034 38.357 8 0.268 0.001
1 224.675 0.532 9 5.734 0.014
2 6.705 0.016 10 13.869 0.033
3 567.815 1.344 11 274.797 0.651
4 625.367 1.481 12 133.677 0.316
5 1533.207 3.630 13 54.296 0.129
6 3743.395 8.863 14 10972.849 25.979
7 3813.564 9.029 15 4066.018 9.627

Total 42237.271 100.000

3 Electronic Watermarking Method on a Digital
Holograms

In this section, we propose an electronic watermarking method for digital holo-
gram. To find the watermarking positions and embed the watermark, we use
2D MDWT. But we also propose a watermarking method on the spatial domain
for the purpose of comparison with the frequency-domain method. In water-
marking, we assume that the watermark data to be embedded consists of binary
data. Especially we use a binary image with the size of 32× 32 [Pixels2]. This
assumption is not a special one because the target data to be watermarked is
also a digital and if a non-binary or analog data is to be used, it can be changed
into a binary bit stream.

3.1 Watermarking in Spatial-Domain

In general, watermarking in a spatial domain has been done to the regions with
large high-frequency components because of the imperceptibility of the water-
mark. Different from a general 2D image, a fringe pattern retains high-frequency
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Fig. 7. Watermarking procedure in the spatial domain

components all around the image, which is experimentally examined in the pre-
vious section. Thus, electronic watermarking on a fringe pattern can be done
any region of a fringe pattern. In this paper, we embedded the watermark data
randomly to all around the fringe pattern, as shown in Fig. 7. To select the wa-
termarking places, we used a 32-bit linear feedback shift register (LFSR) whose
feedback characteristic is as follows.

P (x) = x32 + x22 + x2 + 1 (1)

From the LFSR, two groups of parallel outputs are taken to be used as hori-
zontal and vertical values. As can see in Fig. 7, the watermark data is replaced
with the 4th bit of the corresponding coefficient indicated by the two groups of
parallel data from the LFSR. The 4th bit was chosen by considering the experi-
mental results in the previous section.

3.2 Watermarking in MDWT-Domain

For the frequency domain, we considered only MDWT based on the previous
experiments. Because of the property of a fringe pattern, the lowest subband
after DWT is less sensitive to the spatial data change than others, as the exper-
imental results. Also because the energy is concentrated to this subband, most
coefficients have very high positive value. Thus, we chose the lowest subband as
the watermarking places.

The watermarking scheme in DWT domain is shown in Fig. 8. Because we
chose 1, 024×1, 024 [Pixels2] as the size of a fringe pattern and 32×32 [Pixels2]
as the size of watermark, 5-level 2D MDWT is performed, which results in the
size of the lowest subband the same as that of watermark. For DWT-domain
watermarking, we selected a bit-plane replacement method. That is, the 3rd

lowest bit-plane is replaced with the whole watermark image data. Then the
whole image is inversely 2D MDWTed to reconstruct the fringe pattern.

4 Experimental Results

To test the proposed watermarking scheme in the previous section, more than 100
fringe patterns were watermarked, attacked, and reconstructed. As mentioned
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Fig. 8. Watermarking scheme in the MDWT domain

before, the size of a fringe pattern is 1, 024× 1, 024 [Pixels2] and the size of wa-
termark is 32×32 [Pixels2]. To figure out the robustness and imperceptibility of
the schemes, we considered the four kinds of attacks: JPEG compression, Gaus-
sian noise addition, blurring, and sharpening attacks by Adobe PhotoshopTM .

Fig. 9. Watermarking example for rabbit image; fringe pattern of (a) before, (b) after
watermarking in spatial domain, (c) after watermarking in DWT domain; holographic
image of (d) before, (e) after watermarking in spatial domain, (f) after watermarking
in DCT domain

Fig. 9 shows examples of watermarked fringe patterns and the corresponding
reconstructed holographic images for rabbit image. As can recognize from the
figures, the three fringe patterns and the holographic images are indistinguish-
able from the original ones, which means the visual perceptibility of each scheme
is very low. Table 3 shows the normalized correlation (NC) values of the water-
marked fringe patterns and their reconstructed holographic images with respect
to the original ones. In all cases the NC values are high enough as expected.
In Table 4, the average error ratios of the extracted watermarks after the four
kinds of attacks are listed. For JPEG compression, up to 0-quality compression
is performed.

For Gaussian noise, up to 10% is added because the reconstructed image from
the fringe pattern added more than 10% of Gaussian noise is degraded in the
quality so that it is not worthy to be used in commercially.
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In all the experimental cases, MDWT-domain scheme showed better per-
formance than the spatial-domain scheme. The worst performance in MDWT-
domain scheme was for the Gaussian noise attacks, but the error rate was only
3% even at the strongest attack of 10% addition. In the spatial-domain scheme,
the JPEG compression showed the worst attacks. At JPEG quality 0, which cor-
responds to about 20:1 in the compression ratio, the error rate was more than
19%. That means the spatial-domain scheme is very weak in data compression
and it is not useful if a data compression is accompanied.

Table 3. Average NC values of fringe pattern and holographic image

Domain
NC Values

F ringe pattern Holographic image

Spatial 0.99997 0.99962
MDWT 0.99996 0.99989

Table 4. Experimental results by watermarking in spatial-domain and MDWT-domain

Attack(Adobe

PhotoshopTM )

Error rates(%)
Spatial DWT

JPEG quality 6 0 0
JPEG quality 4 0.2 0
JPEG quality 2 14.1 0
JPEG quality 0 19.4 0

Gaussian noise addition(5%) 1.5 0
Gaussian noise addition(10%) 12.5 3.0

Sharpening 0 0
Blurring 0.4 0

For reference, Fig. 10 shows some examples of the extracted watermarks after
attacks. In this figure, only the cases that the error ratio are 0.2%, 1.5%, 5.5%,
12.5%, and 19.4% are included but the other cases can be predicted from these
result. As can imagine from the figures, an extracted watermark with error ratio
of less than 10% is useful for the protection of ownership.

Fig. 10. Extracted watermarks: error ratio (a) 0.2, (b) 1.5, (c) 12.5, (d) 19.4
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5 Conclusions

In this paper, we proposed a frequency-domain and a spatial-domain electronic
watermarking schemes for digital holograms. The spatial-domain scheme was
only for comparison. Here, we regarded the fringe patterns as the spatial-domain
data and the results from mallat-tree 2D DWT are the frequency-domain data.
The spatial-domain scheme disperses the watermark data throughout the fringe
pattern. DWT-domain scheme embeds the watermark data by replacing a spe-
cific bit-plane of the lowest subband with the watermark data plane.

Experimental results indicated that both schemes are very imperceptible in
fringe pattern and in the reconstructed holographic image. Also they showed
quite high strength against most of the attacks. Generally they showed low-
est robustness to the Gaussian noise addition attacks. But the spatial-domain
scheme showed very weak on the data compression attacks. In all the cases, the
spatial-domain scheme was worse than DWT-domain scheme and showed useless
when data compression is accompanied. Thus, the DWT-domain watermarking
scheme is expected to be used effectively to protect the ownership of digital
hologram. Also, we expect that the contents in this paper can be the bases for
further research on the electronic watermarking for digital holograms.
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Abstract. In this paper, a method for off-line signature verification
based on spectral analysis of directional gradient density function and
a weighted fuzzy classifier is proposed. The well defined outline of an
incoming signature image is extracted in a preprocessing stage which
includes noise reduction, automatic thresholding, image restoration and
erosion process. The directional gradient density function derived from
extracted signature outline is highly related to the overall shape of sig-
nature image, and thus its frequency spectrum is used as a feature set.
With this spectral feature set, having a property to be invariant in size,
shift, and rotation, a weighted fuzzy classifier is evaluated for the verifica-
tion of freehand and random forgeries. Experiments show that less than
5% averaged error rate can be achieved on a database of 500 samples
including signature images written by Korean letters as well.

1 Introduction

Handwritten signature verification is concerned with determining whether a par-
ticular signature truly belongs to a person, so that forgeries can be deleted. Most
of us are familiar with the process of verifying a signature for identification, es-
pecially in legal, banking, and other high security environments. It can be either
on-line or off-line, which is differentiated by the data acquisition method[1]. In an
on-line system, signature traces are acquired in real time with digitizing tablets,
instrumented pens, or other specialized hardwares during the signing process. In
an off-line system, signature images are acquired with scanners or cameras after
the complete signatures have been written. There have been over a dozen prior
research efforts and the summaries of these efforts are shown in [2].

However, most of the prior works on handwriting have used real-time in-
put, which means they dealt with on-line system[3][4][5]. Relatively only a few
methods focused on off-line signature verification. In off-line system, image of a
signature written on a paper is obtained either through a camera or a scanner
and obviously dynamic information is not available. Since the volume of infor-
mation available is less, signature analysis using off-line techniques is relatively
more difficult. To solve this off-line signature verification problems, elastic image
matching techniques[6], extended shadow-coding method[7], and 2-D FFT(Fast
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Fourier Transform) spectral method[8] were presented in the past. For the case
when the actual (or true) signature and the forgery are very similar, Ammar
et al. introduced an effective approach based on pressure features of the signa-
ture image[9]. More recent efforts tend to utilize a neural network classifier or
a fuzzy classifier with the directional probability of the gradient on the signa-
ture image[10][11] and with geometric features for the detection of random and
freehand forgeries[12]. And for the detection of skilled forgeries, Hidden Markov
Model (HMM) is successively applied[13]. On reviewing the literature it was
realized that a direct comparison of results from different researchers is often
impossible. This is due to factors such as different data set used, field condi-
tions, training and test data size, and the way in which the issue of forgery was
handled[1][2]. Therefore, the main focus of this paper is to introduce a new tech-
nique for carrying out off-line signature verification and it is compared with our
previous work[10] only. In this study, the global features based on FFT spectrum
of directional gradient density function, which can abstract the overall shape in-
formation of signature image, and a weighted fuzzy classifier are proposed. The
feature set extracted from directional gradient density function was developed
earlier and widely used in off-line signature verification systems[10][11]. It is easy
to extract and relatively well contains the overall shape information of signature
image. However, the directional density function in [10][11] was derived from
the entire signature image and easily affected by the rotation of image. Thus in
this paper, the directional density function is extracted from only the outline of
signature image not the entire signature image because the overall shape infor-
mation is more densely located at the outline of image, and the FFT spectrum
of that is utilized as a feature vector for invariance of image rotation and data
reduction. The summary of our verification process is shown in Fig 1.

The design of a complete AHSVS (Automatic Handwritten Signature Verifica-
tion System) which is able to cope with all classes of forgeries (random, freehand,

Fig. 1. Overall processing steps for the proposed freehand or random forgery detection
system
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and traced [1]) is a very difficult task because of computational resources and
algorithmic complexity. A better solution might be to subdivide the decision
process in a way to eliminate rapidly gross forgeries like random or freehand
forgeries. In this study, we focus on the construction of a first stage of verifica-
tion system in a complete AHSVS. Thus, only the freehand forgeries, which are
written in forgers’ own handwriting style without knowledge of the appearance
of genuine signature, or the random forgeries, which use his/her own signatures
instead of genuine signatures, are considered.

2 Signature Image Segmentation and Feature
Measurement

Signature image segmentation: The extraction of a signature image from the
noisy background is done as follows. The first work is to apply a lowpass filter,
shown in equation (1), to a scanned image for the noise reduction.

p′(i, j) =
1
9

i+1∑
l=i−1

j+1∑
k=j−1

p(l, k) (1 ≤ i ≤ m, 1 ≤ j ≤ n) (1)

where p(l, k): the original image, p′(i, j): the averaged image and m by n is the
size of image (200 by 925). In a next, the threshold value, THD, is automat-
ically selected from the averaged image, based on a simple iterative algorithm
proposed by Ridler et al[14], and the fine signature image is restored as shown
in equation (2).

p′′(i, j) = p(i, j) if p′(i, j) > THD, otherwise p′′(i, j) = 0 (2)

where p′′(i, j): the restored image. In a third, the outline of signature is extracted
from the restored image p′′(i, j) by using the erosion process. If p′′(i, j) > 0 and
its 8-neighbor count is below 8, p′′(i, j) must be on the outline of signature image,
which is shown in equation (3).

p̂(i, j) = p′(i, j) if p′′(i, j) > 0 and Np < 8 otherwise p̂(i, j) = 0 (3)

where Np is a count of 8-neighbor pixels which are greater than zero. A sam-
ple signature image restored from noisy background and its outline is shown in
fig. 2.

Feature Measurement: The one utilized as the input of a weighted fuzzy mean
classifier for the verification process is the FFT spectral feature vector of di-
rectional gradient density function extracted from only the outline of signature
image. It depends on the overall shape of the signature image, and so is assumed
to have enough information for the detection of freehand or random forgeries.
In the gradient computation process, Sobel 3 by 3 mask shown in fig. 3 is con-
volved with each pixel on the restored image if and only if it is on the outline of
signature image, and the amplitude and angular orientation of gradient vector
are computed by equation (4) and (5).
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Fig. 2. A sample signature restored from noisy background and its outline

Fig. 3. Sobel 3 by 3 gradient mask

if and only if p̂(i, j) > 0, Gr(i, j) = Sr(i, j)⊗ p′′(i, j)

Gc(i, j) = Sc(i, j)⊗ p′′(i, j) and, G(i, j) =
√

Gr(i, j)2 + Gc(i, j)2 (4)

θ(i, j) =
[
tan−1

(
Gc

Gr

)
+

π

2

]
∗ 128

π
(5)

where p̂(i, j) : a pixel on the outline of signature image and p′′(i, j): a pixel
on the restored image. The multiplication term, 128

π in equation (5), allows the
angular orientation θ(i, j) to have a range from 0 to 127 for FFT. In a next, the
directional gradient density function for the pixels on the outline of signature
image, DF (θk), is derived by equation (6) and its normalized term, NF (θk) ,
by equation (7).

DF (θk) =
200∑
i=1

925∑
j=1

X(θk, i, j) (6)

where X(θk, i, z) = G(i, j), θ(i, j) = θk, derived by equations (4),(5), and k=0,
1 ,... 127.

NF (θk) =
DF (θk)

127∑
θk=0

DF (θk)
(7)

Finally, as a means of data reduction and feature selection, the 128 point
FFT is taken into the normalized directional gradient density, which is shown in
equation (8).

F (m) = abs

(
127∑

θk=0

NF (θk) exp(−2πjθkm/128)

)
(8)
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where m=0,1,2,....,127. A D.C. component, F (0), is always zero because the
mean value of NF (θk) is removed before FFT. Thus, in this study, the first 15
spectral components except F (0) are utilized as a feature vector to be an input
of the weighted fuzzy classifier for verification. The feature vector formed with
F (1), F (2), ...., F (15) has a property to be invariant in size, shift, and rotation.
Fig. 4 shows some samples of genuine and forged signatures written by Korean
letters and their feature vectors. The FFT spectral feature vectors extracted from
two genuine signatures, (a) and (b) in Fig. 4., even one of them is scaled and
rotated, are very similar together, but different with feature vectors extracted
from two kinds of freehand forgeries written by two different person, (c) and (d)
in Fig 4.

Fig. 4. Samples of genuine and forged signatures written by Korean letters and their
FFT spectral feature vectors

3 A Weighted Fuzzy Classifier

The construction of a fuzzy classifier depends on the type of a fuzzy membership
function and the calculation method of a fuzzy mean value[15]. The triangular
type of membership function has a simple configuration and is easy to apply
where the only one reference feature set for one target pattern is used as in
our experiments. Thus the one used in this paper as a classifier is combined a
triangular fuzzy membership function with a weighted fuzzy mean method which
utilizes the variances of each dimensional feature value in a reference feature set
as the weights, ωi. This is shown in equation (9).

hw(µ1(x1), µ2(x2), · · ·, µn(xn); ω1, ω2, · · ·, ωn) =
n∑

i=1

µi(xi)·ωi, (
n∑

i=1

ωi = 1) (9)
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where hw: a weighted fuzzy mean value, µi: a membership grade extracted from
a triangular membership function, wi: a weight for an ith feature value, xi , and
n is the dimension of incoming feature vector (15 in this paper).

This type of classifier does not require a training stage while the classifier
based on neural network algorithms does. And the performance of a neural clas-
sifier highly depend on its architecture and learning algorithm. In this fuzzy clas-
sifier, the triangular fuzzy membership functions of each of fifteen-dimensional
feature values and their variances used as weights are simply constructed and
computed by using the reference feature set, and utilized for the verification of
a signature image without any further process. Thus the evaluation process is
much simpler and easier than that of the conventional neural network classifier.
For an incoming test signature, the fifteen membership grades are computed by
pre-established triangular membership function, and its weighted fuzzy mean
value is derived by equation (9). If it is greater than a threshold value, this sig-
nature is verified as a genuine signature, and if not, it is discarded as a forgery.
More details about this fuzzy classifier based on triangular membership function
and weighted fuzzy mean value can be founded in our previous work[10].

4 Experiments and Performance Assessment

In our experimental process, a total of 500 samples including signature images
written by Korea letters were corrected and verified by both of the proposed
method and our previous algorithm[10] where the twelve-dimensional directional
density extracted from an entire signature image had been utilized as a feature
vector. Test images belong to five sets of different signatures. Signature data
collection for each set was done by as follows. One of five different writers was
chosen as a target and asked to write his own name twenty times on an A4 page,
and four of the remaining writers were assigned to be forgers. Each of the forgers
was asked to write the targeted name twenty times in his own handwriting on an
A4 page. The forgers were not allowed to study the samples of the original sig-
nature because this study focused on only freehand or random forgery detection
not skilled forgery detection. Each set comprises one A4 page of genuine and
four A4 pages of freehand forgery signatures. They were scanned, one page at a
time, at resolution of 300 dpi, 8-bit gray-scale, and each signature was stored in
a 200 by 925 pixel matrix. Thus each set contains 20 genuine signatures and 80
freehand forgeries. By use of each of five writers’ own signature as a target, five
sets of different signature classes were made. Some samples of data set 1 to 5 are
shown in fig. 5, and those of data set 2 and 5 are written by Korean Letters.

Signature verification with a neural classifier needs the variety of forged sig-
natures to train the classifier for the high performance[16]. However, under the
real world environment, only a few forged signature samples are available. In
this study, a fuzzy mean classifier without any knowledge of forged signatures
is presented to decide an incoming signature whether it belongs to a genuine or
forged signature. The construction of a fuzzy classifier and the verification pro-
cess were done by as follows. In a first, the reference feature set is constructed
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Fig. 5. Sample signatures in data set 1 to 5

only with the randomly selected genuine signature samples shown in equation
(10), and the weights for each of fifteen-dimensional feature values are derived
by equation (11).

rf(xi) =
1

nm

nm∑
j=1

fj(xi); i = 1, 2, ..., 15 (10)

where nm : the number of selected genuine signature samples, fj(xi) is an ith

feature value of feature set, fj , extracted from a signature sample j, and rf(xi) is
an ith feature value of reference feature set. For the weights, the normalized vari-
ances for each of fifteen-dimensional feature values, vr1, vr2, ..., vr15, are drived
as in our previous work[10]. And if a normalized variance for the ith feature
values extracted from the selected signature samples, vri, is a pth larger value
among [vr1, vr2, ..., vr15], then a weight for the ith feature value is defined as

ωi = a(16− p)th l arg er value in [vr1, vr2, ...., vr15] (11)

where a is a small constant.
By the equation (11), the ith feature which has a smaller variance has a larger

weight, and it means the ith feature whose values are not significantly changed
between genuine signature samples is more weighted in verification process. Af-
ter this stage, the verifier performance is evaluated. For an incoming signature
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image, the membership grades of its feature values are derived by equations
(12)-(14).

µi(xi) =
(xi − rf(xi))

rf(xi)
+ 1 if xi < rf(xi) (12)

µi(xi) = − (xi − rf(xi))
rf(xi)

+ 1 if xi ≥ rf(xi) (13)

µi(xi) = µi(xi) if µi(xi) ≥ 0
0 if µi(xi) < 0 (14)

where xi is an ith feature value of input signature image, rf(xi) is an ith feature
value of reference feature set, and µi(xi) is a membership grade for xi. All of
membership functions are configured as a triangular type shown in figure 6.

Fig. 6. A fuzzy membership grade, µ1(x1), for a signature sample shown in fig.4-(a)

In a next, the weighted fuzzy mean value is derived by equation (15) and the
signature is verified by equation (16).

h(µ1(x1), µ2(x2)), · · ·, µ15(x15); ω1, ω2, · · ·, ω15) =
15∑

i=1

µi(xi)·ωi (15)

where h is the weighted fuzzy mean value of an incoming signature image, µi is a
membership grade of the ith feature value, and wi is a weight shown in equation
(11).

h ≥ Th accepted as a genuine signature

h < Th rejected as a forged signature (16)

where Th is a threshold value. The particular value of Th will determine the
probabilities of false rejection(FRR: Type I error) and false acceptance(FRA:
Type II error). The choice of Th should therefore be based on the cost of these
two types of errors. In our experiments, Th is expressed by equation (17), and
selected to minimized the verification error, ERR, defined by equation (18).

Th = mh− nh(1− K

sh
) (17)
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where mh, nh and sh are mean, minimum and standard deviation of the weighted
fuzzy mean values in equation (15), respectively, which are derived by the se-
lected genuine signature samples, that were used for the construction of reference
feature set, and K is a constant.

ERR(%) =
FRR + FRA

2
(18)

ERR is computed with the changes of constant K, and Th that corresponds to
K’s value which gives the minimum ERR is chosen as the pre-established Th.
Fig. 7 shows the relation between FRR, FRA, and ERR with the different values
of K, which determines Th. ERR is usually smallest around the crossing point
of FRR and FRA curves, which means Th is selected where type I and type II
error rates do not have a significant difference. And it is also shown in fig. 7 that
selecting Th is not critical because ERR is less than 10% for a wide range of K.

In the experiments, the performance of weighted fuzzy classifier was evalu-
ated for both random and freehand forgeries. Additionally, it was checked with
the twelve-dimensional directional feature set from [10] as well for the compari-
son purpose. For each case, five independent simulations with a different choice
of five randomly selected genuine signature samples for the construction of ref-
erence feature set were performed, and the verification results were averaged.
Under random forgery test, 420 signature samples(20 genuine signatures and
400 random forgeries) for each of five signature classes were evaluated. The av-
erage ERR for all of signature classes is just below 4.1% by the proposed method
and 5.7% by the algorithm in [10]. They are summarized in table 1 for each sig-
nature class. Under freehand forgery test, the test size for each of five signature
classes is 20 genuine samples and 80 freehand forgery samples written by four
different forgers, and the average ERR with the proposed feature set and with
the directional feature from [10] were about 5.3% and 9.6% respectively. They
are summarized in table 2 for each signature class.

Fig. 7. The relation between FRR, FRA and ERR with different values of K
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From table 1 and 2, it is obvious that the performances by both algorithms
with random forgery are better than with freehand forgery because the feature
vectors used in both of two approaches are based on the overall shape of signature
images. In random forgery test, the difference of ERR by two algorithms is not
significant even though the ERR by the proposed method is always lower for
each signature class. However, the proposed method shows much better results
in freehand forgery test, which means the directional feature set extracted from
the outline of signature image has more accurate shape informations than the
feature set from the entire signature image does. The verification process between
similar signature images, such as freehand forgery test, always requires more
precise shape information.

The overall experimental results show that the weighted fuzzy classifier with
the feature vector extracted from FFT spectrum of directional gradient density
function of signature outline is relatively effective in both of random and free-
hand forgery detection, even the signature image is written by Korean letters.
This proposed method has rotation invariant characteristic and preserves more
accurate shape information, and thus it can be possibly applied as a first stage
verifier in off-line signature verification system.

Table 1. Average verification results for random forgery test after five in-
dependent simulations.(FRR = # of false rejected signature

20 × 100, FRA =
# of false accepted signature

400 × 100, ERR = F RR+F RA
2 ).

FRR FRA ERR
proposed algorithm proposed algorithm proposed algorithm
method in [10] method in [10] method in [10]

data set 1 2% 4% 1.8% 3% 1.9% 3.5%
data set 2 5% 5% 10% 12% 7.5% 8.5%
data set 3 1% 2% 10.25% 13% 5.63% 7.5%
data set 4 2% 4.7% 7.9% 9.5% 4.95% 7.1%
data set 5 0% 1% 0.5% 2% 0.25% 1.5%
Average 2% 3.34% 6.09% 7.9% 4.05% 5.62%

Table 2. Average verification results for freehand forgery test after five
independent simulations.(FRR = # of false rejected signature

20 × 100, FRA =
# of false accepted signature

80 × 100, ERR = F RR+F RA
2 ).

FRR FRA ERR
proposed algorithm proposed algorithm proposed algorithm
method in [10] method in [10] method in [10]

data set 1 2% 5.6% 0.75% 4% 1.38% 4.8%
data set 2 7% 10% 13.75% 19% 10.38% 14.5%
data set 3 5% 9.2% 7.5% 11.5% 6.25% 10.35%
data set 4 4% 10% 9% 17.6% 6.5% 13.8%
data set 5 3% 5% 1.25% 4% 2.13% 4.5%
Average 4.2% 7.96% 6.45% 11.22% 5.33% 9.59%
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5 Conclusions

An off-line signature verification method based on spectral feature extraction of
signature outline and weighted fuzzy classifier is described, and its effectiveness
is evaluated with 500 signature samples. In our experiments, only the genuine
signature samples are utilized for the construction of reference feature because
a few forged signature samples are available under the real world environment,
and the training period is not required in this type of classifier. From the high
performance results, it is known that the proposed system detects relatively well
the random or freehand forgeries, and thus it can be utilized as a first stage
verifier which can help to improve both the speed and accuracy of the complete
off-line signature verification system. The further research should involve the
evaluation with a larger data set written by more varied writers for the real
world applications and the investigation of skilled forgeries detection system for
the complete off-line signature verification system.
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Abstract. Retrieving videos by key words requires semantic knowledge of the 
videos. However, manual video annotation is very costly and time consuming. 
Most works reported in literatures focus on annotating a video shot with either 
only one semantic concept or a fixed number of words. In this paper, we pro-
pose a new approach to automatically annotate a video shot with a varied num-
ber of semantic concepts and to retrieve videos based on text queries. First, a 
simple but efficient method is presented to automatically extract Semantic Can-
didate Set (SCS) for a video shot based on visual features. Second, a semantic 
network with n nodes is built by an Improved Dependency Analysis Based 
Method (IDABM) which reduce the time complexity of orienting the edges 
from O(n4) to O(n2). Third, the final annotation set (FAS) is obtained from SCS 
by Bayesian Inference. Finally, a new way is proposed to rank the retrieved key 
frames according to the probabilities obtained during Bayesian Inference. Ex-
periments show that our method is useful in automatically annotating video 
shots and retrieving videos by key words. 

1   Introduction 

The increasing amount of multimedia information is driving the demand for content-
based access to video data. Queries based on the low-level video feature like color or 
texture have been proposed for retrieving videos by content, but most users find it 
difficult to query using such visual attributes. Most people would prefer to pose text 
queries and find videos relevant to those queries. For example, one should be able to 
pose a query like “cars on a road”. This needs to bridge the semantic gap between the 
low-level feature descriptions and the semantic descriptions of multimedia. Manually 
annotating videos is not only labor intensive and time-consuming for large video 
archives, but also subject to human errors [1]. Automatic video annotation is becom-
ing more and more useful for improving the performance of multimedia information 
retrieval.   

In most previous research works, the task of annotating a non-annotated video can 
be viewed formally as a classification problem, we must make a yes/no decision for 
each word in the vocabulary [2][3][4]. Experts or users specify several classes, system 
can construct one or several classifiers through learning from the training set which is 
built manually by users. The visual features of a new video are extracted automati-
cally and input into the well-trained classifiers. Then the result of the classification is 
the semantic annotation of the new shot. The classes defined in such method are mu-
tually exclusive, so each video shot can have only one semantic concept.  
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In fact, one concept is not enough to fully summarize a video shot with rich con-
tents. A shot could include more than one concept. For example, three concepts, such 
as “land”, “sky” and “cloud”, are needed to describe the first picture of Figure 1. The 
frame should not alone belong to any one of the three classes. Obviously, semantic 
concepts do not occur independently or are not isolate from each other, and the mu-
tual information between them should be taken into account in order to make the 
annotation complete. 

 

Fig. 1. A random selection of key frames from the training set 

Intuitively it is clear that the presence of a certain concept suggests a high possibil-
ity of detecting certain other concepts. Similarly some concepts are less likely to oc-
cur in the presence of others. The detection of “car” boosts the chances of detecting 
“road”, and reduces the chances of detecting “waterfall”. It might also be possible to 
detect some concepts and infer more complex concepts based on their relation with 
the detected ones. Naphade [5] proposed the MultiNet as a way to represent higher 
level probabilistic dependencies between concepts. However, both the classes and 
structure of the classification frameworks were either decided by experts or specified 
by users. Moreover, the structure will become very large with the increase of the class 
number. If there are n classes, there will be n variable nodes and n(n-1)/2 function 
nodes and n(n-1) edges in the MultiNet.      

More general approaches attempt to annotate new key frames with concepts in the 
annotations of training set. MediaNet[6] can automatically select the salient classes 
from annotated images and discover the relationship between concepts by using ex-
ternal knowledge resources from WordNet. However, the relationships between con-
cepts in MediaNet are too complex. There are not only perceptual relationships such 
as "equivalent", "specializes", "co-occurs", and "overlaps", but also semantic relation-
ships such as “Synonymy / Antonymy“, “Hypernymy / Hyponymy”, “Meronymy / 
Holonymy”, “Troponymy”, “Entailment“, which are summarized into a small sub-
class of all these relationships by clustering subsequently. In his summarized Multi-
Net, there is only "specializes" relationship such as “man” is a subtype of “hominid”. 
His main attention is on analyzing the sense of a word and generating the "special-
izes" relationship and so on. 

In the application of annotating the video, we only concern about whether concept 
B is also present in the same frame if concept A is present. So we want to discovery 
the coexisting relationship among multiple concepts. 

Simpler methods are proposed to automatically annotate videos with a fixed num-
ber of concepts [7]. But it is not reasonable to label every shot with a fixed number of 
concepts, no matter whether the shot content is rich or not. 
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In order to overcome the above shortcomings, a new method is proposed to anno-
tate a video shot with a varied number of concepts. This paper is organized as follows. 
A simple but efficient approach is proposed to extract Semantic Candidate Set (SCS) 
in section 2. An improved DABM algorithm is proposed to construct the semantic 
network in section 3. Section 4 describes a way to select the final annotation set 
(FAS) from the SCS by Bayesian Inference and automatically annotate a video shot 
with a varied number of concepts. Section 5 introduces a probabilistic method to rank 
the retrieved frames based on Bayesian Inference. The experimental results are given 
in section 6. Finally, section 7 concludes the paper. 

2   Extracting the Semantic Candidate Set for a New Shot 

The Semantic Candidate Set (SCS) is a set of  N most probable concepts according to 
the visual features. It is supposed that all concepts actually annotated for a testing 
frame are in its SCS, then the actual concepts are chosen from the SCS by Bayesian 
Inference. 

A training set is constructed by manually annotating the key frames of videos shots 
and regarded as Ground Truth (GT). There is an annotation with 1-4 concepts for each 
key frame in the training set. Examples of selected key frames with annotation are 
shown in Figure 1. Each concept is considered a semantic class. Without loss of gen-
erality, suppose there are n semantic concepts in the training set. A simple method is 
introduced to obtain the SCS. 

First, the center of each semantic class is calculated as follows. 

,, ,. dim 1
1

S j S

j kS k
f T

k
T

fC                                   (1) 

where dim is the dimension of the visual feature vector, TS is the set of the samples 
with concept S in their semantic annotation, |TS| is the number of the samples in TS,  f j 
is the jth frame in TS ,  f j,k  is the kth visual feature element of frame f j and  CS,k  the 
kth visual feature element of the class center of concept S.  

Then, formula (2) is used to compute the distances between the key frame F of a 
new shot and every semantic class center, which are denoted as Dist[1], Dist[2],…, 
Dist[n]. 

dim 1
2

0

,( )ist[i] i
k

k i kF CD n
−

=

   ( = 1, ..., )−=                                 (2) 

where Fk is the kth visual feature element of the new key frame.  
Finally, Dist[1,…,n] is sorted from small to large. N most probable concepts, de-

noted as S1,…, SN corresponding the N smallest distances, consist of SCS. In our 
experiment, the result is the best for N = 4. S1 is regarded as the first concept of the 
new shot. This process of extracting SCS is named   Semantic Class Centre Method 
(SCCM). 



 Automatic Annotation and Retrieval for Videos 1033 

3   Constructing a Semantic Network  

Bayesian Network (BN) is a graphical model that efficiently encodes the joint prob-
ability distribution over a set of random variables. BN is selected to construct the 
Semantic Network, in which a node represents a semantic concept and an edge repre-
sents the dependency relationship between two concepts. Benítez [6]  gave two rea-
sons to select Bayesian networks to learn statistical dependencies between concepts. 

Learning of Bayesian network includes two parts: learning the structure and learn-
ing the parameters given a structure. A three-phase construction mechanism is repre-
sentative of Dependency Analysis Based Method (DABM) and is used to construct 
Bayesian Network [8]. Since a structure encodes many dependencies of the underly-
ing model, the algorithms try to discover the dependencies from the data, then use 
these dependencies to infer the structure. The dependency relationships are measured 
by using kinds of CI test.  

Mutual information and conditional mutual information are used as measurement. 
In information theory, mutual information is used to represent the expected informa-
tion gained on sending one symbol and receiving another. The mutual information 
between two nodes can tell us whether two nodes are dependent and how close their 
relationship is. The mutual information of two nodes X,Y is defined as 

1 1

=0 0

( , )

( ) ( )
( , ) logI(X,Y)=

x y

P x y

P x P y
P x y

=

                                              (3) 

and the conditional mutual information is defined as 

      
1 1 1

=0 0 =0

|C|2 ( , | )

( | ) ( | )
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x y c

P x y c

P x c P y c
P x y

−

=

                        (4) 

where 1 means presence, 0 means absence and C is a cut set of nodes. If I(X,Y) is 
smaller than a certain threshold , then X,Y are marginally independent. If I(X,Y|C) is 
smaller than the threshold, then X,Y are conditionally independent given C. 

Cheng et al.[8] proposed the three-phase (drafting, thickening and thinning)  
construction mechanism which can add an edge between each pair of nodes depend-
ing or conditionally depending. They developed two efficient algorithms, Algorithm 
A and Algorithm B, based on the three-phase construction mechanism. Algorithm A 
deals with a special case where the node ordering is given to orient the edges, this 
algorithm only require O(n2) CI tests. However, it is not always easy for users to give 
a node ordering. Some of the sequences among concepts are easy to be determined, 
such as “sky” and “cloud”. The presence of “cloud” in a frame makes sure of the 
presence of “sky”, but otherwise it is not true. It means that “cloud” should be ordered 
before “sky” and the direction of the edge should be from “cloud” to “sky”. However, 
as for other concepts, such as “water” and “animal”, it is difficult even for an expert 
to determine their sequence. Algorithm B deals with the general case where the node 
ordering is not given and requires O(n4) conditional independence (CI) tests to orient 
the edges.  

It concluded that Algorithm B was not as good as Algorithm A because Algorithm 
B did not use the node ordering as prior knowledge as Algorithm A did [8].  



1034 F. Wang et al. 

A new method is proposed to orient the edges in the general case where the node 
ordering is not given, and only requires O(n2) instead of O(n4) CI tests required by the 
traditional DABM (TDABM) for determining the directions of the edges.  

Suppose the node n1 and n2 are dependent or conditionally dependent, an edge be-
tween them should be added. A scoring function is designed to orient the edge (n1, 
n2) as follows. 

1 2

1 2

2 1

( , )
( , )

( , )

score n n
f n n

score n n
= 2 1 2 1 2 1 2 1

1 2 1 2 1 2 1 2

( | ) (~ | ) ( |~ ) (~ |~ )

( | ) (~ | ) ( |~ ) (~ |~ )

P n n P n n P n n P n n

P n n P n n P n n P n n

× × ×
=

× × ×
         (5) 

where score(n1, n2) represents the probability of node n1 with node n2 as its child and 
score(n2, n1) the probability of node n2 with node n1 as its child. Applying the Bayes-
ian formula to formula (5), then 
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1 2 2 2
1 2 2 2

2 1 1 1

( , ) ( ) (~ )
( , )

( , ) ( ) (~ )

score n n P n P n
f n n

score n n P n P n
= =                                 (6) 

If the value of equation (6) is larger than 1.0, it indicates that the probability of n1 
with n2 as its child is larger than that of n2 with n1 as its child, then the direction is 
from n1 to n2, otherwise from n2 to n1. The time complexity of orienting one edge is 
O(1) because the probability of each node has been calculated while calculating the 
mutual information using equation (3), and there are n(n-1)/2 edges at most in BN. So 
in the worst case, the time complexity of orienting all edges is O(n2) in our method 
instead of O(n4) in [8]. 

Having constructed the semantic network, the parameters, i.e. the conditional prob-
ability of each node, are learned by standard statistic method given the BN structure. 
We will give the detailed comparison between IDABM and the traditional algorithms 
(TDABM) in section 6. 

4   Obtaining the Final Annotation Set by Bayesian Inference 

Having obtained the semantic candidate set (SCS) and the first concept S1 of the new 
shot, we should have a way to determine which of the others in SCS are also present 
in the same shot. Bayesian inference is used to calculate the conditional probabilities 
of the other concepts given S1. Suppose that the initial current evidence set is 
CE={S1=1} (1 means presence, 0 means absence). If P(S2=1|CE)>σ , then S2 will be 
assigned to the new shot; If P(S3=1|CE)>σ , then S3 will be assigned to the new shot, 
and so on. We obtain the final annotation set of the shot by dynastic Bayesian infer-
ence. The procedure is similar to that proposed by Huang [9], as follows.  

Step 1. The directed graph of Bayesian Network is moralized and triangulated into a 
chordal graph.  

Step 2. A join tree (JT) is built from the chordal graph, which consists of cliques node 
and separator sets (abbreviated as sepset). 

Step 3. Initialize the belief potential of each clique and sepset according to the condi-
tional probabilities of the nodes in Bayesian Network. 

Step 4. Select the final annotation set from the SCS as follows. 
NE={S1};      CE =∅;      SCS ={S1,…,SN} 
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While (NE is not empty) do 
{Input NE into JT and modify the potentials in the 

JT; 
Perform Global propagation to make the potentials 
of JT locally consistent;  

CE = CE  NE ;     NE =∅;   
for (each concept Si in SCS) do 
if ((Si∉ CE) and (P(Si=1|CE)>σ )) then  

{ NE=NE  {Si};   SP[f][Si]=P(Si=1|CE); } 
} 

where CE is the final annotation set (FAS) of a shot after the procedure stops, and 
SP[f][Si] is used to store the probability of annotating the frame f with concept Si.  

5   Ranked Retrieval Based on Annotation 

The task of video retrieval is similar to the general ad-hoc retrieval problem. We are 
given a text query Q={w1, w2, …, wk} and a collection V of key frames of videos. The 
goal is to retrieve the video key frames that contain concept set Q in V.  

A simple approach to retrieving videos is to annotate each key frame in V with a 
small number of concepts using the techniques proposed in section 2, 3 and 4. We 
could then index the annotations and perform text retrieval in the usual manner. This 
approach is very straightforward. However, it has a disadvantage that does not allow us 
to perform ranked retrieval. This is due to the binary nature of concept occurrence in 
automatic annotations: a concept either is or is not assigned to the key frame. When the 
annotations of many retrieved frames contain the same number of concepts, document-
length normalization will not differentiate between these key frames. As a result, all 
frames containing the same number of concepts are likely to receive the same score. 

Probabilistic annotation can be used to rank the relevant key frames (here ‘relevant 
key frames’ are the ones that contain all query concepts in their ground-truth annota-
tion). A technique has been developed to assign a probability P(S=1|CE) to every 
concept S in the annotation in section 4. The key frame is scored by the probability 
that a query would be observed. Given the query Q= {w1, w2, …, wk} and a frames  
f V∈ , the probability of containing Q in frame f  is: 

1

( | )= ( | )j

k

j

P Q f P w f
=

∏                                                  (7) 

where P(wj | f) has already been computed and stored in SP[f][wj] in section 4. all 
retrieved frames are ranked according to P(wj | f) from large to small. 

6   Experimental Results 

We have chosen videos of different genres including landscape, city and animal from 
website www.open-video.org to create a database of a few hours of videos. Data from 
35 video clips has been used for the experiments.  
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Table 1.  The presence frequency of each concept in training set (%) 

First, we partition every video clip into several shots and to manually annotate the 
shots. The key frames of each shot are extracted automatically to form the samples 
set. The perceptual features such as HSV accumulated Histogram and Edge Histo-
gram are extracted automatically from the sample set and stored into a video database 
after being normalized. In our experiments, there are 544 key frames for training and 
263 key frames for testing. Fourteen different concepts are extracted automatically 
from the training set, which are shown in table 1. 

6.1   Results: Automatic Videos Annotation 

In this section we evaluate the performance of our method on the task of automatic 
video annotation. We are given an unannotated key frame f and are asked to automati-
cally produce an annotation. The automatic annotation is then compared to the manual 
ground-truth annotation (GT).  

It is said in [6] that different classifiers were evaluated including k-nearest 
neighbors, one-layer neural network, and mixture of experts, of which k-nearest 
neighbor was shown to outperform the rest. So we compare our method of selecting 
the semantic candidate set described in section 2 with K Nearest Neighbor (KNN) and 
Naïve Bayesian (NB) classifier. Four most probable concepts are also chosen for 
KNN and NB to build their SCSs. Three standards are used to measure the perform-
ance of the three methods as follows.  

_

st

1 _
correct first

fir

S first
N

N
=                                                  (8) 

 =
correct

label

N
precision

N
                                                    (9) 

     
_

= correct

ground truth

N
recall

N
                                                 (10) 

where Nfirst is the number of samples with concept S in the first position in GT, Ncor-

rest_first is the number of the samples whose first concept in SCS is the same as that in 
GT, i.e. S, Ncorrect is the number of samples having a given concept S in its SCS cor-
rectly, Nlabel is the number of samples having that concept in SCS, Nground_truth is the 
number of samples having that concept in GT.  

Table 2 shows the mean S1_first (MF), the mean precision (MP) and the mean re-
call (MR) over all concepts in SCS. KNN consistently outperforms NB, which con-
forms to the conclusion drawn by Benítez [6]. It also indicates that all metrics of 
SCCM are the biggest among the three methods, especially MR and MF of SCCM are 

concept car road bridge building waterfall water boat 
percentage 3.08 6.84 2.66 19.39 1.14 42.97 6.08 

concept cloud sky snow mountain greenery land animal 
percentage 13.31 44.87 6.84 14.45 32.7 25.48 25.48 
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much bigger than those of NB and KNN methods. So we have two reasons to expect 
that the annotation performance obtained by SCCM could be the best among the three 
methods. First, the larger the recall is, the more the SCS covers the correct concepts. 
Second, the first concept in SCS is the first evidence during Bayesian inference and 
the accuracy of the evidence is very crucial to the annotating results. 

Table 2. The MP, MR and MF of semantic candidate set before inference 

After obtaining the SCS and the first concept of a testing frame, the system obtains 
the other concepts coexisting in the same frame from SCS by Bayesian Inference 
detailed in section 4. We also measure the performance of annotating by formula (9) 
and (10), where Ncorrect is the number of the correct concepts that the system auto-
matically annotated for a testing frame, Nlabel is the total number of the concepts that 
the system automatically annotates for a testing frame, Nground_truth is the number of the 
actual concepts of a testing frame in GT.  

Table 3 shows the average results of annotating using different methods of extract-
ing SCS and two methods of constructing BN structure. First, it indicates that the 
inference performance on SCS obtained using SCCM is significantly higher than that 
using NB and KNN algorithm, no matter which method of constructing BN is used. 
Second, it shows that the recall values of all concepts in SCCM are larger than 0, and 
that of some concepts with low presence frequency in NB and KNN are zero. This is 
because KNN and NB algorithm are sensitive to the distribution of each concept in 
the training set. SCCM has not such problem because it is not sensitive to the pres-
ence frequency of each concept. Even a concept with low presence frequency can be 
assigned to a video shot only if its semantic class centre is close to the shot according 
to the visual features. It indicates that SCCM is more robust than NB algorithm and 
KNN algorithm. Third, IDABM performs a little better than TDABM, no matter 
which method of obtaining SCS is used.                                                        

Table 3. The result  of automatic annotation. # con is the number of concepts with recall>0. 

NB KNN SCCM 
Method 

MP MR #con MP MR #con MP MR #con 
TDABM 0.277 0.414 13 0.355 0.47 11 0.406 0.731 14 
IDABM 0.279 0.444 13 0.360 0.489 11 0.410 0.765 14 

Figure 2 shows the automatic annotation of several testing samples using three 
methods to obtain SCS and two methods to construct BN. It is obvious that there is a 
main concept in each frame. For example, the main concept in Figure 2(a) is ‘water-
fall’, that in Figure 2(b) is ‘car’ and that in Figure 2(c) is ‘bridge’. All the above con-
cepts have lower presence frequency in training set. SCCM can correctly capture 

Method MP MR MF # concepts with recall>0 concepts with recall=0 
NB 0.274 0.444 0.137 13 waterfall 

KNN 0.378 0.490 0.182 12 waterfall , bridge 
SCCM 0.378 0.779 0.392 14 \ 
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these concepts, but NB and KNN algorithm can not. In most cases, SCCM is able to 
correctly annotate the main concepts, even though it annotates incorrectly with some 
concepts such as ‘building’ in Figure 2(a) and ‘water’ in Figure 2(b).  

In general, SCCM algorithm outperforms significantly NB algorithm and KNN al-
gorithm in annotating video shots. And IDABM performs a little better than TDABM 
without any prior knowledge. 

 
                    (a)                                         (b)                                            (c) 

Fig. 2.  The examples of automatic annotation of several methods 

6.2   Results: Ranked Retrieval of Videos 

In this section we turn our attention to the problem of ranked retrieval of key frames. 
In the retrieval setting we are given a text query Q={w1, w2, …, wk} and a testing 
collection of unannotated key frames. For each testing frame f, Equation (7) is used to 
get the conditional probability P(Q|f). All frames in the collection are ranked accord-
ing to the conditional likelihood P(Q|f). In our retrieval experiments, we use four sets 
of queries, constructed from all 1-, 2-, 3- and 4-word combinations of concepts that 
occur at least twice in the testing set. A frame is considered relevant to a given query 
if its manual annotation (ground-truth) contains all of the query words. We use preci-
sion and recall averaged over the entire query set as our evaluation metrics.  

Table 4. The experiment result of retrieval 

NB KNN SCCM 
#concepts Metric 

Precision Recall Precision Recall Precision Recall 
 TDABM  0.277 0.414 0.361 0.471 0.410 0.731 

1-concept 
  IDABM  0.279 0.444 0.364 0.491 0.416 0.765 
 TDABM  0.168 0.313 0.194 0.332 0.261 0.435 

2-concept 
  IDABM  0.176 0.341 0.196 0.355 0.269 0.475 
 TDABM  0.117 0.154 0.178 0.289 0.258 0.214 

3-concept 
  IDABM  0.130 0.205 0.195 0.409 0.284 0.318 
 TDABM  0.111 0.125 0.139 0.313 0.25 0.313 

4-concept 
  IDABM  0.111 0.125 0.139 0.313 0.436 0.613 
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                                    (a) Top 5 frames retrieved using NB algorithm 

 
                                     (b) Top 5 frames retrieved using KNN algorithm 

 
                                  (c) Top 5 frames retrieved using SCCM algorithm 

Fig. 3.  Example of top 5 frames retrieved in response to the text query “mountain  sky”. All 
the results of IDABM are the same with those of TDABM. 

Table 4 shows the performance of our method on the four query sets, contrasted 
with performance of NB algorithm and KNN algorithm on the same data. We observe 
that our method substantially outperforms the NB algorithm and KNN algorithm on 
every query set except for the recall of SCCM compared with that of KNN in 3-
concept query. It could be said SCCM has the same performance with KNN algorithm 
in this case because the sum of precision and recall in both methods are about equal. 
Figure 3 shows top 5 frames retrieved in response to the text query “mountain sky”. 

We do not compare the results of our method with that of other papers because it is 
unfair to make a direct quantitative comparison with their method using different data 
set. It is a pity that there is no free and standard video data set to measure the algo-
rithm performance now. 

7   Conclusion 

We have proposed a new approach to automatically annotate a video shot with a var-
ied number of semantic concepts and to retrieve videos based on text queries. There 
are three main contributions of this work. The first one is to propose a simple but 
efficient method to automatically extract the semantic candidate set based on visual 
features. The second one is to propose IDABM algorithm to build the semantic net-
work. IDABM has two advantages over TDABM. One is no need for users to provide 
the node ordering. The other is to reduce the time complexity from O(n4) to O(n2) 
when orienting the edges. The third one is to obtain the annotation with varied length 
from SCS by Bayesian Inference. Experiments show that SCCM is efficient and sig-
nificantly outperformed KNN and NB method in obtaining SCS, though it is simple, 
and IDABM is better than TDABM algorithm in automatic semantic annotation. 
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Abstract. To model mammalian olfactory neural systems, a chaotic neural 
network entitled K-set has been constructed. This neural network with non-
convergent “chaotic” dynamics simulates biological pattern recognition. This 
paper reports the characteristics of the KIII set and applies it to text 
classification. Compared with conventional pattern recognition algorithms, its 
accuracy and efficiency are demonstrated in this report on an application to text 
classification.  

Keywords: Chaotic neural network, text classification, principal component 
analysis. 

1   Introduction 

Text classification [1] is the problem of automatically assigning predefined categories 
to natural language texts, based on their contents. Text classification applications are 
emerging as an important class of text processing applications, including indexing 
texts to support document retrieval, extracting information from texts, aiding human 
indexers in their tasks, and knowledge management using document classification 
agents. 

Due to the increasing volume of information needing to be processed, many 
algorithms have been proposed in order to improve the performance of classification, 
such as support vector machine (SVM) [2], Bayes algorithm [3], and so on. Artificial 
neural network [4] is also widely used in text classification because of its 
classification and powerful nonlinear mapping ability.  

Although traditional artificial neural networks simulate some primary features such 
as the threshold behavior and plasticity of synapses, their structures are still much 
simpler in comparison with biological neural system in real life. Based on the 
experimental study of the olfactory systems of rabbits and salamanders, a chaotic 
neural network mimicking the olfactory system called KIII model has been 
established. Built according to the architecture of the olfactory neural system, this 
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chaotic neural network can simulate EEG waveform observed in biological 
experiments well. Contrasting to conventional linear methods, the KIII model has 
strong nonlinear characteristics. 

In this paper, we use the novel chaotic neural network mimicking olfactory system 
as a pattern classifier for text classification. Before classification, the features are 
extracted based on principal component analysis (PCA). The experimental results 
show that the KIII model has potential for text classification and other pattern 
classification tasks. 

2   A Neural Chaotic Neural Network  The KIII Model 

2.1   KIII Model 

KIII model architecture follows olfactory system [5, 6], which consists of four main 
parts (shown in the left part of Fig.1). A schematic diagram of the KIII model, in 
which K0, KI and KII are included, is shown in the right part of Fig. 1. In K-set 
model, each node represents a neural population or cell ensemble. The dynamical 
behavior of each ensemble of the olfactory system is governed by equation (1). 
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Here i=1…N, where N is the number of channels. In equation (1), xi(t) represents 
the state variable of ith neural population, xj(t) represents the state variable of jth 
neural population, which is connected to the ith, while Wij indicates the connection 
strength between them. Ii(t) is an input function, which stands for external stimulus. 
Physiological experiments confirm that a linear second-order derivative is an 
appropriate choice. The parameter a = 0.220msec-1, b = 0.720 msec-1 reflect two rate 
constant derived from the electro-physiological experiments. Q(xj(t),qj) is a nonlinear 
sigmoid function derived from Hodgkin-Huxley equation and is expressed as equation 
(2). In the equation (2), q represents the maximum asymptote of the sigmoid function, 
which is also obtained from biological experiments. In different layers, q is different, 
for example, q is equal to 5 in OB layer and equal to 1.824 in PG layer. And x0 can 
reflect the state of neuron should be excitatory or inhibitory. 

The KIII model describes the whole olfactory neural system. It includes 
populations of neurons, local synaptic connection, and long forward and distributed 
time-delayed feedback loops. In the topology of the KIII network, R represents the 
olfactory receptor, which is sensitive to the odor molecules, and provides the input to 
the KIII network. The PG layer and OB layer are distributed, which contains n 
channels. The AON and PC layer are only composed of single KII network. The 
parameters in the KIII network were optimized by measuring the olfactory evoked  
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Fig. 1. Topological diagram for the neural system (left) and KIII network (right) 

potentials and EEG, simulating their waveforms and statistical properties, and fitting 
the simulated functions to the data by means of nonlinear regression. After the 
parameter optimization, the KIII network generates EEG-like waveform with 1/f power 
spectra [7]. 

Compared with well-known low-dimensional deterministic chaotic systems such as 
the Lorenz or Logistics attractors, nervous systems are high-dimensional, non-
autonomous and noisy systems [8]. In the KIII network, independent rectified 
Gaussian noise was introduced to every olfactory receptor to model the peripheral 
excitatory noise and single channel of Gaussian noise with excitatory bias to model 
the central biological noise sources. The additive noise eliminated numerical 
instability of the KIII model, and made the system trajectory stable and reliable under 
statistical measures, which meant that under perturbation of the initial conditions or 
parameters, the system trajectories were robustly stable [9]. Because of this stochastic 
chaos, the KIII network not only simulated the chaotic EEG waveforms, but also 
acquired the capability for pattern recognition, which simulated an aspect of the 
biological intelligence, as demonstrated by previous applications of the KIII network 
to recognition of one-dimensional sequences, industrial data and spatiotemporal EEG 
patterns [10], which deterministic chaos can’t do, owing to its infinite sensitivity to 
initial conditions. 

2.2   Learning Rule 

We study the n-channel KIII model, which means that the R, P and OB layer all have 
n units, either K0 (R, P) or KII (OB). When stimulus is presented to some of the n 
channels while other channels receive the background input (zero), the OB units in 
these channels experience a state transition from the basal activity to a limit cycle 
attractor and the oscillation in these units increases dramatically. Therefore, we 
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choose the activity of the M1 node in the OB unit to be the scale to indicate the extent 
to which the channel is excited. In other words, the output of the KIII set is taken as a 
1×n vector at the mitral level to express the AM patterns of the local basins, 
specifically the input-induced oscillations in the gamma band (20 Hz to 80 Hz) across 
the n channels during the input-maintained state transition. To put it clearly, the 
activity of M1 node is calculated as the root mean square (RMS) value of the M1 
signal over the period of stimulation. 

There are two kind of learning rules [11]: Hebbian and habituation learning. The 
rule of Hebbian learning reinforces the desired stimulus patterns while habituation 
learning decreases the impact of the background noise and the stimuli that are not 
relevant or significant. According to the modified Hebbian learning rule, when two 
nodes become excited at the same time with reinforcement, their lateral connection 
weight is strengthened. On the contrary, without reinforcement the lateral connection 
is weakened. 

Let PM(i) donate the activity of the ith M1 node in the OB layer, PM indicate the 
average value of all the PM(i) (i = 1,…, n), WM(i)->M(j) represent the connection weight 
from the ith M1 node to the jth M1 node, hHeb and hHab denotes the connection weight 
when two nodes are excited or not separately. 

The algorithm can be described as follows: 

1.  For i = 1…N  
2.   For j = 1…N 
3.  IF PM(i)>(1+K)*PM AND PM(j)>(1+K)*PM AND i != j Then 
4.   W`M(i)->M(j) = hHeb (i = 1,…,N) 
5.  ElseIF i = = j Then 
6.   W`M(i)->M(j) =0 
7.  Else 
8.   W`M(i)->M(j) =hHab (i = 1,…,N) 
9.  End 
10.  End          //loop for j 
11. End           //loop for i 

The bias coefficient K>0 is introduced in order to avoid the saturation of the weight 
space. The habituation constitutes an adaptive filter to reduce the impact of 
environmental noise that is continuous and uninformative. In our simulation, the 
habituation exists at the synapse of the M1 nodes on other nodes in the OB and the 
lateral connection within the M1 layer. It is implemented by incremental weight decay 
(multiply with a coefficient hhab <1) of all these parameters at each time step 
continuously through the entire learning period. 

3   Application of KIII Model to Text Classification 

Text classification is defined as follows: given a natural language input text and a set 
of predefined categories, determine which categories are most similar to the input 
text. In order to reduce the dimension of features, PCA (Principal Component 
Analysis) is used to extract the features of text and how KIII model is used to classify 
text is shown in this section. 
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3.1   The Process of Text Classification 

The whole process of text classification is shown in Fig.2. The whole process includes 
several steps. First, all texts are transformed term-document matrix (T-D matrix). In 
the T-D matrix, the column denotes the terms used in the text dataset and each row 
denotes one text. Each value in one row is the frequency of terms used in one text. 
Second, T-D matrix is transformed based on PCA to reduce its dimensionality. Third, 
the transformed T-D matrix is divided into two parts: training set and testing set. 
Generally, testing set is about one third of the whole dataset. Then, the training set is 
used to train KIII model to learn new patterns. Finally, testing set is input to KIII 
model and classified to different category. 

 

Text T-D Matrix PCA 

Training Set 

Testing Set 

KIII Model Recognition 

 

Fig. 2. The process of text classification 

3.2   Feature Extraction 

A problem in text classification is how to reduce the high dimensionality of feature 
space, which normally consists of tens or even hundreds of thousands of unique 
words, phrases, and perhaps other semantic entities that occur in the natural language 
texts to be categorized. Hence, reducing the dimensionality is of great importance for 
neural networks to be applied to text categorization. 

PCA [12] is a dimensionality reduction method that focuses on finding the basis 
vectors which best represent the data in a minimum squared error sense. Consider a p 
-dimensional input vector x = (x1, x2, …, xp), according to correlation among p 
attributes, PCA use k (k<p) principal components to express p attributes completely. 
K principal components, which replace raw data, are a given linear combination of 
raw p attributes and can be obtained by calculating eigenvector. 

PCA solution is according to equation (3) and (4). In equation (3), X is a matrix of 
size M×N and m is the mean value. PCA involves solving the eigenvalue problem. In 
equation (4), the covariance matrix C is symmetric and positive semi-definite. 
Therefore, the eigenvectors computed in equation (4) form an orthogonal basis that 
best represents the variance of the training data in the minimum mean squared error 
sense. In this paper, we use PCA to transform the raw data and remove separately 
those attributes whose contribution is less than 0.0015, 0.001 and 0.0007. After that, 
each text can be denoted by 108, 164 and 229 dimension feature. 

1
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3.3   Performance Evaluation 

3.3.1   Dataset Description 
In this paper, we select 20-newsgroups corpus [13] to evaluate the performance of 
KIII model. 20-newsgroups corpus is a popular data set when evaluating the 
performance of model. It is a collection of approximately 20,000 newsgroup 
documents, partitioned (nearly) evenly across 20 different newsgroups. One thousand 
Usenet articles were taken from each of the following 20 newsgroups. Some of the 
newsgroups are very closely related to each other (e.g. comp.sys.ibm.pc.hardware/ 
comp.sys.mac.hardware), while others are highly unrelated (e.g misc.forsale/soc. 
religion.christian). 

3.3.2   Experiment Results 
In the simulation, 400 articles are taken from each class as testing set and others are 
taken as training set. The experiment results are listed in Table.1. In Table.1, Class i 
(i=1…20) denotes separately alt.atheism, comp.sys.ibm.pc.hardware, misc.forsale, 
rec.motorcycles, sci.space, talk.politics.guns, rec.sport.baseball, talk.religion.misc, 
comp.windows.x, comp.os.ms-windows.misc, comp.graphics, rec.autos, talk.politics. 
misc, sci.electronics, sci.med, comp.sys.mac.hardware, rec.sport.hockey, talk.politics. 
mideast, sci.crypt, soc.religion.christian. 

Table 1. The simulation result of KIII model 

50 100 
 

108 164 229 108 164 229 
Class 1 0.675 0.685 0.663 0.655 0.680 0.680 
Class 2 0.895 0.893 0.888 0.895 0.888 0.873 
Class 3 0.768 0.773 0.775 0.813 0.803 0.803 
Class 4 0.768 0.803 0.803 0.785 0.798 0.818 
Class 5 0.728 0.733 0.753 0.698 0.730 0.760 
Class 6 0.670 0.673 0.638 0.673 0.680 0.670 
Class 7 0.815 0.800 0.805 0.838 0.833 0.833 
Class 8 0.660 0.643 0.650 0.675 0.703 0.693 
Class 9 0.693 0.695 0.663 0.683 0.703 0.683 
Class 10 0.715 0.713 0.715 0.753 0.753 0.765 
Class 11 0.725 0.730 0.740 0.820 0.830 0.825 
Class 12 0.785 0.785 0.775 0.75 0.753 0.750 
Class 13 0.690 0.668 0.660 0.723 0.723 0.720 
Class 14 0.788 0.783 0.770 0.803 0.795 0.790 
Class 15 0.728 0.758 0.753 0.845 0.828 0.820 
Class 16 0.855 0.855 0.863 0.888 0.880 0.878 
Class 17 0.760 0.748 0.738 0.830 0.795 0.793 
Class 18 0.663 0.660 0.655 0.693 0.708 0.700 
Class 19 0.760 0.785 0.768 0.818 0.840 0.845 
Class 20 0.538 0.535 0.518 0.775 0.780 0.768 
Ave. 0.734 0.736 0.730 0.771 0.775 0.774 
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In Table.1, the first row (50 or 100) denotes the number of article in training set. 
The second row (108, 164 and 229) denotes the number of features extracting from 
one article. Each article is used only once during training. It can be seen that KIII 
model needs few training times to reach steady state. For example, only 50 articles 
and 50 training times is enough to KIII model which can reach over 70% accuracy. 
Table.2 denotes the performance of BP neural network. The number of training time 
is equal. It is shown that BP network has low accuracy, less than 15%, at the same 
training conditions, even more samples are used to train BP neural networks. 

Table 2. The simulation results of BP 

The number of training articles 
 

50 100 200 300 400 500 600 

108 0.096 0.097 0.086 0.120 0.134 0.083 0.096 

164 0.111 0.075 0.107 0.112 0.117 0.101 0.153 

T
he

 n
um

be
r 

of
 f

ea
tu

re
 

229 0.069 0.112 0.085 0.137 0.117 0.130 0.122 

4   Conclusion 

KIII network is a kind of nonconvergent “chaotic” neural network, which is derived 
directly from the biological neural system. Its mechanism for pattern recognition is 
totally different from other artificial neural networks (ANN). As a result, it not only 
can simulate the experimental EEG waveform, but also has the ability to recognize 
complex patterns, such as text classification. Taking after the biological olfactory 
neural system being good at learning new odors, KIII model requires only a few 
learning trials to set up the basins of attraction of the memory patterns with robust 
tolerance for noise and speech variability. 

Mimicking biological neural systems is shown to be an efficient way to handle 
complicated pattern recognition problems. But there remains much work to be done, 
including the parameter selection, the training algorithms and so on. All of them are 
included in our further works. 
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Abstract. This paper describes an efficient method for locating lip. Lip
deformation is modeled by a statistically deformable model based on Ac-
tive Shape Model(ASM). In ASM based methods, it is assumed that a
training set forms a cluster in shape parameter space. However if there
are some clusters in shape parameter space due to an incorrect position
of landmark point, ASM may not be able to locate new examples accu-
rately. In this paper, Gaussian mixture is used to characterize the dis-
tribution of shape parameter. The Expectation Maximization algorithm
is used to determine the maximum likelihood parameters of Gaussian
mixture. During search, we resolved the updated locations by projecting
a shape into the shape parameter space by using Gaussian mixture. The
experiment was performed on many images, and showed very encourag-
ing result.

1 Introduction

Recently, there is an increasing requirement for a system to track and locate
human lip[1][2]. Human lip has much more information than any other face
features, so the lip information could be used in image coding[2]. To improve the
performance of speech recognition, the lip information is used together with the
acoustic signal[3][4]. The information is also be applied to the graphic animation
systems, which need it for generating the lip shape of the speaker[2][4].

Accurately and robustly tracking lip motion in image sequences is especially
difficult because lip are highly deformable and they vary in shape and color.
Gradient based techniques[5][6] for edge detection of lip often fail due to the
poor contrast between lip and surrounding skin region. For methods using color
information to build a parametric deformable model for the lip contour, these
require optimization technique to refine estimates of contour model to the hu-
man lip[7][8]. Many papers have described the applications of active contour for
lip boundary detection[9][10]. The snake and active contour methods are able
to resolve fine contour details but shape constraints are difficult to incorporate.
Furthermore, the snake methods often converge to the wrong result when the lip
edges are not distinct or when the lip color is very close to the face skin. Many

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 1049–1058, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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methods have localized only the outer lip contour when the mouth is closed be-
cause the presence of tongue and teeth could obscure the inner contour when the
mouth is open. Delmas[9] and Lievin[10] have proposed a statistical approach
based on Markov random field to segment lip using the color information and the
motion in a spatiotemporal neighborhood. This method has shown good result
at the outer lip contour, but shown bad result at the inner lip contour. Meth-
ods[4][11] using active shape model(ASM) have shown good result in localizing
not only the outer lip contour but also the inner one. However they have shown
poor results in some cases. In general ASM based methods[12][13], it is assumed
that the training set forms one cluster in the parameter space. However it is not
true in all case. If the distribution of shape parameter has some peaks, a value
between two peaks is meaningless and likely to generate an implausible shape.
For example, because the landmark points are placed along the lip contour by
hand labeling and the lip boundary is not clear, it is likely for the position of
the landmark point to be incorrect. In such cases, it may be some peaks in
shape parameter space and the shape model using one Gaussian model does not
represent the training data accurately.

This paper describes an efficient method for locating lips. The lip shape is
represented as a set of landmark points and lip deformation is modeled by a
statistically deformable model based on ASM. Gaussian mixture model(GMM)
is used to characterize the distribution of a shape parameter because the dis-
tribution may not be uniform in shape. The Expectation Maximization algo-
rithm is used to determine the maximum likelihood parameters of Gaussian
mixture. During search, we resolve the updated locations by projecting a shape
into the shape parameter space by using GMM. The experiment has been per-
formed on the images from Tulips 1 database, and excellent results have been
obtained.

2 Lip Model

2.1 Lip Shape Model

The lip shape is described by a set of 41 landmark points as shown in Fig.
1(a). The lip shape of ith training image is described by a shape vector con-
taining the coordinates of the landmark points as shown in equation (1). The
lip shape model is represented using equation (2), where X is a mean shape,
P is a matrix of the first t column eigenvectors corresponding to the largest
eigenvalues and a shape parameter b is a vector containing the weights for each
eigenvector[4].

Xi = (x1i, y1i, x2i, y2i, · · · , x41i, y41i)T (1)

X = X + Pb
where, P = [P1 P2 P3 · · ·Pt], λi ≥ λi+1 , b = (b1, b2, · · · , bt)T (2)
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Fig. 1. Lip shape model and intensity profile

2.2 Lip Boundary Model

Lip boundary model is constructed by statistical analysis of the appearance of
the image intensity in the neighborhood of each landmark point. As shown in
Fig. 1 (b), for every landmark point j in the image i of the training set, we choose
to sample one dimensional profile gij of length Np perpendicular to the contour
and centered at the point j as shown in equation (3). It is sensitive to the light
condition to use the absolute gray level value, so we normalize the vector gij

to obtain gn
ij using equation (4). A mean profile

−
gn

ij and a covariance matrix Sj

are derived. This is repeated for all landmark points at outer and inner contour,
giving a profile model for each point.

gij = (gij1, gij2, gij3, · · · , gijNp)T where, gijk is a pixel value. (3)

gn
ij =

g
′
ij∑∣∣∣g′
ijk

∣∣∣ where, g
′
ij = {gijk|gij(k+2) − gijk, k = 1, · · · , Np − 2} (4)

During searching a lip, we sample an image feature profile Hj of length Mp(Mp >
Np) either side of a point j of the lip contour produced by the shape model. The
normalized profile Hn

j is derived by using equation (4). We make hn
j by selecting

a sample of length Np at each of the Mp −Np + 1 possible positions along Hn
j

and compare it with
−
gn

j which is the profile model at jth landmark point. The
updated location for current point is selected by choosing a point that minimizes
a function in equation (5).

D(hn
j ) = (hn

j − gn
j )T S−1

j (hn
j − gn

j ) (5)

3 Gaussian Mixture for Shape Parameters

In equation (2), the lip shape model is a function of a shape parameter b. In
general ASM based methods, it is assumed that a training set forms one cluster
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Fig. 2. The distribution of a shape parameter

in the parameter space. However, because the landmark points are placed along
the lip contour by hand labeling and the lip boundary is not clear, it is likely
for the position of the landmark points to be incorrect. In such cases, it may
be some peaks in shape parameter space, a shape parameter value between two
peaks is meaningless and likely to generate an implausible shape. Therefore, the
shape model does not represent the training data accurately. Fig. 2 shows the
distribution of b1and b2, which are selected from the a shape parameter b. It is
desirable that the distribution be represented by Gaussian mixture rather than
by single Gaussian.

In this paper, the distribution of a shape parameter is represented with Gaus-
sian mixture[14]. With k mixture components, Gaussian mixture is represented
in equation (6), where x is a feature vector, a parameter vector θi become to
{µi,

∑
i }k

i=1. P (i) is the mixture parameter representing a prior probability with
which ith mixture component occurs. g(x|θi) represents a multi-variate Gaussian
density function which is parameterized by θi.

G(x|Θ) =
k∑

i=1

p(i)g(x|θi)

where,
k∑

i=1

p(i) = 1, p(i) ≥ 0, Θ = {p(i), θi}k
i=1

(6)

The Expectation-Maximization(EM) algorithm[14] is used to find maximum
likelihood parameter estimates for Gaussian mixture. The EM algorithm consists
of E-step and M-step. With given parameter values, E-step calculates an aver-
age likelihood function by using equation (7). M-step does maximum likelihood
parameter estimates for data by using equation (8). The process is iterated until
a likelihood function in equation (9) converges, where n is the total number of
data.

Pi(x) =
p(i)g(x|θi)

k∑
i=1

p(i)g(x|θi)
(7)
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p(i) =

n

j=1
Pi(xj)

n , µi =

n

j=1
Pi(xj)xj

n

j=1
Pi(xj)

Σi =

n

j=1
Pi(xj)(xj−µi)(xj−µi)

T

n

j=1
Pi(xj)

(8)

L(Θ) =
n∑

j=1

log G(xj |Θ) (9)

4 Lip Localization

4.1 Initial Position for Search

To reduce the dependency of initial position, we find out a line connecting two
corner points of lip. The y-coordinate of the line is used as y-coordinate for the
initial search. For each column of the image, y-coordinate of the smallest pixel
value is found by using equation (10), where I(x, y) represents a pixel value at
coordinate (x, y). H and W represent the height and the width of the image,
respectively. K1 and K2 are constants for all images. The highest peak of L(y)
in equation (11) gives the y-coordinate of the line connecting two corner points
of lip. T (x) varies from 0 to 1. L(y) for a sample image is shown in Fig. 3(a)
and the result is shown in Fig. 3(b). In Fig. 3(a), y-axis is an image height and
x-axis is L(y).

M(x) = arg min
y∈H

I(x, y) (10)

L(y) =
∑
x∈W

T (x) where, T (x) =
K1 − cosh

(
M(x)−H

2
H

K2

)
K1

(11)

4.2 Lip Localization Using Gaussian Mixture Model

Using lip shape model, a lip contour is generated. A region of an image in a
neighborhood of each landmark point is examined. The best matching point to
which the landmark point is moved is a point with the smallest Mahalanobis
distance(equation (5)) between the model profile and the image feature profile.
Each point is moved independently, thus it deforms the lip shape to implausible
one which is a new lip contour. The deformed shape is corrected by rescaling a
shape parameter using GMM. The iterative search process is described below.
θ, t and s are rotation, translation (tx, ty) and scale factor respectively.

(1) Generate a lip contour from the lip shape model in equation (2) using a
shape parameter b, and perform linear transform using equation (12).
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Fig. 3. A line connecting the both corner points of a lip

(2) Examine the image region in a neighborhood of each landmark point, and
find out new contour Y.
(3) Obtain (θ, t, s) using equation (13). Calculate y using y = T−1

(θ,t,s)(Y).
(4) find out a new shape parameter b using equation (14), and then split it into
two parts, ba = (b1, . . . , bk)T and bb = (bk+1, . . . , bt)T . Gaussian mixture
model is used for ba, and one Gaussian model is used for bb.
(5) Using the Gaussian mixture G(x), check G(ba) > Pt. If it fails, the ith
component of Gaussian mixture is selected using equation (15) and ba is rescaled
according to equations (16) and (17). Pt and Dmax are constants. Check the
condition for bb using equation (18), where λi is the ith eigenvalue in the lip
shape model. If not satisfied, it is rescaled using equation (19).
(6) Iterate from step 1 to step 5 until b and (θ, t, s) converge.

T(θ,t,s)

(
x
y

)
=
(

tx
ty

)
+ s

(
cos θ sin θ
− sin θ cos θ

)(
x
y

)
(12)

(θ, t, s) = arg min |T(θ,t,s)(X)−Y|2 (13)

b = PT (y − X̄) (14)

i = arg max
i∈{1,2,···,k}

g(ba|θi) (15)

D2
ma = (ba − µi)T Σ−1

i (ba − µi) (16)

ba = (ba − µi)
Dmax

Dma
+ µi (17)

D2
mb =

t∑
i=k

(
b2
bi

λi
) ≤ D2

max (18)

bb = bb
Dmax

Dmb
(19)
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5 Experiments and Analysis

We used the images of the Tulips 1 database of isolated digits[15] for experiments.
It consists of 96 gray image sequence of 12 speakers each saying the first four
digits in English twice. We referred to the set of words spoken the first times
as Set 1 and the set of words spoken the second times as Set 2. In this paper,
the lip shape model was built using 300 images from Set 1. We used 12 shape
modes t for the lip shape model. For experiment, 350 images in Set 2 were used.
An initial value for parameter (θ, t, s) is (0, (YLip, W/2), 70). YLip represents
y-coordinate of a line connecting two corner points of lip, and W is an image
width. We have done the experiments using Gussian mixture with 2∼10 mixture
components. As a result, Gaussian mixture with 4 mixture components was used
for b1∼b4.

Fig. 4. Examples of initial position for searching lip

Fig. 5. Lip localization examples
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Table 1. Average localization results

Proposed method ASM without GMM

Truth Positive % 81.15 76.94
False Negative % 18.85 23.06
True Negative % 95.65 95.15
False Positive % 4.35 4.85

Error % 8.57 10.31

Fig. 6. Result by our method

Fig. 7. Result by ASM without GMM

In Fig. 4, there are some examples of the initial positions for lip. Examples
of lip localization for all subjects are shown in Fig. 5. To evaluate the proposed
method, we implemented the proposed method(ASM with GMM) and ASM
without GMM[4][13]. Table 1 shows the average lip localization results by our
method along with results by ASM without GMM for all test images. All the test
images were labeled by hand and were used as the ground truth. True-positive
means that lip pixels are classified to lip pixels and false-negative means that
lip pixels are classified to non-lip pixels. True-negative means that non-lip pixels
are classified to non-lip pixels and false-positive means that non-lip pixels are
classified to lip pixels.
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Fig. 6 shows the result by our method and Fig. 7 shows the result by ASM
without GMM. Because their shapes are not ordinary, they seem to form dif-
ferent cluster from ordinary shape in shape parameter space. In the previous
methods using a single Gaussian, when projecting into shape space, it is pos-
sible for a shape parameter to be projected into local minima between some
peaks, which would generate an implausible shape. However, in our method, a
shape parameter would not be projected into local minima between some peaks
because of GMM. For the outer lower lip, some errors occurred because there
was no obvious gray level difference between the lips and their neighborhood
skin. The errors in the inner lip contour occurred mainly due to the gradient
originating from the teeth and tongue.

6 Conclusions

In this paper, we describe an efficient algorithm for lip localization based on ASM
and GMM. The distribution of a shape parameter is modeled by Gaussian mix-
ture. We have used the EM algorithm to determine the parameter. The proposed
method was tested to many samples of various shapes and the result showed that
it localizes correctly the lip shape that was not localized by ASM without GMM.
The better performance may be obtained by improving the searching method
with the profile information of the landmark points, and this is left to the next
topic.
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Abstract. In this paper, a multi-scale MAP algorithm for image super-
resolution is proposed. It is well known that Reconstructing high-
resolution(HR) images from multiple low-resolution(LR) images or a single one 
is an ill-posed problem. The main challenge is how to preserve edges in images 
while reducing noise. According to Bayesian approaches, which are popular 
and widely researched, solving this kind of problems is introducing prior 
knowledge about HR images as constraints and obtaining good HR images in 
some sense. In this paper, wavelet-domain prior distributions are concisely 
analyzed. And then, by introducing wavelet-domain Hidden Markov Tree-
structured model(HMT) which accurately characterizes the statistics of most 
real-world images, reconstruction of HR images is reformulated as a multi-scale 
MAP estimation problem. For justification of this formulation, HMT is 
interpreted in the regularization framework, concisely and clearly. Experimental 
results are presented for assessment. 

Keywords: Super-resolution, wavelet transform, MAP estimation. 

1   Introduction 

Images are produced in order to record or display useful information. Due to 
imperfections in the electronic or photographic medium, however, the recorded image 
often represents a degraded version of the original scene. The degradations may have 
many causes, but two types of degradations are often dominant: blurring and noise. 
Blurring is a form of bandwidth reduction of the image due to the imperfect image 
formation process. It can be caused by relative motion between the camera and the 
original scene, or by an optical system which is out of focus. In addition to these 
blurring effects, the recorded image is also corrupted by noises. These may be 
introduced by the transmission medium, the recording medium, measurement errors 
due to the limited accuracy of the recording system, and quantization of the data for 
digital storage.  High-resolution(HR) images are desired in many applications such as 
remote sensing, printout from video, medical imaging, and so on. Using more 
advanced imaging devices can improve resolution of the images captured, but they are 
usually of high cost and sometimes even unavailable. So, for some applications it is 
important to obtain HR images from multiple low-resolution(LR) images or a single 
one, which is known as multi-frame super-resolution or single-frame super-resolution 
in literatures, respectively. 
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Many algorithms have been proposed to address super-resolution problems. It is 
well known that super-resolution is an ill-posed problem. That is, according to the 
image formation process, there exist many HR images corresponding to observed LR 
images, so how to select the best HR image is a critical issue. A general idea is to 
regularize the problem by introducing the prior knowledge, and then obtain the MAP 
estimate of the HR image, which is the best approximation in some sense. In this kind 
of approaches, the main consideration is to preserve edges while reducing noise. 
Schultz and Stevenson[1-2] presented a Bayesian approach to obtain HR images from 
LR images, where the Huber-Markov Random Field(HMRF) is used as the prior 
distribution of the expected HR images. Hardie et al.[3] use a maximum 
aposteriori(MAP) framework for jointly estimating the registration parameters and the 
HR image for severely aliased observations, in which the Gibbs distribution is 
adopted as the prior knowledge. Ng et al.[4] develop a regularized constrained total 
least square solution to obtain a HR image. Nguyen et al.[5] have proposed circulant 
block preconditioners to accelerate the conjugate gradient descent method while 
solving the Tikhonov-regularized super-resolution problem. Other methods[6-10] are 
also used in solving related problems. 

In our previous work[11], wavelet-domain HMT is used as the prior distribution to 
reconstruct HR images, but noise is not taken into consideration. In this paper, the 
method is extended by considering noise, and image super-resolution problem is 
formulated as multi-scale MAP estimation problem. For justification of the method, 
the HMT is interpreted in the regularization framework. 

2   Problem Formulation 

Generally, the relation between LR image and the corresponding HR image can be 
modeled as follows: 

gk=Hkf+nk   1 k K (1) 

Where gk, f and nk represent the observed LR image, the original HR image and noise, 
respectively; Hk models the blurring and down-sampling process, and hence the LR 
images are smaller than the HR one; K is the number of observed LR images. Note 
that images and noises are represented columnwise lexicographically ordered for 
convenience. For representational convenience, the above N equations can be grouped 
into one, then we get 

g=Hf+n (2) 

Mathematically, there is no significant difference between multi-frame super-
resolution problem and single-frame one, and generally, they are all called by image 
super-resolution. Typically, H is ill-conditioned, and the existing noises make things 
even worse, so we cannot expect that there is an exact solution. In order to obtain the 
best approximation of the original HR image, the MAP method can be used. The 
MAP estimation of the unknown image f is done by maximizing the conditional 
probability density function of the original image given the observed LR image 
P(f|g). Based on Bayes rule, maximizing P(f|g) is equivalent to maximizing the 
function P(g|f)P(f). Here, P(g|f) is completely determined by the degradation process 
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as formulated by (2), and P(f) represents the prior knowledge about the ideal or 
expected HR images. 

3   Multi-scale MAP Estimation 

3.1   MAP Estimator in Wavelet Domain 

In wavelet-domain, (2) is rewritten as 

Wg=HwWf+Wn (3) 

Where Wg=Agg, Wf=Aff, Hw=AgHAf
-1, Wn=Agn. Ag and Af are matrices for discrete 

wavelet transform(DWT) corresponding to g and f, respectively. 
For multi-scale MAP estimation, DWT of the searched HR image is given by 

argmaxP(Wf|Wg) (4) 

Where P(Wf|Wg) is the posterior probability. By Bayes rule, we have 

P(Wf|Wg)= P(Wg|Wf) P(Wf)⁄P(Wg) (5) 

Note that Wf  has no relation with P(Wg). So we get 

argmax P(Wg|Wf) P(Wf) (6) 

Here, P(Wg|Wf) is completely determined by the degradation process, and P(Wf) is 
the prior distribution of image. Suppose that n is i.i.d. Gaussian noise, and as a result 
of orthogonal DWT, Wn is also i.i.d. Gaussian noise. That is 

( )
22

2
2

2

1
)(

σ

σπ

gWfWWH

e|P Nfg

−
−

=WW  (7) 

Where 2σ  and N  are variance and dimension of nW . 

3.2   Modeling Natural Images in Wavelet Domain 

In order to reduce noise, images are traditionally assumed to be smooth, but this 
assumption usually blurs the edges too much. So, effective image models should 
recognize the edge pixels, and hence can distinguish significant edges from smooth 
areas. Typically, the spatial structure of most natural images consists of smooth areas 
dispersed with sparse edges. Wavelet transform is a powerful tool to model the 
statistics of natural images. Because edges in an image are represented by few 
significant coefficients, the distribution of wavelet coefficients will be sharply peaked 
around zero, and has long tails corresponding to the edges, i.e. the density is non-
Gaussian. Apart from this, the wavelet coefficients tend to propagate between scales, 
by which we mean that large/small values have persistence across scales. The 
wavelet-domain HMT model[12] models the non-Gaussianity as an independent 

mixture Gaussian. That is, random variable iW  is conditionally independent of all 
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other variables given its state iS . The marginal pdf of wavelet coefficients is given 

by 

=

==
M

m
iiSWSiW mSwfmpwf

iii
1

| )|()()(  (8) 

Where ),|()( WmSpmp iSi
== , the probability )|(| mSwf iiSWi

=  is 

Gaussian. Here, iW  and iS  are random variables for wavelet coefficient and its state, 

W  wavelet coefficients,  HMT parameters. 
The HMT captures the coefficient persistence across scales by linking the state 

variables across scales in a Markov tree, i.e. the state of a coefficient only depends on 
that of its parent node, as shown in Fig. 1. 

Fig. 1. An image quad-tree for Wavelet-Domain HMT model 

If the three subbands are assumed to be statistically independent, the joint pdf of all 
wavelet coefficients can be computed as follows 
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Now, by simple operations, (6) can be converted as 
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4   Interpreting from the Viewpoint of Regularization 

To show the underlying meaning, we further interpret and analyze the objective 
function in (10) from the viewpoint of regularization. In the regularization context, 
the first term reflects the fidelity of HR images to the observed LR images, and the 
second is the penalty function. To make things understood more easily, let the number 
of states of wavelet coefficients be two, namely, 2=M , which is commonly used to 

SCALE J-2 

SCALE J-1 

SCALE J 
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model most natural images. Suppose “1” means that the wavelet coefficient is small, 

and “2” means that the coefficient is large. We show )2(
iSp  for the Lena image in 

Fig.2. 

 

Fig. 2. The probability map: the intensity at each pixel equals to the probability that the 
corresponding wavelet coefficient is large 

We can see from Fig.2 that the probability )2(
iSp  has the capability of multi-

scale edge detection. Let’s see a special case. If 1)( =np
iS , then 
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Because 2
2,

2
1, ii σσ << , 1)1( =

iSp  means that iw  is “suppressed”, and 

1)2( =
iSp  means that iw  is “encouraged”. So, this term works as a penalty 

function for the corresponding coefficient iw , similar to the energy function in Gibbs 

distributions. Hence, noise will be effectively reduced in smooth areas, while 
significant information will be preserved around edges. 

Following the idea shown above, we can simplify the optimization problem as 
follows 
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5   Algorithm Descriptions 

Problem (12) can be rewritten as 
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Where ),,,,( 1 Ni qqqdiagQ =  is a diagonal matrix, N  is dimension of 

fW . For scaling coefficients, 0=iq ; for wavelet coefficients, 
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2
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ppq σσ +=  (14) 

From (13), it is easy to obtain 

g
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In (15), )(np
iS  and fW  are coupled with each other. This problem can be solved 

by cyclic optimization similar to that in [11].  

1) Set counter 0=k , initialize the posterior state probabilities 1)1( =k
Si

p . 

2)  Solve problem (15) and obtain the solution k
fW  using steepest descent algorithm. 

3)  Compute ),|()(1 θk
fi

k
S WmSpmp

i
==+ . 

4)  If ε<−
=

+
N

i

k
S

k
S ii

pp
N 1

1 )1()1(
1

, stop; else, set 1+= kk  and go to 2).  

6   Experimental Results 

Many experiments are made to demonstrate the effectiveness of the proposed 
algorithm. The peak signal-to-noise ratio (PSNR) is adopted to measure the image 
quality, and Schultz and Stevenson’s method is used in comparison with our 
algorithm. In experiments, the Gaussian blurring kernel is used. Convolving the test 
HR images with the kernel, then subsampling and adding zero-mean Gaussian noise 
with standard deviation equal to 0.01, the resulting images are used as LR images.  
The Lena image is used to train HMT model. Four experimental results are shown in 
Table 1 for objective assessment and one experiment on the Baboon image is shown 
in Fig.3 for viewing. 

Table 1. Experimental results for Lenna, Elaine, Baboon and Bridge 

 Lenna Elaine Baboon Bridge 
Schultz’ 22.5 23.6 20.1 22.9 
Our algorithm 23.3 24.5 21.4 24.0 
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                        (a) degraded image                        (b) reconstructed by our algorithm 
 

  
                 (c) reconstructed by Schultz’ method                     (d) original image 

Fig. 3. Experiment results for Baboon image: Schultz and Stevenson’s method is used in 
comparison with our algorithm 

7   Conclusions 

This paper analyzes image statistics from the viewpoint of regularization, and then 
presents a multi-scale MAP estimation algorithm with wavelet-domain HMT model 
as the prior knowledge of the idea HR images. Experiments demonstrate that the 
reconstructed HR images have better quality. 
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Abstract. Video transcoding is the process of converting a video from one 
format into another. A format is defined by characteristics such as bitrate, 
framerate, spatial resolution and coding syntax. In this paper, we present an 
algorithm for transcoding from MPEG2 to H.264 in the spatial domain. For fast 
transcoding, we exploit three kinds of information included in an MPEG2 
bitstream, which are coded macroblock type, coded block pattern and motion 
vector. According to the coded macroblock type and coded block pattern, we 
adaptively select the macroblock mode during the H.264 encoding process. 
Furthermore, the motion vector is also reused when an inter16x16 mode is 
selected as a macroblock mode. Simulation results show that the proposed 
transcoder dramatically reduces total transcoding time at comparable PSNR. 

1   Introduction 

Video transcoding alters the characteristics of a coded video [1]. The characteristics 
of the video stream include bitrate, framerate, spatial resolution, and coding standard. 
Transcoding can be classified into homogeneous and heterogeneous transcoding. The 
homogeneous transcoding method mainly attempts to reduce bitrate and divides into 
signal-to-noise ratio (SNR) [2], framerate [3] and spatial resolution [4] transcoding 
methods. The heterogeneous transcoding method attempts to change the coding 
standard of an input stream to another, such as MPEG2-to-MPEG4 transcoding [5]. 

As use of video content grows, transcoding becomes more important, especially to 
improve coding efficiency by transcoding from previous coding standards to H.264. 
The H.264 standard, however, shows substantial differences from previous video 
coding standards such as 4x4 integer transform, motion estimation using variable 
block sizes (VBS), multiple reference frames, etc. These new tools drastically 
increase the complexity of the H.264 encoder. 

Several approaches have been proposed to reduce the complexity of a transcoder 
targeting the H.264 video standard. Bialkowski et al. proposed a fast transcoding 
algorithm between intra frames of the H.263 and the H.264 standard [6]. Their 
transcoding method exploits the fact that there exists a high correlation between the 
encoding processes of intra frames of two standards, and it has only about 4.2% of the 
complexity of intra mode selection in the H.264 encoding process. However, this 
method decreases visual quality up to 1.0 dB. Bialkowski et al. also proposed a fast 
transcoding algorithm between inter frames of the H.263 and the H.264 standard. By 
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reducing the number of search points for motion re-estimation, their transcoding 
method has only 10% of the complexity of a full search, and visual quality degrades 
by only about 0.1~0.5 dB [7].  

Compared with H.263-to-H.264 transcoding, MPEG2-to-H.264 transcoding has 
more constraints because the MPEG2 standard is substantially different from the 
H.264 standard. Kalva, in his paper, introduced the issues of transcoding between the 
H.264 and the MPEG2 standards [8]. Chen et al. proposed an MPEG2-to-H.264 
transcoding algorithm in the transform domain [9]. Their transcoder converts an 8x8 
DCT in MPEG2 into a 4x4 integer transform in H.264, and reduces the spatial 
resolution simultaneously. As Chen’s algorithm is carried out in the transform 
domain, the complexity of the transcoder can be reduced further. However it is not 
able to incorporate in-loop filtering and intra prediction, which should be applied in 
the spatial domain. 

In this paper, we propose an MPEG2-to-H.264 transcoding method in the spatial 
domain. There are several reasons why the proposed transcoding is carried out in the 
spatial domain. First, we can not use in-loop filtering to eliminate blocking artifacts in 
the frequency domain because it is only applicable in the spatial domain. This 
problem leads to degradation of subjective quality. Second, the motion estimation 
using VBS in H.264 restricts the use of MC-DCT [10] which is used for transcoding 
in the frequency domain, especially when multiple reference frames are used. Third, 
the complexities of an 8x8 inverse DCT in MPEG2 and a 4x4 integer transform are 
much lower than those of motion estimation and macroblock mode selection in 
H.264.  

An MPEG2-coded bitstream includes not only motion vectors but also the coded 
macroblock type (CMT) and the coded block pattern (CBP). The CMT and the CBP in 
MPEG2 are significantly related to the macroblock mode in H.264. Therefore we 
exploit the CMT and the CBP in order to adaptively select the macroblock mode 
during the H.264 encoding process. We also reuse the motion vector when an 
inter16x16 mode is selected as the macroblock mode in H.264. 

2   Background 

2.1   Comparison of MPEG2 and H.264 

The MPEG2 coding standard has mainly targeted the broadcasting market with 
bitrates of around 4 Mbps for standard definition video. The H.264 coding standard is 
flexible and offers a number of tools to support a range of applications with very low 
as well as very high bitrate requirements. The H.264 standard gives perceptually 
equivalent video quality at 1/3 to 1/2 of the MPEG2 bitrate. There exist many 
differences between these two standards such as slice structure, transform kernel, in-
loop filter, intra prediction, variable block size, and quarter-pixel-accuracy motion 
estimation/compensation. For more details, refer to [11]. 

2.2   CMT and CBP in MPEG2 

CMT refers to whether temporal prediction is used or not (Intra/Inter) during the 
MPEG2 encoding process, whether a motion vector other than zero vector exists or 
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not (MC/No-MC), and which direction is used for temporal prediction 
(forward/backward/interpolated). The number of selectable CMTs depends on frame 
structures, i.e., I-, P- and B-frames. The CBP indicates which blocks are coded in a 
macroblock. 

For a macroblock in I-frame, two CMTs can be chosen. They are Intra and Intra-
ChangeQP. The former indicates that the macroblock is encoded as an intra block 
using the quantization parameter of the previous macroblock, and the latter indicates 
that the macroblock is encoded as an intra block using a new quantization parameter. 

For a macroblock in P-frame, eight CMTs can be chosen as shown in Fig. 1(a). MC 
and NoMC indicate whether a motion vector other than the zero vector exists or not, 
respectively. Inter and Intra signify that temporal prediction is used and not used, 
respectively. NotCoded and Coded indicate whether all values after quantization are 
zeros or not, respectively.  

For a macroblock in B-frame there are more selectable CMTs than in the P-frame 
because the B-frame uses more temporal prediction directions: forward, backward, 
and interpolated. Of all selectable CMTs, one skipped in the B-frame has a different 
meaning from one skipped in the P-frame. The block skipped in the P-frame is 
chosen when the macroblock has a zero motion vector and no block in the 
macroblock is coded, whereas the block skipped in the B-frame is chosen when the 
macroblock has the same motion vector and same temporal prediction direction as 
the previous one. Eleven selectable CMTs except the block skipped in the B-frame 
are described in Fig. 1(b). 

  
(a)                                                                     (b) 

Fig. 1. Available CMTs in P- and B-frames (a) CMTs in P-frame (b) CMTs in B-frame expect 
the skipped block 

2.3   Macroblock Mode in H.264 

The H.264 standard allows the following macroblock modes: SKIP, inter16×16, 
inter16×8, inter8×16, inter8×8, intra16×16, intra8×8 and intra4×4. Furthermore, each 
block within inter8x8 can be divided into four sub-macroblock modes. The allowed 
sub-macroblock modes are: inter8×8, inter8×4, inter4×8 and inter4×4. Three intra 
modes have different prediction modes. There are four prediction modes in 
intra16x16, and nine prediction modes in intra8x8 and intra4x4. 
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2.4   Relationship Between the CMT/CBP and the Macroblock Mode 

During the H.264 encoding process, macroblock mode selection is carried out by 
choosing the mode with the smallest rate-distortion (RD) cost. The RD cost function 
is as follows: 

RD cost = distortion + ·rate (1) 

Among parameters of the RD cost function, the distortion is highly correlated with 
the CMT and the CBP in MPEG2. It is because they are also chosen depending on the 
distortion, that is to say, magnitude of the prediction error. For example, if every 
value of a macroblock during the transform and quantization process after prediction 
becomes zero, then Skipped is chosen as the CMT, and also if the distortion is large, 
then Intra may be chosen as the CMT. We can also estimate the prediction error of 
four sub-blocks within a macroblock using CBP. For example, if only one of all sub-
blocks is not coded, then we may expect that only one sub-block has low prediction 
error. Therefore the CMT/CBP included in an MPEG2 bitstream is correlated to the 
macroblock mode in H.264, which can be effectively used for MPEG2-to-H.264 
transcoding. 

3   Proposed Algorithm 

3.1   MPEG2-to-H.264 Transcoding 

The proposed transcoder for MPEG2-to-H.264 transcoding consists of two parts: 
They are an MPEG2 decoding part and a H.264 encoding part. First of all, the 
proposed transcoder fully decodes an MPEG2-coded bitstream in the MPEG2 
decoding part. Then, in an H.264 encoding part, the macroblock modes are selected 
adaptively by using CMT/CBP included in an MPEG2 bitstream, and motion vectors 
are also reused when an inter16x16 mode is chosen as a macroblock mode in the 
H.264 encoding process. Figure 2 illustrates the architecture of the proposed 
transcoder.  

 

Fig. 2. The proposed transcoder which uses coded macroblock type, coded block pattern and 
motion vector included in an MPEG2 bitstream for MPEG2-to-H.264 transcoding 
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3.2   Adaptive Selection of the Macroblock Mode According to CMT and CBP 

Although the proposed algorithm can be applied to both P- and B-frames, only the P-
frame is considered in this paper in order to accomplish the transcoding targeting the 
H.264 baseline profile. Remember that the B-frame is not used in the H.264 baseline 
profile. 
 

NoMC-Inter-NotCoded (Skipped) Macroblock. This CMT indicates that no block 
in the macroblock is coded, and it is usually chosen when the macroblock includes 
background or still objects. Since the distortion is very low in this case, we may 
expect that the RD cost of the corresponding macroblock is also very low in the 
H.264 encoding process. Therefore we only consider a SKIP mode as the macroblock 
mode in the H.264 encoding process. 

 

NoMC-Intra-Coded Macroblock. This CMT indicates that the macroblock is intra-
coded without motion estimation. This type is mainly chosen when the macroblock 
includes new objects which the reference frame does not have. Therefore, for the 
corresponding macroblock in the H.264 encoding process, we consider only two intra 
modes: intra4x4 and intra16x16 as the macroblock mode. 

 

NoMC-Inter-Coded Macroblock. This CMT indicates that the macroblock has a 
zero motion vector. This type is mainly chosen when the macroblock includes objects 
with very fine motion. In this case, we may expect that the prediction error is very 
small even when motion estimation is carried out using a block size of 16x16. 
Therefore we only consider SKIP and inter16x16 as the macroblock modes in H.264. 

 

MC-Inter-NotCoded Macroblock. This CMT indicates that no block within the 
macroblock is coded because the prediction errors become zeros after quantization. In 
other words, only a motion vector is coded in this CMT. It is mainly chosen when the 
motion vector of the macroblock is satisfactorily estimated from the reference frame 
using the block size 16x16. Therefore we also consider only SKIP and inter16x16 just 
like NoMC-Inter-Coded macroblock. 
 

MC-Inter-Coded Macroblock. This CMT occupies most macroblocks. One motion 
vector and one or more blocks in the macroblock are coded in this macroblock type. 
When this type is chosen, we select the macroblock mode adaptively by using CBP in 
the H.264 encoding process. If two or more blocks in the macroblock are not coded, 
that is, the motion estimation is sufficiently correct for the block size of 16x8 or 8x16, 
we choose one of four macroblock modes: SKIP, 16x16, 16x8 and 8x16. If only one 
block is not coded, we may guess that the motion estimation is sufficiently correct for 
an 8x8 block. In this case we consider SKIP, 16x16, 16x8, 8x16 and 8x8 as the 
macroblock mode. Finally, if all blocks are coded, it means that the prediction error is 
large even for each 8x8 block. Therefore we consider all macroblock modes used for 
temporal prediction except intra modes: intra16x16 and intra4x4. 

3.3 Reuse of Motion Vectors 

The motion vector included in an MPEG2-coded bitstream is estimated only for a 
16x16 block, and has half-pixel accuracy using a 2-tab filter. The motion vector in 
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H.264, however, is estimated for various block sizes, and has quarter-pixel accuracy 
using a 6-tap filter at the half-pixel position and a 2-tap filter at the quarter-pixel 
position. 

The interpolated pixel value at the half pixel position is more important because it 
is reused for interpolating the pixel value at the quarter-pixel position. We, hence, had 
better re-estimate the motion vector at the sub-pixel position rather than reuse the one 
included in an MPEG2-coded bitstream. 

Consequently, the proposed method only reuses integer-pixel-accuracy motion 
vectors when an inter16x16 macroblock mode is chosen in spite of the fact that the 
motion vectors included in an MPEG2 bitstream have half-pixel accuracy. 

4   Simulation Results 

Simulation has been performed on the first 100 frames of six standard video 
sequences in QCIF (176x144) format, which represents a different class of motion in 
each case. These include the Coastguard, Foreman, Stefan, Table Tennis, Hall 
monitor and Mobile sequences.  

In our simulation, as shown in Table 1, the input MPEG2 bitstream is encoded at a 
bitrate of 500 Kbits/sec, and the output H.264 bitstreams are transcoded at various 
bitrates: 500, 400, 300, 200 and 100 Kbits/sec in order to compare the performance at 
different bitrates. 

Table 1. Simulation conditions for MPEG2-to-H.264 transcoding 

Comparison MPEG2 H.264 
CPU/Memory Intel Pantium4 2.8 GHz / 512 MHz 

Codec TM 1.1 JM 10.1 
Profile/Level Main/Main Baseline/3.0 

GOP/Structure 10/IPPP 10/IPPP 
Bitrate(Kbits/sec) 500 500, 400, , 100 

 

Fig. 3. Comparison of total transcoding time of the fully encoding method and the proposed 
method 
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Figure 3 compares the total transcoding time between the fully encoding method 
and the proposed methods. The fully encoding method indicates that the decoding 
process in H.264 is carried out without the use of side information such as motion 
vectors, CMT/CBP. As shown in these results, the proposed method saves about 60% 
of the total transcoding time compared with the fully encoding method, regardless of 
sequences. Table 2 compares the objective qualities and shows that the PSNR drop is 
only 0.03 dB on average when using our transcoder. 

Table 2. PSNR comparison between the fully encoding and the proposed method 

Bitrate Ratios (MPEG2/H.264) Sequences Comparison 
500/100 500/200 500/300 500/400 500/500 

Fully Enc.(1) 29.12 30.72 31.49 31.97 32.26 
Proposed (2) 29.12 30.70 31.48 31.95 32.25 Coastguard 

(2)-(1) 0.00 0.02 0.01 0.02 0.01 
Fully Enc.(1) 31.99 34.34 35.11 35.44 35.63 
Proposed (2) 31.97 34.29 35.06 35.40 35.60 Foreman 

(2)-(1) 0.02 0.05 0.05 0.04 0.03 
Fully Enc.(1) 34.18 36.10 36.68 36.97 37.10 
Proposed (2) 34.09 36.06 36.66 36.95 37.08 

Hall 
Monitor 

(2)-(1) 0.09 0.04 0.02 0.02 0.02 
Fully Enc.(1) 22.52 24.28 25.10 25.47 27.10 
Proposed (2) 22.50 24.28 25.10 25.45 27.08 Mobile 

(2)-(1) 0.02 0.00 0.00 0.02 0.02 
Fully Enc.(1) 23.92 26.83 27.93 28.42 28.72 
Proposed (2) 23.87 26.80 27.87 28.38 28.70 Stefan 

(2)-(1) 0.05 0.03 0.06 0.04 0.02 
Fully Enc.(1) 30.82 32.51 33.19 33.56 33.78 
Proposed (2) 30.77 32.45 33.16 33.52 33.74 

Table 
Tennis 

(2)-(1) 0.05 0.06 0.03 0.04 0.04 

5   Conclusions 

The proposed algorithm is for heterogeneous transcoding from MPEG2 to H.264 in 
the spatial domain. For fast transcoding, we exploit three kinds of information 
included in an MPEG2-coded bitstream, which are motion vector, coded block pattern 
and coded macroblock type. We adaptively select the macroblock mode using the 
coded block pattern and coded macroblock type during the H.264 encoding process, 
and also reuse the motion vector when an inter16x16 mode is chosen as a macroblock 
mode. 

Simulation results show that the proposed method can save about 60% of the total 
transcoding time regardless of sequences, yet the average PSNR drop is only 0.03 dB 
on average. This reduction of the transcoder complexity helps in real-time 
implementation of MPEG2-to-H.264 transcoding. 
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Abstract. In this paper, we propose a new display-capture based mobile 
watermarking scheme that basically uses a generated image for watermark 
embedding. The proposed scheme is a new mobile watermarking concept. 
Instead of using a given original image in the conventional watermarking, it 
uses a proper generated image for inserting information. Some image 
distortions may occur in the display-capture environment of a mobile phone. 
They make a problem in the watermark decoding process. To solve the 
problem, we use hardware and software approaches and also model the image 
distortion that usually may happen in the mobile phone. As experimental result, 
we could embed typical MMB (Mobile Merchandise Bond) information into the 
background image and generate a watermark-embedded image. With 
preprocessing to reduce distortions, we could extract the inserted information 
from the watermark-embedded image captured by a PC camera. Therefore, we 
could confirm availability of a new mobile watermarking in the display-capture 
environment. 

Keywords: Mobile watermarking, Display-capture, Image distortion, MMB 
(Mobile Merchandise Bond) service, MMB image generation. 

1   Introduction 

Various mobile services have been developed for the mobile environment. There is 
MMB (Mobile Merchandise Bond) service among the mobile services [1]. Let us look 
over recently commercialized some MMB services [2]: 1) the usage of bar code - the 
case that the bar code of merchandise bond would be taken by a mobile device such 
as a mobile phone, and a customer has to exchange the bar code image for an actual 
merchandise bond in a member store; 2) the usage of special card - the case that the 
customer must hold a merchandise bond card as a specially distinguished card; 3) the 
usage of special device - the case that the usage of merchandise bond is only possible 
by the special IC chip built-in a mobile device. These methods have the convenience 
that a customer can download a merchandise bond freely through wire or wireless 
line. However, when the customer uses the merchandise bond, he or she must 
exchange it into the actual merchandise bond or must have a special card. Such things 
are annoying for customers.  To solve such current problems of MMB service, we 
propose a new display-capture based mobile watermarking system. 



1076 J.-W. Bae, B.-H. Cho, and S.-H. Jung 

Most of existing watermarking technologies are related with the research of robust 
watermarking for copyright protection [3, 4]. Fragile watermarking has been studied 
as an authentication method whether the contents are modified or not [5]. Recently 
print-scan watermarking has also been studied. It can prevent forgery for printed 
contents [6, 7]. However, the research about the mobile authentication technology in 
the mobile environment is just in the initial stage, when it is compared with the 
current fast diffusion of mobile devices. Furthermore, most of the mobile 
authentication is done by not the watermark-based technology but the bar code-based 
technology and others. 

In this paper, we propose a new mobile watermarking scheme based on the 
display-capture. Most of existing watermarking schemes use an original image for 
embedding a watermark, and focus on imperceptibility of the watermark. But the 
proposed mobile watermarking scheme is a new concept, which uses a watermark-
embedded image for MMB in the mobile environment.  In our system, a customer can 
straightforwardly use a watermark embedded MMB displayed in the mobile device in 
the member store without any others things. We also study about the display-captured 
distortions that may happen at the display-capture process in the mobile watermarking 
system. 

2   Display-Capture Based Mobile Watermarking System 

The display–captured based mobile watermarking system is described in the Fig. 1. A 
MMB issuing company can generate the MMB image embedded MMB information 
as a watermark. And the company can simply register it to DRM system. A customer 
can buy a MMB and download it through the Internet. The customer displays the 
MMB image in his or her mobile device, and then the MMB image of the mobile 
device is captured by a PC camera in a member store. The MMB information is 
extracted from the captured image, and the authentication through DRM system is 
occurred. Finally the transaction of MMB can be done. 

  

Fig. 1. General block diagram of mobile watermarking system 
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In this paper, we focus on the MMB image generation, display-capture distortion, 
and information extraction from the captured MMB image. Now we assume that the 
DRM system has a simple function. The detailed functions of DRM system can be 
handled in the next further research. 

2.1   Background Image Generation 

A Mobile Merchandise Bond (MMB) image consists of a background image and 
surface-text information. The background image is a generated image embedded a 
watermark by using the unit-pattern. The surface-text is visual text information on the 
MMB image. The process of the background image generation is shown in Fig. 2. 

 

Fig. 2. Generation process of background image 

From MMB information such as the company name, the date of issue, the serial 
number, and the amount of money, etc., we get a binary sequence by ASCII code 
conversion. The next step is to apply error-correction code (EEC) to the sequence. 
The unit-pattern can be created according to the encoded sequence. Finally the 
background image can be generated based on unit-patterns. 

An example of the generated background image is shown in Fig. 3. A unit-element 
consists of 2x2 pixels. It can be used to express one intensity level among k-step’s 
intensity levels. For the easy recognition of the unit-element, the background image 
has the separate lines of 2x2 pixels size among unit-elements. And a unit-pattern 
consists of 4 unit-elements. 

 

Fig. 3. Example of generated background image 

In addition, we need a technique to prevent image distortion caused by the image 
capture of a PC camera. We also apply ECC to generate a robust sequence against the 
occurrence of error during extraction of the sequence. We also insert the sequence 
iteratively in the whole image and finally generate the background image. We use 
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Viterbi algorithm as ECC generation in this research. Viterbi EEC encoder makes the 
original sequence double in the length when the constraint length is 3 and the code 
rate 1/2 [8]. Therefore, we can calculate the insertion capacity by equation (1). 

             ][  log
8

1

8

1

2

1
Capacity  Insertion 4

2 bitk
n

N

m

M ⋅⋅=  (1) 

Where NM ,  are the width and height of an image. nm,  indicate iteration numbers 
of inserting MMB information in the width and height direction respectively. k 
presents  the k-step’s intensity level that the unit-element can express. 

2.2   MMB Image Generation 

A MMB image consists of a background image for information embedding and a text 
for displaying information visually on the background image. Let us call the text as 
the surface-text information. If we overlap the surface-text information directly on the 
background image, some parts of the background image are lost, so that the decoding 
process can be difficult. Therefore, we can use a color image to express the surface-
text information without the loss of MMB information inserted in the background 
image. The process of MMB image generation is depicted in Fig. 4. 

 
Fig. 4. Process of MMB image generation 

We create the color image which displays the surface-text information and 
transform its RGB color space to HSI color space. We replace its intensity channel 
with I channel of the background image and transform HSI to RGB. Finally the MMB 
image is generated like the most right figure of Fig. 4. 

3   Image Distortion of Display-Capture 

Fig. 5 shows the general processing steps of the MMB in the display-capture 
environment. First, a MMB image is generated based on the MMB information. 
Then, the generated MMB image is displayed on the LCD (Liquid Crystal Display) 
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of a mobile device such as a mobile phone. The displayed MMB image is captured 
along with the distortion of the display-capture process [9-12]. Through the 
watermark extraction process, the MMB information is extracted from the captured 
MMB image. 

 

Fig. 5. General block diagram of mobile merchandise bond process 

If the extracted MMB information is certified through the DRM system, the actual 
commercial transaction may happen. In the display-capture process, the causes of 
image distortion are as follows: surrounding lighting conditions, the surface reflection 
of a mobile device, the geometric distortion by the natural habit of a customer, and the 
quality of camera lens, etc. We deal with hardware and software approaches to solve 
the image distortions that may happen by these causes in the display-capture 
environment. 

With hardware approach, we can reduce the effect of external unnecessary lighting 
by installing reflection covering (RC) or blackout boxing (BB). We can reduce the 
distortion of external unnecessary lighting with them. However, when we capture the 
MMB image on a mobile device, a distorted image with un-uniform lighting is 
captured because the backlight of the mobile phone sheds light from top to bottom 
direction. With software approach, we can restore the distortion of backlighting by 
compensating it based on modeling the distortion of backlighting with the quadratic 
equation, y=ax2+bx+c [13, 14]. 

4   Information Extraction from MMB Image 

The decoding process of a MMB image, watermark-embedded image, is depicted in 
Fig. 6. A PC camera may capture the MMB image displayed on the LCD of a mobile 
phone. The preprocessing can compensate the distortions caused in the display-
capture process mentioned chapter 3. 

 

Fig. 6. Decoding process of watermark embedded image 

To get MMB information from the captured MMB image, real decoding steps are 
needed, including calculation of code value of unit-element, restoration of the binary 
sequence of unit-patterns, and Viterbi decoding. 
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4.1   Preprocessing 

A captured MMB image may have various distortions. To solve the distortions, we 
apply image recovering technique mentioned in chapter 3. We here only show the 
backlighting distortion as an example. A MMB image captured from the LCD of a 
mobile phone may have the distortion like Fig.7. Intensity values of upper area are 
different from that of lower area. Upper area of the captured image is relatively 
brighter than lower one. So the intensity value of all pixels at a unit-element 
throughout the whole image may be different. 

 

Fig. 7. Captured image with distortions 

To solve this problem, we can apply the distortion model of the mobile phone’s 
backlighting which was discussed in section 3. In case of geometric distortion like 
rotation, we can also restore the MMB image by the inverse transform. 

4.2   Calculation of Code Value  

We transform each unit-element into binary code as Fig. 8. To cope with the 
distortion still remained in the MMB image after the above mentioned preprocessing 
step, we additionally use the higher resolution capture and median filtering technique 
as follows: We captures the watermark embedded image displayed on LCD as 2 times 
high resolution. So the 2x2 pixels sized unit-element of the captured image has 4x4 
pixels. We sort all 16 pixels in a unit-element by intensity value and select the median 
pixel value Vu. Also we sort all 128 pixels in a separate line enclosing the unit-
element by intensity value and select the median pixel value Vs. Then we decide code 
value like equation (2). 

 

Fig. 8. Code value selection of unit-element 
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According to mapping the pixel value of a unit-element into code value, the unit-
patterns of the watermark-embedded image can be changed to a binary sequence. 
Then, finally we can recover the MMB information of a MMB image through the 
Viterbi decoder. 

5   Experimental Results and Discussions 

In this paper, we used a mobile phone of model number LG-SD9230 to display a 
watermark-embedded image, MMB image. And this mobile phone support 160x120 
DOT resolution. We used VIJE Talk CCD PC camera to capture an image displayed 
on LCD. We decided the size of the MMB image as 120x120, considering general 
LCD's size of mobile phones. And MMB information consists of the company name 
of issue, the date of issue, the serial number, and the amount of money, etc. 

We generated watermark-embedded image with ECC and without ECC, 
respectively and tested them. The results are shown in Fig. 9, 10 in case that an 
intensity level, k is 2-steps. 

 
Fig. 9. Insertion capacity with ECC and with- 
out ECC 

 
Fig. 10. Bit error rate with ECC and without  
EEC 

In Fig 9, as the iteration number is increasing, the insertion capacity is decreasing. 
In Fig 10, as the iteration number is increasing, the Bit Error Rate is decreasing. 
When the iteration number reaches to 4, the Bit Error Rate becomes zero. It means 
that the complete recover of information is possible. 

The following images are related with the hardware approach for the image 
distortion of display-capture. Fig. 11 is the distorted image captured in the open 
environment. Fig. 12, 13 are the captured images with the reflection cover and the 
blackout box environment, respectively. 
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Fig. 11. Captured image with 
open environment 

 

Fig. 12. Captured image with 
reflection cover 

 

Fig. 13. Captured image with 
blackout box 

Fig. 14 is the plot of comparison of the measured intensity value, iŷ and model 

value. We experimentally get the coefficient of the quadratic equation, y=ax2+bx+c: a 
= 0.0041, b = -0.2381, c = -70.2435, respectively. 

 

Fig. 14. Comparison of model value and measured iŷ  

Table 1 shows the experimental results and information for various distortions. In 
the open environment, it was difficult to extract the text information from the 
captured image for a lot of external noises. 

Table 1. The experimental results and information for various distortions (RC: Reflection 
Covering, BB: Blackout Boxing) 

Approach Distortions Condition Light Extraction 
Open environment ON, OFF No Reflection 

RC ON Yes 
RC ON Yes 

Hardware 
approach 

Angle of view 
BB ON Yes 

No correction, RC, BB OFF No 
No correction, RC, BB ON Yes 

Correction, RC OFF No Brightness 

Correction, BB OFF Yes 
No correction, BB ON No 

Rotation 
Correction, BB ON Yes 

No correction, BB ON No 

Software 
approach 

Brightness + Rotation Correction, BB ON Yes 
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In the reflection cover and blackout box environment, it was possible to extract the 
MMB information from the captured image with phone light on (40 lx). However, we 
could not extract the MMB information from the captured image with light off (2~3 
lx) because the captured image is dark. By correcting the captured image with light 
off, we could not extract the MMB information under the reflection cover, but could 
extract the MMB information from the captured image under of the blackout box 
environment. This fact shows that the reflection cover environment is more sensitive 
as to the light than the blackout box because the angle of view of the reflection cover 
is the wider than that of blackout box. 

Fig. 15 shows a real example of MMB image that has the geometric distortion and 
also the distortion of back lighting of a mobile phone. In this case, first, we 
restored the geometric distortion using the inverse function of geometric distortion 
and then, for the back lighting distortion, we corrected the pixel values of the 
distorted image based on the distortion model like Fig. 14 [14]. Fig. 16 shows the 
result of extracted MMB information from the captured image in Fig. 15 through the 
process of Fig. 6. 

 

 

Fig. 15. Example of MMB image Fig. 16. Example of Extracted MMB information 

6   Conclusions 

In this paper, we present a new research for the display-capture based mobile 
watermarking. This research deals with the generation technique of a watermark-
embedded image for applying in the display-capture environments. The proposed 
watermark-embedded image generation is different from most of existing 
watermarking schemes. The proposed technique is a new concept that uses the 
generated image instead of the given image. It generates a proper MMB image for the 
watermark to be inserted. 

As experimental results, we could embed typical MMB information and generate a 
watermark-embedded image. And we could extract information from the watermark-
embedded image captured by the PC camera. So we could confirm availability of the 
generation of watermark-embedded image in the display-capture environment. 

Also, we studied the distortions for display capture-based mobile watermarking. 
First, we solved the distortions that can happen with the light influence of outside by 
hardware approach. Then, we applied the software approach to solve distortion of the 
backlighting of the mobile phone and geometric distortion. As the result of our 
research, we could know that these two approaches could settle effectively the 
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distortions in the display-capture environment. In the open environment, we could not 
extract the MMB information because of a lot of noises. Under the reflection cover and 
blackout box environment, we could extract the text information with phone light on.  

In further research, we will study the image generation with high complex 
background and the extraction of MMB information from the captured image and 
handle various distortions that may happen in the display-capture environment. 
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Abstract. In this paper, we propose an adaptive data hiding method in the 
frequency domain. We divide the original image into 8*8 sub-blocks and use 
Haar Discrete Wavelet Transform (HDWT) to decompose each block to obtain 
LL1, HL1, LH1 and HH1 bands. Since Human eyes are insensitive to the edge 
region we embed more data when the band LL1 is complex. A data hiding 
capacity function is used to analyze the complexity of LH1, HL1 and HH1 
bands. If these three subbands are complex, the LL1 band is decomposed and 
more data bits are embedded in the further decomposed LH2, HL2 and HH2 
bands. From the experiments, we find that the proposed method outperforms 
other methods in both data hiding capacity and image quality. 

1   Introduction 

Data hiding [1, 2] is a technology to hide secret information for multimedia 
personalization, interaction, protection and fighting piracy. The file that is used to 
hide secret information is called a “cover-file”. The cover-file can be all kind of files, 
like videos, images, or audios, to embed our secret information. If we choose an 
image to hide our information, we call the original image as a “cover-image” and the 
“stego-image” after embedding the secret information. The best advantage of using 
data hiding is that it could hide the important information into a common multi-media 
file to avoid any attack. Many data hiding techniques are proposed before. The 
common method is replacing n least significant bits (n-LSB) [3] of the pixel of the 
cover image directly. The method is simple, quick, and efficient. When n is small, the 
stego-image seems the same as the cover-image. In our experiments, if we replace 3-
LSB of the cover-image, we can get good quality of stego-image. However, the LSB 
method has drawbacks. The LSB method is a non-adaptive method of data hiding for 
fixed capacity whether the cover image is smooth or complex. It is known that all 
pixels of the cover image cannot embed the same length of data. If we change too 
many LSBs on the pixels of the smooth region, we can detect the difference between 
the cover image and the stego-image. Wu and Tsai et al. [4] don’t change LSB of the 
pixel directly. They change the LSB of the difference value of consecutive pixels. 
They divide the cover image into 2*1 non-overlapping blocks. Each block is 
classified by its difference value. A small difference value means the block in smooth 
region, and a big one means in edge block. The embedded amount of data depends on 
the characteristics of each block.  
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In this paper, we propose an adaptive data hiding method in the frequency domain. 
We divide the original cover image into 8*8 sub-blocks and use Haar Discrete 
Wavelet Transform (HDWT) to decompose each block to obtain sub-bands, LL1, 
HL1, LH1 and HH1. A data hiding capacity function is proposed to analyze HL, LH 
and HH bands to decide whether the LL1 band is suitable for more data hiding or not. 
If it is complex it is further decomposed and more data are embedded in LH2, HL and 
HH bands. 

2   The Proposed Method 

1D Haar Discrete Wavelet Transform [5] (1D-HDWT) is one of the most common 
DWT. Its basic idea uses a average value S and successive levels of details, D1, D2, 

D3… to express a discrete signal. 2D-HDWT can be done by using a sequence of 
column 1D-HDWTs and row 1D-HDWTs. Suppose the original signal 

is 0 0 0 0
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We can do inverse HDWT. By the following equation: 
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where i = 0, 1, 2…, k/2-1, k is the length of input samples and  denotes the flooring 

function. The advantage of HDWT is that it is very simple and the forward transform 
and its inverse is integer-to-integer process, which is often used for lossless image 
compression [6]. The process of 2DHDWT can be illustrated in Figure 1. There is a 
problem when we embed the data in the frequency domain. Some coefficients will 
make underflow/overflow after embedding the data on these coefficients (at 8-bit gray 
level image, underflow means the pixel value smaller than 0 and overflow means the 

pixel value greater than 255.). For example, suppose we take 2D-HDWT of
6   18

2   25 , 

we can get
11   1  

17   12 . If we modify 17 to become 22, we have
11   1  

22   12 . After inverse 2D-

HDWT of the matrix, we have
4    21

1-   27 . There is a value below 0. That is, an 
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underflow occurs. This status usually happens when the original pixel value is close 
to 0 or 255. Therefore, we adjust the histogram of the cover image to solve this 
problem before doing HDWT. We can modify the pixel values that are close to 0 or 
255 for avoiding overflow or underflow. The method is as following: 

If F (i,j)  255-G/2, modify F(i,j)=  F(i,j) – G/2; 
If F (i,j)  G/2, modify   F(i,j) = F(i,j)  + G/2, 

where F(i,j) is the pixel value at the location of (i,j) of an image F. G is the argument 
to modify histogram of an image.  We usually set G to 30 to avoid underflow or 
overflow. After the histogram modification, we can decompose the image with two-
dimensional HDWT to be LL1, LH1, HL1 and HH 1bands. Each coefficient of HL1, 
LH1, and HH1 bands means vertical, horizontal, and diagonal changes. If the absolute 
value of the wavelet coefficient in these bands is large, it is possible to be an edge. 
For human vision, the edge region has higher priority to embed the data than the 
smooth region. We propose the following function to compute the data hiding length 
of each coefficient W of each band as below: 
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2  c 2 if 2,K
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32

3
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<≤+
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+
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+

KL

K

KK

KK

K

                                   (3)  

where L is the length of data bits that are hided, K is the minimum length of each 
coefficient of each sub-band and c is the absolute coefficient value in the sub-band. 
According to equation (3), the coefficients are divided to four levels, level 1, level 2, 
level 3 and level 4. Higher levels are embedded more data, and lower levels are 
embedded fewer data. Suppose that the binary representation of the absolute value of 
the wavelet coefficient w is

01234567 aaaaaaaa , and the hiding 

length 30 , ≤≤+= nnKL . The bits Laaa ...67  called unchangeable, since these bits 

cannot be changed. The bits 021 ...aaa LL −−  are called changeable. We replace these 

bits with secret data. Assume that a coefficient W in a sub-band is 9, and K = 1, the 
bitstream to be embedded in the coefficient is 010111000111011  

Step 1: Since 3121 292 ++ <≤ , the hide length L = K + 2= 3 
    Step 2: According to Step 1 we can embed the first 3 bits 0102 into the coefficient 

9. Since the 8-bit binary representation of 9 is 00001001. We can just 
replace the 3 LSBs of 00001001by 010 to be 00001010, which is 10. 

Since we want to hide the secret data in the image according to the complexity of 
the image content we analyze the complexity of two images called Lena and Baboon 
as shown in Fig. 2(a) and Fig. 2(b).  For example, we compare the first 8*8 sub-block 
of Lena between the first 8*8 sub-blocks of Baboon. The parts are shown as Fig 2(c) 
and Fig 2(d). It is easy to understand that the part of Lena is smoother than the part of 
Baboon. We denote the first sub-block of Lena to A, the first sub-block of Baboon to 
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Fig. 1. 2D-HDWT decomposition 

        
(a)                                                (b) 

          
(c )                                                       (d) 

Fig. 2. (a) and (b) are 8x8 blocks of Lena and Baboon ;(c) and (d) are the chosen block of Lena 
and Baboon 

B. We de-compose A and B by 2D-HDWT, and use hiding capacity function with K = 
1 to analyze the coefficients of A and B. We decompose A and B by 2D-HDWT, and 
use hiding capacity function with K = 1 to analyze the coefficients of A and B. Fig 3 
and Fig 4 show the results of 2D-HDWT and the data hiding capacity for A and B. 
 



 Adaptive Data Hiding for Images Based on HDWT 1089 

 

Fig. 3. ( a) 2D-HDWT decomposition of A (b) data hiding of A 

 

Fig. 4. (a) 2D-HDWT decomposition of B (b) data hiding capacity of B 

We can find that the most coefficients of A fall into level 1; in terms of B, the most 
coefficients fall into level 3 and level 4. Fig 5 shows 57.38% of the coefficients of all 
blocks of LENA embed 1-bits, while only 42.63% of the coefficients can embed more 
than 2-bits. In terms of Baboon, 22.75% of the coefficients embed 1-bits, and 77.25% 
of the coefficients can embed more than 2-bits. From the discussion above, our hiding 
capacity function only analyze the data hiding capacity of three bands except LL1 
band. The block is determined to be an edge block with the quantity of level 1 and 
level 2 of these three bands fewer than 80% in total. Otherwise, it is a smooth block. 
The LL1 band is further decomposed in 4 sub bands if the 8* 8 block is an edge 
block. During the experiment, Lena contains 35% edge block while Baboon contains 
93% edge blocks in 4096 blocks. We now propose our adaptive data hiding algorithm 
as below: 

(1)  Do histogram modification of the cover image. 
(2) Divide the cover image into 8*8 block after histogram modification. 
(3) Transform each block to frequency domain with 2D HDWT, and get four sub-

bands LL1, HL1, LH1 and HH1. 
(4) Decide the data hiding capacity L of each coefficient for HL1, LH1 and HH1 

bands. 
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Fig. 5. Result by using Hiding capacity function to analysis the different image 

            
                            (a)                                                         (b) 

Fig. 6. (a) the magnification area is indicated by a square 

(5) Represent each coefficient with sign magnitude, and embed L bits of data into the 
coefficient. 

(6) Decide the hiding capacity of the LL1 band. If 
2.0

Total

43 ≥+ LevelLevel  do 2D-HDWT 

of the LL1 band and decide the hiding capacity of HL2, LH2, HH2; otherwise do 
k-LSB on the LL1 band. 

(7) Transform each 8 x 8 block into the spatial domain by inverse 2D-HDWT. 

The extracting procedure is like the embedding procedure. When we get a stego-
image, we divide it into 8*8 sub-blocks. We get four sub-bands after transforming 
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(a) 

 
(b)                           (c)                           (d)                             (e) 

Fig. 7. (a) original image (b) Wu’s method (c) proposed method with K = 1 (d) K = 2 (e) K = 3 

 
(a) 

 
                  (b)                          (c)                           (d)                         (e) 

Fig. 8. (a) original image (b) Wu’s method (c)proposed method with K = 1 (d) K = 2 (e) K = 3 

each block to wavelet domain. Because it has the same results of analyzing the cover 
image and the stego-image by hiding capacity function, we can use hiding capacity 
function directly to get the capacity of each coefficient of each band and extract the 
data from the coefficients. 
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                                      (a)                                                   (b) 

Fig. 9. (a) the worst case of LSB-3 (b) the worst case of our proposed method with K=3 

 

Fig. 10. Image quality and data capacity comparisons between Wu’s and proposed method  
in Baboon 

3   Experimental Results  

In our experiment, we use two images called “Lena” and “Baboon”. Our experiments 
are executed on Intel Pentium 4 1.6GHz, 512 MB and Microsoft Windows XP SP2. 
The bitstream hidden in the image is generated by a random function. We compare 
our experimental results to other similar methods. In order to classify the difference of 
the experimental results, we take 50*50 blocks in Lena and Baboon and enlarge 5 
times. The parts we chosen are shown as Fig 6; each segment contains smooth region 
and texture region. The enlarged sub-blocks are shown in Fig 7 and Fig 8. The results 
after embedding the worst data of simple LSB and our proposed method are shown in 
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Table 1. Comparison of capacity between our proposed method and Wu’s method 

 
 

Fig 9. It shows that our method outperforms Wu’s method in data hiding capacity in 
visually same image quality.  Fig. 10 shows that our method has higher PSNR that 
Wu’s method in the same hiding bit rate. We compare the image quality under the 
same bit rate. Finally, the comparison results are shown in Table 1.  

4   Conclusion 

In this paper, we proposed a simple method of data hiding with Haar discrete wavelet 
transform. Since Human eyes are insensitive to the edge region we embed more data 
in the edge region. We use HDWT to embed secret data into each coefficient in LH, 
HL and HH bands. We define a “data hiding capacity function” to decide the data 
hiding capacity of the coefficient of these three bands. The experimental result shows 
that our capacity is better than other similar methods in both smooth images and 
texture images.  
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Abstract. We propose an informed watermarking algorithm that aids in
concealing packet loss errors in video communications. This watermark-
based error concealment (WEC) method embeds a low resolution version
of the video frame inside itself as watermark data. At the receiver, the
extracted watermark is used as a reference for error concealment. The
proposed DCT-based algorithm employs informed watermarking tech-
niques to minimize the distortion of host frames. At the encoder, a pre-
dictive feedback loop is employed which helps to adjust the strength of
the data embedding. Furthermore, the distortion of the DCT coefficients
introduced in the embedding can be removed to a considerable extent,
by employing bit-sign adaptivity. Simulation results on standard video
sequences show that the proposed informed WEC scheme has an advan-
tage of 3∼4 dB in PSNR over non-informed WEC.

Keywords: watermark, informed watermarking, error concealment,
video communications.

1 Introduction

Packet losses that occur during the transmission of compressed video through
lossy channels produce perceivable defects over multiple frames and have a sig-
nificant influence on the quality of the received video at the end user. Error
concealment is a technique that detects and hides the defects in video due to
packet losses and therefore is one of the key processing steps in video communi-
cations. For the detection and correction of defects, error concealment techniques
typically perform computationally intensive processing of spatial and temporal
data in the received video, or they depend on certain critical information from
the transmitter, like synchronization markers, to identify these packet loss errors.

Watermarking has been used for security applications where authentification
and malicious attack prevention have been the primary focus. A new application
for watermarking has been evolving lately for the error concealment in video
communications. In this paper, we will refer to such schemes as watermark-
based error concealment (WEC) schemes. In this work, we propose an efficient

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 1094–1102, 2006.
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WEC approach where a low resolution version of a video frame is embedded in
itself at the encoder in the form of watermark data.

The low resolution image is a binary image with 1/16-th the size of the original
frame. It is obtained by halftoning a second level 2D-DWT of each frame. The low
resolution image is embedded in 2×2 format into the mid-frequency coefficients
of a full-frame DCT of the original frame. At the receiver, a correlational detector
is used to extract the low resolution image, which is used as a reference to identify
and conceal any packet loss errors. We validate the use of full-frame DCT by
comparing it with the block-based DCT embedding scheme.

The algorithm used in this paper has some features of informed watermarking
in that the encoder makes an informed decision in the embedding process. This
informed embedding makes it possible to minimize the distortion of the host
frames. At the encoder, a predictive feedback loop is employed which estimates
the watermark detection accuracy at the receiver. Then, the strength of the scale
factor α is determined such that BER at the decoder stays under some threshold.
Furthermore, some of the modified coefficients of the DCT signal are virtually
free from distortion by employing bit-sign adaptivity.

The organization of this paper is as follows. Previous works on WEC are
presented in Chapter 2. The processes of embedding and extracting the water-
marking for error concealment are described in Chapter 3 and details of the in
formed watermarking are in Chapter 4. Simulation results on test sequences are
presented in Chapter 5. Finally, we draw a conclusion in Chapter 6.

2 Previous Works

The concept of applying watermarking to error resilience and concealment appli-
cations is quite new. Typically, as a simple form of WEC for image data, certain
key features were extracted from the image, encoded, and hidden in the image
itself either as a resilience tool or for concealment. The concept was extended to
video coding by Bartolini et. al.[3]. However, they used data hiding as a tool to
increase the syntax-based error detection rate in H.263, but not for the purpose
of recovering lost data.

Munadi et. al. extended the concept of key feature extraction and embedding
to inter-frame coding [4]. In their scheme, important features are embedded
into the prediction error of the current frame. However, the effects on motion
vectors and the loss of motion compensated errors were not addressed. Yilmaz
[5] proposed embedding a combination of edge information, block bit-length, and
parity bits into intra-frames. They use even-odd signaling of DCT coefficients
for embedding, which is minimally robust.

Informed watermarking has also been studied as a part of watermarking re-
search [6]. A number of concealment techniques that do not use watermarking
while giving similar high levels of performance have also been proposed [7]. How-
ever, WEC methods proved to give an improvement over the other techniques.
A comparison of these techniques with the proposed one is provided in [1].
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The problems with existing techniques are that (1) only one or a few selected
set of key features are used for embedding. These features may not necessarily
follow the loss characteristics of the channel employed and so are not effective
for error resilience, and (2) they often use frequency domain such as DCT to
encode the key data to be embedded. However, if losses occur on the DC or
a set of the first few AC coefficients, the loss to the extracted reference would
be significant and therefore may lead to reduction in concealment performance.
Our proposed technique avoids these problems by embedding a halftoned low
resolution version of the whole reference image. This way, loss or errors in the
data will have smaller and local effects on the reconstructed video.

3 Watermark-Based Error Concealment

3.1 Watermark Embedding

The watermarking scheme used in this paper is a modified version of the Cox’s al-
gorithm [8]. In this work, Harr discrete wavelet transform (DWT) and halftoning
techniques are used to generate the low resolution image, which is the watermark
data to be embedded. This way, the DWT approximation image is transformed
into binary values before being embedded. The block diagram of the embedding
algorithm is shown in Figure 1. A second level 2D-DWT is performed on the
video frame to obtain an image that is 1/16-th the size of the original frame.
A halftoned image, the marker, is then generated from the reduced image. One
marker is used for each key frame in the video. Each pixel of the marker is
embedded 4 times in a 2× 2 matrix format. Details are as follows.

Let the k-th frame be fk with m×n pixels. The 2nd level DWT approximation
image, αk has a size of m/4×n/4, which is halftoned into a binary-valued marker,
mk, with the same size of m/4× n/4. The dithering technique in the halftoning
is Floyd-Steinberg error diffusion algorithm [9]. Each pixel of the marker is then
repeated in a 2 × 2 format to form wk, which has a size m/2 × n/2. Then,
the final watermark data, w̃k, is generated as follows ( ·∗ represents element-by-
element multiplication). pk is a m/2×n/2-sized array of zero-mean unit-variance
Gaussian.

w̃k = wk · ∗pk wk(i, j) ∈ {−1, +1}

Fig. 1. Block diagram of the embedding algorithm
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Let xk be the DCT coefficients of the luminance channel of the frame. The
watermark, w̃k is then scaled by a factor, α, and then added to a mid-frequency
set of coefficients, starting at the initial frequencies of (∆1, ∆2). The modified
DCT coefficients yk are obtained by

yk(i + ∆1, j + ∆2) = xk(i + ∆1, j + ∆2) + α · w̃k(i, j) (1)

(
0 ≤ i < m/2, 0 ≤ j < n/2
∆1 ∈ [0, m/2], ∆2 ∈ [0, n/2]

)
where i and j correspond to the pixel location in the watermark data and also
the DCT coefficients. Finally, yk is inverse transformed, encoded in a compressed
form and then transmitted.

3.2 Watermark Extraction

The extraction of the watermark employs a correlational receiver as shown in
Figure 2. The received (noisy) DCT coefficients of the luminance channel, ỹk

are multiplied by the same pseudonoise array pk and then summed for each 2×2
block. Then the binary marker is extracted by taking the polarity of the sum.

m̂k(i, j) =
{

1, if λk(i, j) ≥ 0
0, if λk(i, j) < 0

λk(i, j) =
2i,2j∑

í=2i−1,

j́=2j−1

ỹk (́i + ∆1, j́ + ∆2) · pk(́i, j́) (0 ≤ i < m/4, 0 ≤ j < n/4) (2)

An inverse halftoning algorithm proposed by Xiong [10] is applied to m̂k

to obtain an estimate of the low-resolution approximation image, âk. A 2-D
inverse DWT is performed on âk to obtain an intermediate resolution image, bk

(m/2 × n/2). Then, bk is zoomed by a factor of 2 by up-sampling and passing
through a lowpass filter to obtain a reference image, gk (m×n size). An estimate
of the current frame, f̂k is obtained by decompressing the received video data
packets. The reference gk is compared with f̂k to detect and conceal the corrupted
areas of f̂k. More details on WEC operations can be found in [1] and [2].

4 Informed Watermarking Algorithm

Data embedding in this work is based on informed watermarking. The strength
of the embedded watermark varies adaptively by employing a predictive feed-
back loop. This adaptivity highly decreases not only the BER of the extracted
watermark but also the perceivable distortion in the video introduced by the
watermarking process. Two variations of the informed methods are explained in
detail herein.
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Fig. 2. Block diagram of the retrieval algorithm

4.1 Predicted Watermark Detection

The embedder has a predictive detector which is connected in a feedback loop to
adapt to the strength of the embedding host signal, as shown in Figure 3. This
allows the values of the scale factor α to vary such that the probability of error
in detecting the watermark at the receiver is minimized. Starting from a small
fixed value, α continues to vary in incremental steps until the watermarked bit is
extracted correctly in the predictive detector for a target level of packet errors.
When it is correctly extracted, the value of α is fixed for that coefficient and
therefore (1) can be restated as follows.

yk(i + ∆1, j + ∆2) = xk(i + ∆1, j + ∆2) + αk(i, j) · w̃k(i, j) (3)

The advantages of this informed WEC method over the other WEC methods
discussed in Section 3 are threefold: (1) the perceivable watermarking defects
are negligible due to the adaptive scaling of the strength of the embedded bits,
(2) the BER values are much lower in the informed technique when compared
to the non-informed WEC methods, and (3) a higher level of compression can
be achieved at the codec as the entropy of the embedded video frame is not as
high in case of the informed WEC technique since smaller α implies a reduction
in the modification of the host coefficients.

4.2 Watermark Bit-Sign Adaptivity

In this scheme, the watermark bit is embedded by adapting the host frame
coefficient with the sign of the pseudo-random number. A data bit is embedded
by modifying the sign of the coefficient in accordance with the sign of xk and
pk. This could be considered as a form of multiplicative embedding.

yk(i + ∆1, j + ∆2) = xk(i + ∆1, j + ∆2) · (αk(i, j) · w̃k(i, j))
= xk(i + ∆1, j + ∆2) · (αk(i, j) ·mk · pk(i, j)) (4)

As before, one watermark bit, mk = −1 or +1, is embedded into four DCT
coefficients. When mk = +1, the sign of yk is equal to that of the product of
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xk and pk, otherwise, it is the opposite of xk · pk. At the detector, the value of
the watermark bit is extracted in a correlational receiver similar to (2) from the
lossy received signal, ỹk.

m̂k(i, j) =
{

1, if λk(i, j) ≥ 0
0, if λk(i, j) < 0

λk(i, j) =
2i,2j∑

í=2i−1,

j́=2j−1

ỹk (́i + ∆1, j́ + ∆2) · pk(́i, j́) (0 ≤ i < m/4, 0 ≤ j < n/4) (5)

Figure 4 shows the use of informed watermarking in bit-sign adaptivity. When
α is fixed, λk does not necessarily reproduce the data bit and so the original
data bits of (+1,−1) may be erroneously decoded into (−1,−1) even in the
absence of channel noise. On the other hand, the value of α can be adjusted
from the feedback in informed watermarking such that the data bit is correctly
recovered in the predictive detector at the transmitter. With this bit-sign adap-
tivity, the original data bits are always correctly reproduced if there is no packet
error.

This technique has additional advantageous features: It reduces the host frame
distortion: Once the watermark is correctly detected, the coefficient in the host
frame can return to some value with its original polarity by simply multiplying
the pseudonoise matrix with the embedded coefficients.

x̂k(i + ∆1, j + ∆2) = yk(i + ∆1, j + ∆2) · pk(i, j)
= [m̂k(i, j) · αk(i, j) · pk(i, j)2] · xk(i + ∆1, j + ∆2) (6)

Fig. 3. Feedback-based watermark embedding model
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Fig. 4. Data bits are correctly recoveed with bit-sign adaptivity

Fig. 5. The results for the 36-th frame of Foreman in CIF resolution compressed to 40
Kbps. The PSNR values are (b)14.26 dB (c) 27.63 dB (d)36.25 dB, respectively.
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5 Experimental Results by Simulations

A sample set of CIF resolution (288×352) videos is considered for simulation and
the watermark is inserted in the central AC frequencies of the full frame DCT.
NS-2 simulator is used to generate packet losses with a two-state Gilbert-Elliot
Gaussian packet loss model with predefined mean and variance. The packet size
was fixed at a macro block size and no retransmissions were allowed.

Figure 5 shows the performance of WEC on the Foreman video sequence.
The received frame is obtained for a mean packet loss probability of 0.12% and
variance 0.02%. The value of α was fixed at 0.6 for the non-informed WEC case.
Figure 5(b) shows the lossy received frame while Figure 5(c) shows the error
concealed (EC) frame. Since the watermark is a low resolution version, most of
the high frequency information is not retained. Therefore, the reference frame
looks smooth and the EC frame is patchy. This effect is reduced if the EC frame
is locally-scaled based on the neighboring luminance values. We call the resulting
frame as locally-scaled error concealed (LEC) frame. Figure 5(d) represents the
LEC frame combined with bit-sign adaptivity.

Table 1 shows the performance of the proposed algorithms over various video
sequences. As seen, for all cases except Flower and Highway, the bit-sign adaptive
informed WEC gave higher PSNR values of about 3 dB over the non-informed
WEC technique.

Table 1. PSNR (in dB) for a fixed mean loss 0.15% and variance 0.025%

Non-informed WEC Informed WEC

Video Received EC LEC EC LEC BitSign

Akiyo 16.1248 28.9114 31.5345 31.9824 34.7662 35.5219
Foreman 14.8279 26.6248 31.4983 32.6751 34.3655 35.5787

Table tennis 15.8202 27.4553 30.1257 31.6767 32.9044 35.0286
Flower 14.5233 26.4553 30.0476 30.8902 32.0967 33.3261
Football 15.0728 27.3546 30.5126 31.0207 33.2548 35.3652

Paris 14.6905 27.0817 30.9213 31.0576 32.9247 33.6563
Highway 15.0253 28.7346 32.4018 32.9790 34.3862 34.2892

6 Conclusions

We presented an application of informed watermarking algorithm to video error
concealment. This WEC approach used full-frame DCT to embed a low resolu-
tion version of the video frame in itself. The extracted watermark was used for
error concealing in the lossy received video frame. The algorithm employed a
feedback loop to predict the values of the extracted watermark bits, thereby re-
ducing the overall BER of detected watermark at the receiver. Bit-sign coefficient
modifications were also presented.

Based on the obtained results, we conclude that the informed watermarking
algorithm gave better performance not only in terms of higher PSNR values but
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also in terms of reduced BER values. The bit-sign variation proved to reduce
the perceivable defects introduced by watermarking process, when compared to
the non-informed WEC method.
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Abstract. Dirty-paper trellis-code watermarking with random-valued
arcs is slow since the embedding into the cover work is performed on
path-level which entails many Viterbi decodings through random con-
vergence. We present a fast deterministic embedding in a trellis-code
with orthogonal arcs. The proposed algorithm has a speedup factor of
the message size since it is based on arc-level modification of the cover
work in a bit-by-bit manner. Experimental results show that the pro-
posed embedding provides higher fidelity and lower BER against various
types of attacks, compared with conventional informed methods.

Keywords: informed watermarking, trellis-code, orthogonal arc.

1 Introduction

Digital watermarking is analogous to digital transmission. From the detector’s
viewpoint, the data is the watermark and the cover work is the channel noise.
Since the dirty-paper channel model [1] showed that Gaussian noise known at
the transmitter side does not degrade the channel capacity, several informed wa-
termarking schemes have been developed [2]-[6], which adapts the watermarking
signal to the cover work. Informed watermarking has superior performance, com-
pared to watermarking with blind embedding. Without intentional attack, it can
achieve a zero error probability in message extraction.

Informed watermarking usually consists of informed coding and informed em-
bedding. In Figure 1, the message, m is encoded into wm. Then wm is modified
into wa. Finally, wa is added to the cover work, c0 into cw. In informed coding,
m is represented by several codewords which are dependent on c0. We choose
the codeword wm which will cause the least distortion to c0. In informed em-
bedding, the embedder can freely decide which would be the final watermarked
image. Hence, it can select any image as cw by letting wa= cw - c0. The wa-
termarked image cw should be perceptually close enough to c0 and be robust
enough against malicious attacks.

Quantization index modulation (QIM) [2] is a lattice-based code which em-
ploys a family of indexed quantizers optimized for the cover work. QIM accom-
modates a large payload with fast encoding and decoding. A problem with QIM
is its vulnerability to valuemetric attack, i.e. global intensity scaling.

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 1103–1112, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Trellis-code watermarking by Miller [3] can accommodate a large payload and
is robust against valuemetric attack. Since message decoding is based on accu-
mulated correlation, trellis-code is inherently robust against valumetric attack.
Though the performance is excellent, a problem lies with the random-valued arcs
in the trellis. Since the informed embedding is based on an optimization over
random arc paths, it has a complex structure and requires a huge computation.
Lin [7] proposed a faster embedding which uses pre-computed tables in Viterbi
decoding. However, embedding a new message requires no less computation.

The dirty-paper watermarking by Abrardo [8] employs orthogonal equi-
energetic codewords. Orthogonality among codewords provides a fast conver-
gence in the embedding process. Though the performance from simulation on
turbo-structured multi-stage decoding is excellent, the performance tested on
real images is outperformd by the numerical simulation [9].

In this paper, we present an informed embedding in a dirty-paper trellis-code
with orthogonal arcs. The proposed algorithm is combining the advantages of
Miller’s trellis-code [3] and Abrardo’s orthogonal codewords [9] into one. As a
consequence, our method has advantages over both Miller’s and Abrardo’s.

The embedding process in [3] is very slow since the modification of the cover
work is performed on path level and Viberbi decoding is repeated over the whole
path each time a single bit is embedded. Our method is faster by a factor of the
message size, due to the arc-level embedding. Modification of the cover work
needs only the incremental correlation of an arc, stage by stage.

Since Abrardo’s method depends on the complex-structured turbo-decoding
for flat robustness over the message bits and thus suffers a loss in the data
capacity, the proposed algorithm makes use of the inherent robustness of a trellis-
structured convolutional code and so there is no loss in data capacity.

This paper is organized as follows: In Section 2, the framework for the pro-
posed method is described. In Section 3, informed coding and its comparison
with [3] are described in details. In Section 4, experimental results are presented
and we draw a conclusion in Section 5.

Fig. 1. Informed watermarking and embedding
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2 Proposed Orthogonal Trellis-Code

The proposed dirty-paper trellis-code watermarking accommodates L bits of
message in an L-staged trellis. The overall structure of the trellis and the in-
formed coding part are similar to [3]. What we improved is the use of orthogonal
arcs and the embedding algorithm which performs very efficiently over the or-
thogonal arcs. Details of the proposed method follow and a comparison with [3]
is presented for the parts where they are different.

2.1 Trellis-Code with Orthogonal Arcs

The trellis-code used in our experiments is shown in Figure 2. The arcs used
in the trellis are the column vectors in an N ×N Hadamard matrix. Hence, the
number of available orthogonal arcs is N , in all. An arc hi represents the i-th
column of the matrix.

The assignment of arcs to nodes may have different configuration from stage
to stage. For efficiency of implementation, we use identical assignment of arcs to
nodes for all stages. The performance is not influenced by a permutation of the
arcs. Though the number of all the orthogonal arcs is limited to N , the number
of arcs (= M) between two layers may be different from N . All the arcs are
distinct when M ≤ N , and some arcs are linear combinations of the N basis
vectors when M > N . In this experiment, we set M to be equal to N .

In each node in the trellis, there are M/4 incoming arcs and M/4 outgoing
arcs. Bold arcs represent positive arcs which embed bit 1 and non-bold arcs
represent negative arcs which represent bit 0. H∗ denotes the set of all the
positive and negative arcs.

H∗ = {h1,h2, · · ·,hM}

Fig. 2. Trellis-code with orthogonal arcs
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Fig. 3. The 12 DCT coefficients for the extract vector

2.2 Embedding and Detection of Message Bits

The image is converted into 8 × 8 block DCT domain. Then, N low ac compo-
nents are taken from each of the L blocks, as in Figure 3, and then they are
concatenated and shuffled into a randomly-ordered vector. The shuffled vector,
v, referred as the extract vector of the image, is an L × N sequence. The i-th
message bit is embedded into the i-th N -element segment in v.

v = [v1,1, v1,2 · ··, v1,N · · · vi,1, vi,2 · · · vi,N · · · vL,1, vL,2 · · · vL,N ] (1)

3 Informed Embedding over Orthogonal Arcs

Informed coding is the process of choosing the codeword which is the most
correlated with the cover work. In the proposed trellis, there are 4L paths in all,
starting from the node in the first stage to the end, since 4 nodes exit from each
node. Each path represents a specific (but not necessarily distinct) message.

Identification of the right path is performed in two steps. In the first step, we
remove those arcs in the trellis which do not encode the given message. Then,
each stage is left with either bold arcs (bit 1) or non-bold arcs (bit 0). All the
paths in the modified trellis shown in Figure 4 represent the encoded message.
In the second step, the highest correlation path is identified by Viterbi decoding
on the modified trellis.

At the receiver side, Viterbi decoding on the complete trellis might return
a path other than the path chosen for the modified trellis. To suppress this
erroneous decoding, the extract vector is modified such that its correlation with
the arcs in the right path secures a margin over all the interfering paths.

3.1 Informed Embedding

The description that follows is about the embedding process for the i-th stage in
the trellis. However, it can be equally applied to all the other stages since they
have identical configuration of arcs. Without loss of generality, we may assume
that the i-th message bit is 1 and the arc in the i-th stage in the identified path
from the informed coding process is hm0.

Define u be the i-th N-element segment in v.

u = [u1, u2 · · · uN ] = [vi,1, vi,2 · · · vi,N ]
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Fig. 4. Modified Trellis-code with only unipolar arcs

Define qm as the step correlation of an arc, hm with u.

qm = hm · u (m = 1, 2, · · ·, M) (2)

Viterbi algorithm returns the path which wins the highest accumulated corre-
lation with v. The accumulated correlation is computed incrementally for each
stage of the trellis. We define Qi

m(j) where (j = 1, ..., i) as the sum of correlation
of the arcs with v. The arcs used in sum are only those starting from first stage
to the j-th stage, out of all the i arcs in the winning path connected to hm in
the i-th stage.

Qi
m(i) = qm + Qi

m(i− 1) (3)

When hm0 was chosen in the informed coding process, there were only positive
arcs in the i-th stage of the modified trellis. Hence, there is always a chance of
some negative arcs having larger accumulated correlation than hm0, and so the
detector at the receiver side might return an erroneous decoded message since
the detection is performed on the complete trellis. In order to prevent this,
we modify u such that Qi

m0(i) is larger than the accumulated correlation for
the other positive arcs as well as all the negative arcs, by at least R0 (desired
robustness constant).

Qi
m0(i) ≥ Qi

m(i) + R0 (m = 1, · · ·, M m �= m0) (4)

The N -element vector, u, is updated element by element. Each element of u
can be either increased or decreased in accordance with the signs of the corre-
sponding elements in u, hm0 and interfering arcs, hm.

When the signs of u and hm0 are the same and the sign of an interfering arc,
hc is different, we increase that magnitude of the element of u by α. When the
signs of u and hc are the same and the sign of hm0 is different, we decrease
that magnitude of that element of u by α. If the element of u is too small, we
increase or decrease it by β, after checking the signs in hm0 and u. Modification
of u is repeated against all the other interfering arcs.

As a result, each element of u is altered only when it helps to increase
Qi

m0(i) over some of the interfering arcs. Furthermore, the amount of increase of
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Qi
m(i)(m �= m0) at the change of one element of u, never exceeds the increase in

Qi
m0(i). With this updating scheme, the correlation margin over interfering arcs

either increases or remains the same, at each element change of u. This way, the
proposed algorithm effectively modifies u toward hm0 and suppresses the inter-
fering arcs until a desired robustness level of R0 is achieved. The pseudo-code
for the proposed embedding algorithm is as follows:

DO from m = 1 to M (skipping m �= m0)
hc← m-th element of H∗

REPEAT UNTIL (Qi
m0(i) ≥ Qi

m(i) + R0)
Do from n = 1 to N
u ← n-th element of u
g ← n-th element of hm0

b ← n-th element of hc

IF u · g ≈ 0
THEN
IF g > 0
|u| ← |u|+ β

ELSE IF g < 0
|u| ← |u| − β

END IF
END IF
IF u · g > 0 AND g · b < 0
THEN
|u| ← |u| · (1 + α)

END IF
IF u · g < 0 AND g · b < 0
THEN
|u| ← |u| · (1− α)

END IF
END DO

END REPEAT
END DO

3.2 Comparison with Miller’s Embedding

In the informed embedding in Miller’s [3], the modification is performed on v,
instead of u, in a stochastic manner. Each time v is updated, the accumulated
correlation of interfering paths (rather than interfering arcs) with v also changes
in a random way. This introduces two problems.

First, at each updating of v, Viterbi decoding for all the 2L paths needs to be
performed again in order to find the most interfering path and secure the desired
robustness against it. Even with the modified (simplified) Viterbi algorithm, it
costs a huge computation time. Second, the modification of v is accomplished
in a random way and so the convergence is not guaranteed.
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The proposed embedding algorithm is free from these problems. First, conver-
gence of the extract vector is deterministic since the updating of u is performed
in accordance with the signs of u and arcs. At each updating of u, it gets closer
to hm0 and recedes farther from interfering arcs. Second, the embedding process
is performed on u, instead of along a path, which is L-times longer. Hence, just
incremental updating of the accumulated correlation is enough. The speed-up
factor is L, which is the message size.

4 Experimental Results

We tested the proposed embedding algorithm for several standard test images.
Message sequences are randomly generated for each experiment. The message
length, L, is either 1024 for 256 × 256 images, and is 4096 for 512 × 512 images.
The orthogonal arcs are the column vectors of a 16 × 16 Hadamard matrix. The
values of α and β used in the experiment are both 0.01.

Evaluation of the performance is performed with respect to two criteria. The
first is the fidelity. For this, we measured the Watson distance [10] in the water-
marked image. The second criterion is the robustness against attacks. For this,
we measured the bit error rate (BER).

4.1 Fidelity Test

In Table 1, Watson distance (with R0=3.5) is compared for several informed wa-
termarking methods [3][7][11] under similar operating conditions. The proposed
method provides lower Watson distance.

Table 1. Comparison of Watson distance

Proposed Miller Lin Ward

Average 49 86 55 50

4.2 Robustness Test

With the proposed informed embedding, BER is zero in the absence of intentional
attacks. BER stays at zero until the strength of attack reaches a certain level. We
examined the BER performance of our method under various types of attacks.
The tested attacks are: additive Gaussian noise, lowpass filtering, valumetric
scaling and lossy compression.

Additive White Gaussian Noise
BER under additive Gaussian noise is shown in Figure 5. With the proposed
embedding, BER stays at zero until the standard deviation of the Gaussian noise,
σ , reaches 5. Even beyond σ = 5, BER stays at less than 1% while BER for
other methods is as high as 4%. In summary, the proposed embedding provides
superior robustness against Gaussian noise to other methods.
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Fig. 5. BER under gaussian noise attack

Fig. 6. BER under lowpass filtering

Fig. 7. BER under valuemetric scaling
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Fig. 8. BER under JPEG compression

Lowpass Filtering
BER under lowpass filtering is shown in Figure 6. The lowpass filter has a
size of 21 × 21. BER is measured for the filter width ranging from σ = 0.1 ∼
1.0. Performance of the proposed method is between [3] and [11]. The proposed
method has inferior performance to [3] especially at heavier filtering because it
uses larger (16) number of DCT coefficients than in [3] (12).

Valumetric Scaling
BER under valumetric scaling is shown in Figure 7. The scale factor, ν, is rang-
ing from 0.1 ∼ 2.0. When ν is less than 1.0 (downscaling), BER is virtually zero.
When ν is larger than 1.0 (upscaling), the proposed embedding provides lower
BER, compared to others.

Lossy Compression
BER under JPEG compression is shown in Figure 8. Lower qualify factor (QF)
means heavier JPEG compression. BER performance is examined for QF from
20∼100. The proposed embedding provides BER ≤ 1% for QF=40. Inferior per-
formance is due to the larger number of DCT coefficients, as in LPF filtering.

4.3 Speedup Test

Miller’s trellis-code embedding is very slow due to the repeated Viterbi decoding
at each iteration of v. The speedup factor by the proposed embedding is L. In
experiments, the average time for embedding L(= 1024) bits into a 256 × 256
image is 1200 secs [3], 2 secs [7] and 1 sec (proposed method).

5 Conclusions

We present a dirty-paper trellis-code watermarking algorithm with orthogonal
arcs. Though the underlying trellis structure is similar to Millers’, the orthogonal
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arcs provide two advantages over the original method. The first one is a speedup
with a factor of L. The original trellis-code with random-valued arcs is very slow
since modification of the cover work is performed on path-level. The proposed de-
terministic algorithm with orthogonal arcs is much faster since just incremental
arc-level updating of u is enough for the embedding of each bit.

Experimental results also show that the proposed method provides higher
fidelity and lower BER against various types of attacks, compared with other
conventional informed watermarking methods.
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Abstract. In object tracking, complex background frequently forms local 
maxima that tend to distract tracking algorithms from the real target. In order to 
reduce such risks, we utilize an adaptive Kalman filter to predict the initial 
searching point in the space of coordinate transform parameters so that both 
tracking reliability and computational simplicity is significantly improved. Our 
method tracks the changing rate of the transform parameters and makes 
prediction on future values of the transform parameters to determine the initial 
searching point. More importantly, noises in the Kalman filter are effectively 
estimated in our approach without any artificial assumption, which makes our 
method able to adapt to various target motions and searching step sizes without 
any manual intervention. Simulation results demonstrate the effectiveness of our 
algorithm.   

Keywords: Object tracking, coordinate transform, initial searching point, 
adaptive Kalman filter. 

1   Introduction 

Object tracking has been widely applied to video retrieval, robotics control, traffic 
surveillance and homing technologies. A lot of object tracking algorithms have been 
reported in literatures, and among them the template matching algorithms has drawn 
much attention [1]-[6]. In such algorithms, target is modeled by a template, and is 
tracked in a video sequence by matching candidate image regions with the template 
through coordinate transforms. The set of transform parameters that yield the highest 
similarity between the template and the mapped image region of the current frame 
represents the geometric information of the target.  

The performance of object tracking heavily depends on whether the search for the 
optimal transform parameters can be executed effectively. Many fast searching 
algorithms have been proposed in an effort to increase the accuracy of searching results 
                                                           
* This work is part of Research on Key Scientific and Technologic Problems of Molecular 

Imaging and is supported by National Basic Research Program 973 under Grant 
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while reducing computational complexity. Typical algorithms include Three Step 
Search (TSS) [7], 2D-Log Search (2DLS) [8], Block-based Gradient Descent Search 
(BBGDS) [9], and Lucas-Kanade algorithm [1].  

For all the algorithms mentioned above, the distraction of local minima is always a 
serious problem frequently leading to the failure to find the real coordinate transform 
parameters. Ideally, the image region where real target occupies in the current frame 
should render the largest similarity measure and therefore unambiguously make itself 
stand out against the other parts of the frame. When background is cluttered, however, 
some nearby objects also generate comparable similarity measure and hence confuse 
tracking algorithms. When searching for optimal coordinate transform parameters, 
tracking algorithms frequently find themselves trapped into local maxima produced by 
background objects and other interferences.  

Such a situation can be improved by predicting the initial searching point in the 
space of transform parameters for the next frame and reducing searching range to 
ensure unimodalilty of the similarity measure. Since most local maxima in the 
transform parameter space reside some distance from the global maximum where the 
target locates, the risk of being trapped into local maxima can be substantially reduced 
if the initial searching point is in the close vicinity of the global maximum. This 
requires a good prediction of the geometric status of the target in each frame.  

In the realm of object tracking, Kalman filters have been used in literatures [6], [11], 
[12], but few of them serve the purpose of predicting the initial searching point and 
enhancing tracking performance for the next frame. Besides, the model noises are fixed 
and determined empirically. In this paper, we propose an approach which employs 
Kalman filter to track the changing rate of the transform parameters instead of directly 
filtering their values. Then we select the predicted parameters as the initial searching 
point for the next frame. More importantly, after analyzing the cause of the model 
noises in the Kalman filter, we propose an effective method to estimate the power of 
those noises. As a result, the Kalman filter in our approach can automatically adapt to 
various target motions and searching step sizes. Experimental results indicate that the 
proposed method can achieve extremely high accuracy of predicting parameters and 
hence a significant decrease in the risk of being distracted by background interferences, 
as well as a considerable drop in computational burden.  

The remainder of this paper is organized as follows. Section II focuses on the 
adaptive Kalman prediction of the initial searching point in the transform parameter 
space after a brief review of object tracking algorithms based on template matching. 
Experimental results are included in Section III. The paper is concluded in Section IV. 

2   Adaptive Prediction of the Initial Searching Point 

2.1   Object Tracking Based on Template Matching 

The object (or target) to be tracked is characterized by an image called template which 
is generally extracted from the first frame of a video sequence. In subsequent frames of 
the video sequence, the template is mapped to the coordinate system of the frames by 
coordinate transforms. A searching algorithm tries various combinations of transform 
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parameters to find a set of transform parameters that maximize the similarity between 
the template and the mapped region of the current frame: 

( )[ ] ( ){ }xaxa
a

TIm ,;simmaxarg ϕ=  
(1) 

where T(x) is the grey scale value of a template pixel located at x in the template 
coordinate system, I(y) is the grey scale value of a frame pixel located at y in the frame 
coordinate system, (x;a) is the coordinate transform with parameter vector a, sim{I,T} 
is a function that measures the degree of similarity between images I and T. Typical 
examples of sim{I,T} include the normalized linear correlation or the inverse of SSD 
(sum of squared difference) between I and T [13]. am is the transform parameter vector 
that the searching algorithm assumes to be the one corresponding to correct geometric 
information of the target. 

The type of the coordinate transform is determined by its parameter vector a. For the 
coordinate transform that consists of translation, scaling and rotation, a has four 
components and (x;a) can be written as 
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Generally speaking, (x;a) can have arbitrarily large number of parameters and hence 
describe extremely complex object motions. Yet the model described by (2) is 
sufficient for most real-world tracking applications. 

2.2   Predicting the Initial Searching Point 

In order to predict the initial searching point in the transform parameter space, possible 
value of each transform parameter in the next frame has to be predicted. Since the frame 
rate is relatively high, we can reasonably assume the changing rate of each parameter 
does not alter abruptly over adjacent frame intervals. What brings uncertainty to the 
changing rate is the influence of arbitrary motion of the target. Such an influence brings 
about fluctuation of the changing rate of the transform parameters, and thus can be 
regarded as noise. We employ an adaptive Kalman filter to track the changing rate of 
the parameters. Such a method is especially instrumental in predicting, not just 
smoothing, the geometric status of the target. Since different transform parameters 
describe independent aspects of target motion, they can be predicted separately. The 
discussion below therefore focuses on one parameter alone and it can be applied to the 
other parameters trivially. 

The state transition equation and the measurement equation for the changing rate of 
a coordinate transform parameter a are 

( ) ( ) ( )11 −+−= nunvnv  , (3) 

( ) ( ) ( )nwnvnvm +=  , (4) 

where v(n) is the changing rate of the parameter defined as a(n)-a(n-1), vm(n) is the 
measured changing rate of the parameter, which is actually the increment of the result 
of parameter search in (1), u(n) is the cause of the fluctuation of v(n) and is white with 
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the power of u
2(n), and w(n) is the measurement noise resulting from the limit in the 

precision of the searching step size for the parameter a. It is also white, with the power 
of w

2(n). 
Suppose ( )nvPˆ  is the prediction of v after the measurement up to frame n-1 is 

available, and ( )nvEˆ  is the estimate of v after the measurement up to frame n is acquired. 

If ( )neP
 denotes the prediction error of v and ( )neE

 represents the estimation error of v, 

the following equations hold: 

( ) ( ) ( )11ˆ1 −+−=− nenvnv EE
 , (5) 

( ) ( ) )(ˆ nenvnv PP +=  . (6) 

Since the state transition coefficient in (3) is one, the estimate of v at frame n-1 serves as 
the prediction of v at frame n: 

( ) ( )1ˆˆ −= nvnv EP
 . (7) 

From (3), and (5) to (7), the relationship between the prediction and the estimation 
errors can be derived: 

( ) ( ) ( )11 −+−= nunene EP
 . (8) 

As eE(n-1) is uncorrelated with u(n-1), the additive relationship remains for the power 
of the signals in (8): 

( ) ( ) ( )11 222 −+−= nnn uEP σσσ  (9) 

Where P
2 and E

2 are the power of prediction error and estimation error, respectively. 
According to the theory of Kalman filtering [10], the optimal Kalman gain can be 

expressed as 

( ) ( ) )(1

1
22 nn

nG
Pw σσ+

=  (10) 

where the increase in the prediction error or the decrease in the measurement noise will 
lead to the rise in the Kalman gain. 

After the measured value of v is obtained at frame n, the estimated value of it can be 
calculated using its predicted value and the Kalman-gain-weighted innovation: 

( ) ( ) ( ) ( ) ( )[ ]
( ) ( ) ( )nnGnv

nvnvnGnvnv

P

PmPE

α+=
−+=

ˆ

ˆˆˆ  (11) 

where ( ) ( ) ( )nvnvn Pm ˆ−=α  is the innovation at frame n. 
Updating the estimate of v leads to the renewal of estimation error as 

( ) ( )[ ] ( )nnGn PE
22 1 σσ −= . (12) 

(7) and (9) to (12) form a complete iteration to update the prediction of v. 
After the predicted value of v for frame n+1 is obtained by applying (7) after (11), 

the prediction of a at frame n+1 can be written as 
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( ) ( ) ( )1ˆ1ˆ ++=+ nvnana PmP
 

(13) 

where ( )1ˆ +naP
 is the prediction of a at frame n+1, and am(n) is the searching result of a 

at frame n. ( )1ˆ +naP
 is usually very close to the real value of a(n+1) and the initial 

searching point for a is therefore selected as ( )1ˆ +naP
. 

2.3   Estimating the Power of the Model Noises 

Although the equations listed above seem to have solved our problem, the power of the 
two model noises, u

2(n) and w
2(n), remain to be estimated. Correct evaluation of them 

plays a key role in obtaining a proper Kalman gain and thus directly determines the 
performance of the Kalman filter. In the remainder of this section we would like to 
describe our approach to estimate u

2(n) and w
2(n).  

As is mentioned before, the measurement noise is caused by the non-infinitesimal 
searching step size in looking for the optimal coordinate transform parameters. For 
simplicity of notation, we denote a(n) as an. Suppose the step size for searching the 
parameter an is ∆ , and the searching result is am,n. It is reasonable to assume that the 
true value of an is uniformly distributed over an interval of ∆  centered at am,n; that is, 
the density of the true value of an is  

( ) ∆
=

,0

,1
nn ap   

elsewhere

aa nmn 2, ∆≤− . (14) 

The power of searching error of an can be expressed as follows: 
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Since v(n) is the changing rate of an, it is evident that 

( ) 1−−= nn aanv , (16) 

( ) 1,, −−= nmnmm aanv . (17) 

Taking (4), (16) and (17) into consideration, we can derive the power of measurement 
noise w

2(n) as follows: 
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As the parameter searching processes at different frames are uncorrelated, the cross 
term of (18) is zero. Considering (15), we can reduce (18) to 
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2 ∆=∆+∆=−+−= −− nnmnnmw aaaaσ  . (19) 

From (19) we can infer that having a finer searching step size can reduce the power of 
the measurement noise, which is just as expected. 

The estimation of u
2(n), however, is not as straightforward since the motion of the 

target can be arbitrary. Yet we can still acquire its approximate value by evaluating the 
power of the innovation (n). Considering (3), (4), (5) and (7) simultaneously, one can 
immediately get the following equation which relates the innovation with the 
estimation error and the two model noises: 

( ) ( ) ( ) ( )nwnunen E +−+−= 11α  . (20) 

The uncorrelatedness among the right-hand terms in (20) yields 

( ) ( ) ( ) ( )nnnn wuE
2222 11 σσσσα +−+−=  (21) 

where 2(n) is the power of the innovation and can be approximated as 

( ) ( ) ( )[ ]
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22 ˆ
1

ασ  . (22) 

N is the number of frames over which the power of the innovation is averaged to obtain 
its approximate expectation.  

Combining (19), (21) and (22), we can acquire the estimation of u
2(n) as follows: 
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Where E
2(n) is calculated online in the iterations of Kalman filtering. 

So far we have derived the expressions for estimating the power of the two model 
noises. By doing so, we do not have to assign any empirical values to those noises as 
most conventional approaches do. As a result, the method we have proposed can be 
applied to video sequences with various characteristics of target motion and searching 
algorithms with different searching step sizes, without any need to tune the Kalman 
filter manually. 

The last step remaining is to initialize the filter. Since we have no information 
regarding target motion at the very beginning, it is natural to set the initial values of 
both 

Ev̂  and 2
Eσ  to be zero: 

( ) 00ˆ =Ev  , ( ) 002 =Eσ  . (24) 

3   Experimental Results 

In order to examine how the adaptive prediction of the initial searching point in the 
transform parameter space can improve the performance of object tracking, we 
compare the tracking results of two algorithms that are exactly the same in every other 
aspect except that the first algorithm selects the transform parameters predicted by our 
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proposed method as the initial searching point for the next frame, and the other 
algorithm just takes the parameters found in the current frame as the initial searching 
point for the next frame. For simplicity, we denote the algorithm with adaptive 
prediction of initial searching point as Algorithm 1, and the other one is represented by 
Algorithm 2. The model of object motion includes translation and scaling. In both 
algorithms, the searching step size is 1 pixel for horizontal location and vertical 
location, and 0.05 for scale. Both algorithms select the inverse of SSD as the similarity 
function [2], and use gradient descent search algorithm to look for optimal transform 
parameters. Adaptive Kalman appearance filter is employed to update the template. 

Figs. 1 to 3 illustrate how well our proposed method predicts the coordinate 
transform parameters in the next frame. We apply Algorithm 1 to a video sequence 
where the target undergoes much motion both in spatial locations and scales. Both 
actual and predicted values of the coordinate transform parameters for every frame are 
plotted in the same figure.  

It can be seen from the figures that our method gives a very precise prediction of 
what the parameters are going to be in the next frame. The average distance between the 
initial searching point and the actual point in transform parameter space reduces from 
2.7398 to 0.9632 when we use Algorithm 1 instead of Algorithm 2. Such a significant 
drop in the searching distance is extremely beneficial to tracking algorithms in terms of 
enhancing tracking stability and decreasing computational burden, as will be 
demonstrated in the following experimental results. 

Fig. 4 and Fig. 5 exemplify considerable improvement of tracking stability when 
using the adaptive prediction of the initial searching point. When the initial searching 
point is much closer to the actual point in transform parameter space, tracking 
algorithms are less likely to be distracted by local maxima resulting from cluttered 
background, similar objects, or other interferences. This fact is confirmed by our 
experiments in which we deliberately choose a video sequence that has a vehicle 
running on a dark road at night. Due to the darkness, the vehicle is blurred and is 
somewhat similar to the road. When we apply Algorithm 2 to track the vehicle, it is not 
long before the algorithm loses the target because of being distracted by interferences 
from the road, as is shown in Fig. 4. Algorithm 1, however, successfully locks on the 
target throughout the sequence as is demonstrated in Fig. 5. The region in the lower 
right corner of each frame is the overlapped template. 

Computational burden can also be greatly saved by the adaptive prediction of the 
initial searching point. Since the distance between the initial searching point and the 
final result point is substantially reduced, it takes searching algorithms in (1) much 
fewer trials to reach a final status, and computational complexity is therefore 
considerably reduced. Fig. 6 shows the parameter searching trial times of both 
algorithms. The right chart of Fig. 6 demonstrates the case where target has relatively 
high motion. The saving of computational burden is as high as 66.8%. Even in the case 
where target has low motion that is illustrated in the left chart of Fig. 6, Algorithm 1 can 
still lower computational complexity by 27.1%. 

Since only scalar calculations are involved in the adaptive Kalman prediction of the 
initial searching point, the proposed algorithm can be implemented real time at a rate of 
30fps using C codes on a Pentium-4 1.7GHz PC. 
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Fig. 1. Curves of the horizontal location of the target. The curve with circles represents the actual 
horizontal target location of every frame, and the curve with crosses depicts the predicted 
horizontal target location before every new frame is input. 

 

Fig. 2. Curves of the vertical location of the target. The meanings of different types of curves are 
the same as in Fig. 1. 

 

Fig. 3. Curves of the target scale. The meanings of different types of curves are the same as in 
Fig. 1. 
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Fig. 4. Algorithm 2 fails to keep track of the vehicle when facing strong interferences from the 
background. Frame 1, frame 23 and frame 50 are displayed from left to right. 

   

Fig. 5. Algorithm 1 tracks the vehicle perfectly all the time in spite of the existence of strong 
interferences from the background. Frame 1, frame 23 and frame 50 are displayed from left to 
right. 

  

Fig. 6. Curves of parameter searching trial times over frame indices. The curves with circles 
show the result of Algorithm 2, and the curves with crosses illustrate the result of Algorithm 1. 
The left chart demonstrates the case where target has low motion, and the right chart, high 
motion. 

4   Conclusion 

In this paper we propose an algorithm which adaptively predicts possible coordinate 
transform parameters for the next frame and selects them as the initial searching point 
when looking for the real transform parameters. By doing so, tracking algorithms have 
less risk of being distracted by local maxima resulting from interferences, and tracking 
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performance is thus improved. We use an adaptive Kalman filter to achieve this 
purpose, but instead of directly filtering the values of transform parameters, we apply 
the Kalman filter on the changing rate of those parameters to effectively predict their 
future values. Moreover, we quantitatively analyze the cause of the model noises in the 
Kalman filter and derive their analytical expressions, so that the Kalman filter in our 
algorithm is automatically and correctly tuned when the characteristics of target motion 
change over time, or the searching algorithm uses different searching step sizes. 
Experimental results show that our proposed algorithm considerably promotes tracking 
stability while substantially decreasing computational complexity. 
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Abstract. In the future television broadcasting a flood of information from 
various sources will not always be welcomed by everyone. The need of 
accessing specific information as required is becoming a necessity. We are 
interested to make the life of television consumer easier by providing an 
intelligent television set which can adaptively proposed certain shows to the 
viewer based on the user historical consumed shows. The method proposed is 
by utilizing Hidden Markov Model (HMM) to model the user preference of 
kind of genres the viewer will watch based on recorded genres for several 
weeks time. The result is satisfactory for users which have middle to high 
consistent preference of television consumption. 

Keywords: Hidden Markov Model (HMM), personalization, multimedia contents. 

1   Introduction 

Television broadcasting services are entering a new era especially with availability of 
digital TV, internet, etc. which profoundly affect the TV viewers. Flood of TV 
programs coming from different sources does not always being welcomed or 
desirable. Availability of many TV programs at the TV viewer’s side entails the 
difficulty of finding their preferred TV programs. The TV viewers must set aside a 
considerable amount of their time for searching TV programs and tailoring into their 
personalized schedules the available published TV program schedules. Worst is the 
situation when no TV program schedule is available so the TV viewers must find their 
preferred TV program contents by hopping across the TV channels. The TV viewers 
can even miss their preferred contents while searching and tailoring TV program 
schedules for themselves. Our interest is to make it possible the generation of 
personalized TV program schedules. The personalized TV program scheduler is based 
on Hidden Markov Model (HMM) by utilizing the TV viewing history data. 

The HMM is a well known method to model and predict the processes based on 
available past behavior information and data. In this paper, our objective is to build a 
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model that predicts the TV watching behaviors in the chronological order of TV genre 
that a TV viewer is likely to watch. We assume that a TV viewer exhibits a consistent 
TV watching pattern in his/her TV watching history data. The transition from genre to 
genre in a day while watching TV can be considered a stochastic process that can be 
modeled based on the HMM. For the modeling of the chronological order for the 
watched TV program sequences for each day, we explicitly couple the genre-channel 
in building our model. 

The TV watching history data consists of TV program titles with their respective 
genres, channels, watched times and durations, etc. To model our automatic personal 
TV scheduler, the HMM is trained with the TV watching history data for each day. 
The whole possible TV watching time band is defined from 6:00 P.M. to 12:00 A.M. 
(midnight) for one day. We assume that the average duration of TV watching time on 
a specific program is greater than 20 minutes. So the whole time band for one day is 
segmented into 20 minutes subintervals. The TV watching behavior is observed as 
follows: (1) it is observed what genres of TV programs a TV viewer has watched 
every 20 minutes; (2) the transition probabilities of the genres are computed every 20 
minutes; (3) the TV watching behavior is then regarded as the most probable 
transition sequence of genres in TV programs; (4) and an estimate sequence of TV 
channels can be presented to the TV viewer according to the most probable transition 
sequence of genres.  

This paper is organized as follows: Section 2 briefly introduces the HMM for a self 
contained purpose; Section 3 presents the modeling of a TV personal scheduler by 
applying the HMM for the usage history data of TV watching; Section 4 shows the 
experimental results and we conclude our approach in Section 5. 

2   Hidden Markov Model 

HMM is a statistical model of sequential data with double stochastic process. One of 
the processes is not directly observable and termed as hidden. Observation is 
conducted trough the other stochastic process that produces a sequence of observable 
data. This observable stochastic process is a probabilistic function of the hidden 
stochastic process. Although we say the underlying stochastic process is hidden, this 
does not mean that the states are totally modeled arbitrarily by means of guess. As in 
our problem, it is possible for us to observe the channel or genre transition directly 
and to know how many channels and genres are available. But in some other areas, 
this information may not be available. 

One application that extensively uses HMM is speech recognition. But HMM can 
also be applied for many kinds of problems such as image analysis, language 
identification, DNA sequencing, handwriting and text recognition, signal processing, 
climatology and applied also for many other problems. Defined formally, an HMM 
λ  is a 5-tuple of 

( , , , , )S V A Bλ = Π  (1) 

where 1 2{ , , , }NS s s s=  is a finite set of N states, 1 2{ , , , }MV v v v= is a set of M 

possible symbols that can be emitted from each states, { }iπΠ =  are the initial state 
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probabilities, { }ijA a=  are the state transition probabilities, { ( )}jB b k=  are the output 

or emission probabilities (B is also called as the confusion matrix). In compact and 
ordinary form, the definition is written as a triplet: 

( , , )A Bλ = Π  . (2) 

A more detailed of each parameter is as follows: 
1. N, is the number of states in the model. Thus although the states can be hidden, we 
are implying that the state is finite. 
2. M, is the number of distinct observation symbols per state. 

3. iπ  is the probability that the system starts at state i at the beginning. 

4. ija  is the probability of going to state j from state i. 

5. lastly, ( )jb k is the probability of emitting symbol kv at state j. 

Of course following constraint must be fulfilled as it is in every Markov model: 

1
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=

=  (3) 
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1
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ij
j

a
=

=   for  1 i N≤ ≤  (4) 

1

( ) 1
M

j
k

b k
=

=    for  1 j N≤ ≤  . (5) 

These constraints assume that the model is a stationary process and will not vary in 
time.  In our case, two special non-emitting states are added: a starting state starts  and 
an ending state ends  in addition to the other ordinary emitting states. These states do 
not have output probability distributions associated with them but they have transition 
probabilities. starts  is always the first state of the model from which transition to 
other states begins. Thus, the transition probabilities of this state are the initial state 
probabilities Π  itself. ends  always comes last toward which the transitions from 
other states converge. No other transition is possible from ends . For more details, 
readers are recommended to refer to [1][2]. There are 3 problems to solve with HMM: 

1. Given the model λ  and observation sequences, how to compute the probability 
of the particular output? This is a problem of evaluation. 

2. Given the model λ  and observation sequences, how can we find a sequence of 
hidden states that best explain the observations? This is a problem of decoding. 

3. Given the observation sequences, how can we optimize the model parameters? 
This is a problem of training. 

For training the HMM, we can choose channels or genres as our observation 
sequences. This training problem is solved by the Baum-Welch algorithm, also known 
as the forward-backward algorithm. This method consists of two recursion 
computation: the forward recursion and backward recursion. We use the Baum-Welch 
algorithm to train our HMM based model [4]. 
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3   Modeling a Personal TV Scheduler Using HMM 

The availability of TV watching history data are necessary to employ the HMM: that 
is what genre of the program contents the person watched, when they have been 
watched, how long it was watched and in which TV channel it was broadcasted.  

In order to implement the HMM to estimate the chronological order of the genre 
sequences during a day, we choose the genres as the underlying states and the 
channels as the observations. We assume that TV viewers are allowed to access all the 
available channels and to watch the program contents in all kinds of genres.  

 

Fig. 1. An example of six states (genre) fully connected Markov model. Both start and end 
states are non-emitting, while the other six states emitting observation symbols 
(channels). The number of states is determined by genre types. 

TV viewers usually watches TV program contents on some different channels at 
anytime. This will present us with an ergodic model as shown in Figure 1. Notice that 
there is no edge connecting the start with end. 

In order for the HMM to be an effective model, the stochastic process should be 
stationary, not varying in time. Since TV program schedules do significantly vary in 
time during the course of the days, weeks and months, a significant range of time can 
be taken and considered invariant. We divide one day into the time bands of 2 hours, 
each of which bands is represented by one HMM. Since TV programs are usually 
broadcast in a weekly cycle, the same time bands in the same days for weeks can be 
considered invariant so the history data of TV watching from the same day during 
several weeks can be used for training. This is represented graphically in Fig. 2. 

As aforementioned, the time band of two hours is segmented into the sub-time 
bands of 20 minutes long, thus producing six sub-time bands. Each sub-time band 
represents an observation instance. In other words, we are checking the possibility of 
changing TV program contents every 20 minutes. Each 20 minutes period is 
represented by one genre, which is the one that compose most of the 20 minutes time. 
For instance, if during that 20 minutes time, the viewer is watching genre1 for 12 
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minutes and watching genre2 for the rest 8 minutes, genre1 is chosen to represent the 
period. This will give us a coarse estimation on what genre was actually consumed 
and what genre is expected. Both the genre and channel information of the day is 
subject to the representations in 20 minutes unit. 

 

Fig. 2. During a week cycle, a television viewer history is divided into days. For each days the 
data is divided into 2 hours bands, each represented by an HMM.  

For training the HMM, a windowing method is employed. We use training data 
obtained during 8 weeks for which the TV program schedules have maintained 
unchanged.   

3.1 Initial HMM Parameters 

Rabiner states that although in theory the reestimation equations should give values of 
the HMM parameters which correspond to a local maximum of the likelihood 
function, experience has shown that either random (subject to the stochastic and the 
nonzero value constraints) or uniform initial estimates of the Π  and A parameters is 
adequate for giving useful reestimates of these parameters in almost all cases [1]. 

However for the B parameters, good initial estimates are helpful in the discrete 
symbol case [1]. Given the sequences of genres Gr={gr(t)} and channels Cr={cr(t)}, 
1 r R, 1 t Tr , where here R is the number of weeks inside a window and Tr is total 
number of genre sub-time band in week r. The component of B¸ bj(k) is 

1 1
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( ( ) , ( ) ) 1    if   ( ) ( )

                                          0   otherwise

r j r k r j r kmatch c t s g t v c t s g t v= = = = ∧ =

=
 (7) 

3.2   Employing the HMM 

We employ the HMM for prediction as follows: after the training is completed, a 
trained HMM is available with new parameters. Following the initial transition Π  
and parameter A, as the case of ordinary Markov process, a sequence of predicted 
genres will be obtained. From the refined parameter B, we can deduct the channel for 
each corresponding genre in the sequence. 

But the genre prediction does not always agree with what is actually broadcasted 
by each TV channel during the day. Adjustment is made according to the prediction 
of channels and the actual schedule of each TV channel during the day. For instance, 
for period 7 P.M. to 7:20 P.M, result of prediction is genre 1 from channel A, but 
according to the day schedule for channel A, it should be genre 2, then we correct the 
prediction to be genre 2 from channel A. We termed this adjustment attempt as 
synchronization. 

4   Experiment and Result 

These experiments utilize the data of TV program viewing history from AC Nielson 
Korea Research Center, recorded by 2,522 people from December 2002 to May 2003. 
The history data consists of the following database fields: 

Table 1.  Experiment source database structure 

Field Name Description 

id TV viewer's ID 

date program broadcasting date 

dayofweek a day of the week for program: 

subscstart_t beginning time point of watching a program 

subscend_t ending time point of watching a program 

programstart_t scheduled beginning time of program 

programend_t scheduled ending time of program 

channel channel of program (6 channels) 

genre1 genre of program (8 genres) 

An attention must be taken regarding the column genre1. The column does not 
provide reliable information on what genres a viewer watches but only provide 
information of what genres of TV program contents were broadcast before the viewer 
changes a channel. It is possible though to reconstruct the right schedule table of each 
channel from the database by aggregating programstart_t and programend_t of 
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several viewers. We use this resulting table to provide reliable genre information for 
our experiment performance evaluation. 

The six television channels in our experiment include MBC, KBS1, KBS2, SBS, 
EBS and iTV. Each of the broadcast channels provides the TV program contents in the 
eight genres: Education, drama & movie, news, sports, children, entertainment, 
information and others. Also in the experiments, we define the whole time band for 
each day from 6 P.M. to midnight only. 

Data for the experiments is taken form several people who exhibit their TV 
watching behaviors with medium to high consistency week by week. The consistency 
here means that a TV viewer watches a television almost every week for 6 months, 
and during the day he/she usually watches the television from 6 PM to midnight. It 
also means that each of the TV viewers exhibits a similar pattern in the chronological 
order of TV program genres that he/she has watched during the six months. 

Preparation for training as follows: First both channel and genre information 
during 8 weeks periods is filtered. Those viewing record of less than 5 minutes are 
regarded as hopping and then excluded. The record then is divided into 2 hours bands 
and 20 minutes sub-time bands. Thus we can have 6 transitions for each 2 hours time 
band. Since we have 26 weeks recorded data in our database, we can make 
experiment to predict 18 consecutive weeks. Each week is predicted by using 
previous 8 weeks recorded data, and the expected result is validated using actual 
recorded data of the week we try to estimate as shown in Fig. 3.  

 

Fig. 3.  HMM training scheme using 8 weeks previous recorded history  

Using 8 weeks data, parameters of the HMM are built and then trained using 
channel transitions information. Predicted transitions of channel and genre can be 
obtained from the trained model. 

The evaluation of the trained HMM is shown in Figure 4. The evaluation is made 
as follows: for each sub-time band of 20 minutes where the prediction match with 
actual choice the viewer made as recorded in the database, a score is given one. Those 
that do not match are given zero score. This is done for the sequence of predicted 
channels and genres, respectively. Consistency of the person is computed with the 
same method by comparing two consecutive weeks. Given a set of genre transition  
Gw = {gw(t)}, a set of prediction of genre transition G’w = {g’w(t)}, 1 w W and 
1 t Tw, where here W is the number of experiment weeks we predict and Tw is total 
number of genre sub-time band in week w. Expected genre transition accuracy is 
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And given a set of channel transition Cw = {cw(t)}, a set of prediction of channel 
transition C’w = {c’w(t)}, 1 w W and 1 t Tw, where here W is the number of weeks 
we predict and Tw is total number of channel sub-time band in week w. Expected 
channel transition accuracy is 

1 1

1

_ ( ' ( ), ( ))
channel prediction accuracy

wTW

w w
w t

W

w
w

channel match c t c t

T

= =

=

=
 

(12) 

_ ( ' ( ), ( )) 1    if   ' ( ) ( )

                                             0   otherwise
w w w wchannel match c t c t c t c t= =

=
 (13) 

And channel consistency is counted as 

1
2 1

1

_ ( ( ), ( ))
channel consistency

wTW

w w
w t

W

w
w

channel match c t c t

T

−
= =

=

=
 

(14) 

1 1_ ( ( ), ( )) 1    if   ( ) ( )

                                              0   otherwise
w w w wchannel match c t c t c t c t− −= =

=
 (15) 

Selection of specimen is based on the consistency of the viewer, neglecting the 
viewer’s profile. 
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Fig. 4. Evaluating expected transition of genres (and channels) of week 9 with actual recorded 
data of that week 

Table 2 and 3 represent the experimental results of specimens under two different 
scenarios. Table 2 and 3 represent the prediction accuracies with the genre as state 
and with the channel as state, respectively. Even with the data with high consistency, 
Table 3 shows lower accuracy results compared to that in Table 2. Especially, the 
channel prediction is likely to fail along with genre.  

Table 2.  Prediction accuracy: Genre as state and channel as observation 

 

Under the heading estimation, there are three columns. First second column are 
result of prediction without adjustment. The last column, sync. genre, shows accuracy 
of genre prediction with synchronization as stated in section 3.2. This cannot be done 
in the scenario which results in Table 3. User ID 115434206 (Wednesday, second 
model) shows a little anomaly, which can be explained. During 2 hours period the 
person watched extensively one kind of genre provided from several channels. The 
high accuracy of genre estimation (without synchronization) shows that the prediction 
stays in one kind of genre. Yet, for each state, only one channel will be assigned 
highest probability. The transition of channels is not adequately reflected in this case 
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and thus lowers accuracy result. This can be an indication that 2 hours band is not 
stationary enough, but overall result is quite good for coarse deduction and content 
advising. Those that less consistent in TV consumption showed as expected low 
prediction accuracy. Reason why the second scenario does not provide good result is 
because the confusion matrix (genre) only reflects distribution of genre broadcasted 
by the channel. Thus, if the channel failed to produce good prediction the genre will 
also fail. This is different from the first scenario where the genre probability is 
summarized from all possible channels available. 

Table 3. Prediction accuracy: Channel as state and genre as observation 

 

5   Conclusion 

In this paper, we propose an automatic personal TV scheduler that is modeled using 
HMM. The usage history data of TV watching has been used to train and to test the 
proposed personal TV scheduler. The double stochastic property of HMM is exploited 
to synchronize the channel preference with the expected genre preference. It provides 
satisfactory accuracy to predict TV viewer’s preference for middle to high consistent 
TV consumption. 
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Increasing the Effect of Fingers in Fingerspelling Hand 
Shapes by Thick Edge Detection and Correlation with 

Penalization 

O uz Altun and Songül Albayrak
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Abstract. Fingerspelling is used in sign language to spell out names of people 
and places for which there is no sign or for which the sign is not known. In this 
work we describe a method for increasing the effect of fingers in Fingerspelling 
hand shapes. Hand shape objects are obtained by extraction of representative 
frames, color segmentation in YCrCb space and angle of least inertia based fast 
alignment [1]. Thick edges of the hand shape objects are extracted with a 
distance to edge based method. Finally a calculation that penalizes similarity for 
not-corresponding pixels is employed to correlation based template matching. 
The experimental Turkish fingerspelling recognition system recognizes all 29 
letters of the Turkish alphabet.  The train video database is created by three 
signers, and has a set of 290 videos. The test video database is created by four 
signers, and has a set of 203 videos. Our methods achieve a success rate of 
99%. 

Keywords: Turkish Fingerspelling Recognition, Fast Alignment, Angle of 
orientation, Axis of Least Inertia, Thick Edges, Correlation with Penalization.  

1   Introduction 

Sign Language is the language used mainly by deaf people and people with hearing 
difficulties as a visual means of communication by gestures, facial expression, and 
body language. There are two major types of communication in sign languages: word 
based and letter based. The first one has word based sign vocabulary, and gestures, 
facial expression, and body language are used for communicating these words. The 
second one has letter based vocabulary, and is called fingerspelling. It is used to spell 
out names of people and places for which there is no sign and can also be used to 
spell words for signs that the signer does not know the sign for, or to clarify a sign 
that is not known by the person reading the signer [2]. 

Sign languages develop specific to their communities and are not universal. For 
example, ASL (American Sign Language) is totally different from British  
Sign Language even though both countries speak English [3]. Quite a number of Sign 
Language recognition systems are reported amongst which are American Sign 
Language (SL) [4], Australian SL [5], and Chinese SL [6]. 
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Previous approaches to word level sign recognition rely heavily on statistical 
models such as Hidden Markov Models (HMMs). A real-time ASL recognition 
system developed by Starner and Pentland [4] used colored gloves to track and 
identify left and right hands. They extracted global features that represent positions, 
angle of axis of least inertia, and eccentricity of the bounding ellipse of two hands. 
Using an HMM recognizer with a known grammar, they achieved a 99.2% accuracy 
at the word level for 99 test sequences. For TSL (Turkish Sign Language) Haberdar 
and Albayrak [7], developed a TSL recognition system from video using HMMs for 
trajectories of hands. The system achieved a word accuracy of 95.7% by 
concentrating only on the global features of the generated signs. The developed 
system is the first comprehensive study on TSL and recognizes 50 isolated signs. This 
study is improved with local features and performs person dependent recognition of 
172 isolated signs in two stages with an accuracy of   93.31% [8]. 

For fingerspelling recognition, most successful approaches are based on 
instrumented gloves, which provide information about finger positions. Lamar and 
Bhuiyant [9] achieved letter recognition rates ranging from 70% to 93%, using 
colored gloves and neural networks. More recently, Rebollar et al. [10] used a more 
sophisticated glove to classify 21 out of 26 letters with 100% accuracy. The worst 
case, letter ’U’, achieved 78% accuracy.  Isaacs and Foo [11] developed a two layer 
feed-forward neural network that recognizes the 24 static letters in the American 
Sign Language (ASL) alphabet using still input images. ASL fingerspelling 
recognition system is with 99.9% accuracy with an SNR as low as 2.  Feris, Turk and 
others [12]   used a multi-flash camera with flashes strategically positioned to cast 
shadows along depth discontinuities in the scene, allowing efficient and accurate 
hand shape extraction. Altun et al. [1] used axis of least inertia base fast alignment 
and compared different classification algorithms. They achieved 98.83% accuracy 
out of 174 videos of 29 Turkish alphabet letter. 1NN and SVM were the best 
classifiers. 

In this work, we have developed a signer independent fingerspelling recognition 
system for Turkish Sign Language (TSL). The representative frames are extracted 
from sign videos. Hand objects in these frames are segmented out by skin color in 
YCrCb space. These hand objects are aligned using the angle of orientation based fast 
alignment method. Then, the aligned object is moved into the center of a minimum 
bounding square, and resized. Thick edges of the object in minimum bounding square 
are used for correlation with penalization based template matching. 

The remaining of this paper is organized as follows: In Section 2 we describe the 
representative frame extraction, skin detection by color, our fast alignment method, 
and thick edge extraction. We explain the correlation with penalization algorithm in 
Section 3. Section 4 covers the video database we use, and supplies a table of the 
distribution of number of signers in test and train databases. In Section 5 we evaluate 
the experimental results, and we supply a table that shows the effects of the methods 
we use. Section 6 has a discussion of assumptions and future work. Finally, 
conclusions are addressed in Section 7. 
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Fig. 1. Representative frames for all 29 letters in Turkish Alphabet 

2   Feature Extraction 

Contrary to Turkish Sign Language word signs, Turkish fingerspelling signs, because 
of their static structure, can be discriminated by shape alone by use of a representative 
frame. To take advantage of this and to increase processing speed, these 
representative frames are extracted and used for recognition. Fig. 1 shows 
representative frames for all 29 Turkish Alphabet letters.  

In each representative frame, hand regions are determined by skin color. From the 
binary images that show hand and background pixels, the regions we are interested in 
are extracted, aligned and resized as explained in [1]. Finally, from those, the thick 
edges are extracted for template matching. 

2.1   Representative Frame Extraction 

In a Turkish fingerspelling video, representative frames are the ones with least hand 
movement. Hence, the frame with minimum distance to its successor is chosen as the 
representative. Distance between successive frames f and f+1 is given by the sum of 
the city block distance between corresponding pixels [1]: 
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2.2   Skin Detection by Color 

For skin detection, YCrCb color-space has been found to be superior to other color 
spaces such as RGB and HSV [13]. Hence we convert the pixel values of images from 
RGB color space to YCrCb using (2): 

YRCbYBCrBGRY −=−=++= ,,114.0587.0299.0 . (2) 

In order to decrease noise, all Y, Cr, and Cb components of the image are 
smoothed with a 2D Gaussian filter given by (3), 

)2)(exp()21(),( 2222 σπσ yxyxF +−=  (3) 

where σ is the standard deviation. 
Chai and Bouzerdom [14] report that pixels that belong to the skin region have 

similar Cr and Cb values, and give a distribution of the pixel color in Cr-Cb plane. 
Consequently, we classified a pixel as skin if the Y, Cr, Cb values of it falls inside the 
ranges 135 < Cr < 180, 85 < Cb < 135 and Y > 80 (Fig. 2.a).  

As in Altun et al. ([1]), after clearing small skin colored regions by morphological 
opening (Fig. 2.b), skin detection is completed.  

2.3   Fast Alignment for Correlation Based Template Matching 

Template matching is very sensitive to size and orientation changes. Hence a scheme 
that can compensate size and orientation changes is needed. Eliminating orientation 
information totally is not appropriate however, as depicted in Fig. 3. Fig. 3a-b show 
two 'C' signs that we must be able to match each other, so we must compensate the 
small orientation difference. In Fig. 3c-d we see two 'U' signs that we need to 
differentiate from 'C' signs. 'U' signs and 'C' signs are quite similar to each other in 
shape, luckily orientation is a major differentiator. As a result we need a scheme that 

        
        (a)                               (b)                                 (c)                   (d)            

Fig. 3. (a)-(b) The 'C' sign by two different signers. (c)-(d) The 'U' sign by two different 
signers. 

Fig. 2. (a) Original image and detected skin regions after pixel classification, (b) result of the 
morphological opening 

 (a)  (b) 
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not only can compensate small orientation differences of hand regions, but also is 
responsive to large ones. 

We use the fast alignment method [1] that makes the angle of orientation  zero. 
Angle of orientation is the angle between y axis and the axis of least moment (shown 
in Fig. 4), and is given by (4): 

( ))(2arctan2 022011 MMM −=θ , 

=
x y

yxxyIM ),(11  

=
x y

yxIxM ),(2
20  

=
x y

yxIyM ),(2
02 , 

(4) 

where I(x,y) = 1 for pixels on the object, and 0 otherwise. 
Bounding square is defined as the smallest square that can completely enclose all 

the pixels of the object [1]. After putting images in the center of a bounding square, 
and than resizing the bounding square to a fixed, smaller resolution, the fast alignment 
process ends (Fig. 5). 

2.4   Thick Edge Extraction 

Most edge detection algorithms give edges of only one pixel wide. We propose a 
method to adjust the thickness of the edges without damaging the outer contours of 
the objects. Our method also adjusts the importance of the edge pixels for correlation. 

 

Fig. 4. Axis of least second moment and the angle of orientation  

 

Fig. 5. Stages of fast alignment. (a) Original frame. (b) Detected skin regions. (c) Region of 
Interest (ROI). (d) ROI rotated according to the angle of orientation. (e) Resized bounding 
square with the object in the center. 

(a) (b)     (c)       (d)   (e) 
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Assume a binary image b where pixels with values equal to zero (zero-pixels) are 
background, the rest of the pixels (non-zero-pixels) represent objects, and non-zero-
pixels have the value Max (e.g. 255). Then, given an edge image e produced from 
binary image by an edge detector, the thick edge image t can be produced by the 
algorithm in Fig. 6: 

 
• Let x, y, u, and v represent pixel coordinates. 
• For each non-zero pixel b[x,y] of the binary image b, 

o Let e[u,v] be the non-zero pixel in edge image whose coordinates u, v 
has the closest Euclidean distance to the coordinate [x,y]. Call that 
distance dist[x,y]. 

o t[x,y] = Max – steepness*dist[x,y], 
o If t[x,y] < 0, t[x,y] = 0. 

 

Fig. 6. Thick Edge extraction algorithm 

The steepness helps to adjust the thickness and the relative importance of pixels on 
edges, as seen in Fig. 7. 

Fig. 7. Thick edges of the same binary image. The steepness value increases from left to right. 

In a fingerspelling shape, most of the information is in the fingers of a hand, and 
not in the palm (or back of the hand). Thick edge extraction increases contribution of 
the fingers to the matching result. 

3   Correlation with Penalization 

Similarity of two templates is calculated by the algorithm summarized in Fig. 8.  
Image pixels take zero or positive values. By using the algorithm in Fig. 8 for 

correlation based template matching, we not only award the coincidence of two 
non-zero values, but also penalize the coincidence of a zero with a non-zero value. 
This ensures that the matching shapes have more matching edges, and less non-
matching ones. 
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• For each of the corresponding pixel values first and second of the two 

templates 
o If one of the first or second is equal to zero, and the other is not, 

similarity = similarity – (first2 + second2)*penalty 
o Else, 

similarity = similarity + first * second 

Fig. 8. Correlation with penalization algorithm. The factor penalty helps in adjusting the 
amount of penalization. 

4   Video Database 

The train and test videos are acquired by a Philips PCVC840K CCD webcam. The 
capture resolution is set to 320x240 with 15 frames per second (fps). While 
programming is done in C++, the Intel OpenCV library routines are used for video 
capturing and some of the image processing tasks.  

We develop a Turkish Sign Language fingerspelling recognition system for the 29 
static letters in Turkish Alphabet. The training set is created using three different 
signers. For training, they sign a total of 10 times for each letter, which sums up to 
290 training videos. For testing, they and an additional signer sign a total of 7 times 
for each letter, which sums up to 203 test videos. Table 1 gives a summary of the 
distribution of the train and test video numbers for each signer. Notice that training 
and test sets are totally separated, and test set has the videos of a signer for whom 
there is no video in the train set. 

Table 1. Distribution of train and test video numbers for each signer 

5   Experimental Results 

Fast alignment, thick edges and correlation with penalization produced a success rate 
of 99% out of 203 test instances of the 29 Turkish fingerspelling videos. That is, the 
system gives just two errors.  

The effect of thick edge extraction and correlation with penalization can be seen in 
Table 2. Fast alignment is used in all experiments, and it alone gives only 4 errors. An 
interesting point is that thick edge extraction decreases the success alone, but 
increases when combined with correlation with penalization. This shows how useful 
non-matching edge pixels are for the purpose of distinguishing between different hand 
shapes. 

 Signer 1 Signer 2 Signer 3 Signer 4 Total 
 Train Test Train Test Train Test Train Test Train Test 

A 4 2 4 2 2 2 0 1 10 7 

Z 4 2 4 2 2 2 0 1 10 7 
Total         290 203 
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Table 2. Number of true classifications, number of false classifications and the success rate for 
different combinations of methods. Fast alignment is applied in all cases. 

  Correlation with Penalization Correlation without Penalization 

  #True #False 
Success 
Rate (%) #True #False 

Success 
Rate (%) 

Thick Edges  201 2 99.02 195 8 96.06 
No Thick Edges  198 5 97.54 199 4 98.03 

6   Discussions and Future Work 

Even though we assume the inverse, not all letters in Turkish alphabet are 
representable by one single frame,  being an example. The sign of this letter 
involves some movement that differentiates it from 'S'. Still, representing the whole 
sign by one single frame is acceptable since this work is actually a step towards 
making a full blown Turkish Sign Language recognition system that can also 
recognize word signs. That system will incorporate not only shape but also the 
movement, and the research on it is continuing. 

The importance of successful segmentation of the skin and background regions can 
not be overstated. In this work we assume that there is no skin colored background 
regions and used color based segmentation in YCrCb space. The systems' success 
depends on that assumption; research on better skin segmentation is invaluable. 

Testing and training sets are created by multiple signers, and test set has a signer 
for whom train set has no video.  

The system is fast due to single frame video representation, fast alignment process, 
and resizing the bounding square to a smaller resolution. The amount of resizing can 
be arranged for different applications. 

Fast alignment, thick edge extraction and correlation with penalization methods are 
robust to the problem of occlusion of the skin colored regions (e.g. hands) with each 
other, because we do not try to find individual hands, and because our methods allow 
us to process occluding hand shapes as one big fingerspelling shape.  

The methods presented here would work equally well in the existence of a face in 
the frame, even though in this study we used a fingerspelling video database ([1]) that 
has only hand regions in each frame.  

Although we demonstrated these methods in the context of hand shape recognition, 
they are equally applicable to other problems where shape recognition is required, for 
example to the problem of shape retrieval. 

7   Conclusions 

A Turkish fingerspelling recognition system is tested and found to have 99.02% 
success rate.  

This high success rate is the result of the fast alignment, thick edge extraction, and 
correlation with penalization methods. Fast alignment process brings objects with 
similar orientation into same alignment, while bringing objects with high orientation 
difference into different alignment. This is a desired result, because for fingerspelling 

' '
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recognition, shapes that belong to different letters can be very similar, and the 
orientation can be the main differentiator. After the alignment, to resize without 
breaking the alignment, the object is moved into the center of a minimum bounding 
square. Thick edge extraction increases the contribution of the thinner parts of the 
hand shapes (like fingers) to result. This is also desired, since most of the information 
in a fingerspelling hand shape is in the fingers. As a final step, correlation with 
penalization helps to account for not only matching pixels, but also pixels that do not 
match. 

Our research on converting this template matching strategy into a local descriptor 
is continuing. 
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Abstract. Digital image stabilization (DIS) becomes one of the most important 
features in consumer cameras. The image sequence is easily interfered by hand-
shaking during acquisition process especially in zoom-in highly. Many of the 
state-of-the-art algorithms for image stabilization perform well for high pat-
terned and clear images. However, for high noise or low pattern level images, 
the algorithm performance degrades seriously. In this paper, we propose a novel 
digital image stabilization algorithm for removal of unwanted motion in high 
noise or low pattern level images. The proposed algorithm consists of an adap-
tive Kalman filter for motion prediction and a binary edge transform (BET) 
based phase correlation (PC) for motion estimation. Since the proposed algo-
rithm is designed for real-time implementation, it can be used as an algorithm 
for a DIS to preserve a good environment that the photograph has been taken of 
many commercial applications such as low cost camcorders, digital cameras, 
CCTV, and surveillance video systems. 

Keywords: Digital image stabilization, motion estimation, motion correction, 
binary edge transform, motion discrimination, Kalman filter. 

1   Introduction 

A demand for digital image stabilization techniques is rapidly increasing in many 
visual applications, such as camcorders, digital cameras, and video surveillance sys-
tems. Image stabilization refers to a digital image processing technique that registers 
sequence image, differently out-of-focused by unstable image. Conventional stabiliza-
tion techniques, such as manual stabilization, through the lens auto-stabilization, and 
semi-digital auto-stabilization, cannot inherently deal with digital image stabilization. 
Image stabilization can be realized with fully digital auto-stabilization based on PC 
estimation and correction. 

In this paper, a novel shake adaptive binary edge transformation, which detects 
most jitter in noisy images and provides superior environment that photograph taken, 
has been proposed. Furthermore, the proposed BET filter can be implemented with 
the minimum hardware expense of a single frame memory while the conventional 
temporal filters require several frame memories to implement. Since stabilization 
                                                           
* Member, IEEE. 
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algorithms on noisy images often result in noise amplification, the proposed algorithm 
should be used prior to any image stabilization operation. The proposed algorithm can 
also be used in any optical instrument to overcome handshake impairments in the 
acquired image and thereby resulting in better image quality. 

The rest of the paper is organized as follows. Existing stabilization techniques and 
problem formulation are described in section 2. The proposed BET and adaptive mo-
tion correction algorithm is described in section 3. Simulation results and compari-
sons are shown in section 4. Finally, concluding remarks are outlined in section 5. 

2   Existing State-of-the-Art Methods 

The image stabilization systems can be classified into three major types in [1]: the 
electronic, the optical [2], and the digital stabilizers. In DIS, various algorithms had 
been developed to estimate the local motion vectors such as representative point 
matching (RPM) [3], edge pattern matching (EPM) [4], bit-plane matching (BPM) 
[5], one bit transform matching (1BTM) [6], hierarchical distributed template match-
ing (HDTM) [7], and others [8][9][10]. The major objective of these algorithms is to 
reduce the computational complexity, in comparison with full-search block-matching 
method, without losing too much accuracy and reliability. In general, the RPM and 
1BTM can greatly reduce the complexity of computation in comparison with the other 
methods. However it is sensitive to irregular conditions such as moving objects and 
intentional panning, etc. Therefore, the reliability evaluation is necessary to screen the 
undesired motion vectors for the theses method. In [1], an inverse triangle method is 
proposed to extract reliable motion vectors in plain images which are lack of features 
or contain large low-contrast area, etc., and a background evaluation model is devel-
oped to deal with irregular images which contain large moving objects, etc.  Using 
HDTM method, only useful reference blocks that are indispensable for accurate mo-
tion estimation are selected with its reliability and consistency on pose estimation was 
proposed in [7]. However, these algorithms cannot cover widely various irregular 
conditions such as the low level images, and it is also hard to determine an optimum 
partial template block for discrimination in various conditions. Therefore the accurate 
estimation is necessary in poor conditions. 

In the motion correction of DIS, accumulated motion vector estimation [4] and 
frame position smoothing (FPS) [8] are the two most popular approaches. The  
accumulated motion vector estimation needs to compromise stabilization and inten-
tional panning preservation since the panning condition causes a steady-state lag in 
the motion trajectory. The FPS accomplished the smooth reconstruction of an actual 
long-term camera motion by filtering out jitter components based on the concept of 
designing the filter with appropriated cut-off frequency or adaptive fuzzy filter to 
continuously improve stabilization performance. But, these algorithms cannot cover 
unfeasible motion vector from motion estimation. 

3   Proposed Digital Image Stabilization Algorithm 

The proposed digital image stabilization algorithm uses the following two procedures 
to obtain a suitable registered image: (i) Using a binary edge based phase correlation 
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for motion estimation (ii) kalman and motion discrimination (MD) filter for motion 
correction shown in Fig. 1. 
 

 

Fig. 1. Block diagram of the proposed digital image stabilization system 

3.1   Motion Estimation Using Binary Edge Based Phase Correlation  

Binary Edge Transformation based phase correlation estimation, in which frames are 
transformed into binary number/pixel representation by comparing the original image 
frame against a difference in shifted original image frame version, provides a low 
complexity and a high accuracy phase correlation motion estimation approach. Simple 
and fast transfer to edge image frame from original image frame, we propose shift 
difference edge (SDE) transformation in the form of  

).,(),(),( αα −−−= jiIjiIjiSDE  (1)  

where ),( jiSDE represents the edge image frame using shift difference transformation 

and α is the constant value for width of edge line. The binary edge image ),( jiBE  

with some threshold the constructed as  
 

≤
>

=
thjiSDE

thjiSDE
jiBE

),(,0

),(,1
),(  (2)  

The empirically selected threshold in the range, 0< th <10, provides acceptable re-
sults for most unstable images. The block diagram of motion estimation is displayed 
in Fig.2. 

sI SDEI ),( ji ),( jiBE

 

Fig. 2. The motion estimation of the proposed BE transformation 
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The BE transform result for a sample image frame is displayed in Fig. 3. 

 

              

Fig. 3. Sample image frame (left) and the BE transform result (right) 

 
For all four sub-images in an image frame, the motion vector is decided from the 

corresponding sub-images of the previous frame based on the phase correlation esti-
mation using this BE image frame. For each sub-image, the largest peak amplitude 
location of the corresponding phase correlation surface is assigned as the LMV with 
the magnitude equivalent to peak amplitude. The FMV could be decided by suitably 
combining information from four LMVs. 

The utilization of BET in the motion estimation part of the stabilization system re-
duces the computational fallacy as well as error like an unfeasible motion vector and 
is therefore particularly good at less patterned and noisy image frame. 

3.2   Adaptive Motion Correction 

In general, an LMV from a sub-image tends to be erroneous due to bad conditions: 
shading, blooming, occlusion, and noise [7]. Therefore, it should be excluded from 
the FMV decision process. Since the hand movement is relatively slower than the 
frame rate of the video camera, the FMVs of two successive frames fluctuated by a 
camera’s jitter should be similar. Based on these properties of camera’s movement, 
we use a simple and robust motion prediction and correction scheme. The FMV is 
determined by separately selecting the most maximum peak of each motion vector 
elements from sub-image and using (Kalman+MD) filter for selecting feasible LMVs 
that are close to the predicted FMV (PFMV). This is shown in Fig. 4. 

 

 
Fig. 4. Flowchart of the proposed Kalman and MD algorithms 

 
A. Kalman filter for PFMV 
The Kalman filter provides an estimate to the state of a discrete time process defined 
in the form of a linear dynamical system as )()()1( twtxFtx +×=+ , with process 
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noise )(tw . The Kalman filter is operated by using observations of all or some of the 

state variables, defined by the observation system )()()( tvtxHty +×= , where )(tv  

represents measurement noise. Process and measurement noise are assumed to be 
independent of each other, white, having normal probability distributions, 

),0(~ QNw  and ),0(~ RNv . For the image stabilization system, horizontal and 

vertical absolute frame position state estimates by ),( 21 xx , ),( 21 dxdx  represents the 

corresponding velocity, and ),( 2
2

1
2 xdxd  represents the corresponding acceleration. 

The state system for the image stabilizer is constructed in the form of a constant ac-
celeration camera model is given as 
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The Kalman filter output is obtained recursively through prediction and update stages 
enabling real time operation of the filter. 

 
B. Motion Discrimination 
The motion discrimination using predicted frame motion vector in the form of 

>−
<−

=
β
β

PFMVLMV

PFMVLMV
d

n

n
n ,0

,1
 (4)  

is used to filter the motion vector, and the frame motion vector is decide based on the 
number of feasible motion vector, which can be expressed in the form of  
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dddd

dddd

LMVdLMVdLMVdLMVd
FMV

 (5)  

The processing of MD filter discriminates between proper and improper vector from 
four LMVs of each sub-images using PFMV. Then calculates frame motion vector 
using only feasible motion vectors for accuracy of DIS. The utilization of adaptive 
kalman and MD filter in the motion correction part of the stabilization system over-
come unfeasible motion vector from phase correlation. 

4   Experimental Results 

In order to further increase the speed of frame motion estimation, four sub-images 
designated as shown in Fig. 5(a) are used and local motion vectors are computed 
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using BE transform based phase correlation for all sub-images. We proposed rectan-
gular sub-images to extend Region of Photographing (ROP) and to attempt to remove 
moving objects in the sub-image. These sub-images are used to determine LMVs 
using phase correlation. For efficient FFT computation, sub-images have square shape 
with horizontal and vertical pixel dimensions being a power of two. Typically a sub-

image size of 3232× is preferred to reduce the computation and at the same time, to 
keep a sufficiently large area for a correct estimation. But the proposed sub-images 
are not square. Rectangular sub-image changes to square as seen in the Fig. 5(b). 

),( 21
1 xxfk

),( 21
3 xxfk

),( 21
4

1 xxfk +

),( 21
1

1 xxfk +

),( 21
2

1 xxfk+ ),( 21
3

1 xxfk +

 
                                                     (a)                                                (b) 

Fig. 5. Location of rectangular sub-images for motion estimation. (a) Location of sub-images, 
(b) Change to square. 

To evaluate the algorithm performance, motion estimation algorithm was used on 
both natural and synthetic low light image sequences. The stabilizing performance is 
evaluated subjectively and verified with root mean square error (RMSE) between the 
estimated motion vectors and the true motion vectors. The performance is evaluated 
using the same error measure utilized in [1][6][9]. The RMSE is given by 

 

2/1

1

22 )ˆ()ˆ(
1 −+−=

=

N

k
kkkkRMS yyxx

N
ε  (6)  

where ( kx , ky ) is the true values of the measurement motion vectors and ( kx̂ , kŷ ) is 

the estimated motion vectors generated from the evaluated DIS algorithms. The re-
sults using the proposed stabilization algorithm for both natural and synthetic se-
quences are shown in Fig. 6. Test sequences are Basketball (B), Library (L), Street 
(S), Market (M), Café (C), Gate (G), and Phone (P). Performance comparison using 
the RMSE obtained by several existing stabilization algorithms is given in Table. I. 
Results are also compared against phase correlation based motion estimation per-
formance as presented in [9]. For this purpose, sub-image based approaches using 
assignment of the local motion vector with the largest peak amplitude as the global 
motion vector (Sub-PC-H), assignment of the average of the two local motion vectors 
with the highest two peak amplitudes as the global motion vector (Sub-PC-2), as-
signment of the weighted average of all local motion vectors weighted by their peak 
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(a) Natural image          (b) Synthetic noisy image     (c) Proposed BET image 

 

Fig. 6. Experimental results of the motion estimation algorithm for DIS 

amplitude values (Sub-PC-W), and assignment of the sub-images one-bit transform 
(Sub-1BT) [6] were simulated for comparison with the proposed BE transformation 
based motion estimation and MD. The samples of test results with synthetic se-
quences are shown in Fig. 6 (b) and Fig. 6 (c).  

The effectiveness of the proposed DIS algorithm in processing different images 
can easily be evaluated by Table I which demonstrates the stabilization results of 
(BE+MD) filter and the comparison filters for images degraded by noise. It can be 
seen from the Table I that the shake removal performance of the Sub-1BT is signifi-
cantly low compared with the other operators. The outputs of the PC based motion 
estimation with Sub-PC-H, Sub-PC-2, and Sub-PC-W operators are almost the same, 
but these operators present incorrect results of motion estimation in the noisy image. 
The Sub-PC-BE operator exhibits much better performance than the others. Even 
though phase correlation based techniques provide improved motion estimation accu-
racy, the computational complexity is higher compared to the Sub-1BT approach, due 
to the requirement of Fourier domain computation. It is clearly seen that the Sub-PC-
BE and MD operator successfully detects the motion vector while at the same time  
 

Table 1.  Comparison of RMSE of various DIS algorithms with the proposed BET+MD 

         B L S M C G P 
RMSE 0.152 1.064 0.112 0.125 0.185 0.114 0.121 Sub-PC-H 
(Noise) 0.521 0.638 0.452 0.598 0.463 0.479 0.513 
RMSE 0.128 0.165 0.136 0.113 0.164 0.105 0.115 

Sub-PC-2 
(Noise) 0.462 0.662 0.419 0.528 0.533 0.477 0.532 
RMSE 0.137 0.142 0.114 0.102 0.161 0.108 0.112 

Sub-PC-W 
(Noise) 0.431 0.598 0.422 0.487 0.453 0.455 0.561 
RMSE 0.139 0.183 0.142 0.139 0.194 0.132 0.146 

Sub-1BT 
(Noise) 0.311 0.772 0.389 0.566 0.823 0.588 0.427 
RMSE 0.125 0.132 0.098 0.095 0.128 0.103 0.095 Sub-PC-BET 
(Noise) 0.137 0.151 0.112 0.108 0.131 0.117 0.106 
RMSE 0.123 0.121 0.102 0.092 0.116 0.111 0.091 Sub-PC-BET 

-MD (Noise) 0.128 0.132 0.111 0.0098 0.135 0.113 0.094 
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efficiently removing the jittering in the noisy image. In addition, the proposed Sub-
PC-BE and MD approach provides a reasonable robust motion estimation system for 
image sequence stabilization. 

5   Conclusions 

In this paper, we proposed a novel digital image stabilization algorithm using binary 
edge transform for phase correlation is proposed, which stables shaking image se-
quence in zoom-in highly. For the realization of the digital image stabilization, we 
used binary edge transform, PC estimation, and adaptive kalman + MD filter. Al-
though the proposed algorithm is good at operating low light level (less patterned or 
noisy) images, it can be extended to more general applications by low cost camcor-
ders, digital cameras, mobile phone cameras, CCTV, surveillance video systems, and 
television broadcasting systems. 
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Abstract. A new contrast enhancement method called adaptively modified 
histogram equalization (AMHE) is proposed as an extension of typical 
histogram equalization. To prevent any significant change of gray levels 
between the original image and the histogram equalized image, the AMHE 
scales the magnitudes of the probability density function of the original image 
before equalization. The scale factor is determined adaptively based on the 
mean brightness of the original image. The experimental results indicate that 
the proposed method not only enhances contrast effectively, but also keeps the 
tone of the original image. 

Keywords: Contrast enhancement, image enhancement, histogram equalization. 

1   Introduction 

Histogram equalization (HE) is a very common method for enhancing the contrast of 
an image [1]. Based on the histogram or probability density function (PDF) of the 
original image, the image’s PDF is reshaped into one with a uniform distribution 
property in order to enhance contrast. Although HE provides images of higher 
contrast, it does not necessarily provide images of higher quality [2]. That is, HE 
shifts the mean brightness of the image significantly and sometimes even degrades the 
image quality. In addition, HE causes a washed-out effect when the amplitudes of the 
histogram components are very high at one or several locations on the grayscale [3]. 

To overcome the aforementioned problems of typical HE, brightness preserving bi-
histogram equalization (BBHE) has been proposed [4]. The ultimate goal of BBHE is 
to preserve the mean brightness of the original image while enhancing the contrast. 
BBHE decomposes the original image into two sub-images based on the mean 
brightness, and equalizes each the sub-images independently based on their 
corresponding PDFs. Later, equal area dualistic sub-image histogram equalization 
(DSIHE) [5], recursive mean-separate histogram equalization (RMSHE) [6], and 
minimum mean brightness error bi-histogram equalization (MMBEBHE) [7] have 
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been proposed with the same purpose of preserving the mean brightness. Although 
these methods can prevent significant change of gray levels and preserve the tone of 
the original image, they cannot sufficiently enhance the contrast of some sample 
images presented in Section 3. Another method, bin underflow and bin overflow 
(BUBO) [2], has been proposed to prevent a significant change of gray levels but still 
provide functionality controlling the rate of contrast enhancement in HE. Before 
equalization, the PDF of the original image is modified as the magnitudes of each 
histogram component are limited to the given upper and lower bounds. By limiting 
the magnitudes, a significant change of gray levels does not occur. However, since the 
gray levels, which the magnitudes of the histogram components are limited, are 
stretched linearly, as shown in Fig. 1, it is sometimes difficult to sufficiently enhance 
the contrast of the regions composed of pixels corresponding to those gray levels. 

Based on typical HE, we propose a new and simple method called adaptively 
modified histogram equalization (AMHE) to enhance contrast. Similar to BUBO, 
AMHE modifies the PDF of the original image before equalization. Our proposed 
method differs by scaling the magnitudes of the PDF while preserving the original 
shape of the PDF rather than limiting the magnitudes in BUBO. AMHE also provides 
a functionality to control the rate of contrast enhancement that can be adaptively 
determined based on the mean brightness of the original image. 

The rest of the paper is organized as follows. Section 2.1 reviews HE and BUBO. 
Section 2.2 describes the proposed method, and Section 2.3 presents the rule to 
determine adaptively the rate the contrast can be enhanced. Experimental results with 
comparison to different methods are presented in Section 3. Finally, the paper is 
concluded in Section 4. 

2   Adaptively Modified Histogram Equalization 

2.1   HE and BUBO 

Let X={X(i, j)} denote a given image with L gray levels, where X(i, j) denotes the 
gray level at the location (i, j) and X(i, j)∈[0, L-1]. The PDF of X is defined as 

N

n
kp k=)(    k = 0, 1, …, L-1 (1) 

where N represents the number of pixels in X and nk denotes the number of pixels 
with the gray level of k. Based on the PDF, its cumulative distribution function (CDF) 
is defined as 

=

=
k

i

ipkc
0

)()( . (2) 

The mapping function of HE is defined as 

)()1()( kcLkf −= . (3) 

The PDF of the HEed image by Eq. (3) obtains uniform distribution, which reflects 
the enhanced contrast. However, there is no mechanism for controlling the rate of 
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contrast enhancement. In addition, if many pixels are concentrated on in a few gray 
levels, the gray levels have been changed too much and thus the resulting image looks 
unnatural. To overcome these shortcomings of HE, BUBO [2] modifies the original 
PDF with constraints as 

<
≤≤

>
=

BUBU

BOBU

BOBO

BUBO

ckpc

ckpckp

ckpc

kp

)(  if,

)(  if),(

)(  if,

)(  (4) 

where cBO and cBU are thresholds for the bin underflow (BU) and bin overflow (BO), 
respectively, defined as 

NcBU /)1( α−=  and NcBO /)1( α+= . (5) 

Here, α  is a parameter to control the rate of contrast enhancement from none at 
0=α  to full HE at ∞=α . 

Fig. 1 shows a simulated mapping function of BUBO. In Fig. 1 (a), plots for the 
original PDF, the modified PDF by Eq. (4), and cBO are shown in thin solid, thick 
solid, and dotted lines, respectively. The probabilities greater than cBO are limited to 
cBO and thus the part of the mapping function corresponding to those gray levels has 
linear increment characteristics, as shown in Fig. 1 (b). This can prevent a significant 
change in the gray level but hinder the enhancement of contrast. 

 
p

k k+3 k+6

cBO

 

fBUBOfBUBO

f(k+6)

f(k+5)

f(k+4)

f(k+3)

f(k+2)

f(k+1)

f(k)

k k+2 k+3 k+4 k+5 k+6k+1  
(a) Original PDF (b) Mapping function 

Fig. 1. The mapping function of BUBO: (a) Original PDF (thin solid), modified PDF (thick 
solid) by Eq. (4), and cBO (dotted). (b) Mapping function between k and k+6 gray levels. 

2.2   Adaptively Modified Histogram Equalization 

In HE, the rate of contrast enhancement can be controlled by putting constraints on 
the gradient of the mapping function, i.e. the CDF [2]. Since the gradient of the CDF 
becomes the PDF, we can control the rate of contrast enhancement by modifying the 
PDF. The proposed method, adaptively modified histogram equalization (AMHE), 
modifies the original PDF and preserves its shape as shown in Fig. 2 by 
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where pmin and pmax are the minimum and maximum values of p(k), respectively, and 
pmid is the mean value of pmin and pmax. Note that pAMHE(k) is forcibly set to zero when 
negative. The rate of contrast enhancement is then determined by α , and the rule for 
deciding α  adaptively is given in the next section. 
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(a) Original PDF (b) Modified PDF 

Fig. 2. Modification of the PDF 

For the modified PDF pAMHE, the CDF cAMHE is first computed by Eq. (7). Since 
cAMHE(L-1) does not become one, 

AMHEc~  is used instead as the mapping function for 

contrast enhancement by a simple normalization in Eq. (8). 
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Since the shape of the original PDF is preserved, AMHE can enhance contrast with 
similar performance of HE while AMHE can prevent a significant change in gray 
level by scaling the PDF. Fig. 3 shows simulated results of AMHE and BUBO. The 
gray levels where the magnitudes of the histogram components are limited are 
linearly stretched in the enhanced result of BUBO. However, the gray levels are 
stretched in proportion to those probabilities in AMHE and thus the contrast of the 
regions in the image composed of those gray levels is more enhanced than BUBO. 

2.3   Adaptive Parameter Decision 

As mentioned, the strength of the modification of the PDF decided by α  affects the 
mapping function, and thus it is important to determine the proper value of α . In our  
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(a) Original PDF 
(b) Mapping function of 

AMHE 
(c) Contrast enhanced PDF 

using AMHE 

   

(d) Original PDF 
(e) Mapping function of 

BUBO 
(f) Contrast enhanced PDF 

using BUBO 

Fig. 3. Simulated results of AMHE and BUBO 

experiments testing various images, fine results have generally been  obtained when α  
is set to 0.7. Nonetheless, we suggest a rule to decide α  adaptively based on the mean 
brightness of the image by Eq. 9. Note that Xm denotes the mean brightness of the 
image. When the image is decomposed into two sub-images by Xm, Xml indicates the 
mean brightness of the sub-image composed of pixels with the gray levels less than or 
equal to Xm while Xmu is the mean brightness of the other sub-image. It is obvious that 
Xm is larger than Xml and smaller than Xmu. 
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The motivation of the decision rule of Eq. (9) is based on the observation that in 
natural images many pixels are generally concentrated on mean brightness. More 
specifically, as the interval between Xml and Xm becomes shorter, more pixels with 
gray levels between Xml and Xm occur for the sub-image composed of pixels with the 
gray levels less than or equal to Xm. The same phenomenon applies to the other sub-
image. In the next section, two enhanced results using this decision rule are provided. 

3   Experimental Results 

To demonstrate the performance of contrast enhancement, we tested the proposed 
method on various images gathered from the Internet as well as taken by digital 
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(a) Original (158.89) (b) HE (131.59) (c) BBHE (143.22) 

   
(d) DSIHE (147.05) (e) RMSHE (154.48) (f) MMBEBHE (158.84) 

  

 

(g) BUBO (148.33) (h) AMHE (122.17)  

Fig. 4. Contrast enhancement results 

 

    
(a) Original (b) HE (c) BBHE (d) DSIHE 

    
(e) RMSHE (f) MMBEBHE (g) BUBO (h) AMHE 

Fig. 5. The PDFs of the images in Fig. 4 

cameras. Our method was also compared with different methods such as HE 
[1],BBHE [4], DSIHE [5], RMSHE [6], MMBEBHE [7], and BUBO [2]. Note that α  
in BUBO is set to 0.7 and there are two recursions in RMSHE. 

Two examples are shown in Fig. 4 and Fig. 6 while the histograms of those images 
are shown in Fig. 5 and Fig. 7, respectively. Note that numbers in parentheses in Fig. 
4 and Fig. 6 indicate the mean brightness of each image. As mentioned previously, 
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(a) Original (26.73) (b) HE (133.08) (c) BBHE (64.59) 

   
(d) DSIHE (79.03) (e) RMSHE (38.74) (f) MMBEBHE (39.67) 

  

 

(g) BUBO (66.43) (h) AMHE (88.46)  

Fig. 6. Contrast enhancement results 

    
(a) Original (b) HE (c) BBHE (d) DSIHE 

    
(e) RMSHE (f) MMBEBHE (g) BUBO (h) AMHE 

Fig. 7. The PDFs of the images in Fig. 6 

HE enhances contrast sufficiently but the enhanced images seem unnatural. BBHE, 
DSIHE, RMSHE, and MMBEBHE well preserve the mean brightness of the original 
image in comparison with HE. However, the enhanced images by them are far from 
satisfactory—the region of the tree is especially indistinguishable as shown in Fig. 8. 
BUBO and our method enhance contrast better than the rest while maintaining the  
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(a) Original (b) HE (c) BBHE 

   
(d) DSIHE (e) RMSHE (f) MMBEBHE 

  

 

(g) BUBO (h) AMHE  

Fig. 8. The enlarged images of Fig. 6 

 
tone of each original image. Nevertheless, the enhanced images of our method are 
recognized more easily than BUBO, and the grayscale is utilized more efficiently, as 
shown in Fig. 5 (g) and (h). 

4   Conclusions 

In this paper, we present a new and simple contrast enhancement method referred to as 
adaptively modified histogram equalization (AMHE). It is an extension of typical 
histogram equalization (HE). AMHE modifies the probability density function (PDF) of 
a given image while preserving its shape and then applies HE to that modified PDF. By 
modifying the PDF, not only is a significant change in gray level, which often occurs 
in HE, prevented, but the overall contrast of the image is enhanced. Moreover, the 
rate of enhanced contrast can be controlled by the degree of the modification of the 
PDF, and is determined adaptively using the mean brightness of the image. 
Comparison of experimental results using different methods indicates that the 
proposed method not only enhances contrast effectively while keeping the tone of the 
original image, but most importantly it makes the enhanced image look very natural 
by adhering to the flavor of original image. 
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Abstract. With the increasing use and availability of digital video, shot bound-
ary detection, as a fundamental step in automatic video content analysis and re-
trieval, has received extensive attention in recent years. But the problem of de-
tecting gradual transitions such as fades, especially in the compressed domain, 
has yet to be solved. 

In this paper, a new robust compressed domain fade detection method is pro-
posed, which is based on the luminance weighting factors available at slice 
level in H.264 compressed video. Simplicity and working directly in the H.264 
compressed domain with high precision and recall are the main advantages of 
the novel algorithm. 

Keywords: Content based video analysis and retrieval, shot boundary detec-
tion, fades detection, compressed domain, H.264 video coding standard, 
weighted prediction. 

1   Introduction 

To achieve automatic video content analysis, shot boundary detection is a preliminary 
step; hence, in recent years the research on automatic shot boundary detection tech-
niques has exploded.  

In the literature, shot is defined as the sequence of images generated by the camera 
from the time it begins recording to the time it stops; and according to whether the tran-
sition between shots is abrupt or not, it can be classified into two types: abrupt transition 
(cut) and gradual transition. Gradual transitions are further categorized as dissolve, 
fades, and all kinds of wipe. There are two types of fade: fade-in and fade-out. A fade-in 
occurs when the picture gradually appears from a black screen and a fade-out occurs 
when the picture information gradually disappears, leading to a black screen. 

Among gradual transitions, fades are mainly used in television and movie produc-
tion to emphasize time transitions. Furthermore, they can be used to separate different 
TV program elements such as the main show material from commercial blocks. Fade-
out/in combinations can also indicate relative mood and pace between shots [1]. 
Therefore, detecting them is a very powerful tool for shot classification and story 
summarization. 
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Fade detection algorithms are classified as uncompressed and compressed domain 
algorithms [2]. Uncompressed or pixel domain algorithms utilize information directly 
from the spatial video domain. These techniques are computationally demanding and 
time consuming; because they must decompress the coded videos to apply the method 
on. They are hence less efficient comparing to the compressed domain approach. 

Among the international video coding standards, H.264/AVC is the most recent 
one and due to its superior compression performance, more video will be encoded 
with it in the future. Thus, it is meaningful to study fade detection techniques directly 
in the H.264 compressed domain. 

The remainder of this paper is organized as follows. Section 2 reviews the existing 
techniques and related works. Section 3 presents an overview of the weighted predic-
tion tool in the H.264 standard. The novel fade detection method is described in sec-
tion 4. Simulation results are presented in section 5. Finally, the paper ends in section 
6 with the conclusion and future work. 

2   Related Works 

Several shot boundary detection techniques have been proposed in the literature. Most 
existing methods focus on cut detection rather than fade or dissolve detection. They 
are designed based on the fact that the frames within the same shot maintain some 
consistency in the visual content, while the frames surrounding the shot boundaries 
exhibit a significant change of visual content [3]. The considered visual content can 
be a feature in the uncompressed domain such as object boundaries [4], color histo-
gram [5], correlation average [6], or a value in the compressed domain like the rate of 
macro blocks [2], [7], motion vectors [8], and DC coefficients [9]. 

Meanwhile, as mentioned in [3] the gradual transitions may span over dozens of 
frames and the variation of the visual content between two consecutive frames may be 
considerably small; therefore, the identification of gradual transitions is far more dif-
ficult, and specific solutions for fade and dissolve detection is needed.  

In fade-out, the first frame gradually darkens into a sequence of dark monochrome 
frames and in the case of a fade-in, it gradually brightens from a sequence of dark 
monochrome frames and these dark monochrome frames seldom appear elsewhere; as 
a result of this, the fade detection problem usually turns to the recognition of mono-
chrome frames. 

Monochrome frames are identified by calculating the standard deviation of each 
frame [10], the standard deviation together with the average intensity of each frame 
[3], or by calculating the correlation of an image with a constant image [6]. 

 After locating monochrome frames, some other constraints are checked for ro-
bustness such as standard deviation of the pixels [6], the ratio between the second de-
rivative of the variance curve and the first derivative of the mean curve [10], second 
derivative curve of luminance variance, and the first derivative of each frame mean 
[5], [1]. 

[5] And [11] have surveyed some other fade detection techniques which have 
somehow the same ideas as the above schemes. 

All the methods mentioned so far, are performed in the pixel domain; and hence, 
are not very efficient for applications such as video indexing where we have to deal 
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with a large amount of compressed video content. Few other methods have been pro-
posed for the MPEG compressed domain. Most of them have a moderate accuracy 
and precision. For instance, [12] declares a fade-in, if the number of positive residual 
DC coefficients in P frames, exceeds a certain percentage of the total number of non-
zero DC coefficients consistently over several consecutive frames. Simplicity is the 
advantage of this technique, because it only uses entropy decoding; but on the other 
hand, it does not have a high accuracy and can not locate the exact boundaries of 
fades. [10] Has an approximation of its pixel domain solution for the MPEG-2 and 
H.263 compressed domain. It approximates the mean and the variance using a DC-
estimation of each picture. Results are distorted due to the limitations of variance  
calculation. 

There are even fewer methods for the H.264 compressed domain. One of the few 
existing techniques has been proposed in [13], which at first, uses the intra prediction 
mode histogram to locate potential GOPs (Group of Pictures), where shot transitions 
occur with great probability. It then utilizes more inter prediction modes and Hidden 
Markov Models to segment the video sequence. This method is able to fairly detect 
cuts and dissolves, but not fades. 

To summarize, there is a real need for a robust fade detection algorithm in the 
H.264 compressed video. In this paper a new three step algorithm for fade detection is 
proposed. 

3   Overview of the Weighted Prediction Tool in the H.264 
Standard 

Weighted Prediction (WP) is a newly adopted concept in the prediction component of 
the H.264 video coding standard. It is available in the Main and Extended profiles. 

Unlike motion estimation which looks for the displacement of moving objects, 
weighted prediction is interested in changes in light or color.  

The H.264 encoder determines a single weighting factor for each color component 
of each reference picture index and encodes it in the bit stream slice header when the 
weighted prediction explicit mode is selected. Thus, each color component of the ref-
erence frame is multiplied by the weighting factor and the motion compensation is 
performed on the weighted reference. This results in a significant improvement in the 
performance of motion estimation and a lower prediction error. More details can be 
found in [14]. 

The novel fade detection method proposed here, exploits this explicit weighted 
prediction feature of the H.264 video coding standard. 

4   The Proposed Method 

In this paper a new three step algorithm for fade detection is proposed. The proposed 
method uses the Luminance WP factors, available at slice level of the H.264 com-
pressed video, to detect fade transitions and their exact boundaries. The first step in 
the proposed algorithm detects the potential fades and their types (fade-in, fade-out). 
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False alarms are identified and removed in the second and third steps. The third step 
is also responsible for locating the exact boundaries of fades in the given video  
sequence. 

Some of the key advantages of the proposed method over existing techniques are 
as follows: 

1. It works directly in the H.264 compressed domain and only the slice headers are 
decoded; hence, improving the efficiency. 

2. The proposed algorithm is very simple and requires inexpensive computation. 
3. It is able to find the exact boundaries of fades and their types (fade-in, fade-out). 

The three steps are described in more details in the following sections. 

4.1   First Step: Detecting Potential Fades and Their Types 

According to [15], each P or B slice is at least predicted from one reference frame; 
which is the previous I or P frame for P slices and the next I or P frame for B slices. 

Hereafter, we refer to the Luminance Weighted Prediction Factor of P and B slices 
relative to these references, as PLWP and BLWP factors, respectively. 

These factors can be considered as the ratio of the overall luminance of the current 
slice with respect to the reference frame; hence, for PLWP factor, one of the follow-
ing conditions is plausible: 

1. If this ratio is one, there is no change of light between the current and the reference 
frame. This is usually the case inside a shot where there is no considerable change 
of light, and is also true in cut and cross-dissolve transitions where the two shots 
have the same overall luminance or in object/camera motion where there is no 
change of light. 

2. If this ratio is greater than one, the current frame is brighter than the reference 
frame. This may potentially represent a fade-in, where there is an overall increase 
of luminance. 

3. If this ratio is less than one, the current frame is darker than the reference frame. 
This may potentially represent a fade-out, where there is an overall decrease of lu-
minance. 

Based on the above statement, in the first step of the proposed method, the frames 
with PLWP/BLWP factors not equal to one are selected as fade candidates. 

If the corresponding PLWP factors are greater than one or if the corresponding 
BLWP factors are less than one, they are probable fade-ins, otherwise they are prob-
able fade-outs. (As noted earlier, P and B slices are referenced in opposite direction; 
hence, when PLWP factor is greater than one, the BLWP factor is less than one and 
vice versa.) 

4.2   Second Step: Removing False Alarms 

It should be noted that not all the cases where the PLWP/BLWP factors are not equal 
to one, represent a fade. For instance, in an abrupt transition between two shots with 
different global luminance, or when there is a sudden flash light inside a shot, the 
PLWP/BLWP factors are not equal to one, for two or three consecutive frames. In 
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other words, using the simple method in the previous step is not enough and may re-
sult in false alarms. 

The second step is designed based on the definition of a fade. Accordingly, in 
fades, the overall luminance changes over N consecutive frames; thus, if the PLWP 
and BLWP factors are not equal to one for less than N consecutive frames, they will 
be omitted from the list of fade candidates. The value for N can be varied from 10 to 
about 150 frames. Therefore, we limit N to 10, in order not to miss any real fade. 

4.3   Third Step: Removing False Alarms and Locating the Exact Fade 
Boundaries 

Additive dissolve, slow camera motion, or slow object movement may also introduce 
some false alarms. They may change the luminance of consecutive frames and make 
some long term variations in PLWP and BLWP factors. 

To make our algorithm robust to these false alarms and to find the exact fade 
boundaries, the third step of the proposed algorithm is designed based on the rule de-
rived from the mathematical model of fades. We show this analytically for fade-in, 
but it can be similarly shown for fade-out, as well. 

According to [16], if G(x; y) is a grey scale sequence and N is the length of the 
fade transition, a fade-in sequence (F) is modeled by: 

( ) ( ) .;;;
N

t
yxGtyxF ×=   (1) 

Thus, the fade-in transition frames are calculated as follows: 
F (0) =G*0, F (1) = G*1/N, F (2) =G*2/N, F (3) = G*3/N, etc. 
Obviously the ratio of the third frame luminance to the second frame luminance  

(F (2) / F (1)) will be 2 and the ratio of the forth frame luminance to the third frame 
luminance (F (3) / F (2)) will be 3/2, etc. 

If the video sequence is coded in the IPPP format, the PLWP factor shows the ratio 
of the overall luminance of the current slice to the overall luminance of the previous 
frame; therefore, the PLWP factors will be approximately:  2, 3/2, 4/3, 5/4, 6/5, etc. 

In other video coding formats such as IBP or IBBP the reference is not the previ-
ous frame. For this reason, these exact values are not obtained, but PLWP factors are 
still in descending order. For instance, in IBP format the reference frame of each P 
frame will be the frame before the previous one. Thus, the PLWP factors are obtained 
from (F (4) / F (2), F (6) / F (4)…). Hence, the PLWP factors will be approximately: 
4/2, 6/4, 8/6, etc. 

Consequently, we can conclude the third step of the algorithm: Among the frames 
selected in the previous steps as fade candidates, those that have PLWP factors in a 
descending order are accepted as such. The first and the last points of PLWP factors 
decrease are the start and the end points of the fade transition, respectively. 

4.4   Summarizing the Three Steps 

The simplified flowchart of the novel method is shown in figure 1. Reducing to essen-
tials, only the PLWP factors are considered in the flow diagram. 
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Fig. 1. Simplified flowchart of the novel method. Only the PLWP Factors are considered in the 
flow diagram. 

At this stage, the complete fade detection method can be summarized as follows: If 
the PLWP factors change in a descending order from a value greater than one for at 
least 10 consecutive frames, a fade-in is detected. In the same manner, if the PLWP 
factors change in a descending order from a value less than one for at least 10 con-
secutive frames, a fade-out is detected. In both fade types, the first and the last point 
of decrease are the start and the end points of fade. Figure 2 shows clearly the fades 
detected by the proposed algorithm based on the PLWP factors for one sample  
sequence. 

 

Fig. 2. PLWP factors of one sample sequence, scaled by 32. The detected fades are marked. 
Object motion caused some variations in the PLWP factors (e.g. frames 448 to 477). These 
variations were correctly removed in the third step. 
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In the presence of B frames, the BLWP factors must also change in an ascending 
order from a value less than one for at least 10 consecutive frames to declare a fade-
in. In the same manner, the BLWP factors must also change in an ascending order 
from a value greater than one to declare a fade-out. 

5   Simulation Results 

To evaluate the proposed technique, it has been simulated and applied to five H.264 
encoded sequences (resolution: QCIF, CIF, 30 frames/sec) with three GOP formats 
including IPPP, IBP, and IBBP. The test sequences contained a total of 8378 frames 
including 27 fades with varying length (10 to 170 frames), 17 cuts, and 13 dissolves. 

The test sequences and transitions have been selected to not only provide a variety 
of real case transition scenarios, but also to provide various disturbance factors, such 
as various lighting conditions, camera motion and activity (zoom, tilt, and pan), object 
motion with various speeds, cuts, and dissolves, to fairly evaluate the effectiveness, 
and the robustness of the proposed scheme.  

Experimental results show that the new method can not distinguish some special 
cross-dissolves from fades. These special cross-dissolves are those between two shots 
with very different luminance and from the observer point of view, they are very simi-
lar to fades. 

To remove these false alarms, another step can be added to the proposed algorithm 
to recognize whether the first frame of the detected fade-in and the last frame of the 
detected fade-out are black or not. If they are not black, they will be removed from 
the list of fades. 

Recall, precision, cover-recall, and cover-precision are the main measures, used to 
evaluate the performance of the novel method. They are defined in TRECVID-
2005[17]. Accordingly, recall is the percentage of true fades detected, and precision is 
the percentage of non false positives in the set of detection. Cover-precision and cover-
recall are specific forms of precision and recall that evaluate the detector ability to ac-
curately locate the start and the end of a fade. Each metric is averaged over each GOP 
format and the result is summarized in table1. 

Since at the moment no other fade detection method working directly in the H.264 
compressed domain, is reported in the literature; we haven’t been able to compare our 
results with any other technique. But, current experimental results indicate that the 
novel method, presented in this paper, has a high precision and recall and can locate 
the exact boundaries with a high cover-precision and cover-recall. 

Table 1. Fade detection results, where Nc is the number of correctly detected fades, Nm is the 
number of fades missed by the proposed method, Nf is the number of falsely detected fades, C-
P is cover-precision, and C-R is cover-recall 

GOPformat Nc Nm Nf Precision Recall C-P C-R 
IPPP 25 2 0 100 92.59 97.95 99.25 
IBP 27 0 2 93.10 100 96.89 99.12 

IBBP 27 0 3 90 100 93.86 97.72 
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6   Conclusion and Future Work 

In this paper, a new robust H.264 compressed domain fade detection method is  
proposed. The new technique is not only working directly in the H.264 compressed  
domain with low complexity, but also has a high precision and recall. The new algo-
rithm was evaluated in terms of recall, precision, cover-recall, and cover-precision. 

Our future work is to further improve the precision by recognizing whether the first 
frame of the detected fade-in and the last frame of the detected fade-out are black or 
not. If they are not black, they will be removed from the list of fades. 

In addition, it is desired to stretch the new technique to operate on sequences where 
the weighted prediction is not used.  

Acknowledgments. This work was supported in part by Iran Telecommunication Re-
search Center (ITRC). 
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Abstract. A weighted order statistic filter (WOSF) generates a Boolean function 
by the specified parameters. However, WOSF with different set of parameters 
may generate the same Boolean function. In this paper, one proposes an 
alternative representation for WOS filters to characterize WOSF. This method is 
based on the maximal margin classification of SVM. From a truth table generated 
by a linearly separable Boolean function, one takes the inputs and outputs to form 
a training set. By SVM, it generates a maximal margin hyperplane. The 
hyperplane has an optimal normal vector and optimal bias, and defines a 
discriminant function. The discriminant function decides the category of training 
data and can be used to represent WOSF. In other words, one merely utilizes a 
normal vector and bias to represent all WOS filters with same output but different 
weight vectors and threshold values.  

Keywords: linearly separable, Boolean function, maximal margin, normal 
vector, WOSF, SVM. 

1   Introduction 

Stack filters [1] [2] are the filters based on threshold logics. It is known that any stack 
filter can be characterized by a Boolean function and with nonnegative weights and 
threshold values, these stack filters are called weighted order statistic filters (WOSF) [3]. 

The WOSF, including median filters, weighted median filters (WMF), and order 
statistic filters (OSF), belong to the class of nonlinear filters. Because the 
implementation of WOS filters is based on their statistical and deterministic properties, 
they have good performance for edge preservation and noise suppression. Therefore 
they can be applied in digital signal processing such as noise cancellation, image 
reconstruction, edge enhancement, and texture analysis [4].  

Some scholars have presented several papers about the representation of WOS filters 
[5-8], as Pertti Koivisto designed WOS filters by the characterization of training-based 
optimization, and C. E. Savin used linearly separable stack-like architecture to design 
WOS filters. Their representations of WOS filters are based on the pair of a weight 
vector and a threshold value. Various weight vectors or threshold values can represent 
different WOS filters.  

In this paper, one proposes a different way to represent WOS filters. This sense is 
based on the characterization of maximal margin classification on Support Vector 
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Machine (SVM). From a truth table generated by a linearly separable Boolean function, 
one takes the inputs and outputs to form a training set. Based on SVM training, one can 
generate a maximal margin hyperplane. This hyperplane has an optimal normal vector 
and an optimal bias. By means of the normal vector and bias, one defines a discriminant 
function. The sign of the discriminant function can represent the WOSF. In other 
words, one merely utilizes a normal vector and a bias that can represent all WOS filters 
with the same output but different weight vectors and threshold values. An example of 
three variables is given to illustrate and verify the proposed characterization method. 

2   WOS Filters 

For an n-dimension input vector n
ix }1 , 0{∈ , the number of nonzero components of ix  

is called Hamming weight, which is denoted by   ix . Let )( ir xf  be a function with 

domain n}1 , 0{  and range }1 ,0{  in which parameter r , 10 +≤≤ nr  is referred to as 
an order. The function as follows: 

≥
=

else    ,  0

    if     ,  1
)(

rx
xf i

ir  (1) 

For each fixed r  in (1), the function )( ir xf  produces a pack of outputs. When r  is 
changed, the function will produce another pack of outputs. Therefore the function 

)( ir xf  can produce 1+n  packs of outputs. Such function )( ir xf  is called an order 
statistic filter (OSF). 

For the case of 3=n , let 3
321 }1 , 0{),,( ∈= xxxxi , the order may be 

4or  3 2, 1, ,0=r . It means that the functions )(0 ixf , )(1 ixf , )(2 ixf , )(3 ixf  and 

)(4 ixf  can produce 5 packs of outputs. The outputs of these 5 OSF are given in table 1. 
In table 1, each function has the same inputs. When the order r  varies, the outputs are 
changed. For 2=r , the filter )(2 ixf  has outputs )1  1  1  0  1  0  0  0( . 

An OSF )( ir xf  can be extended to a WOSF, weighted OSF )(' , ir xf Ω . The 

quantity Ω  is a weight vector and 'r  is a threshold value, 1''0 +≤≤ nr . Given a 
weight vector ) ..........  ( 21 nωωω=Ω , Ri ∈ω , the parameter 'n  is the inner product of 

Ω  and input vector ix , i.e., = ii xn ω' . The parameter 'r  is a threshold value lying 

between 0 and 1'+n . The function )(' , ir xfΩ  can be defined as follows:  

≥
=Ω

else    ,  0

'    if     ,  1
)(' ,

rx
xf ii

ir

ω
 (2) 

For each fixed 'r  in (2), the function )(' , ir xfΩ  produces a pack of outputs. Altering 

'r , the function will produce another pack of outputs. Therefore the function )(' , ir xfΩ  
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can produce 1'+n  packs of outputs. Such function )(' , ir xfΩ  is called a weight order 

statistic filter (WOSF). 
Let 3=n  and the weight vector )1  3  1(=Ω . The threshold values may be 

6  and  5 ,4 ,3 2, 1, ,0' =r . It means that these functions )(0 , ixfΩ , )(1 , ixfΩ ,…..…, 

)(5 , ixf Ω , and )(6 , ixf Ω  can produce 7 packs of outputs. The outputs of 7 WOSF are 

given in table 2. In table 2, each function has the same inputs and fixed weight vector 
Ω . When the threshold 'r  varies, the filter and outputs are changed. For 2'=r , the 
filter )(2 , ixfΩ  has outputs )1  1  1  0  1  1  0  0( . It is clear that when the weight vector is 

)1 ..........  1  1(=Ω , the WOS filter is just an OS filter.  

A Boolean function )( ixf  is a function having inputs n
ix }1 , 0{∈  and outputs 

}1 ,0{∈iy . Each Boolean function can generate a truth table. A Boolean function is 

linearly separable if there exists a vector n
n R∈= ),........,( 1 ααα  and a threshold value 

R∈θ , such that  

≥
=

else    ,   0

     if     ,   1
)(

θα ii
i

x
xf  (3) 

In comparison to equation (2), every WOS filter is obviously a linearly separable 
Boolean function. 

3   WOS Filters Induced from SVM 

On learning theory, the support vector machine (SVM) is a supervised learning and can 
be used as a classifier or regressor. When it is a classifier, the discriminant function is 
used to classify the training data. If the training data is linearly separable, the most 
important character of SVM is that the separable hyperplane has maximum margin 
property. It means that the distance from the training data to the hyperplane can be 
maximized. Moreover, only few of the training data are needed to represent the 
discriminant function, i.e., the hyperplane. These representative data are referred to as 
support vectors. 

Given nRX ⊆ , }1,1{ −=Y , and the training set YXyxS l
iii ×⊆= =1)},{( , the 

vector ix  is as data information and iy  is the 2-class category. If the training set S is 

linearly separable, then there exists a hyperplane bwH ,  

} ...... 1  ,0, )(:{ ,, libxwxfxH iibw
n

ibw ==+>=<ℜ∈=   

such that this hyperplane can correctly classify the training set. 

Given a pair ),( bw , nRw ∈  and Rb ∈ , define )(, ibw xf  by 

bxwxf iibw +>=<  , )(,   

The normalized function bwg ,  of bwf ,  is given by 
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n
iiibwibw Rxbwxwwxfwxg ∈+>=<= −−−

  ,    ,  )(   )(
11

,

1

,   

The functional margin ),( bwsµ  and the geometric margin ),( bwsη  of a training set 
S that is defined as  

)(min],[min) ,( ,
11

ibwi

l

i
ii

l

i
s xfybxwybw ⋅=+><⋅=

==
µ  

)(min],[min) ,( ,
1

11

1
ibwi

l

i
ii

l

i
s xgybwxwwybw ⋅=+><⋅=

=

−−

=
η  

 

The margin sγ  of the training set S is the maximum geometric margin of all 
hyperplanes defined as  

)],([minmax)]([ minmax
11

1,
,

1,
bwxwwyxgy ii

l

ibw
ibwi

l

ibw
s

−−

==
+><⋅=⋅=γ  

 

The hyperplane with the maximum geometric margin is called maximal margin 
hyperplane or optimal hyperplane. 

For a linearly separable training set S, the margin of training set equals to the inverse 
of the Euclidean norm of w . Hence one considers the following primal optimization 
problem: 

libxwy

ww

ii

T

∈∀≥+><⋅

−

      ,1],[      osubject  t

2        minimize 1

 (4) 

Suppose the pair *)*,( bw  is the solution above primal optimization problem, the 
maximal margin hyperplane can be written as 

} 0*, *)(:{ **,**, =+>=<ℜ∈= bxwxfxH iibw
n

ibw   

where nRw ∈* , Rb ∈*  and 
1

*
−= wsγ .  

To solve the optimization problem, practically, one uses Lagrangian Theorem to 
convert (4) to the dual optimization problem [9]. 

lizyz

xxyyzzz

i

l

i
ii

l

i

l

j
jijiji

l

i
i

∈∀≥=

><−

=

= =

−

=

    0,  and  0      osubject  t

,2        maximize

1

1 1

1

1  (5) 

Suppose parameter *z  is the solution of dual optimization problem, one defines the 

index set SVI  for support vectors, }0:{ * >∈= iSV zliI . The optimal normal vector 

*w  can be written as  

∈=

==
SVIi

iii

l

i
iii xyzxyzw *

1

**
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By means of the Karush-Kuhn-Tuker (KKT) conditions [9]  

.0

,01*]*,[

,0]1**,[

*

*

≥

≥−+><
=−+><

i

ii

iiii

z

bxwy

byxwyz

 (6) 

the optimal bias *b  is written as 

><−>=<−>=<−=
∈∈

k
Ii

iiikk
Ii

iiikkk xxyzyxxyzyxwyb
SVSV

 ,  , *,* **
 

where k is an arbitrary element in SVI . 
Hence the discriminant function is defined as 

* , **,)( *
**, bxxyzbxwxf

SVIi
iiibw +><=+>=<

∈

 (7) 

For any index SVIi ∈ , the vector ix  is called a support vector, in which the 

corresponding Lagrange multipliers 0* >iz . The support vectors are the nearest data 
points away from hyperplane. Also, they are the points with the most difficulty to be 
classified.  

Based on the KKT conditions, one has the following equation 

1*]*,[  =+><⋅ bxwy ii  (8) 

This equation reveals that when category 1 +=iy , the quantity 

1**, +=+>< bxw i  or when 1 −=iy , 1**, −=+>< bxw i . Because the optimal 

hyperplane * *, bwH  can correctly separate the training set, hence one has 

−
>+

=
else   ,  1

0       if   ,  1 **,bw
i

f
y  (9) 

By the equation (7), (8) and (9), the sign of discriminant function ))(sgn( **, xf bw  is 

defined as follows: 

−
>+><+

=
else   ,  1

0     **,   if   ,  1
))(sgn( * *,

bxw
xf i

ibw  (10) 

Since the sign of discriminant function can decide the data classified to “+1” 
category or “-1” category, compared to equation (3), this discriminant function can also 
represent a linearly separable Boolean function. One now takes the inputs and the 

outputs to form a training set l
iii yxS 1)},{( ==  from a truth table generated by a linearly 

separable Boolean function. Based on SVM training, one can generate a maximal 
margin hyperplane **,bwH . This hyperplane has an optimal normal vector *w  and an 

optimal bias *b , from which one can define a discriminant function 
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* ,*)(**, bxwxf iibw +>=< . Because the truth table also represents lots of WOSF with 

the same output, the discriminant function can be used to represent all WOSF with the 
same output but different weight vectors and threshold values. 

Table 1. The output and OS filters representation 

Input ix    Output   

),,( 321 xxx

 
0f  1f  2f  3f  4f  

(0, 0, 0) 1 0 0 0 0 

(0, 0, 1) 1 1 0 0 0 

(0, 1, 0) 1 1 0 0 0 

(0, 1, 1) 1 1 1 0 0 

(1, 0, 0) 1 1 0 0 0 

(1, 0, 1) 1 1 1 0 0 

(1, 1, 0) 1 1 1 0 0 

(1, 1, 1) 1 1 1 1 0 

Table 2. The output and WOS filters representation with )1 ,3 ,1(=Ω  

Input ix    Output    

),,( 321 xxx  0 , Ωf  1 , Ωf  2 , Ωf  3 , Ωf  4 , Ωf  5 , Ωf  6 , Ωf  

(0, 0, 0) 1 0 0 0 0 0 0 

(0, 0, 1) 1 1 0 0 0 0 0 

(0, 1, 0) 1 1 1 1 0 0 0 

(0, 1, 1) 1 1 1 1 1 0 0 

(1, 0, 0) 1 1 0 0 0 0 0 

(1, 0, 1) 1 1 1 0 0 0 0 

(1, 1, 0) 1 1 1 1 1 0 0 

(1, 1, 1) 1 1 1 1 1 1 0 

4   An Illustrative Example 

From table 2, one takes a WOSF )(4 , ixfΩ  that has a pack of outputs )1  1  0  0  1  0  0  0( . 

Composing of the inputs 3}1  ,0{∈ix  and outputs to form a training set 8
1)},{( == iii yxS , 
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for SVM training, one generates a hyperplane with normal vector )1  2  1(* =w  and bias 

1* −=b . Hence the discriminant function can be written as 

)1()(),1  2  1()(* 3211, )121( −+>=<− xxxxf i  
 

Because a filter is characterized by the outputs )1  1  0  0  1  0  0  0( , the sign of 

discriminant function ))(*sgn( 1 ,)121( ixf −  can represent all WOS filters with the same 

outputs but different weight vectors Ω . For example, the WOSF )(3 , )121( ixf , and 

)(4 , )131( ixf  generate the same outputs both of which can be represented by the sign of 

discriminant function ))(*sgn( 1 ,)121( ixf − . The WOSF of traditional sense and SVM 

sense are listed in table 3.  
 

Table 3. The WOSF representation of SVM sense and traditional sense with the same output  

Output 

 (01111111) (00110111) (00110011) (00010011) (00000001) 

SVM sense WOSF ))(sgn( **, ibw xf  

*w  
*b  

Filter 

)111(  

2  
)sgn( 2 , )111(f  

)121(  

1  
)sgn( 1 , )121(f  

)010(  
0  

)sgn( 0 , )010(f  

)121(  

1−  
)sgn( 1 , )121( −f  

)111(  

2−  
)sgn( 2 , )111( −f  

Traditional sense WOSF )(' , ir xf Ω  

Ω  
'r  

Filter 

)131(  

1  

1 ,)131(f  

)131(  

2  

2 ,)131(f  

)131(  
3  

3 ,)131(f  

)131(  

4  

4 ,)131(f  

)131(  
5  

5 ,)131(f  

Ω  
'r  

Filter 

)324(  

2  

2 ,)324(f  

)231(  
3  

3 ,)231(f  

)120(  

2  

2 ,)120(f  

)121(  
3  

3 ,)121(f  

)111(  
3  

3 ,)111(f  

Ω  
'r  

Filter 

)543(  
3  

3 ,)543(f  

)243(  

4  

4 ,)243(f  

)241(  

4  

4 ,)241(f  

)243(  
6  

6 ,)243(f  

)213(  
6  

6 ,)213(f  

Ω  
'r  

Filter 

)474(  

4  

4 ,)474(f  

)154(  
5  

5 ,)154(f  

)252(  
5  

4 ,)252(f  

)252(  
7  

7 ,)252(f  

)121(  

4  

4 ,)121(f  

Ω  
'r  

Filter 

)589(  
5  

5 ,)589(f  

)364(  
6  

6 ,)364(f  

)263(  
6  

6 ,)263(f  

)465(  
10  

10 ,)465(f  

)225(  
9  

9 ,)225(f  
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In table 3, the element “0” replaces the element “-1” to express the context. For the 
pack of outputs )1  1  0  0  1  0  0  0( , the represented WOSF merely uses a normal vector 

)1  2  1(* =w  and bias 1* −=b  in SVM sense. Compared with the traditional 
representation, the WOS filters need lots of different weight vectors Ω  and threshold 
values 'r , as )1  3  1(=Ω , 4'=r  or )3  4  2(=Ω , 6'=r  or )2  5  2(=Ω , 7'=r ….. 
and so forth. Obviously, only few parameters are able to represent all WOSF having the 
same outputs but different weight vectors. Other WOSF corresponding different 
outputs also are listed in table 3. In table 3, each column contains a pack of outputs, a 
corresponding WOSF in SVM sense, and some WOSF in traditional sense. 

5   Conclusion 

In traditional sense, each weight vector and threshold value can represent a WOSF. 
Various weight vectors and threshold values can represent different WOSF, but the 
outputs are the same. To reduce the numbers of weight vectors and threshold values and 
use other form to represent WOSF that is the main purpose of this research.  

This paper proposes a representation based on the properties of maximal margin 
classification of SVM. Through a truth table generated by a linearly separable Boolean 
function, one takes each input data and related outputs to form a training set for SVM 
training. One thus generates an optimal normal vector and an optimal bias. The normal 
vector and bias can represent all WOS filters with same outputs but different weight 
vectors and threshold values. Compared to the known representation on [5]-[8], the 
proposed method can characterize WOSF with fewer parameters. 
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Abstract. We propose a detection method and a removal filter for corner 
outliers in order to improve visual quality in highly compressed video. Corner 
outliers are detected using the direction of edge going through a block-corner 
and the properties of blocks around the block-corner. The proposed filter for 
removing corner outliers, which compensates the stair-shaped discontinuities 
around edges using the adjacent pixels, is applied to the detected area. 
Simulation results show that the proposed method improves, particularly in 
combination with deblocking filters, the visual quality remarkably. 

Keywords: corner outlier, low bit-rate video, block-based coding, MPEG-4 
video. 

1   Introduction 

Most video coding standards, which have a hybrid structure, adopt block-based 
motion compensated prediction and transform. Consequently, the block-based 
processing generates undesired artifacts such as blocking artifacts, ringing noise, and 
corner outliers, particularly in very low bit-rate video. Blocking artifacts are grid 
noise along block boundaries in relatively flat areas; ringing noise is the Gibb’s 
phenomenon due to truncation of high-frequency coefficients by quantization; corner 
outlier is a special case of blocking artifacts at the cross-point of a block-corner and a 
diagonal edge. To reduce the blocking artifacts and the ringing noise, a number of 
studies have been carried out in spatial domain [1, 2, 5] and transform domain [3, 4], 
respectively. However, the corner outliers are still visible in some video sequences, 
since a deblocking filter is not applied to the areas including a large difference at a 
block boundary in order to avoid undesired blurring [1]. Hardly any studies have been 
carried out on removing the corner outliers although the artifacts degrade visual 
quality considerably because the corner outliers appear just in limited areas and the 
peak signal-to-noise ratio (PSNR) improvement is somewhat small. Therefore, we 
propose an effective corner outlier removal filter with a simple detection method to 
improve visual quality in very low bit-rate video. The proposed method can be used 
along with various deblocking [1-4] and deringing filters [5] for more improvement of 
visual quality. 
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The remaining parts of the paper are as follows. We present a detection method for 
corner outliers based on the pre-defined patterns, i.e., the direction of an edge going 
through a block-corner, in Section 2. Section 3 describes, in detail, the proposed filter 
to remove the corner outliers. Simulation results and conclusions are given in Section 
4 and Section 5, respectively. 

2   Definition and Observations on the Corner Outliers 

Consider the original and its reconstructed frames illustrated in Fig. 1, where a 
diagonal edge goes through a block-corner. The edge occupies large areas in blocks B 
and C, whereas it occupies very small areas (d0 in Fig. 1) in block D. If block D is flat 
except d0, the AC coefficients of DCT of block D are mainly related to d0, and their 
values are small. Since most small AC coefficients are truncated by quantization in 
very low bit-rate coding, the area of d0, which represents the edge in block D, cannot 
be reconstructed as shown in Fig. 1(b). As a result, the visually annoying stair-shaped 
artifact is produced around the block-corner. Such artifacts are called corner outliers. 

block boundary

block 
boundary

block A

block Dblock C

block B

edge (E)

d0

    

block boundary

block 
boundary

block D'

block B'

block C'

block A'

edge (E’ )

d0'

 
  (a)                                                                  (b) 

Fig. 1. Conceptual illustration of a corner outlier, (a) an edge going through a block-corner in 
an original frame, (b) an corner outlier located in d0’ in a reconstructed frame 

    To detect and remove the corner outliers, we find two major observations on the 
artifacts as follows. First, there is a large difference between boundary values of the 
block including the corner outlier and the other three blocks around the cross-point. 
For example, the difference between d0’ and its upper pixel or between d0’ and its left 
pixel is large as shown in Fig. 1(b). Second, corner outliers are more noticeable in flat 
areas, that is, each block around the cross-point is relatively flat. We examine the 
properties of the blocks in terms of the observations around every cross-point to 
detect the corner outliers appropriately. In addition, since corner outliers are 
prominent when a diagonal edge occupies block areas unequally around a cross-point, 
we deal with four types, as depicted in Fig. 2, based on the edge direction. We detect 
the actual corner outlier, which satisfies the proposed detection conditions among 
each detection type. Dealing with the pre-defined detection types instead of detecting 
an edge precisely has an advantage in reduction of computational complexity. 
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corner outlier

edge
block boundary

block
boundary

                

corner outlier

edge

(b)          (a)                                                             (b) 

corner outlier

edge

                

corner outlier

edge

          (c)                                                             (d)  

Fig. 2. Detection types based on the edge direction, (a) Lower 45° direction, (b) Upper 45° 
direction, (c) Upper 135° direction, (d) Lower 135° direction 

3   Detection Method and Removal Filter for Corner Outliers 

3.1   Detection Method for Corner Outliers 

To detect corner outliers based on the first observation, we obtain the average values 
of the four pixels around the cross-point, which are represented as the shaded areas in 
Fig. 3, by 

4

1

1

4avg i
i

A a
=

= ,   
4

1

1

4avg i
i

B b
=

= ,   
4

1

1

4avg i
i

C c
=

= ,   
4

1

1

4avg i
i

D d
=

=                 (1) 

where each capital and small letter denotes blocks and pixels, respectively, that is, 
Aavg is an average from a1 to a4 of block A, Bavg is an average from b1 to b4 of block B, 
and so on. Then, to determine the detection type among the four cases, we examine 
the differences between the average values of the corner-outlier candidate block and 
its neighboring blocks, using the equations listed in Table 1. By using the average 
values around the cross-point instead of each pixel value, we can reduce detection 
errors in complex areas. 

In Table 1, QP denotes the quantization parameter. For example, when block A has 
a corner outlier, the differences between Aavg and Bavg and between Aavg and Cavg is 
large by the first observation, thereby we consider the block A has a corner outlier. 
Practically, since we do not know the corner-outlier candidate block, the four cases 
listed in Table 1 should be investigated. If two corner outliers appear at one cross-
point, the artifacts are arranged on diagonally opposite sides because the corner 
outliers cannot be placed vertically or horizontally. In this case, the proposed method 
can detect both artifacts without additional computations, since we examine the four 
cases independently using the equations in Table 1. 
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block boundary

block
boundary

block A block B

block Dblock C

a1a2a9

a8

a7 a6 a5

a4 a3

b1 b2 b9

b8

b7b6b5

b4b3

c1c2c9

c8

c7 c6 c5

c4 c3

d1 d2 d9

d8

d7d6d5

d4d3

 

Fig. 3. Pixel arrangement for detecting and filtering corner outliers 

Table 1.  Detection criterion according to the detection type 

Block containing 
the artifact 

Detection type Detection criterion 

A Upper 45° |Aavg − Bavg| > 2QP and |Aavg − Cavg| > 2QP 
B Upper 135° |Bavg − Aavg| > 2QP and |Bavg − Davg| > 2QP 
C Lower 135° |Cavg − Aavg| > 2QP and |Cavg − Davg| >2QP 
D Lower 45° |Davg − Bavg| > 2QP and |Davg − Cavg| > 2QP 

 
To detect corner outliers based on the second observation, we examine whether the 

block satisfying the condition in Table 1 is flat or not. That is, when the candidate 
block is A, we examine flatness of block A with respect to the pixel including the 
corner outlier using 

9

1
2

flat i
i

A a a
=

= −                                                 (2-1) 

where a1 is the pixel including the corner outlier. We regard the block as flat when 
Aflat is smaller than QP. In case where another block is determined as a candidate 
block, we examine whether each of the followings is smaller than QP or not. 

            
9

1
2

flat i
i

B b b
=

= − ,  
9

1
2

flat i
i

C c c
=

= − ,  
9

1
2

flat i
i

D d d
=

= −                (2-2) 

where each capital and small letter denotes blocks and pixels, respectively, and QP is 
the quantization parameter. When the condition of Table 1 is satisfied and the value of 
(2) is smaller than QP, we regard the block as including a corner outlier, and then the 
proposed filter is applied to the block in order to remove the artifact. 

3.2   The Proposed Corner Outlier Removal Filter 

To remove the corner outliers, we propose a filter that updates pixels of the stair-
shaped discontinuity using neighboring pixels. To reduce computational complexity, 
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we apply the proposed filter under the assumption that the edge has a diagonal 
direction instead of detecting the actual edge direction of neighboring blocks. This is 
reasonable because: 

1. Corner outliers created by a diagonal edge are more noticeable than the artifacts 
created by a horizontal or vertical edge at a cross-point. 

2. Various deblocking filters can remove corner outliers created by a horizontal or 
vertical edge. 

According to the above assumptions and the detection results obtained in Section 2, 
when block A includes a corner outlier as shown in Fig. 2(b), the pixels in block A are 
replaced by 

1 1 2 1 1 2 3 3 4

2 2 1 1 2 1 1 4 3 3

3 3 3 4 1 1 2 1 1 2

4 4 3 3 2 1 1 2 1 1

5 5 5 6 3 3 4 1 1 2

9 9 2 1 9 2 1

' ( ) / 8

' ( ' ) / 9

' ( ' ) / 9

' ( ' ' ' ) / 9

' ( ' ' ) / 9

' ( ' '

a b b c d d c d d

a a a b c c d c c d

a a b b a b b c d d

a a a b a a b c c d

a a b b a b b a b b

a a a a c c c c

= + + + + + + +
= + + + + + + + +
= + + + + + + + +
= + + + + + + + +
= + + + + + + + +
= + + + + + + 8 4 3) / 9c c+ +

                          (3) 

where each index follows that of Fig. 3. For blocks B, C, and D, the filtering methods 
are similar to (3) and actual equations are as follows: in case where block B includes a 
corner outlier, as seen in Fig. 2(c), the pixels in block B are replaced by 

1 1 2 1 1 2 3 3 4

2 2 1 1 2 1 1 4 3 3

3 3 3 4 1 1 2 1 1 2

4 4 3 3 2 1 1 2 1 1

5 5 5 6 3 3 4 1 1 2

9 9 2 1 9 2 1

' ( ) / 8

' ( ' ) / 9

' ( ' ) / 9

' ( ' ' ' ) / 9

' ( ' ' ) / 9

' ( ' '

b a a d c c d c c

b b b a d d c d d c

b b a a b a a d c c

b b b a b b a d d c

b b a a b a a b a a

b b b b d d d d

= + + + + + + +
= + + + + + + + +
= + + + + + + + +
= + + + + + + + +
= + + + + + + + +
= + + + + + + 8 4 3 ) / 9d d+ +

                         (4) 

in case where block C includes a corner outlier, as seen in Fig. 2(d), the pixels in 
block C are replaced by 

1 1 2 1 1 2 3 3 4

2 2 1 1 2 1 1 4 3 3

3 3 3 4 1 1 2 1 1 2

4 4 3 3 2 1 1 2 1 1

5 5 5 6 3 3 4 1 1 2

9 9 2 1 9 2 1

' ( ) / 8

' ( ' ) / 9

' ( ' ) / 9

' ( ' ' ' ) / 9

' ( ' ' ) / 9

' ( ' '

c d d a b b a b b

c c c d a a b a a b

c c d d c d d a b b

c c c d c c d a a b

c c d d c d d c d d

c c c c a a a a

= + + + + + + +
= + + + + + + + +
= + + + + + + + +
= + + + + + + + +
= + + + + + + + +
= + + + + + + 8 4 3) / 9a a+ +

                    (5) 

and in case where block D includes a corner outlier, as seen in Fig. 2(a), the pixels in 
block D are replaced by 
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1 1 2 1 1 2 3 3 4
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3 3 3 4 1 1 2 1 1 2

4 4 3 3 2 1 1 2 1 1

5 5 5 6 3 3 4 1 1 2

9 9 2 1 9 2 1

' ( ) / 8

' ( ' ) / 9

' ( ' ) / 9

' ( ' ' ' ) / 9

' ( ' ' ) / 9

' ( ' '

d c c b a a b a a

d d d c b b a b b a

d d c c d c c b a a

d d d c d d c b b a

d d c c d c c d c c

d d d d b b b b

= + + + + + + +
= + + + + + + + +
= + + + + + + + +
= + + + + + + + +
= + + + + + + + +
= + + + + + + 8 4 3) / 9b b+ +

                     (6) 

In each equation, the indices follow those of Fig. 3. 

4   Simulation Results 

The proposed method was applied to ITU test sequences at various bit-rates. To 
evaluate the proposed method, each test sequence was coded using the MPEG-4 
verification model (VM) [6] with two coding modes: IPPP…, i.e., all frames are inter-
frame coded except the first frame, and I-only, i.e., all frames are intra-frame coded. 
In each mode, we applied the proposed filter to the reconstructed frames with none of 
the coding options being switched on and with the deblocking filter [2] being 
switched on, respectively. To arrive at a certain bit-rate, an appropriate quantization 
parameter was chosen and kept constant throughout the sequence. This can avoid 
possible side effects from typical rate control methods. 

The simulation results for IPPP… coded sequences are summarized in Table 2. It 
can be seen that PSNR results for the luminance component are increased by up to 
0.02dB throughout the sequences. Just a slight improvement in PSNR is obtained due 
to limitation of the area satisfying the filtering conditions. However, the proposed 
filter considerably improves subjective visual quality, particularly for sequences with 
apparent diagonal edges such as Hall Monitor, Mother & Daughter, Foreman, etc. 
For emphasizing the effect of the proposed filter, partially enlarged frames of the first 
frame of Hall Monitor sequence under each method, i.e., the result of the proposed 
method without and with deblocking filter, respectively, are shown in Fig. 4. 

 
(a) 

Fig. 4. Result images for Hall Monitor sequence (a) Original sequence (QCIF, QP=17), (b) and 
(d) partially enlarged images of MPEG-4 reconstructed images without and with the MPEG-4 
deblocking filter, respectively, (c) and (e) partially enlarged images of the proposed method 
without and with the MPEG-4 deblocking filter, respectively 
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(b)                                                             (c) 

 

      
(d)                                                              (e) 

Fig. 4. (continued) 

Table 2. PSNR results for IPPP… case 

PSNR_Y (dB) 
Sequence QP 

Bit-rate 
(kbps) No filtering

No filtering +
proposed filter

Deblocking
Deblocking + 
proposed filter 

Hall Monitor 18 9.39 29.8728 29.8851 30.1957 30.2090 
Mother & Daughter 16 9.45 32.2256 32.2469 32.3684 32.3894 

Container Ship 17 9.8 29.5072 29.5082 29.7281 29.7291 
Hall Monitor 9 24.29 34.0276 34.0325 34.1726 34.1835 

Mother & Daughter 8 23.83 35.3303 35.3316 35.2686 35.2708 
Container Ship 10 21.61 32.5701 32.5711 32.6003 32.6013 

Foreman 14 46.44 30.6237 30.6252 31.0727 31.0739 
Coastguard 14 44.68 29.0698 29.0763 29.1562 29.1586 

Hall Monitor 12 47.82 33.8216 33.8236 34.0921 34.0948 
News 19 47.21 31.2192 31.2202 31.3516 31.3528 

Foreman 12 64.65 31.4786 31.4798 31.7587 31.7598 
News 16 63.14 32.0648 32.0658 32.1233 32.1243 

 
 
Table 3 shows the results for I-only coded sequences of Hall Monitor and 

Foreman. The results are similar to the IPPP… coded case. The proposed filtering 
conditions are satisfied at low QP for the sequences that include low spatial details 
such as Hall Monitor, since each frame of the sequences is relatively flat originally. 
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On the other hand, the proposed filtering conditions are satisfied at relatively high QP 
for the sequences that include medium or high spatial details such as Foreman, since 
each frame of the sequences is flattened at high QP. This tendency maintains in the 
sequences with or without the deblocking filter. 

Table 3. PSNR results for I-only case 

PSNR_Y (dB) Sequence Method 
QP=12 QP=17 QP=22 QP=27 

No filtering 32.8170 30.5284 28.9326 27.6323 
No+proposed 32.8396 30.5381 28.9374 27.6344 
Deblocking 33.2223 30.9624 29.4025 28.1188 

Hall Monitor 

Deblocking+proposed 33.2422 30.9848 29.4052 28.1230 
No filtering 32.1830 30.0531 28.6406 27.5515 

No+proposed 32.1862 30.0606 28.6540 27.5684 
Deblocking 32.5741 30.5267 29.1635 28.1405 

Foreman 

Deblocking+proposed 32.5760 30.5316 29.1745 28.1526 

5   Conclusions 

The corner outliers are very annoying visually in highly compressed video although 
they appear in limited areas. To remove the corner outliers, we have proposed a 
simple and effective post-processing method, which includes a detection method and 
a compensation filter. The proposed method, particularly in combination with the 
deblocking filter, further improves both objective and subjective visual quality. 

Acknowledgments. This work was supported in part by the Human Resource 
Development Project for IT SoC Key Architect under Korea IT Industry Promotion 
Agency. 
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Accurate Foreground Extraction Using Graph

Cut with Trimap Estimation

Jung-Ho Ahn and Hyeran Byun
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Abstract. This paper describes an accurate human silhouette extrac-
tion method as applied to video sequences. In computer vision applica-
tions that use a static camera, the background subtraction method is
one of the most effective ways of extracting human silhouettes. However
it is prone to errors so performance of silhouette-based gait and ges-
ture recognition often decreases significantly. In this paper we propose
two-step segmentation method: trimap estimation and fine segmentation
using a graph cut. We first estimated foreground, background and un-
known regions with an acceptable level of confidence. Then, the energy
function was identified by focussing on the unknown region, and it was
minimized via the graph cut method to achieve optimal segmentation.
The proposed algorithm was evaluated with respect to ground truth data
and it was shown to produce high quality human silhouettes.

1 Introduction

Background subtraction has been widely used to detect and track moving ob-
jects obtained from a static camera. Recently background subtraction methods
have been used to assist in human behavior analysis such as surveillance and
gait and gesture recognition[10, 13, 18]. In gait and gesture recognition silhou-
ettes are used to determine configurations of the human body. However these
human silhouettes are often not accurate enough and recognition performance
can decrease significantly when using these silhouettes [11]. Especially, shadows
can not always be properly removed, and some parts of the silhouette can be
lost when occluding object parts have similar colors as the occluded background
areas. Figure 1 demonstrates these problems.

Background subtraction has long been an active area of research. Horprasert et
al. [6] proposed a robust background subtraction and shadow detection method
which was applied to an object tracking system together with an appearance
model [13]. The adaptive background subtraction method using the Gaussian
Mixture Model (GMM) [14] was presented and it was applied to foreground
analysis with intensity and texture information [16]. A joint color-with-depth
observation space [7] and an efficient nonparametric background color model [5]
were also proposed to extract foreground objects.

In this paper we propose a foreground segmentation that consists of two steps;
trimap estimation and fine segmentation using a graph cut. In trimap estimation
we estimate the confident foreground and background regions and leave the

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 1185–1194, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. Problems of the background subtraction method to extract human silhouettes.
In (a) and (b) some parts of the human silhouette disappear when the color of these
parts is too similar to that of the occluded background area. (c) and (d) shows the
shadow problem. These silhouettes were obtained with the Horprasert’s algorithm [6].

dubious area unknown. The amount of the estimated foreground and background
regions is related to the level of confidence. Fine segmentation focus on the
unknown regions and uses the energy minimization technique. Throughout this
paper it is assumed that a static background is available, images are captured
by a static mono camera, and only one person enters a scene.

As a pioneer work of object segmentation using graph cut, the user-interactive
segmentation technique was proposed by Boykov and Jolly [1]. GrabCut [12]
and lazy snapping[9] were other user-interactive image cutout systems based
on a graph cut. Lazy snapping used a graph cut formulation based on regions
generated by the watershed algorithm, instead of the image pixels. In this pa-
per we also perform image segmentation but it is for estimating the trimap.
Recently, the Layered Graph Cut(LGC) method based on color, contrast and
stereo matching [8] information has been proposed to infer the foreground by
using a pair of fixed webcams.

Section 2 describes the trimap concept and the proposed graph cut framework
using the trimap information. Section 3 explains the concrete trimap estimation
method using region likelihood. Experimental results are given in section 4and
then conclusions are presented in section 5.

2 Graph Cut Segmentation with Estimated Trimap

2.1 Estimated Trimap

In natural image matting[4][15] with still images the trimap is supplied by the
user. This trimap partitions the image into three regions: firm foreground, firm
background and unknown regions. In unknown regions, the matte can be esti-
mated using the color statistics in the known foreground and background regions.
In this paper we attempt to estimate the trimap in video applications without
user interaction.

Foreground segmentation refers to a binary labeling(classification) process
that assigns all the pixels in a given image to either foreground or background.
It is very hard to label all the pixels in the image correctly, but some parts of the
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Fig. 2. Trimap Comparison. (a) and (b) show typical trimaps in natural image matting
[15], whereas (c) and (d) shows the trimaps used in the proposed algorithm.

image can be easily labeled with simple ideas or features. In trimap estimation
we pre-determine the labels of each of the pixels in the area that can be easily
labeled. Then the trimap information is reflected into the energy function for fine
segmentation. In section 3 we propose a trimap estimation method that uses the
background model. Traditionally the unknown regions of the trimap is located
between foreground and background areas but they can theoretically be placed
anywhere in our estimated trimap. Figure 2 shows some typical examples of the
trimaps of image matting and the proposed method.

The trimap T can be viewed as the function from the set of pixels P of the
image to be segmented to the label set LT

T : P → LT = {−1, 0, 1} (1)

where -1, 0, and 1 represent unknown, background and foreground respectively.
In every frame we estimate the trimap T and define the sets O and B by

O = {p ∈ P|T (p) = 1}, B = {p ∈ P|T (p) = 0}. (2)

The set of unknown pixels U is defined by P − (O ∪B). We call the pixels in O
the foreground seeds. The pixels in B are called the background seeds.

2.2 Graph Cut with the Estimated Trimap

In this section we describe the energy function for fine segmentation. The energy
function is similar to that used in the GrabCut method [12] but it explores both
trimap information and the color likelihoods. We consider a standard neighbor-
hood system N of all unordered pairs {p, q} of neighboring pixels, and define
z = (z1, · · · , z|P|) as the image where zn is the RGB color vector for the nth pixel
and f = (f1, f2, · · · , f|P|) as a binary vector whose components fp specify label
assignments to pixels p in P . Each fp can be either 1 or 0 where 1 represents
the foreground and and 0 represents the background. The vector f defines a
segmentation. Given an image, we seek the labeling f that minimizes the energy

E(f) = γD(f) + V (f) (3)
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Fig. 3. Graph cut with the estimated trimap information. (a) input image, (b) trimap;
white, black, gray areas indicate estimated foreground, background and unknown re-
gions, respectively. (c) graph cut framework with the estimated trimap information,
(d) the extracted foreground region.

where coefficient γ specifies the relative importance of the data term D(f) and
the smoothness term V (f). The form of D(f) and V (f) are given by

D(f) =
∑
p∈P

Dp(fp)

V (f) =
∑

{p,q}∈N
δ(fp, fq)Vp,q(fp, fq).

where δ(fp, fq) denotes the delta function defined by 1 if fp �= fq and 0 otherwise.
Given an image, it is necessary that the segmentation boundaries align with
contours of high image contrast. This process is modeled using the smoothness
term Vp,q defined by

Vp,q(fp, fq) = exp
(
−||zp − zq||2/β

)
(4)

where the constant β is chosen by the expectation of 2||zp − zq||2 over all
{p, q} ∈ N . The data term Dp measures how well label fp fits pixel p given
the observed data zp. We model the data term by using the given trimap T
and the foreground and background color likelihoods of P (·|1) and P (·|0), re-
spectively. The likelihoods are modeled by using Gaussian mixtures in the RGB
color space, learned from image frames labelled from earlier in the sequence.
Using the trimap information the data term Dp can be defined as

Dp(fp) =

⎧⎨⎩
− logP (zp|fp) if p ∈ U

WO
fp

(zp|fp) if p ∈ O
WB

fp
(zp|fp) if p ∈ B

(5)

In the above equation WO
fp

(zp)’s and WB
fp

(zp) are defined by

WO
fp

(zp) = −Wfp log P (zp|fp)

WB
fp

(zp) = −W1−fp log P (zp|fp) (6)
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Fig. 4. Pixel foreground likelihoods: (a) image of the 250th frame in the test data JH1,
(b) brightness distortion likelihood − log fb(αp|p), (c) scaled chromaticity distortion
likelihood −η log fc(γp|p), where η = 5. The likelihoods are truncated by 255.

for all p ∈ P and W1 > 1 > W0. This data term model boosts the likelihood of
− logP (·|fp) but suppresses − log P (·|1− fp) for the pixel p of T (p) = fp where
fp= 0 or 1. The estimated foreground and background seeds can be incorrectly
labeled, thus the trimap information is used to distort the color likelihoods in
the data term and the final segmentation label is given by a graph cut.

Minimization of the energy (3) is done by a standard min-cut/max-flow algo-
rithm [2]. Figure 3 (c) illustrates the proposed graph cut framework using the
estimated trimap information.

3 The Trimap Estimation Method Using Region
Likelihood

To extract an accurate foreground silhouette, it is very important that the set
O in the trimap T should not contain any background pixels but should contain
as many foreground pixels as possible, and vice versa for the set B. To accom-
plish this, we estimate the seeds of T in the region units, instead of in the pixel
units. Region unit processing can have the a denoising effect which can allow
for recovering clear outlines of the foreground objects. This processing was mo-
tivated from the perceptual grouping principles for object segmentation of still
images[17]. We first propose the background color distribution model in section
3.1, and the region likelihood is determined in section 3.2. Finally, the region
decision function for trimap estimation is proposed in section 3.3.

3.1 Brightness and Chromaticity Background Likelihood

Horprasert et. al[6] proposed the statistical background model that separated
the brightness from the chromaticity component. They modeled a pixel p by
4-tuple < µp, σp, ap, bp > where µp was the expected color value, σp was the
standard deviation of the RGB color value, ap was the variation of the brightness
distortion, and bp was the variation of the chromaticity distortion of pixel p.

Using the background model, we propose the foreground likelihood l(p) for
each pixel p. The object likelihood is decomposed of the brightness and chro-
maticity likelihoods. From the definitions of the distortions , the distribution
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Fig. 5. Region unit processing for trimap estimation. (a) original image of the 581st
frame in the test data JH3 with a bounding box, (b) mean shift segmentation of the
image within the bounding box, (c) pixel foreground likelihoods l(p)’s, (d) naive region
likelihood Lp(Ri) (e) white area shows the regions that touch the bounding box.

f b of the brightness distortion α of pixel p can be modelled using normal dis-
tribution of mean 1 and variance a2

p, α ∼ N(1, a2
p). The distribution f c of the

chromaticity distortion γ at pixel p can be approximated by one-sided normal
distribution of mean 0 and variance bp

2,

f c(γ|p) =
2√

2πbp

exp(−γ2/(2bp
2)), γ ≥ 0. (7)

Assuming that brightness distortion αp and chromatic distortion γp are inde-
pendent, the naive background probability density function fB of pixel p can be
given by

fB(Cp|p) = f b(αp|p)f c(γp|p) , (8)

where Cp is the RGB color vector of pixel p, and αp and γp are calculated as in
[6]. Figure 4 shows that the brightness and chromaticity distortions complement
each other, thus our independence assumption can be empirically supported.
The pixel foreground likelihood l of pixel p is given by

l(p) = − log(f b(αp|p))− η log(f c(γp|p)), (9)

where a constant η is introduced since the chromaticity distortion is relatively
smaller than the brightness distortion in practice. Note that l(p) = − log
(fB(Cp|p)) when η = 1.

3.2 Region Likelihoods

In every frame we perform image segmentation in order to partition each image
into homogeneous small regions. We defineR = {Ri}i∈I as the set of the regions.
For computational efficiency we perform it in the bounding box surrounding the
foreground object. The bounding boxes are obtained by the maximal connected
component of the foreground regions that are extracted by pixel-wise background
subtraction. The foreground region likelihood L(Ri) of region Ri ∈ R is calcu-
lated by

L(Ri) = λ1Lp(Ri) + λ2Lo(Ri). (10)
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Fig. 6. Foreground segmentation with trimap estimation. (a) previous foreground ob-
ject silhouette of the 580th frame, (b) regularization term Lo(Ri) scaled by 255, (c)
foreground region likelihood L(Ri) truncated by 255. (d) the estimated trimap, (e)
silhouette obtained by the proposed algorithm, (g) silhouette obtained by the Hor-
prasert’s algorithm[6]; deep shadow are on the floor and the teaching desk.

.

In the above equation, Lp(Ri) is the naive foreground region likelihood given by
the arithmetic mean of the pixel foreground likelihoods l(p)’s, i.e.

∑
p∈Ri

l(p)/nRi ,
here nRi is the number of pixels in the region Ri. The naive region likelihood is
not enough to decide the foreground object region especially when the occluding
foreground parts are a similar color to the occluded background parts or when
there are some deep shadows. Figure 5 shows an example of this. case. To overcome
this problem we use the regularization term Lo(Ri). This is the overlapping ratio
of region Ri given by no

Ri
/nRi , where no

Ri
is the number of pixels in region Ri that

belong to the previous foreground object region. λ2 is a regularization parameter.
Figure 5 shows the pixel and naive foreground region likelihoods of an image. Some
foreground regions with lower naive region likelihoods were supplemented by Lo

in Fig. 6 (c). In the experiments we set λ1 = 0.8 and λ2 = 30.

3.3 Trimap Decision

By using the region likelihoods L(Ri) in (10), the trimap can be estimated by
using the region decision function fD : R→ {−1, 0, 1} defined by,

fD(Ri) =

⎧⎨⎩1 if L(Ri) > TU

0 if L(Ri) < TL

−1 otherwise.
(11)

where the thresholds TU and TL are related to the level of confidence on the
trimap information. We set TU = 170 and TL = 100 in the experiments. Fur-
thermore we define RB as a collection of the regions that touch the bounding
box. The regions in RB are assumed to belong to the background area but when
some region Rjs belong to RB and fD(Ri) = 1 the regions are labeled as un-
known. Figure 5 (e) shows the regions in RB and an example of the estimated
trimap is shown in Fig. 6 (d).

4 Experimental Results

Performance of the proposed method was evaluated with respect to the ground-
truth segmentation of every tenth frame in each of five 700-frame test sequences
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Table 1. Segmentation Error(%). The proposed algorithm(GT) is compared with the
Horprasert’s algorithm(HP) and the normal Graph Cut algorithm(GC) using color
likelihoods on the test sequences of JH1, JH2, JH3, GT1 and KC1.

JH1 JH2 JH3 GT1 KC1

GT 0.47 0.45 0.98 0.74 1.58
HP 2.59 5.22 1.67 1.66 3.01
GC 10.86 12.90 12.89 16.91 23.91

Fig. 7. Comparison of extracted human silhouettes. (Top) Four frames of the test
sequence JH3. (Middle) Foreground extraction using HP[6]. (Bottom) Foreground ex-
traction using the proposed algorithm.

of 320×240 images. The ground-truth data was labeled manually. Each pixel was
labeled as foreground, background or unknown. The unknown label occurred in
one plus pixel and one minus pixel along the ground-truth foreground object
boundaries The five test sequences were labeled by JH1, JH2, JH3, GT 1,
KC1. Each was composed of different backgrounds and people. In all sequences,
one person entered the scene, moved around and assumed natural poses, and the
whole body was shown for gesture recognition. A person is shown under a light
in KC1 so that deep shadows are cast over the floor and wall.

Segmentation performance of the proposed method(GT) was compared with
that of the Horprasert’s background subtraction method(HP) [6] and the video
version of the GrabCut method(GC) [12]. The only difference between GT and
GC is that GT used a trimap but GC did not. Table 1 shows that the proposed
method outperformed the both methods. The error rate was calculated within
the bounding boxes only ignoring the mixed pixels. In the experiments we used
ten Gaussian mixtures for color likelihood models and the mean shift segmenta-
tion method [3] was used to obtain the regions Rt. Human silhouette results are
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Fig. 8. Comparison of the silhouettes. (Top) Four frames of the test sequence KC1.
(Middle) Foreground extraction using HP[6]. (Bottom) Foreground extraction using
the proposed algorithm.

shown in Fig.7 and Fig. 8. The average running time of the proposed algorithm
was 14.5 fps on a 2.8 GHz Pentium IV desktop machine with 1 GB RAM.

5 Conclusions

This paper has addressed accurate foreground extraction in video applications.
We proposed a novel foreground segmentation method using a graph cut with
an estimated trimap. We first estimated the trimap by partitioning the im-
age into three regions: foreground, background and unknown regions. Then the
trimap information was incorporated into the graph cut framework by distort-
ing the foreground and background color likelihoods. The proposed algorithm
showed good results on the real sequences and also worked at near real-time
speed. However, about 60 percent of the processing time of the proposed al-
gorithm was taken from the mean shift segmentation. In future work we are
developing an efficient image segmentation method to find proper automic
regions.
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Abstract. A 360◦ panorama is generated from images freely taken by
a hand-held camera: images are pasted together and mapped onto a
cylindrical surface. First, the lack of orientation information is overcome
by invoking “oriented projective geometry”. Then, the inconsistencies
arising from a 360◦ rotation of the viewing direction are resolved by
optimizing all the homographies between images simultaneously, using
Gauss-Newton iterations based on a Lie algebra representation. The ef-
fectiveness of our method is demonstrated using real images.

1 Introduction

A panorama is an image with a large angle of view, giving viewers an impression
as if they were in front of a real scene. In this paper, we consider a panorama
that covers all 360◦ directions around the viewer. A typical approach for realiz-
ing this is to take images with a special optical system such as an fish-eye lens
camera, a mirror-based omnidirectional camera, a composite multicamera sys-
tem, or a camera rotation mechanism [16]. Such optical systems have developed
for autonomous robot navigation applications [17].

Another approach is to paste multiple images together, known as image mo-
saicing [13,15]. This technique has been studied in relation to such video im-
age processing as image coding, image compression, background extraction, and
moving object detection [2,3,10,12].

However, the aim of this paper is not such industrial or media applications.
We consider a situation where travelers take pictures around them using an
ordinary digital camera, go home, and create panoramic images for personal
entertainment. The purpose of this paper is to present a software system that
allows this without using any special device or requiring any knowledge about
the camera and the way the pictures were taken.

The principle of image mosaicing is simple. If we find four or more correspond-
ing points between two images, we can compute the homography (or projective
transformation) that maps one image onto the other. Hence, we can warp one
image according to the computed homography and past it onto the other image.
Continuing this, we can create a panoramic image.

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 1195–1205, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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However, the images to be pasted distort as we proceed and diverge to infin-
ity when the viewing direction changes by 90◦. This can be avoided if we map
the images onto a cylindrical surface and unfold it. For this, however, we need
to know the orientations of the cameras that took the individual images. That
information would be obtained if we used a special device such as an omnidi-
rectional camera or a camera rotation mechanism, but we are assuming that no
knowledge is available about camera orientations.

We resolve this difficulty by noting that even though a homography-based
panorama cannot be displayed on a planar surface beyond a ±90◦ range, it is
nevertheless mathematically defined over the entire 360◦ range. If we invoke the
formalism of oriented projective geometry [11,14], we can consistently define the
pixel values in all directions expressed in homogeneous coordinates, which can
then be mapped onto a cylindrical surface.

However, another critical issue arises: if we warp one image and successively
paste it onto another, the final image may not agree with the initial image
due to accumulated errors. To overcome this, we present a numerical scheme
for optimizing all the homographies between images simultaneously subject to
the condition that no inconsistency arises. This can be done by using Gauss-
Newton iterations based on a Lie algebra representation. We demonstrate the
effectiveness of our method using real images.

2 Panorama Generation Using Homographies

2.1 Homographies

As is well known, images taken by a camera rotating around the center of the
lens are related to each other by homographies (projective transformations). This
holds for whatever camera motion if the scene is planar or is sufficiently far away.
In whichever case, let (x, y) be a point in one image and (x′, y′) the corresponding
point in another. If we represent these by 3-D vectors

x =

⎛⎝x/f0

y/f0

1

⎞⎠ , x′ =

⎛⎝x′/f0

y′/f0

1

⎞⎠ , (1)

where f0 is an arbitrary constant, the homography relationship is written in the
form

x′ = Z[Hx]. (2)

Here, Z[ · ] denotes scale normalization to make the third component 1, and H
is a 3 × 3 nonsingular matrix determined by the relative motion of the camera
and its intrinsic parameters. For simplicity, we call the matrix H also a “homog-
raphy”. As Eq. (2) implies, the absolute magnitude and the sign of the matrix
H are indeterminate. If we replace the constant f0 in Eqs. (1) by another value
f̃0, the matrix H in Eq. (2) changes into

H̃ = diag(1, 1,
f̃0

f0
)Hdiag(1, 1,

f0

f̃0

), (3)
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where diag( · · · ) denotes the diagonal matrix with diagonal elements · · · in that
order).

2.2 Optimal Estimation of Homographies

Equation (2) states that vectors x′ and Hx are parallel to each other, so it is
equivalently rewritten as

x′ ×Hx = 0. (4)

Given N corresponding points (xα, yα) and (x′
α, y′

α), α = 1, ..., N , between two
images, we let xα and x′

α be their vector representations in the form of Eqs. (1),
and x̄α and x̄′

α their true positions in the absence of noise. If we regard the
uncertainty of the x and y coordinates of each point as random Gaussian noise
of mean 0 and a constant standard deviation, statistically optimal estimation of
the homography H reduces to the minimization of

J =
1
2

N∑
α=1

‖xα − x̄α‖2, (5)

subject to the constraint
x̄′

α ×Hx̄α = 0. (6)

Eliminating the constraint by introducing Lagrange multipliers and ignoring
higher order error terms, we can rewrite Eq. (5) in the following form1 [6]:

J =
1
2

N∑
α=1

(x′
α ×Hxα, W α(x′

α ×Hxα)), (7)

W α =
(
x′

α ×HP kH	 × x′
α + (Hxα)× P k × (Hxα)

)−
. (8)

Here, ( · )− denotes pseudoinverse, and P k is the following projection matrix:

P k = diag(1, 1, 0). (9)

In this paper, we denote by u × A the matrix whose columns are the vector
products of u and the columns of the matrix A, and by A×v the matrix whose
rows are the vector products of v and the rows of A.

2.3 Panorama Generation

Suppose the user holds a camera roughly horizontally and takes pictures around
him roughly at an equal angle. We assume that the scene is sufficiently far away.
Since no mechanical device is used, this is merely an approximation. We assume
that the focal length is unknown and different from picture to picture.

The user first specifies corresponding points between adjacent images. Vari-
ous automatic matching techniques have been proposed [8,9,18], but some mis-
matches are unavoidable using them. In our experiments, we manually selected
corresponding points.
1 The source code of the program that minimizes Eq. (7) by a technique called renor-

malization [7] is available at http://www.suri.it.okayama-u.ac.jp
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Fig. 1. Successively warping and pasting images using homographies

O

P

p

Π

θ
rf

I

Fig. 2. The rectangular region I on the tangent plane Π to the cylinder

Then, we compute the homography H between two neighboring images and
paste one image onto the other via Eq. (2). Figure 1 is a part of the panoramic
image thus created. We can see that images distort more as the viewing direction
moves; the distortion diverges to infinity when the viewing direction is orthogonal
to its initial orientation.

3 Cylindrical Panorama Generation

3.1 Mapping onto a Cylindrical Surface

The image divergence is avoided if we map the input images onto a cylindrical
surface around the viewpoint and unfold it. However, the camera orientation
information is missing. This is resolved by invoking oriented projective geometry
[11,14]. First, we do the following preparation:

– Imagine a hypothetical cylinder of radius fr around the viewpoint O and
define a (θ, h) cylindrical coordinate system (θ around the circumference
and h in the axial direction). A point with cylindrical coordinates (θ, h) is
unfolded onto a point with Cartesian coordinates (frθ, h).

– Let Π be the plane tangent to the cylinder along the line θ = 0. Define
an xy coordinate system on it such that the x-axis coincides with the line
h = 0.

– Define an xy coordinate system on each input image such that the origin is
at the center of the frame with the x-axis extending upward and the y-axis
rightward. We identify this xy coordinate system with the xy coordinate
system on Π and define on Π a rectangular region I of the same size as
input images centered on (θ, h) = (0,0) (Fig. 2).

– Number the input images in the order of adjacency, and compute the ho-
mography Hk(k+1) that maps the kth image onto the (k + 1)th image from
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Fig. 3. Circular panorama corresponding to Fig. 1

the specified corresponding points, k = 1, ..., M , where we use fr in the
place of f0 in Eqs. (1) (see Eq. (3)). We choose the sign2 of Hk(k+1) so that
detHk(k+1) > 0.

Then, we compute the pixel value of each point p with (discretized) cylindrical
coordinates (θ, h) as follows (Fig. 2):

1. Compute the intersection P of the plane Π with the line passing through the
viewpoint O and the point p on the cylinder, using homogeneous coordinates.

2. If P is inside the region I and if the vectors �Op and �OP have the same
orientation, copy the pixel value3 of P in the first image to p.

3. Else, let p′ be the point on the cylinder such that4 �Op′
+* H12

�Op, and
compute the intersection P ′ of Π with the line passing through O and p′.

4. If P ′ is inside the region I and if the vectors �Op′ and �OP ′ have the same
orientation, copy the pixel value of P in the second image to p.

5. Else, let p′′ be the point on the cylinder such that �Op′′
+* H23

�Op′, and
compute the intersection P ′′ of Π with the line passing through O and p′′.

6. If P ′′ is inside the region I and if the vectors �Op′′ and �OP ′′ have the same
orientation, copy the pixel value of P in the third image to p.

7. Repeat the same process over all the images and stop. If no pixel value is
obtained, the value of p is undefined.

The radius fr of the cylinder is arbitrary in principle. However, if we require
that the viewing direction should agree with the physical direction, e.g., two
viewing directions that make 30◦ actually make 30◦ in the scene, the radius fr

should coincide with the focal length f1 for the first image. This is because the
mapping onto the cylinder starts with the first image; the subsequent images are
successively warped so as to agree with it. The computation of the focal lengths
for all the images will be described in Sec. 4. Figure 3 is a circular panorama
thus generated using the images for Fig. 1.

Since the first image is mapped onto the cylinder, next the second image onto
the rest of the cylinder, then the third, and so on, images with smaller numbers
look “above” images with larger numbers (we can reverse the order, of course).
2 In practice, it is sufficient if the (33) element is positive. If it is 0, the image origin

is mapped to infinity. This does not happen between two overlapping images.
3 The pixel value of a point with non-integer coordinates is bilinearly interpolated

from surrounding pixels.
4 The relation

+� denotes that one side is a multiple of the other side by a positive
number.
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Fig. 4. If neighboring images are successively pasted, the final image does not correctly
match the initial image

However, this makes the last image “below” the first image. For consistency,
we place the last image above the first image where they overlap (we omit the
details).

3.2 Oriented Projective Geometry

In the above procedure, the intersection P of the tangent plane Π is computed in
homogeneous coordinates, so no computational failure occurs if P is at infinity.

In the standard projective geometry, a point P on the plane Π is identified
with the “line of sight” l passing through P and the viewpoint O (the point P is
regarded as located at infinity if the line l is parallel to Π). Since the line of sight
l is not oriented, no distinction can be made between “in front of” or “behind”
the viewpoint O. It is shown, however, that almost all properties of projective
geometry is preserved if the line of sight is oriented [14]. This “oriented projective
geometry” was found to be very useful for computer vision applications [11]. In
the preceding procedure, we utilized this framework when we signed Hk(k+1) so
that detHk(k+1) > 0 and compared the “orientations” of the vectors �Op and
�Op′, etc.

4 Simultaneous Homography Optimization

4.1 Discrepancies of the Circular Mapping

If we compute the homographies between two images independently for all pairs,
the final image does not necessarily match the initial image correctly, as shown
in Fig. 4. This is because due to the accumulation of numerical errors and image
distortions, the composite mapping

HM1H(M−1)MH(M−2)(M−1) · · ·H23H12 (10)

does not necessarily define the identity mapping (M is the number of images).
This is not a serious problem if the purpose of the circular panorama is simply

for displaying the unfolded image. A more important application is, however, to
let the user feel virtual reality by interactively moving the scene as the viewer
changes the viewing direction5. This can be don by remapping, each time the
5 The viewing direction is controlled by a mouse, keyboard, or a joystick. If the user

wares a head-mount display (HMD), the head orientation can be measured from the
signal it emits.
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user specifies the viewing direction, the corresponding part of the cylinder onto
its tangent plane6. For such applications, no inconsistency is allowed anywhere
around the cylinder.

To resolve this, Shum and Szeliski [13] introduced a postprocessing for dis-
tributing the inconsistency equally over all image overlaps. Here, we adopt a more
consistent approach: we optimize all the homographies simultaneously subject
to the constraint that Eq. (10) define the identity map. As a byproduct, the
orientations and the focal lengths of the cameras that took the input images are
optimally estimated.

4.2 Parameterization of Homographies

While a general homography has 8 degrees of freedom7, the homography arising
from camera rotation and focal length change has only 5 degrees of freedom8.
If we take the kth image with focal length f , rotate the camera around the lens
center by R (rotation matrix), and take the (k + 1)th image with focal length
f ′, the homography Hk(k+1) that maps the kth image onto the (k + 1)th image
has the form

Hk(k+1) = diag(1, 1,
f0

fk+1
)R	

k(k+1)diag(1, 1,
f1

f0
). (11)

Equation (10) defines the identity mapping if and only if

R12R23 · · ·R(M−1)MRM1 = I, (12)

where I is the unit matrix. So, we minimize (cf. Eq. (7))

J =
1
2

M∑
k=1

Nk(k+1)∑
α=1

(xk+1
α ×Hk(k+1)x

k
α, W k(k+1)

α (xk+1
α ×H12x

k
α)), (13)

subject to the constraint that all Hk(k+1) have the form of Eq. (11) in such a
way that Eq. (12) is satisfied. In Eq. (13), we assume that Nk(k+1) points xk

α

in the kth image correspond to the Nk(k+1) points xk+1
α in the (k + 1)th image,

and the subscript k is computed modulo M . The matrix W k(k+1)
α is the value

of W in Eq. (8) for the kth and the (k + 1)th images.
Through Eq. (11), the function J in Eq. (13) is regarded as a function of the

focal lengths f1, f2, ..., fM and the rotations R12, R23, ..., RM1; we minimize
J with respect to them subject to Eq. (12).

6 A well known such system is QuickTime VR [1], for which input images are taken
using a special camera rotation mechanism.

7 The 3 × 3 matrix H has 9 elements, but there is an overall scale indeterminacy.
8 The camera rotation matrix R has 3 degrees of freedom, to which are added the

focal lengths f and f ′ before and after the camera rotation.
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4.3 Lie Algebra Approach

Each rotation Rk(k+1) is specified by three parameters, but using a specific
parameterization such as the Euler angles θ, φ, and ψ complicates the equation.
So, we adopt the well known method of Lie algebra [4,5]. Namely, instead of
directly parameterizing Rk(k+1), we specify its “increment9” in each step. To
be specific, we exploit the fact that a small change of rotation Rk(k+1) has the
following form [4,5]:

Rk(k+1) + ωk(k+1) ×Rk(k+1) + · · · . (14)

Here, · · · denotes terms of order 2 or higher in ωk(k+1). If we replace Rk(k+1) in
Hk(k+1) by Eq. (14), Eq. (13) can be regarded as a function of f1, ..., fM and
ω12, ..., ωM1. After minimizing it with respect to them, the rotations Rk(k+1)

are updated by
Rk(k+1) ← R(ωk(k+1))Rk(k+1), (15)

where R(ω) denotes the rotation around axis ω by angle ‖ω‖.
The derivatives of J with respect to f1, ..., fM and ω12, ..., ωM1 can be

analytically calculated (we omit the details). If we introduce the Gauss-Newton
approximation, we can also calculate the second derivatives in simple analytic
forms (we omit the details). It seems, therefore, that we can minimize J by
Gauss-Newton iterations. However, there is a serious difficulty in doing this.

4.4 Alternating Optimization Approach

We need to enforce the constraint of Eq. (12). To a first approximation, Eq. (12)
is expressed in the following form (we omit the details):

ω12 + R12ω23 + R12R23ω34 + · · ·+ R12R23 · · ·R(M−1)MωM1 = 0. (16)

A well known strategy for constrained optimization is the method of projec-
tion: the parameters are incremented without considering the constraint and
then projected onto the constraint surface in the parameter space. However, if
we try to minimize Eq. (13) without considering Eq. (16), the solution is inde-
terminate (the Hessian has determinant 0).

We resolve this difficulty by adopting the alternate optimization. Namely,
Eq. (13) is first minimized with respect to f1, ..., fM with R12, ..., RM1 fixed.
Then, the result is minimized with respect to ω12, ..., ωM1 with f1, ..., fM fixed.
This time, the solution is unique because the Hessian of J with respect to ω12,
..., ωM1 alone is nonsingular.

Next, Eq. (16) is imposed by projection in the form of

ω̂k(k+1) = ωk(k+1) −∆ωk(k+1). (17)

9 The linear space defined by such (mathematically infinitesimal) increments is called
the Lie algebra so(3) of the group of rotations SO(3) [4].
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Fig. 5. After the simultaneous optimization of homographies, the discrepancy inFig. 4(b)
disappears

The correction ∆ωk(k+1) is determined as follows. The condition for Eq. (17) to
satisfy Eq. (16) is written as

S∆ω̃ = e, (18)

where we define

S =
(
I R12 R12R23 · · · R12R23 · · ·R(M−1)M

)
,

∆ω̃ =
(
∆ω	

12 ∆ω	
23 · · · ∆ω	

M1

)	
,

e = ω12 + R12ω23 + R12R23ω34 + · · ·+ R12R23 · · ·R(M−1)MωM1. (19)

Introducing Lagrange multipliers, we can obtain the solution ∆ω̃ that minimizes
‖∆ω̃‖ subject to Eq. (18) in the form

∆ω̃ = S	(SS	)−1e. (20)

From this, the correction formula of Eq. (17) reduces to the following form (we
omit the details):

ω̂12 = ω12 −
1
M

e, ω̂23 = ω23 −
1
M

R	
12e, ω̂34 = ω34 −

1
M

R	
12R

	
23e,

..., ω̂M1 = ωM1 −
1
M

R	
12R

	
23 · · ·R	

(M−1)Me. (21)

The rotations R12, ..., RM1 are updated by Eq. (15). With these fixed, Eq. (13)
is again minimized with respect to f1, ..., fM , and the same procedure is iterated.

Since Eq. (16) is a first approximation in ωk(k+1), the rotations Rk(k+1) up-
dated by Eq. (15) may not strictly satisfy Eq. (12). However, the discrepancy
is very small, so we randomly choose one rotation matrix and replace it by the
value that strictly satisfies Eq. (15), i.e., replace it by the inverse of the product
of the remaining rotation matrices.

Figure 5 is the result corresponding to Fig. 4. No discrepancy occurs this time.
This can be confirmed by many examples, which are not shown here due to page
limitation, though.

5 Concluding Remarks

We have shown a consistent technique for generating a 360◦ circular panorama
from images taken by freely moving a hand-held camera.
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The first issue is the lack of camera orientation information, which was re-
solved by computing the homographies between neighboring images and invoking
the framework of “oriented projective geometry”. The second issue is the discrep-
ancies between the final image and the initial image due to accumulated errors.
We resolved this by simultaneously optimizing all the homographies. To this end,
we introduced the Gauss-Newton iterations using the Lie algebra representation
and the alternating optimization scheme.

In practice, we need to add further corrections and refinements for eliminating
intensity discontinuities and geometric discrepancies at individual image bound-
aries. This can be done easily using existing techniques (we omit the details).
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Abstract. In this paper, we introduce a fast and efficient global registration 
technique in photo-stitching, in which, the layout of the set of images has 
multiple rows and columns. The proposed algorithm uses a graph based model 
to deal with the problem of global registration. By using alternative path from 
the graph containing the image layout, it is possible to align the images against 
the reference image when pair-wise registration fails. 

Keywords: Global registration; panoramic imaging; image mosaics. 

1   Introduction 

With the popularity of digital cameras, it has been an active field for researchers and 
commercial practitioners to create mosaics and panoramic images by stitching 
multiple photos or video frames. Numbers of approaches [1] [2] [3] [4] [5] [6] [7] [8] 
[9] [10] have been proposed. There are usually two ways to generate the image 
mosaic: frame-to-mosaic and frame-to-frame. Frame-to-mosaic is to align each new 
frame to the mosaic being built, thus the registration happens between each frame and 
the mosaic being formed; in another way, frame-to-frame means to acquire the 
transform between frames through registration and then map all of them to the 
mosaic.  For the first approach, it is obvious that the registration is working between 
original frame and transformed frame (the mosaic). Hence, it works fine only when 
there is sufficient overlap between frames. The second approach can work on the 
large view angle case. However, since the registration is done in a pairwise way 
locally, small registration error between frames can be accumulated, and amplified 
when all the frames are aligned together as one mosaic. 

One solution to overcome the problem in frame-to-frame case is to apply a global 
optimization step such that all the frame-to-mosaic mappings are maximally 
consistent with all the local pairwise registration. The standard optimization technique 
is bundle adjustment, derived from photogrammetry [11]. Researchers have proposed 
global optimization techniques based on this technique. For example, Szeliski and 
Shum [5] proposed a global optimization based on bundle adjustment, in which the 
minimization is formulated as a constrained least-squares problem with the 3D 
rotational and focal length model. In [4], Sawhney et al proposed a framework, in 
which topology and registration are combined. The global alignment is done through 
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a way similar as bundle adjustment approach. Xiong et al [6] used simulated 
annealing technique for global optimization. 

This paper proposes a novel algorithm used for the optimization of registration for 
a set of images with multiply rows and multiple columns. The algorithm aims to 
estimate the optimal transform parameters for each frame against with the reference 
frame such that the stitched output result contains the reference frame on which no 
transform is needed to apply. The registration graph is introduced and built through 
registration steps. By using registration graph, the proposed approach tries to optimize 
the registration result -- to replace failed registered pairs by registering other pairs; 
and reduce the registration error globally. 

In the paper, we assume that the layout of the image set is defined based on 4-
neighbor connectivity, i.e., a frame could have overlapped area with its up, down, left 
and right neighbors. Note that it is not necessary for any image to have all 4 
overlapped neighboring images. However, any image should have at least one 
connected neighbors, i.e., no isolated images. 

Pairwise registration is the base for the proposed optimization algorithm. It has 
been well explored by researchers [12]. In this paper, feature-based registration 
technique [13] is used for the registration of a pair of frames. The result of each 
pairwise registration is then the matching points list for the two images. 

2   Proposed Algorithm 

We start the registration from the reference image and its four neighbors. The 
reference image can be specified as any one of the images. As the example shown in 
Figure 1, we can suppose the reference image is frame 5. 

 

Fig. 1. An example of 3x3 image sequence. The resolution has been reduced for illustration 
purpose (original resolution 1360x1024 for each frame). 

   
Frame 1  Frame 2  Frame 3 

   
Frame 4  Frame 5  Frame 6 

   
Frame 7   Frame 8  Frame 9 
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2.1   Registration Cycle 

The first cycle of registration is between frame 5 and its four neighbors, as illustrated 
in Figure 2.  

In the following of the paper, we use number with prefix of 'F' to note the frame. 
From Figure 2A, it is obvious that four times pairwise registration is needed: F2 
against F5; F4 against F5; F6 against F5; and F8 against F5. After the first cycle of 
registration, we will continue the registration for those frames further to the reference 
frame. To avoid the misalignment error between unregistered images pairs, we align 
one unregistered frame with its two successfully registered neighboring frames 
simultaneously, as illustrated in Figure 2B. Next section will elaborate as how to align 
one frame against more than one frame. 

1 2 3 

4 5 6 

7 8 9 
  

1 2 3 

4 5 6 

7 8 9 
 

Fig. 2. Left (A): The 4 registrations between the reference (F5) and its four neighbors. Gray 
block indicates the reference frame, while white as unregistered frames. Right (B): The 2nd 
registration circle in which the frames will be aligned against the successfully registered frames 
(black blocks) in the previous cycle. 

The registration cycles go on in a way that frames closer to the reference frame 
have higher priority than those further to the reference frame.  

2.2   Registering One Against More Than One Image  

The motivation to register one frame against its two successfully registered neighbors, 
rather than one of them, is to obtain better estimation by taking advantage of the fact 
that the frame shares overlapping region both with its register-able neighbors. As the 
example shown in Figure 2B, if we only align frame 1 against frame 2 in the 
registration, there could be a big misalignment between frame 1 and frame 4 when we 
finally put all the frames to align with the reference frame. 

In this paper, the implementation of registering one frame against more than one 
frame is done by solving augmented over-constrained problems. Solving the over-
constrained linear equations is the same as the solution described in reference [1]. For 
example, suppose we have frame F1, we need to align it with other two frames, F2 
and F4. We can do the following steps to align F1 with both F2 and F4: 

1) Pairwise registration for F1 and F2. If succeeds, obtain matching points list 
between F1 and F2 and set it to Q1; otherwise quit. 

2) Pairwise registration for F1 and F4. If succeeds, obtain matching points list 
between F1 and F4 and set it to Q2; otherwise quit. 

3) Combine Q1 and Q2 to Q. Set up a set of over-constrained linear equations 
based on Q, and solve it. 
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2.3   Registration Graph 

As the registration continues cycle by cycle, we construct the registration graph to 
record the registration information between frames. A registration graph is a directed 
graph representation, in which each vertex indicates a frame, and the edge between 
vertices indicates the alignment. The registration graphs shown in Figure 3 are the 
graphs we constructed in the different status for the set of sample images shown in 
Figure 1. Pairwise registration fails on F4 against F5 and F6 against F5, but succeeds 
on F2 against F5 and F8 against F5, as shown in Status 1. This registration graph is 
updated after every registration cycle finished. It should be mentioned that in the 
registration cycles, the frame will be registered only against its previously register-
able neighbors. For example, in the 2nd registration cycle, for frame 1, we only 
register it against F2, rather than against F2 and F4, this is because F4 failed in the 
previous registration cycle. The same situation happens for F3 and F7. Figure 3 Status 
2 shows the registration graph after all the registration cycles finishes. Apparently, not 
all images are successfully registered at this time. 

 

Fig. 3. Illustration of the construction of the registration graph. An arrow shows successful 
pairwise registration, and an arrow with a backslash on means pairwise registration fails on the 
pair. 

2.4   Re-registration 

For the frames failed to be registered after all registration cycles end, we will do 
registration again to align it against one of its neighbors from which can form an 
alternative path leading to the reference frame. For example, for the graph shown in 
Figure 3 Status 2, F4 failed to be aligned to reference frame (F5), we should, 
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however, be able to align it with the reference if we can register it against Frame 1, 
which has been successfully registered in the 2nd registration cycle.  

But how to find the proper neighbor to form the path from the current frame to the 
reference frame? In the example shown in Figure 3 Status 2, we could potentially 
choose F4 -> F1 -> F2 -> F5, or F4 -> F7 -> F8 ->F5. In this paper, a shortest-path 
algorithm is applied to find the proper neighbors. The reason for finding the shortest 
path is from the observation that the shorter the path is the smaller the accumulated 
registration error along the path is.  

Floyd's shortest-path finding algorithm is used to find the shortest path in the 
registration graph. For the example shown in Figure 3 Status 2, path F4 -> F1 -> F2 -> 
F5 and F4 -> F7 -> F8 -> F5 are both the shortest ones. We only need to pick one of 
them, say, F4 -> F1 -> F2 -> F5.  We also can obtain another shortest-path when trying 
to align frame 6 to the reference: F6 -> F3 -> F2 -> F5. After we find the shortest path 
and determine the proper neighbor of the unregistered frame, we will register the frame 
with its neighbor and modify the registration graph if registration succeeds. The 
example shown in Figure 3 Status 2 becomes the one shown in Figure 3 Status 3 after 
we successfully register F4 against F1 and F6 against F3. 

It can be noticed that F9 is still not successfully aligned to the reference in Figure 3 
Status 3. We can get it by repeat the process described above: find the path F9 -> F6 -> 
F3 -> F2 -> F5, then register F9 -> F6, and modify the registration graph as shown in 
Figure 3 Status 4. 

We repeatedly do this process: shortest-path finding, determining the proper 
neighbor for registration and modifying the registration graph until every frame has 
been successfully registered or there is no way to align unregistered frames. 

2.5   Aligning to the Reference with Less Error 

By multiplying the transform matrices along the shortest path in the registration graph 
from any frame to the reference frame, we could obtain the direct transform matrix 
between each frame and the reference frame. For example, The transform matrix 
beween Frame 1 against Frame 5 

]5][1[M should be obtained by 

]5][2[]2][1[]5][1[ MMM •= , where 
]2][1[M  and 

]5][2[M  are the estimated transform 

matrices between F1 and F2 and F2 and F5, respectively. 
The transform matrices obtained by multiplying the matrices along the path to the 

reference may not be exactly accurate. Suppose we have a very small error in the 
transform matrix between each pair: 

15]5][1[]5][1[
ˆ

δMMM += ;  
12]2][1[]2][1[

ˆ
δMMM += and  

25]5][2[]5][2[
ˆ

δMMM += ; where, 
]2][1[M̂ , 

]5][2[M̂  and  
]5][1[M̂ are the ideal, correct 

transform matrices and 
]2][1[M , 

]5][2[M  and  
]5][1[M  are the estimated transform 

matrices between Frame 1 and 2, Frame 2 and 5, and Frame 1 and 5, respectively. 

15δM , 
12δM  and 

25δM  are the corresponding error matrices between correct matrices 

and estimated ones. By Multiplying them, we get 
)ˆ)(ˆ(ˆ

25]5][2[12]2][1[15]5][1[ δδδ MMMMMM ++=+ while 
]5][2[]2][1[]5][1[

ˆˆˆ MMM = , then  

2512]5][2[1225]2][1[15
ˆˆ

δδδδδ MMMMMMM ++=  
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Therefore, through matrix multiplication, the error might be accumulated and even 
amplified. This accumulated error becomes even larger when the multiplication 
sequence is longer (which is the case that the registration path is longer). Even we 
have used the shortest path to reduce this accumulated error; the error can be 
relatively big. 

We therefore propose an algorithm to reduce the effect of the cumulative error. 
During the transformation of a registered image, the matching point list along the 
registration path from the registered image to the reference image is remapped. In the 
example illustrated in Figure 5, the frame 1 is registered relative to previously-
registered frame 2, which in turn, is registered to the reference frame 5. A point P in 
frame 1 corresponds to a point Q in frame 2, and point R in frame 2 corresponds to a 
point S in reference frame 5. 

 

Fig. 4. Correction of the accumulated error resulting from multiplication of transform matrices 

The transform matrices M[1][2] between F1 and F2, and M[2][5] between images F2 
and F5 are estimated by solving the corresponding matching point lists. A point Q* 
corresponding to the point Q after having been transformed to the reference image 
using M[2][5] can be calculated.  A point P* corresponding to the point P after having 
been transformed to the reference image using M[2][5]•M[1][2] can also be calculated. It 
should be noted that points P* and Q* can be transformed to locations inside or 
outside of the reference image I5. 

Ideally, P* should be located at the same point as Q*.  This is not, however, 
typically the case.  P* can differ from Q* as Q* is calculated from M[2][5], whereas P* 

M12M25 Q* 

M1

 
 
 
 
 
Frame 5 
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M 15 
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is calculated using M[2][5]•M[1][2]. As noted above, a cumulative error can result from 
one or more matrix multiplications.  As a result, it is obvious that Q* should be more 
accurate than P*. The transform matrix M[1][5] can then be corrected to

]5][1[M̂  by 

determining the transformation between the feature points in F1 and the 
corresponding transformed (i.e., transformed to F5) feature points from F2, thereby 
cancelling the additional error present in M[1][5] determined using the multiplied 
individual transformations. This correction is repeated for all registration paths 
containing three or more images. 

For illustration purposes, assume that, for a path from image I1 to image I2 to … 
image IN, image I1 is to be aligned to image IN. 

iP  and 
jP  are coordinates of matched 

points in images Ii and Ij, respectively.  The transform matrix 
]][1[ NM  can be adjusted 

to alleviate the effect of the cumulative error in an iterative way by using the 
following approach: 

1) 2Ni −← , 1ij +←  

2) 
j]N][j[j PM'P ←  

3) Solve 'PPM ji]N][i[ =  to get 
]N][i[M   

4) ,1ii −← 1ij +←  

5) If i 1, go to step 2; otherwise end of the algorithm. 

After the alignment to reference frame and the correction of accumulated error, 
all successfully registered frames in previous registratioin cycles and re-registration 
steps have been aligned to the reference frame. Each frame now has the estimated 
transform matrix, with which can be used to transfrom the frame onto the reference 
plane. 

 

Fig. 5. Composed output result by transforming all frames against the reference frame 
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3   Experiment Result 

To show the registration result, we transformed each frame in Figure 1 using the 
corresponding estimated transform matrices. When generating the output composition 
result, as shown in Figure 5, one frame is simply put on the top of another. No 
blending in the overlapping region is applied. The output images were generated from 
original sample images, but the picture shown in Figure 5 has been resized for the 
illustration purpose. On PC with 1.7GHz CPU and 512MB memory running 
Microsoft Windows 2000, the total registration time for this 3x3 example is 2.7 
seconds.  

4   Concluding Remarks 

This paper proposed a graph based optimization technique for image sequence 
registration. By introducing registration graph and finding the shortest path, the 
algorithm is able to provide more accurate and robust registration for image sequence. 
Accumulated registration error along the path to reference can be further reduced 
from the correction step.  
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Abstract. Given a set of point correspondences in an uncalibrated im-
age pair, we can estimate the fundamental matrix, which can be used in
calculating several geometric properties of the images. Among the sev-
eral existing estimation methods, nonlinear methods can yield accurate
results if an approximation to the true solution is given, whereas linear
methods are inaccurate but no prior knowledge about the solution is
required. Usually a linear method is employed to initialize a nonlinear
method, but this sometimes results in failure when the linear approxi-
mation is far from the true solution. We herein describe an alternative,
or complementary, method for the initialization. The proposed method
minimizes the algebraic error, making sure that the results have the
rank-2 property, which is neglected in the conventional linear method.
Although an approximation is still required in order to obtain a feasible
algorithm, the method still outperforms the conventional linear 8-point
method, and is even comparable to Sampson error minimization.

Keywords: fundamental matrix, epipole estimation, polynomial equa-
tion, resultant.

1 Introduction

Given a pair of images, and a set of correspondences of the feature points in the
images, we can estimate the epipolar geometry, or the fundamental matrix, which
can be used in reconstruction of the 3D geometry of the cameras and that of the
scene [1, 2]. Epipolar geometry estimation is one of the most important issues
in computer vision, and a great number of studies have investigated solutions
to epipolar geometry estimation. Although a certain class of the problem could
be solved easily by even a naive method, another class was found to be very
sensitive to the method used [1, 3]. Therefore, a sophisticated method that has
a wider range of application is required. The present paper describes a new
approach that reduces the estimation to a high order polynomial equation in a
single variable, which enables a reliable initial estimation for the best estimation
method in the literature.

The most accurate results are obtained by maximum likelihood (ML) estima-
tion [4], which minimizes the squared sum of reprojection errors by estimating
the position, the orientation and the intrinsic parameters for each camera, as well
as the 3D position for each feature point. In addition, this method can easily

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 1215–1224, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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be extended to deal with an arbitrary camera model (e.g. with lens distortion),
as well as an arbitrary noise model (e.g. removing outliers). A more convenient
method estimates a fundamental matrix that minimizes the Sampson error [1, 3],
and it is known that the results are sufficiently accurate for most cases. How-
ever, both methods require a reliable initial estimation for an iterative process
of nonlinear optimization to be successful.

The well-known linear eight-point algorithm [5] (hereinafter L8P) could be re-
garded as a further approximation to the Sampson error minimization. The L8P
algorithm requires two approximations to be performed only with linear algebra.
First, the cost function should be approximated to be a bilinear form of the nine
elements of the fundamental matrix. Second, in the main calculation, it cannot
constrain the resulting matrix to be of rank 2, and the constraint is enforced
afterward. Since this method can generate a result without any prior knowledge,
it is usually used as an initial estimation for one of the more accurate nonlin-
ear methods, such as those described above. However, this may fail because the
L8P can only produce a sub-optimal result, due to the approximations described
above.

Therefore, it would be beneficial to construct another method that could com-
plement L8P. For this purpose, in the present paper, we reduce the estimation
to a high order polynomial equation in a single variable using the resultant,
which is a mathematical tool for eliminating variables from a nonlinear equation
system. For a single-variable polynomial equation, we can enumerate all of the
possible solutions without any initial estimation, whereas L8P can obtain only
one candidate. We herein derive two methods, an exact method and its approxi-
mation. The exact method minimizes the same cost function as that of the L8P,
but the rank-2 constraint is fully taken into account. Therefore, in principle, the
results are more accurate than L8P. Since the exact method requires an extreme
amount of computation, we need an approximation. However, the approxima-
tion method still outperforms L8P, and the results are comparable to those of
Sampson error minimization.

2 Mathematical Background

In this section, we briefly introduce several mathematical concepts that are used
extensively throughout the present paper.

Consider an n× n matrix A and an n-vector x satisfying Ax = 0. The deter-
minant of A is 0, and x is the right null vector of A. The elements of matrix A
can be polynomials, and then the determinant is also a polynomial.

Consider two polynomials P =
∑l

i=0 pix
i and Q =

∑m
i=0 qix

i and observe
that the following equation holds when P = Q = 0,⎡⎢⎢⎢⎣

p0 p1 · · · pl
p0 p1 · · · pl

. . .
. . .

q0 q1 · · · qm
q0 q1 · · · qm

. . .
. . .

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣

1
x
x2

...

xl+m

⎤⎥⎥⎥⎥⎦ = 0 (1)



One-Dimensional Search for Reliable Epipole Estimation 1217

where, in the matrix, the upper m rows contain pi’s, and the lower l rows contain
qi’s. The matrix is of size (l + m) × (l + m), and its determinant must be 0 if
and only if P = Q = 0. In addition, the right null space of the matrix contains
a geometric series of x. Such a matrix is called the Sylvester matrix, and its
determinant is the resultant of the polynomials P and Q, which we can be
written as Res(P, Q) [6].

We use the resultant or a similar technique to reduce the epipole search to an
equation of following type: Let the epipole be (x, y, 1)T ,

(A0 + xA1 + · · ·xkAk)(1, y, y2, · · · , yn)T = 0 . (2)

We use the determinant of the matrix to determine x, and the right null vector
to determine y. Details are presented in the following sections.

3 Epipolar Geometry and the Fundamental Matrix

We first define the problem of epipolar geometry estimation in Section 3.1. Then,
in Section 3.2, we reduce the search space to a hemisphere of the epipole. At
the same time, we compare the proposed method and the linear 8-point method.
In Section 3.3, a simpler formulation of the epipole search is established, which
is then reduced to a single-variable equation in Sections 3.4 and 3.5. Finally, a
specific method by which to solve the equation is discussed in Section 3.6.

3.1 Basic Formulation

The scene contains two cameras and P feature points. Let xp be the 3D coordi-
nates of the p’th feature point, and let lp and rp be the homogeneous coordinates
of the images of the p’th feature point in the first and second images, respectively.

Then, the following relation, known as the epipolar constraint, holds [1]:

lTp Frp = 0 (3)

where F is referred to as a fundamental matrix and conveys the internal and
external parameters of the two cameras. The scale of F has no meaning and F
should be of rank 2. Therefore, F has seven degrees of freedom.

Our goal is to estimate F from a given set of feature correspondences {(lp, rp)},
by minimizing the Algebraic cost function defined as

E(F ) :=
P−1∑
p=0

|lTp Frp|2 or E(f ) = fT Hf , (4)

where f is a 9-vector containing all of the elements of the fundamental matrix
F in row major order, i.e., fT := [ aT bT cT ], where FT = [ a b c ], and H is
a symmetric matrix defined so that E(F ) = E(f ).

For removing scale ambiguity, the search space of F should be limited so that
its Frobenius norm is 1, written hereinafter as |F |F = 1, or fT f = 1.
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Note that the algebraic cost function can be regarded as an approximation of
the Sampson error, defined as

ES(F ) :=
∑

p

(
lTp Frp

)2

|Frp|2C + |FT lp|2C
where |(a, b, c)T |2C := a2 + b2 . (5)

3.2 Simple Equation for λ and e

Minimization of the bilinear form fT Hf subject to the constraint fT f = 1 is
reduced to the following eigenequation:

(H − λI)f = 0 . (6)

This is the main part of the linear 8-point algorithm. It is easy to show that λ
coincides with the residual to be minimized (λ = fT Hf) and satisfies the 9th
order equation det(H − λI) = 0. In this calculation, the rank-2 constraint could
not be imposed.

On the other hand, once we know the coordinates of the epipole e = (x, y, z)T ,
we can easily obtain the rank-2 fundamental matrix, which minimizes the alge-
braic cost function as follows [1]: Let us define

B :=

⎡⎣e
e

e

⎤⎦ , D :=

⎡⎣u1 u2

u1 u2

u1 u2

⎤⎦ , and g := DT f (7)

where (e, u1, u2) is an orthonormal basis. Obviously, [B|D] is an orthogonal
matrix, and [B|D] divides the search space for f into 3D and 6D subspaces.
Since the rank-2 constraint requires that BT f = 0, f must lie in the 6D subspace
spanned by the column vectors of D. Therefore, the algebraic cost function is
gT DT HDg and the norm constraint is gT g = 1. Then, g satisfies the following
equation:

(DT HD − λI)g = 0 (8)
where det(DT HD − λI) = 0 . (9)

From the above equation, f is obtained as Dg, where g is the least significant
eigenvector of DT HD. The resulting matrix must be of rank 2. Compare this
equation with eq. (6).

It is important, in the proposed approach, that λ is the algebraic error to be
minimized and satisfies the 6th order equation eq. (9), and the coefficients of
the equation are a function of the epipole coordinates. Figure 2 (a) shows the
minimum one of six solutions of eq. (9), i.e. λ, plotted with respect to e, for the
image pair shown in Fig. 1. In principle, our goal is now to choose the epipole
that minimizes the minimum solution of eq. (9). In Fig. 2 (a), such an epipole is
indicated as a small circle, along with other local minima or maxima or saddle
points. In the following subsection, we derive a simpler form of eq. (9), in which
the coefficients are 6th order polynomials of the coordinates of the epipole.
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3.3 Four-Dimensional Polynomial Equation for Epipole Search

Here, we must minimize eq. (4) subject to two constraints, |F |2F = 1 and
det(F ) = 0, or equivalently fT f − 1 = 0 and BT f = 0. The norm constraint is
incorporated into eq. (4) by the Lagrange multiplier method as usual, while the
rank-2 constraint is incorporated by the penalty method:

E(f , e) = fT Hf + νfT BBT f − λ(fT f − 1) (10)

where the penalty weight ν goes to ∞, and λ is a Lagrange multiplier. Note that
the last two terms added here are zeroes for the true solution.

As is usual for minimization problems, we start with differentiation:

(1/2)∇E = (H + νBBT − λI)f = 0 . (11)

Multiplying fT from the left to eq. (11), we have fT (H + νBBT − λI)f = 0,
and comparing this identity with eq. (10), we can see that E = λ. This means
that the Lagrange multiplier agrees with the cost function to be minimized.

From eq. (11), the determinant of (H +νBBT −λI) should be zero. Although
it may involve a considerable amount of symbolic manipulation, it is straightfor-
ward to expand the determinant to show the several properties described below.
This is a 9th order equation in λ and a cubic equation in ν. In addition, the
coefficient for the ν3 term is a 6th order polynomial in λ, which is hereinafter
referred to as f6. As ν →∞, six out of nine solutions of det(H +νBBT −λI) = 0
approach the solutions of f6 = 0. The explicit expression of f6 is given by

f6(λ; e) := lim
ν→∞ ν−3

∣∣H − λI + νBBT
∣∣ = c0 + c1λ + c2λ

2 + · · ·+ c6λ
6 = 0 (12)

The algebraic residual λ should satisfy this equation, which is a simpler form
of eq. (9). The coefficients ci’s are 6th order homogeneous polynomials in the
coordinates of the epipole. Writing the epipole e as (x, y, z)T , we have

ci = ci600x
6 + ci510x

5y + · · ·+ ci006z
6. (13)

3.4 High Order Polynomial Equation for Epipole Search

Next, we introduce the 1st and 2nd order derivatives of ci’s, i.e., gi := ∇ci =:
(gi0, gi1, gi2)T , and Hi := ∇∇T ci. Note that the homogeneity suggests that
eT gi = 6ci, and Hie = 5gi.

In order to find e = (x, y, z)T that minimizes the residual λ, we use the
property whereby the gradient of eq. (12) satisfies:

( g0 g1 g2 )T := g0 + g1λ + g2λ
2 + · · ·+ g6λ

6 = 0 . (14)

Note that the right-hand side of the equation is intuitively ωe, where ω is a
Lagrange multiplier, but considering eT (

∑
i giλ

i − ωe) = 0, we obtain ω =
6
∑

i ciλ
i = 0.
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We can remove λ by constructing the following di’s:⎡⎣d0

d1

d2

⎤⎦ :=
1

|e|12

⎡⎣Res(g1, g2)
Res(g2, g0)
Res(g0, g1)

⎤⎦ =

⎡⎣0
0
0

⎤⎦ (15)

where Res(gi, gj) = det

⎡⎢⎢⎢⎣
gi0 gi1 gi2 · · · gi6
gj0 gj1 gj2 · · · gj6

gi0 gi1 gi2 · · · gi6
gj0 gj1 gj2 · · · gj6

. . .
. . .

. . .
. . .

gi0 gi1 gi2 · · · gi6
gj0 gj1 gj2 · · · gj6

⎤⎥⎥⎥⎦ , (16)

and gi =
∑6

j=0 gijλ
j . In this case, each of the resultants is a 60th order homo-

geneous polynomial in x, y and z, and a multiple of |e|12. Therefore, we need to
consider 48th order quotients only.

We can solve this system of equations in six different methods. In the following,
we describe one method, and the other methods are obtained by exchanging
the role of variables, say by replacing (x, y, z) with (x, z, y), (y, x, z), (y, z, x),
(z, x, y), and (z, y, x), respectively.

Letting z = 1 and regarding di’s as polynomials in y, we have di =
∑48

j=0 dijy
j ,

where coefficients dij ’s are polynomials in x. Then, the following equation holds
for the true x and y:

A

⎡⎢⎢⎢⎢⎢⎣
1
y
y2

...
y71

⎤⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎣
0
0
0
...
0

⎤⎥⎥⎥⎥⎥⎦ , where A :=

⎡⎢⎢⎢⎢⎢⎢⎣

d00 d01 d02 · · · d0,48
d10 d11 d12 · · · d1,48
d20 d21 d22 · · · d2,48

d00 d01 d02 · · · d0,48
d10 d11 d12 · · · d1,48
d20 d21 d22 · · · d2,48

. .
.

. .
.

. .
.

. .
.

d00 d01 d02 · · · d0,48
d10 d11 d12 · · · d1,48
d20 d21 d22 · · · d2,48

⎤⎥⎥⎥⎥⎥⎥⎦ . (17)

Therefore, the determinant of A should be 0 for the true x. This condition is a
1,728th order equation in x.

We have obtained a high order polynomial equation for epipole search. How-
ever, it does not appear to be feasible to implement this method because the
usual double-precision arithmetic is not sufficiently accurate for solving this
equation, and the required amount of calculation is enormous. Therefore, in
the following subsection, we discuss an approximation.

Moreover, we do not believe this to be the best reduction of eq. (14), which
could probably be reduced to a much lower order polynomial by using one of
the techniques for calculating the multipolynomial resultant [6]. This is left for
a future study.

3.5 Feasible Solution

We need an approximation to construct a feasible equation. We can assume that
λ is small enough to neglect the O(λ2) terms, because λ is the residual to be
minimized and the typical magnitude of λ is 10−2. When such higher order terms
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are neglected, λ = −c0/c1. An example is shown in Fig. 2(b), and Figs. 2(a) and
2(b) are almost indistinguishable.

Correspondingly we truncate eq. (14) as follows:

g0 + g1λ = 0 . (18)

Similar to eq. (15), λ is removed from eq. (18) by

( d0 d1 d2 )T := g0 × g1 = 0 (19)

where di is a 10th order homogeneous polynomial in three variables.
We can solve this equation in a similar manner to that described in the previ-

ous subsection. For each selection of six roles of variables, we construct a matrix
corresponding to A in eq. (17), which is now of size 15×15, and the determinant
is a 75th order polynomial. Figure 3 shows an example of the determinant plot-
ted with respect to x. The polynomial has only a few zeroes, although the order
of the polynomial is 75. Figure 4 shows an example of eq. (19), where we can
see each of the small circles, representing a minimum, a maximum or a saddle
point of λ, lie on the curves where di = 0 for every i.

3.6 Solving the Equation

We must first calculate cijkl’s. However, the direct calculation of eq. (12) involves
extensive calculation. Therefore, we instead use eq. (9) to obtain the solutions
λi’s for at least 28 linearly independent (x, y, z)’s. Then, ci’s are calculated up
to scale 1, from

6∏
i=0

(λ− λi) =
1
c6

6∑
i=0

ciλ
i , or

⎧⎪⎨⎪⎩
−c0/c6 = λ0 + λ1 + · · ·+ λ5

c1/c6 = λ0λ1 + λ0λ2 + · · ·+ λ4λ5

...
(20)

for each (x, y, z). From these ci’s, an equation system (a least-squares equation
system) for cijkl’s can be constructed, by stacking eq. (13) for more than 28
tuples of (x, y, z)’s.

Then, we easily obtain gij ’s by symbolic differentiation of ci’s.
For searching x, which makes the determinant of A in eq. (17), or its variant of

size 15×15, become zero, the search space can be limited within [−1 : 1] because
every point (x, y, z) on the hemisphere is covered either twice or three times by
the six permutations of the three variables. Then, the range [−1 : 1] is divided
into dozens of parts by equally spaced nodes, and the determinant is calculated
for each node. If the sign of the determinant changes between two consecutive
nodes, there must be a solution in the interval between the nodes, and the root is
calculated by the Secant method. We do not calculate the coefficients of the high
order polynomial. For each x that makes A singular, the right null vector of A

1 The scale is not needed. However, if required, we can use the fact that c6 = |e|6,
which can be derived directly from eq. (12), to determine the scale.
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Fig. 1. Example of an image pair

(a) Exact λ (b) Approximation −c0/c1

Fig. 2. Fish-eye projection of the residual λ. The re-
gions where λ approaches 0 appear as dark regions.
Contour lines are also shown.

-0.4

-0.2

 0

 0.2

 0.4

det(A)  x 10 -168

-1 -0.5  0  0.5  1 x

Fig. 3. Determinant with
respect to x when z = 1. The
determinant is a 75th order
function of x, but has only
three solutions in the range.

contains a geometric series of y, and we can extract y from the series. Otherwise,
the solution x should be discarded.

We must also be aware of false solutions, because the equation is satisfied by not
only a point that minimizes λ, but also maxima or saddle points. To check this,
we use the Hessian

∑
i Hiλ

i at the point, at which all of the eigenvalues should
be non-negative at a minimum. Once the epipole is obtained, the fundamental
matrix is easily calculated, as described in Section 3.2. The required time for the
entire calculation is approximately 100 ms on a 3.2-GHz Pentium4 processor.

4 Experiment

In this section, we show the experimental results for a real image sequence of a toy
house. Two out of 37 images are shown in Fig. 1. We tracked 100 feature points
manually. The average tracking error was approximately three pixels. There are
397 image pairs that have seven or more point correspondences. Thirty images
were captured with the camera traveling on a circular trajectory around the
object, and the focal lengths are almost fixed. Seven additional images were
captured from positions that were not on the trajectory. The distance to the
object and the focal length for these additional images may vary. This increases
the variation of the epipole position. Figure 5 shows the distribution of the
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(a) First element (d0) (b) Second element (d1) (c) Third element (d2)

Fig. 4. The sign of each element of g0 × g1 = (d0, d1, d2)
T is indicated by the black

and white areas, and the boundaries between the areas indicate the locations at which
di = 0. The intersections are also indicated by small circles.

-1

 0

 1

-1  0  1
x

y

Fig. 5. Distribution of the
epipoles for 397 image pairs

Fig. 6. Example of a λ plot
with respect to e

epipoles for 397 image pairs. Although many of the epipoles are near (±1, 0, 0),
there are image pairs for which the epipoles are near the image center.
Number of Solutions: One of the advantages of the proposed method is that
it can detect all of the local minima, whereas the linear 8-point method can
generate only one result. The number of epipole candidates, or local minima,
varied from 1 to 5. There were 179 image pairs for which the proposed method
found only one solution, whereas for the other pairs the proposed method found
more than one candidate solutions. Figure 6 shows an example of λ variations in
the search space, where there are three local minima. There were an additional
106 such pairs, which indicates that this is not a rare case. For many cases, a
smaller number of correspondences causes the search space to have more than
one local minimum. We can choose the most appropriate minimum from among
these candidates. The choice can be made after a nonlinear refinement.
Accuracy: We compared the proposed method to Sampson error minimization,
and the result is shown in Fig. 7, along with similar results for other two meth-
ods. In the figure, (a) shows the linear 8-point algorithm (L8P), (b) shows the
proposed method with first order approximation, and (c) shows the nonlinear
minimization of the algebraic error. Given the epipole e1 obtained by a certain
method and e2 obtained by the Sampson error minimization, the error between
them is defined as |e1 − e2|2. When a method produces several candidates, the
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Fig. 7. Histograms of the errors between the solutions of each method and those of the
Sampson error minimization

candidate that gives the smallest error is chosen. We then created a histogram of
the errors of over 397 image pairs for each of three methods. In the figure, we can
easily see the peak of the histogram is around 10−3 for L8P, and around 10−5

for the other two methods. This indicates that the proposed method is more
accurate than L8P, and thus has lower probability to yield a local minimum.
Moreover, since the shape of the histograms shown in (b) and (c) are almost the
same, the approximation introduced in Section 3.5 is approximately negligible.
In other words, the degradation caused by the approximation is much smaller
than the degradation caused by neglecting the rank-2 constraint in L8P. More-
over, the typical error of 10−5 means that the proposed method is comparable
to the Sampson error minimization.

5 Conclusions

We have described herein a novel approach for estimating the epipole from point
correspondences in two uncalibrated views. With a slight approximation, the
proposed method reduces the search to a set of six 1D searches, each of which
is expressed as a 75th order polynomial equation. Within the limitation of our
approximation, the proposed method can provide all of the local minima, and the
results are comparable to those of Sampson error minimization. However, it is
probable that the presented algorithm is not optimal and so should be improved
in a future study.
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Abstract. This paper describes image technology using a neural network 
system for an automatic guided vehicle to follow a lane. Without complicated 
image processing from the image of a lane to the vehicle-centered 
representation of a bird’s eye view in conventional studies, the proposed system 
transfers the input of image information into the output of a steering angle 
directly. The neural network system replaces the nonlinear relation of image 
information to a steering angle of vehicle on the real ground. For image 
information, the vanishing point and vanishing line of lane on a camera image 
are used. In a straight and curved lane, the driving performances by the 
proposed technology are measured in simulation and experimental test. 

Keywords: Image sensor, neural network, vanishing point, vanishing line. 

1   Introduction 

There is increasing interest in intelligent transportation system (ITS) in order to drive 
safely from a starting point to goal. An important component of intelligent automatic 
guided vehicle is lane following of lateral motion control of a vehicle. Image and 
video system plays an important role in lane following because of the flexibility and 
the two-dimensional view. 

Systems that integrate both image sensor and automatic guided vehicle together 
have received a lot of attention[1-6]. Such systems can solve many problems that 
limit applications in current vehicles. Recently, some researchers have discussed 
possibilities for the application of intelligent system in automatic guided vehicle[7-
10]. The system comprises major modules: an image sensor, a geometric reasoning, 
and a lateral control. The image sensor acquires camera images, from which certain 
segments of lane are extracted by means of image processing algorithms. After the 
segments are transformed from the image coordinate system to the local vehicle one, 
they are then transferred to the reasoning module, which assigns them a consistent 
lane interpretation using local geometric supports and temporal continuity constraints. 
The lane description is sent to the lateral control system, which generates a steering 
value for vehicle navigation. The system suffers from heavy computation needed to 
be complete within the given time. For the reasoning module, the computational 
complexity is governed by camera parameters while the lateral control being 
dependent on the parameters of the lane and vehicle. Provided the processing time 
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available is enough, this difficulty might be circumvented with a high speed 
computing system. Unfortunately, in practice, the processing time is limited, which 
demands more efficient control methodology from a computational standpoint. 

In this paper, a fast image technology for an automatic guided vehicle with image 
sensors is presented, which uses image information to guide itself along lane. In the 
proposed system, the position and orientation of a vehicle on a lane are assumed to be 
unknown, but the vanishing point and vanishing line of the lane are given in a video 
image. The proposed system controls the vehicle so that it can follow the guidelines 
of lane. The proposed intelligent system transfers the input of image information into 
the output of steering angle directly, without a complex geometric reasoning from a 
visual image to a vehicle-centered representation in conventional studies. The neural 
network system replaces the human driving skill of nonlinear relation between 
vanishing lines of lane boundary on the camera image and the steering angle of 
vehicle on the real ground. 

2   Image Technology for Automatic Guided Vehicle 

2.1   Feature Extraction from Image Sensor 

The information of lane boundary on image is obtained from the image processing of 
a lane scene. As shown in Fig. 1, the geometrical relationship between the vehicle and 
the lane can be described in image using the following parameters. 

1) The vanishing point (VP) describes the lateral position of the current vanishing 
point from the center of a camera image as shown in Fig. 1 (b) and (d). The current 
vanishing point depends upon the orientation of the vehicle on the lane as shown in 
Fig. 1 (a) and (c). 

2) The vanishing line (VLL , VLR) is defined by the slope of the angle between the 
current vanishing line and the horizontal line as shown in Fig. 1 (b) and (d). The slope 
is relative to the deviation defined by the lateral distance of the center of the vehicle 
from the center of the lane. 

The camera image contains the vanishing point and vanishing line of the lane. With 
these data in the camera picture, the current position and orientation of the vehicle on 
the lane can be uniquely determined by geometric calculations. On the basis of the 
above method, the following visual control method is introduced: Fig. 1 (d) is the 
current camera image, and Fig. 1 (b) is the desired camera image, obtained when the 
vehicle reaches the desired relative position and orientation on the lane. The vision-
based control system computes the error signals in terms of the lateral position and slope 
derived from the vanishing point and vanishing line respectively in the visual image. 

A steering angle generated by the proposed system makes that the vanishing point 
and the vanishing line on the current image coincide with the desired image. The 
lateral position of the vanishing point and the slope of the vanishing line computed 
from the linear vanishing line represent the relative position and orientation of the 
vehicle on the lane. Then the vehicle is required to move its center to the lateral center 
of the lane and to parallel the lane by controlling its steering angle. It is significant 
that the vanishing point moves to the desired point in accordance with human's skill 
of driving. 
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VP < 0

VP = 0

VLL VLR

VLL=VLR 

VLL>VLR 

(a)

(b)

(c)
(d)

 

Fig. 1. Relation of camera image of lane view with the orientation and deviation of vehicle on 
the lane, and the features of vanishing point and vanishing line on camera image 

2.2   Using Neural Network 

The relation between the steering angle and the vanishing point and vanishing line on 
the camera image is a highly nonlinear function. Neural network is used for the 
nonlinear relation because it has the learning capability to map a set of input patterns 
to a set of output patterns. The inputs of the neural network (x1

 , x2) are the lateral 
position of the vanishing point (VP) and the slope of the vanishing line (VL). The 
output of the neural network system (y0) is the steering angle value for the vehicle 
(δ ).  

 

δ=
−==

=

0

2

1

y

VLVLVLx

VPx

RL                    (1) 

 

Learning data could be obtained from human’s driving. After the neural network 
system learns the relation between input patterns and output patterns sufficiently, it 
makes a model of the relation between the position and orientation of the vehicle, and 
that of the lane. Thus, a good model of the control task is obtained by learning, 
without inputting any knowledge about the specific vehicle and lane. 

3   Computer Simulations 

To simulate in computer as shown in Fig. 2, vehicle model, transformation of 
coordinate system, and control algorithms should be determined. The used vehicle 
model is a general model, and has specific parameters. Through transformation of 
coordinate system, the lane could be displayed on the camera image plane visually. 
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Fig. 2. Structure of simulation 

3.1   Vehicle Model 

The general model of a vehicle with 4 wheels in the world coordinate system is shown 
in Fig. 3. The reference point (xc

W, yc
W) is located at the center point between the rear 

wheels. The heading angle θ for XW-axis of the world coordinate system and the 
steering angle δ are defined in the vehicle coordinate system, and the model equation 
is expressed as follows; 

 

.cossin
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=

=

⋅

                                      (2) 

 
Since the vehicle coordinate system is used in control of automatic guided vehicles, 
the current position (xc

W, yc
W) of the vehicle in the world coordinate system is 

redefined as the point of origin for the vehicle coordinate system. When the vehicle 
which has the distance Lv between front wheel and rear wheel runs with velocity v, the 
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new position of the vehicle is nonlinearly relative to steering angle δ of front wheel 
and heading angle θ determined by the vehicle direction and lane direction. 

 

Fig. 3. Vehicle model and camera coordinate transformation 

3.2   Transformation from Ground to Image 

In order to simulate in computer visually, the lane has to be displayed on the camera 
image plane. Thus the coordinate transformations along the following steps are 
needed to determine the lane of visual data from the lane on the world coordinate 
system : 

1) Transformation from the world coordinate system to the vehicle coordinate system. 
The position (xc

W, yc
W) on the world coordinates is redefined as the origin for the 

vehicle coordinates. 
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where (XV, YV) is a point in the vehicle coordinate system, (XW, YW) is a point in the 
world coordinate system, (xc

W, yc
W) is the reference point located at the center point 

between the rear wheels, and θ is the heading angle of the vehicle. 

2) Transformation from the vehicle coordinate system to the camera coordinate 
system. 
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where (XC, YC, ZC) is a point in the camera coordinate system, (XV, YV) is a point on 
the vehicle coordinate system, Hvc is a height of the mounted camera from ground, 
and Lvc is the distance of the mounted camera from the center of the vehicle. 
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3) Transformation from the camera coordinate system to the image coordinate system. 
(Θ, Φ , Ψ ) is the orientation of the camera with respect to the camera coordinates. 
The image plane (XI, YI) corresponds to the XC, YC plane at distance f (the focal 
length) from the position of the camera along the ZC axis. The coordinate 
transformation is expressed by the rotation matrix R and the focal matrix F. 
             

=
C

C

C

I

I

Z

Y

X

RF
Y

X
                (5) 

       
where (XI, YI) is a point in the image coordinate system, and (XC, YC, ZC) is a point in 
the camera coordinate system. 

3.3   Simulation Results 

Simulation results for the automatic guided vehicle are shown in this section. The 
simulation program is developed from programming of vehicle model, transformation 
of coordinate system, and control algorithms by C++ in IBM-PC. 

 

Fig. 4. The simulation program shows the camera image view and the bird’s eye view 

The performance of the proposed visual control system by neural network was 
evaluated using a vehicle driving on the track with a straight and curved lane as 
shown in Fig. 5. Fig. 5 shows the bird's eye view of lane map and the trajectories of 
vehicle's travel. 

Fig. 6 shows the vehicle’s steering angle during automatic guided driving in the 
lane of Fig. 5. In Fig. 6, the steering angle is determined from neural network system, 
and steering actuator model, and vehicle model. The steering angle is almost zero at 
straight lane (section A), negative at left-turn curved lane (section B), and returns to 
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zero over curved lane (section C). The controller steers the vehicle to left (about -
0.14[rad]) at left-turn curve (section B). 

A lateral error is defined as distance between the center of lane and the center of 
the vehicle. As shown in Fig. 7, automatic guided driving is completed in lateral error 
less than 0.60[m]. 

(A)

(B)

(C)

 

Fig. 5. Trajectories of vehicle driving on curved lane (curvature radius = 6 meters) 
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Fig. 6. Lateral error and steering angle 

4   Experiments 

4.1   Experimental Set-Up 

The designed vehicle has 4 wheels, and its size is 1/3 of small passenger car. Driving 
torque comes from 2 induction motors set up at each rear wheel, and each motor has 
200 watts. Front wheel is steered by worm gear with DC motor. Energy source is 4 
batteries connected directly, and each battery has 6 volts. And CCD camera is used as 
a image sensor to get the lane information. The control computer of vehicle has 
function to manage all systems, recognize the lane direction from input camera image 
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by lane recognition algorithm, and make control signal of steering angle by neural 
network control. And the control computer manages and controls input information 
from various signal, also it inspects or watches the system state. 

The computer is chosen personal computer for hardware extensibility and software 
flexibility. Electric system to control composes of vision system, steering control 
system, and speed control system. Vision system has a camera to acquire lane image 
and image processing board IVP-150 to detect lane boundary. Steering control system 
has D/A converter to convert from control value to analog voltage, potentiometer to 
read the current steering angle, and analog P-controller. Speed control system has 16-
bit counter to estimate current speed calculated from encoder pulses, D/A converter to 
convert command speed from controller to analog voltage, and inverter to drive 3-
phase induction motor. Fig. 7 shows the designed vehicle. 

 

Fig. 7. Designed vehicle 

4.2   Automatic Guided Driving Test 

The trajectory with a straight and curved lane has the configuration as Fig. 5 
evaluated in the simulation study. The lane width is 1.2[m], the thickness of the lane 
boundary is 0.05[m], and the total length of the lane is set by about 20[m] merged the 
straight lane and curved lane. The curvature radius of the curved lane is 6[m]. 
Automatic guided vehicle is confirmed the excellent driving on a straight lane and 
curved lane as shown Fig. 9. 

    

Fig. 8. Camera images, extracted features of vanishing lines and steering angles 
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Fig. 9. Automatic guided driving on curved lane 

5   Conclusions 

In this paper, a scheme for an image technology of an automatic guided vehicle with 
an image sensor was described using neural network. The nonlinear relation between 
the image data and the control signals for the steering angle can be learned by neural 
network. The validity of this image technology was confirmed by computer 
simulations. This approach is effective because it essentially replaces human's skill of 
complex geometric calculations and image algorithm with a simple mapping of neural 
network system. 
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Abstract. An efficient demosaiced image enhancement method for a low cost 
single-chip CMOS image sensor (CIS) with an on-chip image signal processor 
(ISP) is proposed. In a single-chip CIS for handheld devices that requires low 
power consumption, the ISP implemented must be as small as possible while 
maintaining high performance. Demosaicing and image enhancement are the 
largest block in the ISP because they need line memories. In this paper, we 
propose a new method to minimize the number of line memories. In the 
proposed method, buffered data for demosaicing were used to make 
approximated luminance data for image enhancement. This enables line 
memory sharing between demosaicing and image enhancement. The 
experimental results showed that the proposed method enhanced the image 
quality. Thus, both high quality and a small area can be achieved by utilizing 
the proposed method. 

Keywords: Single-chip CMOS image sensor, image signal processor, 
demosaicing, image enhancement. 

1   Introduction 

CMOS image sensors (CISs) as image input devices are becoming popular due to the 
demand for miniaturized, low-power and cost-effective imaging systems such as 
digital still cameras, PC cameras and video camcorders. CISs have several advantages 
over CCD (Charge Coupled Device) in terms of opportunity to integrate the sensor 
with other circuitry. For example, an image signal processor (ISP) can be integrated 
with a sensor into a single chip to reduce packaging costs. 

Several image processing algorithms are used in ISP to improve captured image 
quality. Among the image processing blocks, demosaicing and image enhancement 
are the core blocks in ISP. CISs capture only one color channel since the Bayer 
pattern [1] CFA (Color Filter Array) is used. Therefore, two other colors must be 
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interpolated from the neighboring pixel values. This process is called CFA 
interpolation or demosaicing, and it requires line memories. However, the number of 
line memories is limited for a low cost single-chip CIS. To acquire high quality 
demosaiced images, a large number of line memories are essential. In considering the 
number of line memories for image enhancement, therefore, the new method seeks to 
minimize the number of line memories while maintaining high performance. 

In this paper, we propose a new and efficient demosaiced image enhancement 
method for ISP integrated CISs. Using the characteristics of conventional high 
performance demosaicing algorithms, which interpolate the green channel first and 
then red and blue channels, image enhancement is done without additional line 
memories. 

The paper is organized as follows. In section 2, demosaicing algorithms, image 
enhancement algorithms, and the conventional architecture of ISP are introduced. The 
proposed method is presented in section 3. The experimental results are described in 
section 4, and the conclusions are reached in section 5. 

2   Image Signal Processor 

Fig. 1 shows a basic structure for an ISP. An image sensor captures the scene. 
Demosaicing interpolates the missing colors to make color images. After 
demosaicing, several image processing algorithms are performed to enhance the 
image quality. Color correction improves color quality. Gamma correction makes the 
input signal more proportional to the light intensity. The auto white balance removes 
unrealistic colors to transform the image into what the eyes perceive. The color 
conversion transforms the color space from RGB to YCbCr, as the YCbCr space is 
more efficient for image enhancement and compression. Image enhancement 
improves image contrast or sharpness. 

 

Fig. 1. The basic structure of image signal processor 

2.1   Demosaicing Algorithms 

CISs can perceive only pixel brightness. Therefore, three separate sensors are needed 
to completely measure each color channel and make a color image. To reduce the cost 
and complexity, a single image sensor with CFA is used to capture all three color 
channels simultaneously. The Bayer pattern, shown in Fig. 2, is widely used as a CFA 
and provides the array or mosaic of the RGB colors. Since each pixel captures only 
one color channel, two other colors must be interpolated from neighboring pixel 
values. If this process is carried out inappropriately, the image suffers from various 
color artifacts, which results in degraded color resolution. 
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Fig. 2. Bayer CFA pattern 

Several demosaicing algorithms have been proposed. Among them, bilinear 
interpolation is computationally efficient, but it introduces large errors that blur the 
edges of the resulting image. In adaptive color plane interpolation (ACPI) [2], spatial 
and spectral correlations are considered to enhance demosaiced image quality. In such 
images, good quality is maintained even at the edges. It begins by using edge-directed 
interpolation for the green channel. Referring to Fig. 2, horizontal gradients and 
vertical gradients are defined as 
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Fig. 3 shows the demosaiced image. Many color artifacts are shown in Fig 3(b), 
which uses bilinear interpolation. However, there are no color artifacts in Fig 3(c), 
which uses ACPI. In addition, the result image using bilinear interpolation is more 
blurred than by using ACPI. Therefore, high quality cannot be obtained using bilinear 
interpolation even though the image enhancement process is applied. 

           
      (a)                                 (b)                                  (c) 

Fig. 3. The demosaiced image (a) Original image, (b) Bilinear interpolation, and (c) ACPI 
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2.2   Image Enhancement Algorithms I: Unsharp Masking Filter 

Due to the optics and demosaicing, the captured image can be blurred. An unsharp 
masking filter (UMF) is a well-known technique to improve the visual quality of 
blurred images by enhancing the edges [3]. It is a simple sharpening operator that 
derives its name from the fact that it enhances edges via a procedure that subtracts an 
unsharp, or smoothed, version of an image from the original image. The enhanced 
image, Îij, is obtained from the input image, Iij, as 

)I(IIÎ ij

_

ijijij −⋅+= λ  . (3) 

where  is a scaling constant and ij is the output of a low pass filter. 

2.3   Image Enhancement Algorithms II: Adaptive Contrast Enhancement 

When the images captured by the CIS are presented on the display, they may contain 
low contrast details because of the difference between the display and the scene 
dynamic range. When scene information with a wide dynamic range is squeezed into 
the limited range of a typical display, the local details of low contrast are not 
perceived. To enhance the image quality adaptively, a real time adaptive contrast 
enhancement method (ACE) was introduced [4]. The local frequency envelope is 
brought close to the global mean while the high frequency local variations need to be 
amplified above the contrast sensitivity threshold. This can be modified for 
implementation purposes by replacing the global mean with the local mean. Fig. 4 
shows the block diagram. 

 

Fig. 4. Block diagram of the adaptive contrast enhancement 

The image intensity at each pixel location is transformed based on the local mean 
(mij) and local stand deviation ( ij) estimated on the window surrounding the pixel 
point. The transformed intensity (Îij) becomes 

ijijijijij m)m(IgÎ +−⋅=  . (4) 
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and x, Iij, Gmin and Gmax represent the ratio of mij to ij, the intensity at pixel location 
(i, j), the minimum value and the maximum value of the variable gain, gij, 
respectively. In addition, x1 and x2 represent the endpoints of the interval where the 
variable gain is applied to the difference to amplify the local variations. To prevent 
the gain from being inordinately large in areas with a large mean and small standard 
deviation, the local gain is actually controlled by Gmin and Gmax in (5). 

2.4   Conventional Image Signal Processor 

In conventional designs [5-7], a simple bilinear interpolation is used for color 
demosaicing to minimize the number of line memories. Fig. 5 shows a block diagram 
of a conventional ISP. The general quality of the images in those conventional 
designs is not high because bilinear interpolation was used. To enhance image quality, 
a high performance demosaicing algorithm like ACPI must be used. Even though the 
demosaiced image quality of ACPI is good, the required line memories are too large 
for a single-chip CIS when considering the line memories for image enhancement. 
Therefore, there is a need for a new method to achieve both high quality and low 
hardware complexity with a small number of line memories. 

 

Fig. 5. Block diagram of the conventional ISP 

3   Proposed Image Signal Processor 

In conventional designs, image enhancement is performed using a luminance channel 
after color demosaicing. Separated line memories are needed in such conventional 
architectures. In the proposed method, approximated luminance data are used, 
enabling line memory sharing between demosaicing and image enhancement. ACPI 
interpolates the green channel first and then the red and blue channels using the 
interpolated green channel. This means that all green channel data, which composes 
about 60% of the luminance signal, are available. Therefore, the proposed method 
does not need additional line memories for image enhancement. 
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Fig. 6 shows the demosaicing process of ACPI installed into ISP, which requires 
four line memories for inputting Bayer data to make the 5x5 window and one line 
memory for two lines of an interpolated green channel. Since half the green channels 
are missing for each line, one line memory is enough to store the interpolated green 
channel. At B19 in the third line of Fig. 6, the green channel is interpolated using the 
5x5 window (dash-dot line) and stored in the line memory. Those interpolated and 
stored green channels are used to make a 3x3 window for red and blue channel 
interpolation. The missing red and blue channels in the second line are interpolated 
using the interpolated green channel and the red, green and blue channels stored in the 
line memory for inputted Bayer data. Data interpolated in the second line become 
outputs of color demosaicing. In Fig. 6, all the green channel data in the 5x3 window 
(dotted line) centered at G10 are available after green channel interpolation at B19. 
Therefore, we can use that green channel data for image enhancement. 

 

Fig. 6. Process of the ACPI 

3.1   Proposed Method I: Unsharp Masking Filter 

An UMF needs a low-pass filtered image ( ij). The approximated low-pass filtered 
image can be calculated as follows using the linearity of the summation. 

)B(FC)G(FC)R(FC)BCGCRC(F)I(FI 321321ijij

_

⋅+⋅+⋅=⋅+⋅+⋅==  . (6) 

where Ci is the coefficient for color conversion from RGB to YCbCr, and R, G, and B 
represent red, green and blue, respectively. F(x) is the result of a low pass filter when 
the input is x. Instead of calculating the exact value of F(x), the approximated value 
F’(x) can be calculated using the pixels generated during the interpolation process. 
The interpolated red and blue channels at the second line in Fig. 6 can also be 
employed for image enhancement using a small buffer. 

If we want to enhance G10 in Fig. 6 and use a mean filter (3x3) as a low pass filter, 
the F’(x) of each channel can be calculated as 
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R’, G’ and B’ are the interpolated channel data. The luminance of the current pixel 
(Iij) can be easily obtained since all data are interpolated and available at the current 
location. 

3.2   Proposed Method II: Adaptive Contrast Enhancement 

To adopt the image enhancement method in [4], local mean (mij) and local stand 
deviation ( ij) in (4) and (5) must be calculated. The calculation of the approximated 
local mean of luminance intensity, mij, is similar to the process of low pass filtering in 
the UMF, and the 5x3 window is used. 

)B(EC)G(EC)R(EC)BCGCRC(E)Y(Em 321321ij ⋅+⋅+⋅=⋅+⋅+⋅== . (8) 

To obtain the gain, gij, a local standard deviation has to be calculated. Contrary to 
the mean, which is a linear equation, the standard deviation is a quadratic equation. 
Therefore, without all pixel values, it cannot be calculated. In the proposed method, 
we use the green channel instead of the luminance channel. The ratio of the green 
channel mean to green channel standard deviation is used to obtain the gain, gij. 

)G(

)G(E
g

ij

ij
ij σ

=  . (9) 

3.3   Proposed Image Signal Processor 

Fig. 7 shows a block diagram of the proposed ISP. Since a color demosaicing block 
and an image enhancement block share line memories, it can be implemented using 
only five line memories, which is the same or less than the line memories used in  
[5-7].  

 

Fig. 7. Block diagram of the proposed ISP 
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4   Experimental Results 

We tested the performance of the proposed algorithm with several natural color 
images shown in Fig. 8. To show the efficiency of the proposed method, the three 
methods described below were compared. 
 

1) Method I: Bilinear (3x3 window) interpolation + Image enhancement 
2) Method II: ACPI + Image enhancement using luminance data 
3) The proposed method: ACPI + Image enhancement using approximated 

luminance data 
 

Table I shows the performance comparisons. Method II and the proposed method 
show much better performance than method I, and the number of required line 
memories for the proposed method is the smallest of the three methods. To show the 
difference between image enhancement using the luminance channel and the green 
channel, we calculated the mean squared error (MSE). The averaged MSE between 
method II and the proposed method is about 4.98 when UMF is applied and about 7.5 
when ACE is applied. Even though there are some differences, they are visually the 
same.  

 

Fig. 8. Color images used in the experiments 

Table 1. Performance Comparisons 

 METHOD I METHOD II 
PROPOSED 

METHOD 
R 28.37 36.45 36.45 
G 32.45 38.25 38.25 

Demosaicing 
Performance 

PSNR (dB) 
B 28.08 36.27 36.27 

UMF - 4.98 
MSE 

ACE - 7.5 
Demosaicing 2 5 5 

Image Enhancement 4 4 - # of Line 
Memory 

Total 6 9 5 

 
Fig. 9 shows the result images. As shown in Fig. 9, the image quality of the 

proposed method is almost the same as method II and much better than method I. In 
Fig. 9(b) and (e), the images are blurred and severe color artifacts are observed. 
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However, the sharpen images with little color artifacts are shown in Fig. 9(c-d) and (f-
g). The experimental results indicate that the proposed method can enhance image 
quality without using additional line memories. 

 

 
   (a) 

     
(b)        (c)        (d) 

     
(e)        (f)               (g) 

Fig. 9. Results images: (a) Original image, (b) Method I (UMF), (c) Method II (UMF), 
(d) Proposed Method (UMF), (e) Method I (ACE), (f) Method II (ACE), (g) Proposed Method   
(ACE) 

5   Conclusion 

An efficient demosaiced image enhancement method for a low cost single-chip CIS 
with an on-chip image signal processor was proposed. For low cost single-chip CISs, 
the ISP implemented must be small and maintain high quality. In conventional ISPs, 
demosaicing and image enhancement are completed independently. Thus, they require 
a large number of line memories. To reduce the number of line memories, simple 
demosaicing algorithms with low quality are usually used. In this paper, we proposed 
a new method to minimize the number of line memories. In the proposed method, the 
buffered data for demosaicing were used to construct approximated luminance data 
for image enhancement. This enabled line memory sharing between the demosaicing 
block and image enhancement. To verify the propose method, an unsharp masking 



 An Efficient Demosaiced Image Enhancement Method 1243 

 

filter and adaptive contrast enhancement were used. Experimental results indicated 
that the proposed approach could enhance image quality without additional line 
memories. Using the proposed method, other image enhancement techniques can also 
be applied. Therefore, the proposed method is very useful for the low cost single-chip 
CIS which requires high performance, low area and low power consumption. 
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Abstract. This paper proposes a new method to extract moving objects
from a color video sequence. The proposed method is robust to both noise
and intensity changes in the observed image. A present background image
is estimated by generating conversion tables from the original background
image to the present image. Then, the moving object region is extracted
by background subtraction. Using color gives more accurate detection
than a previous method which used only monochrome data. Color images
increase the computational load. The method addresses this problem by
using the GPU’s throughput. Results are demonstrated with experiments
on real data.

1 Introduction

Real-time extraction of moving objects from video sequences is an important
topic for various applications of computer vision. Applications include counting
the number of cars in traffic, observing traffic patterns, automatic detection of
trespassers, video data compression, and analysis of non-rigid motion.

Among the segmentation approaches of moving object, “Background subtrac-
tion” is the most basic and speedy approach. However, it works well only when
the background image has the constant brightness, and fails when the brightness
of the moving object is close to that of the background.

“Peripheral Increment Sign” (PIS)[1] is also proposed for the condition in
which the illumination is not constant in a video sequence. It is applicable to

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 1244–1253, 2006.
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the real-time implementation because the filtering process is simple, but the
segmentation of the moving object itself is still liable to be affected by noise.

As for the “Normalized Distance”[2], which was proposed to give a better
result even with the effect of illumination change, it is also based on the back-
ground subtraction, and is liable to be affected by noise and fails when the
degree of brightness is low or when the observed one has the similar texture as
the background.

In [3], an approach to estimate the background occluded by a moving object
is proposed. It uses the texture and the normalized intensity to the effect of
the illumination change, because the texture and the normalized intensity are
illumination invariant. This approach assumes the linear change of illumination
intensity, and is not applied to the nonlinear intensity changes.

On the other hand, the probabilistic approach using mixture Gaussian model
are proposed to remove the shadow region of a moving object from the estimated
moving region[4]-[6]. These methods need learning process to extract moving
objects and are not applied to the quick illumination changes.

This paper proposes a new method to extract moving objects from a color
video sequence. The proposed method is robust both to noise and to intensity
changes caused by scene illumination changes or by camera function. A present
background image is estimated by generating conversion tables from the origi-
nal background image to the present image. Then, the moving object region is
extracted by a method based on background subtraction. Since the background
image, which excludes the moving object itself, is estimated from the observed
image and the original background image, the method is applicable to nonlinear
intensity changes.

The proposed approach uses a color video sequence and gives more accurate
detection than our previous method[7] which used only monochrome data. On
the other hand, color sequences increase the processing load, in general. The
method addresses this problem by using a Graphics Processing Unit (GPU)
throughput. Results are demonstrated on experiments with real data.

2 Proposed Approach

Figure 1 shows the outline of the proposed approach. The proposed approach
consists of two processes. The first process estimates the present background
image. The second process extracts the moving objects based on background
subtraction.

2.1 Generation of Estimated Background Image

Let the RGB color values at (x, y) in the original background image, BG, be
denoted by BG(x, y) = (BGR(x, y), BGG(x, y), BGB(x, y)). Let those in the ob-
served image at time t = 1, 2, . . . , be denoted by It(x, y) = (IR

t (x, y), IG
t (x, y),

IB
t (x, y)). The region with no moving objects at time t is defined as the back-

ground region, At.
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Current Frame Image Background Image

Estimated Background Image

Generation of Estimated Background Image

Blocking Process of Background Subtraction Values

Moving Region

Previous Frame Image

Fig. 1. Outline of Proposed Approach

When the intensity of the whole image changes, for example owing to the au-
tomatic gain control function of the camera, It(x, y) in At differs from BG(x, y).
In this case, moving regions cannot be extracted by simple background subtrac-
tion. The background image, BGt, has to be estimated with high confidence.
Then moving regions are extracted using the subtraction of BGt and It.

Conversion tables which convert BG into BGt are generated to estimate BGt.
The present background image, BGt, is estimated through the following pro-

cedures:
1. Generate conversion tables
2. Obtain BGt from conversion tables

Generation of Conversion Tables
Let (x, y) and (x′, y′) be different points in the image. Suppose, when the overall
intensity of the whole image changes, that the value of IR

t (x, y) is equal to that of
IR
t (x′, y′) and the value of BGR(x, y) is equal to that of BGR(x′, y′). From this

assumption, a conversion table from BGR(x, y) to IR
t (x, y) is obtained based on

the relation between BGR(x, y) and It(x, y)R in At. Conversion tables for the G
and B color channels are obtained in the same way.

Let the candidate for the background region be A′
t. Figure 2 shows how to

specify A′
t. First, the absolute value of the differences between It and It−1 is

obtained. Second, the region with the largest differences is selected by thresh-
olding. Third, A′

t is calculated as the logical AND between the selected region
and the last estimated background region At−1. Here, A0 is the entire image,
which is necessary to estimate BG1.

When the illumination changes quickly, the approach extracts the whole image
region as A′

t. A′
t is treated as a region extracted by dilation process to At−1 in

such a case.
The conversion table of each channel from BG(x, y) to It(x, y) is made by

the RGB values in the obtained region A′
t. These tables convert the RGB color

values of BG to the estimated background image BGt. A histogram shown in
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Fig. 2. Specifying Region A′
t

Figure 3 is produced from each set (IR
t (x, y), BGR(x, y)) in the region A′

t to
make the conversion table for R channel.

The conversion table is obtained from this histogram as shown in Figure 4.
As shown in the histogram, at the ‘value at BGR = 26’ in Figure 4, some pixels
with the same value of BGR may not have the same value of It under the effect
of noise. Therefore, the conversion table uses the median value of a set of pixels
at It. Since the median value of It becomes 11 in this example, the set (26, 11) is
obtained and added to the conversion table. The set consists of all pixels which
have the same value in BG(x, y) as A′

t. Then, the linear interpolation is applied
to the points that do not appear in the conversion table.

Obtaining BGt from Conversion Tables
The conversion tables convert the RGB color values of BG to the RGB color
values of the moving region in It. As a result, the background, BGt, without
moving objects is estimated.

2.2 Object Extraction by Background Subtraction

After BGt is estimated, regions corresponding to moving objects are extracted
by background subtraction.

To get a more robust result, It is divided into blocks. Each each block is
recognized as a background region or not. The total of the absolute values of
differences for each block is calculated for each color channel. A block that has
one (or more) total below threshold is regarded as a block of an object.

The method changes the threshold value dynamically as the intensity of the
whole image changes. The histograms shown in Figure 3 are used to determine
the threshold. The procedure for determining the threshold for an R value is
as follows: The range with 80% or more of frequency from the mean value is
considered. That value is adopted as the threshold for that R value.
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The threshold for an R value that does not appear in the conversion table can
not be determined by the above procedure. In that case, the threshold for the
R value is set to be one smaller value than the R value. Thresholds for G and
B channels are determined in the same way.

The threshold for each pixel is determined for each color channel. Next, the
sum of the absolute value of the differences between BGt(x, y) and It(x, y) and
the sum of threshold values for each channel are calculated at each block. Finally,
blocks where the sums of the absolute value of the differences become larger than
those of the thresholds of all channels are regarded as blocks in the background.
Otherwise, they are regarded as blocks in the moving object.

Each block is analyzed by the above process. Subsequently, a more detailed
outline of the moving object is extracted. For blocks that overlap the boundary
of a moving object, each pixel is classified into either the moving region or the
background region, as was the case for the whole block itself.

3 Speed Up Using the GPU

Recently, the performance of the Graphics Processing Unit (GPU) has been
improved to display more polygons in shorter time. The geometry and rendering
engines in a GPU are highly parallelized. Moreover, the shading process has
become programmable via what is called the “Programmable Shader.” Current
GPUs make geometry and rendering highly programmable.

GPUs are very powerful, specialized processors that can be used to increase
the speed not only of standard graphics operations but also of other processes[8].
A GPU is useful for image processing and can be programmed with a high-level
language like C. This proposed method uses the GPU for acceleration. While,
some approaches using GPU has been proposed recently[9]-[10].

A texture containing a image data should be created to use GPU. The result
needed by CPU should be rendered to a texture and CPU should use the texture
data. Also, a processing result of a pixel can not be used in a process for other
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pixels. So, generating the conversion tables and determining the thresholds are
processed at CPU in the proposed method.

The procedure for the proposed method is as follows:

1. Extract A′
t from It texture, It−1 texture and At−1 texture, and render the

result into A′
t texture

2. Generate the conversion table for each channel from A′
t texture, BG texture

and It texture, and create texture for the conversion table
3. Determine thresholds for each channel and create texture for thresholds
4. Estimate BGt from BG texture, It texture, A′

t texture and texture for the
conversion table

5. Calculate the absolute values of difference between It and BGt, and render-
ing the result into a texture

6. Determine the threshold for each pixel and render the result into a texture
7. Calculate sum of the absolute value of difference at each block and rendering

the result into a texture
8. Calculate sum of the threshold at each block and render the result into a

texture
9. Render the result for blocking process into a texture

10. In the border blocks of a moving object, render the result for threshold-
ing process at each pixel into At texture. Otherwise, render the result for
blocking process into At texture

4 Experimental Results

In the experiments, a general purpose digital video camera was used as the
input device. A PC with Pentium4 570 and GeForce 780GTX was used to extract
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Fig. 5. Background Image Obtained in Advance

(a) (b) (c)

Fig. 6. Observed Images and Results: (a) Observed Images, (b) Results produced by
the proposed approach, and (c) Results produced by the previous approach[7]

moving objects. Each target image frame was 720×480 pixels. The corresponding
block size was set to 10× 10 pixels.

First, an indoor scene is used as the original background. The experiment is
done under conditions in which the intensity of the light source changes over the
course of the image sequence.

Figure 5 shows the background images obtained in advance. Figure 6 shows
the observed images and experimental results. Figure 6-(a) shows the observed
images, which have different overall brightness from the original background im-
age and Figure 6-(b) shows the experimental results. The white region shows the



Robust Background Subtraction for Quick Illumination Changes 1251

(a) (b) (c)

Fig. 7. Results When Illumination Just Changed: (a) Observed Images, (b) Re-
sults produced by the proposed approach, and (c) Results produced by the previous
approach[7]

Fig. 8. Background Image Obtained in Advance

detected moving object, and the black region corresponds to the detected back-
ground region. Figure 6-(b) demonstrates that this approach can extract the mov-
ing object with high performance even under quick illumination changes. Figure
6-(c) shows the experimental results produced by our previous approach [7]. It is
shown that the proposed approach works better than the previous approach [7].

Figure 7 shows the results at the moment when the illumination just changed.
Figure 7-(a) shows the observed images. Figure 7-(b) shows the experimental
results produced by the proposed approach. Figure 7-(c) shows the experimental
results produced by our previous approach [7]. The proposed approach has the
clear advantage in comparison with the previous approach [7] even when the
illumination just changes.

In this experiment, using the GPU performed about 17.9 msec/frame. In
contrast, without the GPU performed about 44.7 msec/frame. These results
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(a)

(b)

Fig. 9. (a) Observed Images, and (b) Results

show that using the GPU increases processing speed dramatically so that we can
extract the moving object in real time.

Next, another experiment was done outdoors, about 20 minutes after sun set.
Figure 8 shows the background images obtained in advance. Figure 9 shows the

observed images and experimental results. Figure 9-(a) shows the observed im-
ages, which again have different overall brightness from the original background
image and Figure 9-(b) shows the experimental results. These results show that
this approach can also extract the moving object with high performance even
under gradual change in sunlight.

5 Conclusion

A new approach is presented to extract the moving regions in a video sequence.
The approach estimates the present background image. It is able to extract a
moving object in real time with robustness to quick intensity changes.

Using the GPU results in speed up. GPU can be expected to increase the
speed of other image processing operations.

Cases of incorrect detection are remained. Future work includes the detection
of shadow regions produced by moving objects.
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Abstract. We present an effective and efficient sampling table for auto focus 
searching algorithms to phone camera modules. Many searching algorithms 
base on focus value curve, and they do not consider the correlation between 
sampling and image characterization. Proposed table is calibrated by the camera 
images to meet results of optical lens, sensor response, noise, image pipeline, 
compressed method, and focus value function. We verify the algorithms in an 
image signal processor with mega-pixel level cameras. The table reduces total 
searching steps from 412 to 16, and images are still sharp. Our searching 
algorithm with the table can focus a scene within 0.6 seconds from infinity to 8 
cm. For further progress, they can easily apply to mobile phones.  

Keywords: Auto focusing, focus value, phone camera, voice coil motor. 

1   Introduction 

Auto Focus (AF), Auto Exposure (AE), and Auto White Balance (AWB) algorithms are 
the most important controls in image quality of digital cameras, and they are key 
differentiations to other cameras. Image sensors of CCD (Charged-Coupled Device) and 
CMOS (Complementary Metal-Oxide Semiconductor) are popular today. CCD sensors 
have better image quality, but prime cost and power consumption are disadvantageous. 
CMOS sensors with build-in processor are applied to mobile phones and webcam 
widely, but image quality is just acceptable. A new architecture, ISP (Image Signal 
Processor) with a raw sensor, has been proposed. Many people believe the architecture 
can bring a balance between image quality and cost. Actually, a famous company had 
promoted the design for a time. The sensor provider will not integrate ISP to CMOS 
sensors of high resolution to reduce the production cost recently. 

In a typical ISP, AF finds a focus. AE controls exposure value, and AWB balances 
color temperatures. Color calibration maps device’s colors into standard (or preferred) 
colors. Image pipeline processes Bayer [1] images to full-color images. JPEG [2] 
(Joint Photographic Experts Group) encoder compresses images into data streams for 
communication or storage. In the future, ISP will support H.264 to meet video 
applications of high compressed rate and quality. 

Small dimension and high resolution of phone camera modules are noticeable 
features. Especially in height of sizes, thickness of mobile phone is a very alluring 
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condition in marketing, but the thickness is usually constrained by camera’s height. 
The height decreases, but optical advantage becomes weakly. In beyond applications, 
fixed-focus cameras apply to lower resolution (under 2 mega-pixels), and their images 
are always blurred. An AF function can compensate the weakness, and it effectively 
upgrades image sharpness, especially at near distance. If high-pixel sensors bond with 
fixed-focus lens, the output images are still blurred. Therefore, AF is a very important 
feature in high resolution age. 

Normally in AF algorithms, they can be divided into sharpness functions and 
searching loops. Sharp evaluation and searching servo are related as closely as each in 
reliability and speed. The computation of sharpness functions is usually greater than 
searching one. Sharpness functions give statistics to recognize blurred degrees of 
images. Simple evaluated functions are always influenced by noise. Complex 
functions can provide more complete information, but their computations are huge 
against embedded systems. The evaluation of suitable functions is necessary for the 
purpose. 

The optical lens for phone camera has larger depth of filed (DOF), but AF still 
spends many times to search from infinity to macro distance. Our new sampling table 
by calibration can reduce searching times and preserve reliability, and proposed 
searching algorithm performs effectively and efficiently for mobile phones. 

2   Focus Value 

Focus value is sharp information of images, and auto-focus algorithms measure image 
quality by focus value functions. Authors present different focus value functions, and 
we classify functions into gray level, spatial-filter, frequency, and probability domains.  

Gray level functions often base on amplitude, energy, gradient, absolute value, and 
variance [3], [8]. In the spatial-filter domain, high-pass or edge filters evaluate 
statistics. Tenegrad and Laplacian are famous filter processes [3]. Conveniently, one 
directional filters in horizontal are developed in real platforms. The unilateral sharp 
information is incomplete, but it is enough to focus. DCT (Discrete Cosine 
Transform), FFT (Fast Fourier Transform), and wavelet are used in frequency 
analyses. Human coding length can be focus value [7] in probability. In JPEG 
compression, frequency data are encoded by Huffman coding. In-focus images have 
more complex distribution in frequency lines, and stream length is larger.  

Sum-Modulus-Difference (SMD), Laplacina, FFT, or coding length is the 
representation in each domain. Focus value curves of Fig. 1 show a sequence of JPEG 
from infinity to macro range by five focus value functions. Gray level amplitude often 
has many local maximum values, and many searching methods lose. SMD algorithm 
is nice in the images, because it have a sharp and clear curve. FFT fits to analyze 
images, and Laplacina is a robust method in many objective conclusions. Images are 
very complex results from captured devices, and they are consisted of the scenes, 
noise, sensor response, optical lens, image pipeline, compressed specification, and 
captured condition. After quantization, JPEG images have lost some information, and 
it is added some extra noise.   
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Fig. 1. Focus value curves are by five different functions. Sequential JPEG images are captured 
from the furthest end to the nearest end step by step. Gray level amplitude, SMD, Laplacian, 
FFT, and file size algorithms have different image features by the curves. 

Different functions perform different image features. Many methods normalize 
results, and we can ignore the operation in search for computational reduction. For the 
fastest method, we only read file size as focus value, and it costs nothing in time and 
space. Frequency domain methods have the most complete information, but too 
complex. Algorithms in gray level domain are the fastest, but they are sensitive to 
slight variation of images. Methods in the spatial-filter domain are applicable in 
embedded systems, but a hardware engine should be implemented for real-time 
requirements. We can combine, modify or transfer focus value functions to improve 
statistical reliability [4]. Two or more focus value functions can be computed at the 
same time, and there is more information for search. 

In different applications, we capture images by many data formats. Focus value 
functions usually measure sharpness by luminance and green color. We also can 
consider file sizes or stream lengths from compressed data. If there is a DCT 
hardware engine of an encoder, we can use frequency transformation for the most 
complete and accurate statistics conveniently. Focus value functions are difficult to 
say what is the best, but we can choose a suitable one to meet specific requirements 
under constraints of system ability and computational time. 

3   Focus Sampling  

AF sampling is scenic capture from different focus distances. A focus value curve 
records focus values at all of focus positions, and we usually evaluate AF accuracy by 
the curve. Window segment and adaptive step size have flexible applications to 
improve AF performance. A sampling table by calibration can speed up focus time, 
and we discuss with them as follows.  



 A New Sampling Method of Auto Focus for Voice Coil Motor in Camera Modules 1257 

3.1   Focus Value Curve 

Stepping motor moves lens by gear rotation, and VCM (Voice Coil Motor) drives lens 
by coil displacement to change different focusing. Input images of captured devices 
are discrete signals, and fixed focus positions must be repeated under mechanical and 
electrical controls. Generally, total steps can cover all focuses. In searching rang, 
searching algorithms find a focus to decrease unnecessary lens movement. Global 
search scans all steps, and it records focus value every step in Fig. 2. 

 

Fig. 2. Discrete signals of a focus value curve. Vertical axis is amplitude of focus value, and 
focuses at different position are on horizontal axis. Global search scans all steps to plot the 
curve, and we usually analyze AF methods by the curve. 

Noise, camera shaking, and object movement often make vibration in a curve. The 
situation is always confusing searching algorithms. The maximum statistic has the 
sharpest image in the most definition of sharpness functions, and focus value of in-
focus range is greater than one of out-focus range [6]. After a search, AF moves lens 
to the position with the maximum statistic to finish the action. Other searching 
algorithms can be imagined that they jump on a focus value curve by global search to 
find their best focus. 

3.2   Window Segment 

The purpose of window segment can reduce computation and improve 3A (AF, AE, 
and AWB) performance as Fig. 3. Statistics by a full image is an average result, and 
we are hard to see scenic details. We segment an image into many blocks, and 
compute their information. Statistics of blocks usually include focus value, color 
average, or color summation.  

A small number of blocks lose details, and majority has huge computation. 
Basically, bigger image sizes and more blocks are better for precise evaluation. If 
there is no constraint in computation, the best preciseness is by one pixel per block. 
The block-average operation can reduce noisy interference, and it also reduces 
computation to meet the real-time requirement. In our experiments, we propose 80 to 
200 blocks in 640 by 480 pixels. 

3A algorithms could give different weights to blocks or select areas for precise 
controls. Central, spot, and matrix of AE metering are typical applications. Many 
AWB algorithms analyze statistical distribution in specific domains to decide samples 
for color correction. A central area is important in AF as Fig. 3 (a), and we can give 
suitable weights to correspond to human vision by location. Relatively, peripheral 
blocks are unconcerned even though we can ignore them. If we know the subject in 
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Fig. 3. Window segment. The blocks in dark color are interesting features. We can give weights 
on the blocks to enhance reliability. (a) A central area. (b) An adaptive area. 

which blocks as Fig. 3 (b), AF can refer to the blocks for the most precise search. 
Such as object detection and face tracking are the applications for adaptive areas. 
Window segment is very flexible and effective for algorithmic development, and it is 
tendency towards ISP. 

A focus value curve by a small number of blocks makes a steep mountain, and it 
easily differentiates from a peak or hillside. The disadvantage is sensitive to noise, 
and a local maximum often appears. Smooth curves are accumulated by more blocks, 
but searching algorithms decide the peak slow. It is trade-off between computational 
blocks and focus value reliability. Many AF methods choose different areas between 
out-focus and in-focus range for accurate and fast purposes, and the areas are different 
central sizes [4], [5], [6].  In out-focus range, a smooth curve avoid local maximum to 
converge to in-focus range fast. AF can accurately find a peak in a steep curve of in-
focus range through area-size exchange. 

3.3   Step Size 

Searching algorithms change step sizes to speed up convergence. Global search uses 
the minimum step to sample all images in searching range. It is the slowest method, 
but the most accurate. Binary search compares focus value to use decrement of half 
steps to find the maximum value back and forth. Fibonacci search is similar to binary 
search, but the step sizes are arranged by Fibonacci sequence. Binary search and 
Fibonacci search are faster than global search, but their accuracy is doubtful.  

Many searching methods consider amplitude [4], slope [5], or ratio [9] of focus 
value to change step size during hill-climbing. Methods of Adaptive step size can 
decrease focus time efficiently. Adaptive methods are very difficult to decide step 
sizes in different searching stages, and they do not concern with scenes, optical lens, 
and focus value functions. Focus value cures are very different in many cameras, and 
controlled parameters in the AF must be fined tuning to improve performance and 
reliability for a specific platform. 

3.4   Sampling Table 

Searching algorithms become efficiently and effectively by a sampling table. The 
table records focus steps, and a searching algorithm tracks the table to move lens 
position. Fig. 4 illustrates non-linear relation between object-distance and focus steps 
by a phone camera module.  

 
   (a)                                                   (b) 
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Fig. 4. An object-distance and focus steps curve. In the camera module, the optical effective 
steps are around 490 steps. DOF is narrow at near end, but it is wide at far distance. 

Optical lens has the DOF feature, and we can utilize lesser steps to represent all 
steps. Lens movement should be involved in the table as a result of non-linear relation 
for efficient searches. A sampling table can be built by DOF or fixed distances with 
probability. By fixed distances, the purpose is focus at some fixed distance, but it is 
discontinuous in optics. By DOF solutions, sampling steps have optical difference, 
and they can reduce probability of local maximum. Searching algorithms with the 
table also can avoid noisy interference to improve accuracy. Because of the optical 
nonlinear relation, lens movement should not consider logic judgement only. We 
should track specific focuses in sampling to improve AF performance.  

In adaptive step controls, a big step could jump a peak, and a small one is slow. 
Adaptive controls read focus value to adjust steps. Normally, high-contrast scenes 
have a sharp focus value curve, and low-contrast scenes have a gradual one. 
Searching algorithms often confuse in-focus with out-focus, because they never know 
the curvature. Noise also is a major cause to interfere in focus value curves. Preview 
mode with high frame rate needs huge image data, and it accompanies more noise. If 
searching algorithms can base on optical continuous features to search, it would not 
lose necessary sampling steps. An object at the far end with large DOF could be use 
small steps, and we can use big steps at the near end respectively. It is the reason to 
keep reliability and improve speed. Searching steps are reduced, and searching times 
are saved without quality loss. Images are complex. If we only consider the DOF 
feature, it is insufficient. We present a new sampling method to calibrate by a camera. 

4   The Algorithms 

Our proposed method has a sampling table and searching algorithm for VCM lens in 
camera modules. The table establishment is described in section 4.1, and a fast and 
robust searching method is stated in section 4.2. 

4.1   The Sampling Table 

Fig. 5 draws a focus value curve, and DOF makes clear images in a range. An 
acceptable threshold differentiates between blurred and clear image. Clear images 
have over acceptable threshold in the curve, and blurred images are opposite. 
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Fig. 5. A focus value curve corresponds to clear and blurred images by an acceptable threshold. 
Clear images are at the hilltop, and they are in a nusmbers of focus steps. 

The curve has the maximum focus value (MFV), and the blurred ratio (BR) is 
calculated by 
 

BR = Focus Value/MFV (1) 
 

For an efficient search, we build the sampling table from a blurred end (infinity) to 
the other blurred end (macro). At the first, we need give an acceptable threshold ratio 
(ABR) to decide clear or blurred images. A testing chart is set at infinity distance, and 
global search finds the focusing step. Focusing is moved toward near direction step by 
step until BR is smaller than ABR. At the condition, we record the focus step into the 
proposed table, and set the testing chart at the focus step with a new MFV by global 
search. After the iterative processes from the furthest to nearest end, we can build the 
sampling table. The table by the current focus value function can cover all steps in 
searching range. Searching algorithms refer to the specific steps which are peaks of 
curves efficiently in Fig. 6, and all scenes have sharpness over ABR by the sampling.  

ABR should be fined tuning by a target camera. Focus value curves of a fixed scene 
are very different by different cameras and focus value functions. Noise and artifact 
interfere in adjustable degrees of edge enhancement. Therefore, we should estimate 
the image quality to decide ABR to meet the customization. 

 

 

Fig. 6. Sampling steps for auto focus. A focus value curve is calibrated one by one in searching 
range. Every curve is different gradient after normalization, and the sampling steps are at the peaks. 
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4.2   Searching Algorithm 

Our proposed method has an initial and searching loop stage, and we consider the 
central window segment for focus value evaluation. Fig. 7 draws the search flow chart.  

 

Fig. 7. Proposed auto focus searching. Initial and searching loop stages are the backbone in our 
auto focus servo. A new frame drives the loop progress. Peak detection decides a peak of a 
focus value curve to reduce searching times. Finally, lens is moved to a focusing. 

In the initial stage, we move lens to focus infinity and reset controlled parameters. 
The basic focus value is recorded for reference of the current scene. The loop progress 
refers to the sampling table frame by frame, and focus values renew synchronously. 
The maximum focus value is also updated every frame.  

When the table runs out, it terminates the loop. Peak detection also can break the 
loop, and it bases on the basics focus value. We assume the focus value of in-focus 
range is over 1.1 times than one of out-focus range [9] in high-contrast scenes. If the 
focus value decreases on going and accumulates to seven frames under 0.9 times 
condition of basics focus value, lens has been over the peak. If peak detection does 
not break the loop, all of sampling steps are be scanned. After the loop termination, 
lens is moved to the position with the maximum focus value, and we finish AF. 

5   Experimental Results 

In our experiments, we use a VCM camera module which is 10 x 10 x 7.3 mm3, and 
the effective searching range is from infinity to 8 cm. The actuator driver outputs the 
voltage to make lens displacement for VCM. The driver has 10 bits resolution for 
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voltage control, and we can arrange 1024 steps. Effective steps (infinity to 8 cm) are 
412 steps in searching range, and others cannot be focused. Popular CMOS sensors of 
2 and 3 mega-pixels are verified by our AF algorithm. The sensors can provide 10 bits 
Bayer data of 640 by 480 pixels at 30 fps (frame per second) in preview mode, but we 
control in 28.5 fps for better image quality. Our experimental ISP has ability to 
process the image size in real-time. The 3A hardware engine in ISP calculates red, 
green, blue, and focus value statistics with 12 by 8 window segment. The 
computational time and lens displacement can be finished within a frame flush, and 
the software is developed in language C. 

Optical DOF of VCM camera modules is larger, and we reduce 4 steps to 1 step for 
global search evaluation. Global search spend 3.61 seconds in a round by 103 steps. 
In our proposed table, the acceptable threshold ratio is set to 0.94 to calibrate our 
camera module, and we reduce 412 steps to 16 steps. Our method spends 0.56 
seconds in the worst case, and the least time is 0.32 seconds. Peak detection can 
reduce searching steps in high-contrast scenes, and we spend less time for a search.  

In accuracy, we base on the sampling table to search in searching range. Peak 
detection is not work in low-contrast scenes for reliability. If the object is at the near 
end, the peak detection also looks ineffectively. In other words, our search scans all of 
steps in the sampling table. The maximum focus value of global search indeed is 
different from ours, but the differences are within acceptable range. Therefore, images 
have sharpness over acceptable vision. Actually, it is fast even though we do not care 
the peak detection. Our AF scans all of focuses within 0.6 seconds in our platform.  

6   Conclusion 

Our proposed algorithm performs not only fast but also accuracy by camera modules 
and platform. In the sampling table, focus values of neighbor values are very 
different, and the sampling method can avoid local maximum situations possibly. The 
table has the minimum and most efficient sampling steps for other searching 
algorithms. For more accurate, we also can search the maximum focus value among 
three largest sampling steps.  

Images are consisted of the scenes, sensor response, optical lens, image pipeline, 
and compressed method. Especially in image pipeline, edge enhancement functions 
can compensate sharpness, but too strong operation is not naturally. Noise often 
emphasizes at the same time. In the current stage, we estimate the acceptable blurred 
ratio by vision. PSNR (Peak Signal-to-Noise Ratio) is a good method to evaluate a 
difference of two images. When we change focal lengths, the scenes are different. We 
are hard to evaluate the blurred degree by PSNR. The combination of aperture sizes 
and optical zooms has different DOF, and tables must be calibrated by conditions. 

In the future works, we will focus on the acceptable blurred ratio for objective 
evaluation. The developed software can be transferred to the family chips easily, and 
we will apply them to ISP chip for further progress. Zoom tracking has the similar 
concept, and we will transfer the idea. 
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A Fast Trapeziums-Based Method for Soft Shadow 
Volumes 
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Abstract. One of the best choices of multimedia for fast, high quality shadows is 
the shadow volume algorithm. However, the calculation of detailed soft shadows 
is one of the most difficult challenges in computer graphics in the case of area 
light source. In this paper, we present a new fast trapeziums-based algorithm for 
rendering soft shadows using a single shadow ray for each shadow pixel. 
Compared to other soft shadow methods, our algorithm produces very pleasing 
smooth and artifact-free soft shadow image while executing one order of 
magnitude faster. Our main contribution is a trapeziums-based method for 
quickly determining the proportion of area light which overlaps with occluders as 
seen from the shadow point to be shaded rather than using sample points on the 
area light source. To speed up calculation a bound box of projected light source is 
used to relate potential silhouette edges with shadow points beforehand. We 
demonstrate results for various scenes, showing that detailed soft shadows can be 
generated at very high speed. 

Keywords: shadow algorithms, visibility determination, soft shadow volume.

1   Introduction and Previous Work 

Soft shadows are a result of the continuous variation of illumination across a receiving 
surface when the light source becomes partially occluded by other objects in the scene. 
Their appearance is mainly controlled by the shape and location of penumbra regions, 
which are the regions on a receiver where the light source is partially visible. Soft 
shadows play a key role in the overall realism of computer generated images. In this 
paper we present an extended soft shadow volume algorithm based on the earlier 
penumbra wedge-based methods [1, 2, 3, 4] to produce physically quality shadows 
from planar area light sources. 

[5, 6] present excellent surveys of the vast literature on shadow algorithms, and we 
will only briefly review here some of the main approaches, especially the few that 
create physically-based soft shadows from area light sources. Using penumbra wedges 
[7] is fundamentally more efficient than processing the entire occluders. Earlier 
approximate soft shadow volume methods have been targeting interactive rate 
performance based on hardware. Ray tracing algorithms compute shadows by casting a 
ray between a scene point lying and a light source [8]. This method gets great result, but 
is quite expensive because each ray must in effect sample the scene for potential 
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occluders. [9] parameterizes rays with a spread angle using cones. The technique can 
approximate soft shadows by tracing a single cone from a surface point to an area light 
source. [1] describes a new soft shadow volume algorithm that generalizes the earlier 
penumbra wedge-based methods to produce physically correct shadows from planar 
area light sources. The algorithm is targeted to production-quality ray tracers, and 
generates the same image as stochastic ray tracing, but substantially faster. 

The fundamental operation in soft shadow generation is determining the visibility 
between an area light source and a shadow point. The proportion of the visible light 
source determines the brightness of the shadow point. The algorithm presented in [1] 
approximates an area light source with a set of light samples and may produce some 
artifacts on the shadow image. We use trapeziums to present the area light source 
exactly to get more smooth and artifact-free results. [10] uses a simple extension to ray 
tracing to create visually approximate shadows with little extra computation. It is 
interesting and useful but the result is not very pleasing. Our method is based on ray 
tracing and the result is better than [10]. 

Extending from [1], we introduce bound rectangles for quickly determining the set 
of edges whose projections from a shadow point to the plane of an area light overlap 
with the light source. We don’t construct penumbra wedge for finding silhouette edges 
to avoid creating complex penumbra wedges. In order to speed up calculation we store 
the potential silhouette edges into a grid data structure. Each cell of the grid represents a 
shadow point and contains many related potential silhouette edges. This operation is 
carried out in the beginning of calculation. After finding out all potential silhouette 
edges for all shadow points, we check all these edges to get exact silhouette edges for 
every shadow points. Then for a given shadow point P we project its exact silhouette 
edges to the plane of light source. From these projected silhouette edges we construct 
many trapeziums to analyze visibility of light source. We will present the details in 
latter sections.  

2   Obtaining Soft Shadows with Ray Tracing 

In this section we present the basis of our soft shadow volume creating technique. The 
pipeline for computing soft shadows is adapted from [1]. There are five steps in the 
process, i.e., (1)Finding out all global potential silhouette edges from the area light 
source; (2)Using bound rectangles to get local potential silhouette edges for each 
shadow point; (3)Find out exact silhouette edges from result of (2) from each shadow 
point; (4)For a given shadow point, projecting its silhouette edges to the plane of light 
source and modifying the projected silhouette edges according to the rules detailed 
later; (4)Splitting projected silhouette edges according to vertical coordinates values of 
end points and intersect points of these edges; (5)Constructing trapeziums to determine 
the visibility of light source. In the following paragraph we explain the details for each 
step.  

First of all, all global potential silhouette edges should be found out. The method is 
very similar with that described in [1]. It is simple and clear as shown in Fig.1.  
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Fig. 1. Demonstrating how to choose global silhouette edges from designated area light source 
(the blue polygon). The red line segment is an edge. The two triangles connected to the edge lie 
on plane1 and plane2 respectively. When area light and v1 are on the same side of plane1 and 
area light and vertex v2 are on the same side of plane2, the edge isn’t silhouette edge; When area 
light and v1 are on the different side of plane1 and area light and vertex v2 are on the different 
side of plane2, the edge isn’t silhouette edge; Otherwise the edge is silhouette edge. If there is 
only a single triangle connected to an edge, it must always be considered as a global potential 
silhouette edge. 

Fig. 2. The first picture illustrate the process of constructing bound rectangle of projected 
vertices of light source. The second picture determines whether light source is visible from a 
scene point P. 
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For a given shadow point P, only a small proportion of the global potential silhouette 
edges are silhouette edges. In order to a quickly find out the relevant silhouette edges 
for P, we store all global potential silhouette edges into a grid data structure according 
to bound rectangle of projected light source on scene plane. Each shadow point 
maintains a list used to keep all relevant silhouette edges. For each global potential 
silhouette edge we construct a bound rectangle using projected vertices of light source 
as shown in the first picture of Fig.2. We add the edge to the lists of shadow points 
which lie inside the rectangle. After all global potential silhouette edges have been 
enumerated, for each shadow point P its list contains all local potential silhouette edges 
relevant to it.  

We now turn to the process of the soft shadow query for each shadow point. The 
query is issued for a given shadow point P and determines how much proportion of the 
light source is visible from P. For each P, The first step of the query is to enumerate its 
list to determine which silhouette edge intersect with the light source as seen from P
(second picture of Fig.2). Then, we test that these edges are silhouette edges from P.
We can use the method described in Fig.1 to determine if an edge is a silhouette edge 
from P [2, 11]. 

Fig. 3. Projecting silhouette edges to the light source plane from P. Only edges which lie inside 
light source or intersect with light source will be used to calculate soft shadow volumes. 

After collecting the list of exact silhouette edges from P, we project all these 
silhouette edges to the light source plane from P (Fig.3). The projected silhouette edges 
are oriented according to the relative position of the triangle containing the edge. We let 
the orientation of projected silhouette edge be ascent if the triangle lies on right of the 
edge, otherwise it is descent. As illustrated in Fig.3, the orientation of edge V1V2 is 
ascent and V2V3 is descent. The orientation property of silhouette edge is very important 
when calculating visibility of light source. Some projected silhouette edges should be 
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modified if they intersect with the left side of light source (Fig.4). Fig.4 shows the six 
cases that need to modify silhouette edges. The first four cases have been described in 
[1], we extend the rules used in [1] by Fig.4e and Fig.4f. 

Fig. 4. The green rectangles represent the area light source. The red lines are silhouette edges. If 
a silhouette edge intersects with the left side of light source, it should be modified. The first row 
of this picture shows the original edge and the second row show the modified edge. a, b, c and d 
break the original edge into two edges. e and f show how to deal with horizontal edges. In e and f 
the yellow lines and the horizontal edge construct a projected triangle of occluder. e shows the 
case when the triangle is above the edge and f shows the case when the triangle is under the edge. 
In e the converted edge is above the original one and in f the converted edge is under the original 
one. The properties of changed edges keep the same as original. In a, b, can d a vertical silhouette 
edges is added. In e and f the original horizontal edges are discarded. 

Now we split all silhouette edges according to intersect points and end points of 
silhouette edges in vertical coordinate. Fig.5 shows the process of splitting. In the second 
picture of Fig.5, edges will be broken at the red points. The broken edges will keep the 
same orientation property as the original ones. After splitting, the light source is 
partitioned to many small trapeziums (Fig.6). Each trapezium has unique visibility 
property. 

Fig. 5. Splitting silhouette edges according to end points and intersect points of all edges in 
vertical coordinate. The first picture shows the original edges and the second picture shows the 
red break points. 
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From the definition of the orientation property of silhouette edge we can find that an 
ascent silhouette edge indicates the beginning of an invisible trapezium occluded by 
occluders on light source and a descent silhouette edge means the ending of the region. 
Let the number of surfaces which occlude the light source be depth number [1]. We can 
mark all trapeziums by depth numbers. Each trapezium has a depth number to indicate 
its visibility status. When calculating depth numbers, the initial value for each line is 0 
(see Fig.6). Then we calculate the depth numbers from left to right. For a trapezium its 
depth number is equals to the previous depth number plus an integer T when the left 
side of the trapezium is an ascent silhouette edge; otherwise we subtract T from the 
previous depth number. T is 1 if there is only a single triangle connected to the 
silhouette edge, otherwise T is 2. In Fig.6, all depth numbers is calculated in case that T
is 1. Special care must be taken to account for the missing silhouette edges outside the 
light source. When projected silhouette edges lie on the left side of the light source they 
are omitted. The methods shown in Fig.4 can deal with all these incorrect cases. From 
the methods shown in Fig.4 we can see that the depth number of trapezium is a relative 
value. The trapeziums with the lowest depth number may be invisible from shadow 
points because those projected silhouette edges on the left side of the light source are 
omitted. We must test these trapeziums to determine if they are visible. In order to 
accomplish this, we cast a single reference ray from shadow point P to the barycenter of 
one of these trapeziums and count the number of surfaces it intersects with the 
occluders, yielding the actual depth number of these areas. If the actual depth number is 
greater than 0 the whole light source is invisible. Otherwise, we can get the visibility 
rate of the light source as: 

lSR ts /1−=
where R is visibility rate for a shadow point, St is the area of trapezium with lowest 
depth number and Sl is the area of the whole light source. 

Fig. 6. Trapeziums are constructed according to the property of silhouette edge. Depth number of 
each trapezium is calculated and trapeziums with different depth number are drawn using 
different color. In this figure T always is 1. 
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Using the method describe previously we can numerate all shadow points to get their 
visibility rate of light source and then draw the soft shadow quickly. The render 
resolution of the examples of this paper is 200×200. We interpolate visibility rate
between two neighboring shadow points linearly.  

3   Results and Conclusions 

In this section, we consider several examples of soft shadows produced using our 
prototype. Our prototype is implemented by Visual C++. All results were generated on 
a PC with P4 2.66 GHZ CPU, 1G RAM and Windows OS. In Fig.7, 8, 9 and 10, the 
major strength of our algorithm is shown, namely that soft shadows can be cast on a 
complex planar shadow receiver. As can be seen, the rendered images exhibit typical 
characteristics of soft shadows: the shadows are softer the farther away the occluder is 
from the receiver, and they are hard where the occluder is near the receiver.  

Fig. 7. Soft shadows of a cubic and an apple are cast to a white floor

Fig. 8. Soft shadows of a cubic and a box blend with complex background
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Fig. 9. More complex meshes (bishop and bird) create soft shadows on different nature scenes 

Fig. 10. A large dog mesh is used to test the strength of method. A flower is placed to a lawn 
naturally.

Table 1. Performance results from examples (Fig.7-10) with a scene resolution of 200×200. All 
computations performed by our algorithm are included in the timings. The times (in seconds) are 
gotten on a PC with 1G RAM and 2.66GHZ CPU. 

Meshes # of 
vertices 

# of 
triangles 

Distance to 
light(cm) 

Size of 
light(cm) 

Time 
(s) 

bishop 250 496 50 5.0×5.0 1.011 
apple 891 1704 50 3.0×3.0 2.012 
flower 242 401 100 1.0×1.0 0.934 
bird 1155 2246 30 5.0×5.0 3.234 
cube 8 12 20 8.0×8.0 0.005 
dog 6650 13176 50 3.0×3.0 18.126 
box 120 228 30 10.0×10.0 0.082 

Our new algorithm offers a significant performance improvement in a variety of test 
scenes. The proposed method in this paper is suitable for computing shadows from very 
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large light sources because it does not require additional light samples for limiting the 
noise to an acceptable level as the method used in [1].We compare our method with the 
method presented in [1]. Our method is faster when the quality of results is same. While 
our research takes a small step down to a new path, several limits remain as future 
work. The most conspicuous limitation of our technique is that for large scene 
resolution our method is also expensive like other soft shadow algorithms and need use 
intelligent ways to overcome it. As future work, we would like to investigate better 
sampling strategies of scene. 
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Abstract. Motion blur is an important visual cue for the illusion of
object motion. It has many applications in computer animation, vir-
tual reality and augmented reality. In this work, we present a nonlinear
imaging model for synthetic motion blur generation. It is shown that
the intensity response of the image sensor is determined by the optical
parameters of the camera and can be derived by a simple photometric
calibration process. Based on the nonlinear behavior of the image inten-
sity response, photo-realistic motion blur can be obtained and combined
with real scenes with least visual inconsistency. Experiments have shown
that the proposed method generates more photo-consistent results than
the conventional motion blur model.

1 Introduction

In the past few years, we have witnessed the convergence of computer vision and
computer graphics [1]. Although traditionally regarded as inverse problems of
each other, image-based rendering and modeling shares the common ground of
these two research fields. One of its major topics is how to synthesize computer
images for graphics representations based on the knowledge of a given vision
model. This problem commonly arises in the application domains of computer
animation, virtual reality and augmented reality [2]. For computer animation and
virtual reality, synthetic images are generated from existing graphical models for
rendering purposes. Augmented reality, on the other hand, requires the image
composition of virtual objects and real scenes in a natural way. The ultimate
goal of these applications is usually to make the synthetic images look as realistic
as those actually filmed by the cameras.

Most of the previous research for rendering synthetic objects into real scenes
deal with static image composition, even used for generating synthetic video
sequences. When modeling a scene containing a fast moving object during the
finite camera exposure time, it is not possible to insert the object directly into
the scene by simple image overlay. In addition to the geometric and photomet-
ric consistency imposed on the object for the given viewpoint, motion blur or
temporal aliasing due to the relative motion between the camera and the scene
usually have to be taken into account. It is a very important visual cue to human
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perception for the illusion of object motion, and commonly used in photography
to illustrate the dynamic features in the scene. For computer generated or stop
motion animations with limited temporal sampling rate, unpleasant effects such
as jerky or strobing appearance might present in the image sequence if motion
blur is not modeled appropriately.

Early research on the simulation of motion blur suggested a method by con-
volving the original image with the linear optical system-transfer function de-
rived from the motion path [3,4]. The uniform point spread function (PSF) was
demonstrated in their work, but high-degree resampling filters were later adopted
to further improve the results of temporal anti-aliasing [5]. More recently, Sung
et al. introduced the visibility and shading functions in the spatial-temporal
domain for motion blur image generation [6]. Brostow and Essa proposed a
frame-to-frame motion tracking approach to simulate motion blur for stop mo-
tion animation [7]. Except for the generation of realistic motion blur, there are
also some researchers focusing on real-time rendering using hardware accelera-
tion for interactive graphics applications [8,9]. Although the results are smooth
and visually consistent, they are only approximations due to the oversimplified
image formation model.

It is commonly believed that the image acquisition process can be approx-
imated by a linear system, and motion blur can thus be obtained from the
convolution with a given PSF. However, the nonlinear behavior of image sen-
sors becomes prominent when the light source changes rapidly during the expo-
sure time [10]. In this case, the conventional method using a simple box filter
cannot create the photo-realistic or photo-consistent motion blur phenomenon.
This might not be a problem in purely computer-generated animation, but in-
consistency will certainly be noticeable in the image when combining virtual
objects with real scenes. Thus, in this work we have proposed a nonlinear imag-
ing model for synthetic motion blur generation. Image formation is modified and
incorporated with nonlinear intensity response function. More photo-consistent
simulation results are then obtained by using the calibrated parameters of given
camera settings.

2 Image Formation Model

The process of image formation can be determined by the optical parameters of
the lens, geometric parameters of the camera projection model, and photometric
parameters associated with the environment and the CCD image sensor. To
synthesize an image from the same viewpoint of the real scene image, however,
only the photometric aspect of image formation has to be considered. From basic
radiometry, the relationship between scene radiance L and image irradiance E
is given by

E = L
π

4

(
d

f

)2

cos4 α (1)

where d, f and α are the aperture diameter, focal length and the angle be-
tween the optical axis and the line of sight, respectively [11]. Since the image
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intensity is commonly used to represent the image irradiance, it is in turn as-
sumed proportional to the scene radiance for a given set of camera parameters.
Thus, most existing algorithms adopt a simple pinhole camera model for syn-
thetic image generation of real scenes. Linear motion blur is generated by con-
volving the original image with a box filter or a uniform PSF [3]. Although the
image synthesis or composition are relatively easy to implement based on the
above image formation, the results are usually not satisfactory when compared
to the real images captured by a camera. Consequently, photo-realistic scene
modeling cannot be accomplished by this simplified imaging model.

One major issue which is not explicitly considered in the previous approach
is the nonlinear behavior of the image sensors. It is commonly assumed that
the image intensity increases linearly with the camera exposure time for any
given scene point. However, nonlinear sensors are generally designed to have
the output voltage proportional to the log of the light energy for high dynamic
range imaging [12,13]. Furthermore, the intensity response function of the image
sensors is also affected by the F-number of the camera from our observation.

To illustrate this phenomenon, an image printout with white, gray and black
stripes is used as a test pattern. Image intensity values under different camera
exposures are calibrated for various F-number settings. The plots of intensity
value versus exposure time for both the black and gray image stripes1 are shown
in Figure 1. The figures demonstrate that, prior to saturation, the intensity
values increase nonlinearly with the exposure times. Although the nonlinear
behaviors are not severe for large F-numbers (i.e., small aperture diameters),
they are conspicuous for smaller F-numbers. Another important observation is
that, even with different scene radiance, the intensity response curves for the
black and gray patterns are very similar if the time axis is scaled by a constant.
Figure 2 shows the intensity response curves for several F-numbers normalized
with respect to the gray and black image patterns. The results suggest that the
intensity values of a scene point under different exposure time are governed by
the F-number.

To establish a more realistic image formation model from the above observa-
tions, a monotonically increasing function with nonlinear behavior determined
by additional parameters should be adopted. Since the intensity response curves
shown in Figure 1 cannot be easily fitted by gamma or log functions with vari-
ous F-numbers, we model the intensity accumulation versus exposure using an
operation similar to the capacitor charging process. The intensity value of an
image pixel I(t) is modeled as an inverse exponential function of the integration
time t given by

I(t) = Imax(1 − e−k d2
ρ t) for 0 ≤ t ≤ T (2)

where T , Imax, d, k and ρ are the exposure time, maximum intensity, aperture
diameter, a camera constant, and a parameter related to the object surface’s
reflectance property, respectively. If all the parameters in Eq. (2) are known,
1 The intensity response of the white image pattern is not shown because it is saturated

in a small exposure range.
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(a) Intensity versus exposure time for the black (left) and gray (right) patterns.
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(b) Small exposure range clearly shows the nonlinear behavior of the intensity.

Fig. 1. Nonlinear behavior of the intensity response curves with different F-numbers

then it is possible to determine the intensity value of the image pixel for any
exposure time less than T .

For a general 8-bit greyscale image, the maximum intensity Imax is 255 and
I(t) is always less than Imax. The aperture diameter d is defined as the F-number
divided by the focal length, and can be obtained from the camera settings. The
parameters k and ρ are constants for any fixed scene point in the image. Thus,
Eq. (2) can be rewritten as

I(t) = Imax(1 − e−k′t) (3)

for a given set of camera parameters. The only parameter k′ can then be deter-
mined by an appropriate calibration procedure with different camera settings.
To verify Eq. (3), we first observe that I(0) = 0 as expected for any camera
settings. The intensity value saturates as t → ∞, and the larger the parame-
ter k′ is, the faster the intensity saturation occurs. This is consistent with the
physical model: k′ contains the reflectance of the scene point and thus represents
the irradiance of the image point. Figures 1 and 2 illustrate that, the nonlinear
responses are not noticeable for small apertures, but they are evident for large
aperture sizes. For either case, the response function can be modeled by Eq. (3)
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(b) F-5, k = 0.000015
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(c) F-7.1, k = 0.0000166

1000 2000 3000 5000 10000
0

50

100

150

200

250

300

exposure (ms)

in
te

ns
ity

exp
black
gray

(d) F-11, k = 0.000019

Fig. 2. Normalized intensity response curves for different F-numbers

with some constant k′. Thus, the most important aspect of the equation is to
characterize the image intensity accumulation versus integration time based on
the fixed camera parameters.

For a given intensity value, it is not possible to determine the exposure time
since the image irradiance also depends on the object’s reflectance property.
However, it is possible to calculate the image intensity of a scene point under any
exposure if an intensity-exposure pair is given and the normalized response curve
is known for specific camera parameter settings. This is one of the requirements
for generating space-variant motion blur as described in the following section.

To obtain the normalized intensity response function up to an unknown scale
factor in the time domain, the images of the calibration patterns are captured
with various exposure followed by least-squared fitting to find the parameter k′

for different F-numbers. As shown in Figure 2, the resulting fitting curves (black
dashed lines) for any given F-number provide good approximation to the actual
intensity measurements for both the black and gray patterns. This curve fitting
and parameter estimation process can be referred to as photometric calibration
for the intensity response function. It should be noted that only the shape of
the intensity response curve is significant, the resulting function is normalized
in the time axis by an arbitrary scale factor. Given the intensity value of an
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image pixel with known camera exposure, the corresponding scene point under
different amount of exposure can be calculated by Eq. (3).

3 Synthetic Motion Blur Image Generation

Motion blur arises when the relative motion between the scene and the camera
is fast during the exposure time of the imaging process. The most commonly
used model for motion blur is given by

g(x, y) =
∫ T

0

f(x− x0(t), y − y0(t))dt (4)

where g(x, y) and f(x, y) are the blurred and ideal images, respectively. T is the
duration of the exposure. x0(t) and y0(t) are the time varying components of
motion in the x and y directions, respectively [3]. If only the uniform linear mo-
tion in the x-direction is considered, the motion blurred image can be generated
by taking the average of line integral along the motion direction. That is,

g(x, y) =
1
R

∫ R

0

f(x− ρ, y)dρ (5)

where R is the extent of the motion blur. Eq. (5) essentially describes the blurred
image as the convolution of the original (ideal) image with a uniform PSF

h(x, y) =
{

1/R, |x| ≤ R/2
0, otherwise (6)

This model is de facto the most widely adopted method for generating motion
blur images. Its discrete counterpart used for computation is given by

g[m, n] =
1
K

K−1∑
i=0

f [m− i, n] (7)

where K is the number of blurred pixels.
As an example of using the above image degradation model, motion blur of an

ideal step edge can be obtained by performing the spatial domain convolution
with the PSF given by Eq. (6). The synthetic result is therefore a ramp edge
with the width of the motion blur extent R. If this motion blur model is applied
on a real edge image, however, the result is generally different from the recorded
motion blur image. Figures 3(a), 3(b) and 3(c) illustrate the images and intensity
profiles of an ideal step edge, motion blur edge created using Eq. (7) and real
motion blur edge captured by a camera, respectively. As shown in Figure 3(c), the
intensity profile indicates that there exists non-uniform weighting on the pixel
intensities of real motion blur. Since the curve is not symmetric with respect to
its midpoint, this nonlinear response is clearly not due to the optical defocus of
the camera and cannot be described by a Gaussian process.
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(a) Ideal step edge and the corresponding intensity profile.

0 100 200 300 400 500 600 700
0

20

40

60

80

100

120

140

160

180

200

(b) Motion blur edge generated using Eq. (7).

0 100 200 300 400 500 600 700
0

20

40

60

80

100

120

140

160

180

200

(c) Real motion blur edge captured by a camera.
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(d) Motion blur edge synthesized by the proposed method.

Fig. 3. Motion blur synthesis of an ideal edge image
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In this work, motion blur is modeled using nonlinear intensity response of
the image sensor as discussed in the previous section. For an image position
under uniform motion blur, its intensity value is given by the integration of
image irradiance associated with different scene points during the exposure time.
Every scene point in the motion path thus contributes the intensity for smaller
yet equal exposure time. Although these partial intensity values can be derived
from the static image with full exposure by linear interpolation in the time
domain, nonlinear behavior of the intensity response should also be taken into
account. Suppose the monotonic response function is I(t), then the motion blur
image g(x, y) is given by

g(x, y) = I

(
1
R

∫ R

0

I−1(f(x− ρ, y))dρ

)
(8)

where R is the motion blur extent and I−1(·) is the inverse function of I(t). The
discrete counterpart of Eq. (8) is given by

g[m, n] = I

(
1
K

K−1∑
i=0

I−1(f [m− i, n])

)
(9)

where K is the number of blurred pixels. If we consider the special case that the
intensity response function I(t) is linear, then Eqs. (8) and (9) are simplified to
Eqs. (5) and (7), respectively.

Figure 3(d) shows the synthetic motion blur edge of Figure 3(a) and the
corresponding intensity profile of the image scanlines generated using Eq. (9).
The intensity response function I(t) is given by Eq. (3) with F-5 and k′ =
0.000015. By comparing the generated images and intensity profiles with those
given by the real motion blur, the proposed model clearly gives more photo-
consistent results than the one synthesized using uniform PSF. The fact that
brighter scene points contribute more intensity to the image pixels, as shown in
Figure 3(c), is successfully modeled by the nonlinear response curve.

4 Results

Figure 4 shows the experimental results of a real scene. The camera is placed at
about 1 meter in front of the object (a tennis ball). The static image shown in
Figures 4(a) is taken at F-5 with exposure time of 1/8 second. Figure 4(b) shows
the motion blur image taken under 300 mm/sec. lateral motion of the camera
using the same set of camera parameters. The blur extent in the image is 180
pixels, which is used for synthetic motion blur image generation. Figure 4(c)
illustrates the motion blur synthesized using the widely adopted uniform PSF for
image convolution. The result generated using the proposed nonlinear intensity
response function is shown in Figure 4(d). For the color images, red, green and
blue channels are processed separately. Motion blur images are first created for
each channel using the same intensity response curve, and then combined to
form the final result.
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(a) Static image. (b) Real motion blur image.

(c) Motion blur generated using Eq. (7). (d) Motion blur by the proposed method.

Fig. 4. Experimental results of a real scene

Fig. 5. Motion blur generated with small F-number (large aperture size)

With careful examination of Figure 4, it is not difficult to find that the image
shown in Figure 4(d) is slightly better than Figure 4(c). The image scanline
intensity profiles of Figure 4(d) are very close to those exhibited in the real
motion blur image. Figure 5 (left) shows another example taken at F-2.4 with
exposure time of 1/8 second. The middle and right figures are the results using
Eq. (7) and the proposed method, respectively. It is clear that the nonlinear
behavior becomes prominent and has to be considered for more realistic motion
blur synthesis.
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5 Conclusion

Image synthesis or composition with motion blur phenomenon have many ap-
plications in computer graphics and visualization. Most existing works generate
motion blur by convolving the image with a uniform PSF. The results are usu-
ally not photo-consistent due to the nonlinear behavior of the image sensors.
In this work, we have presented a nonlinear imaging model for synthetic motion
blur generation. More photo-realistic motion blur can be obtained and combined
with real scenes with least visual inconsistency. Thus, our approach can be used
to illustrate dynamic motion for still images, or render fast object motion with
limited frame rate for computer animation.
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Abstract. The generation of the textures of building facades from terrestrial 
photos is time-consuming work. A more cost-effective way to create a photo-
realistic city model containing thousands of buildings and facade textures is 
necessary. This paper proposes an approach which integrates GPS, GIS and 
photogrammetry for multi-face texture mapping of a three-dimensional building 
model. A GPS integrated, high-resolution, non-metric and wide field-of-view 
digital camera is used. By means of integrating the GIS graphic interface and 
GPS information about camera location, a large quantity of pictures can be 
managed efficiently. A graphics user interface for the interactive solving of the 
exterior orientation parameters is designed. In the meantime, during texturing 
mapping lens-distortion can be corrected and self-occluded facades can be 
automatically compensated for. The experimental results indicate that the 
proposed approach is efficient due to a complex building could be treated in one 
process and multi-face texturing is designed thus the number of pictures can be 
reduced. Additionally, a large quantity of pictures can be managed efficiently by 
GPS-Photo-GIS integration. 

Keywords: Photo-Realistic Modeling, Texture Mapping, City Model. 

1   Introduction 

The presentation of a photo-realistic 3D city model is of major interest in the field of 
geoinformatics. On the city scale, a large number of building models and terrestrial 
photos need to be treated. In the meantime, the occlusion problems may be introduced 
by the buildings itself (i.e. self-occlusion) or due to objects in front of the buildings, 
such as cars, trees, street signs, etc. Thus, high performance production throughput, 
accurate geometric quality and occlusion-free texture generation are three of the 
major problems to solve.  
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1.1   Related Work 

A number of algorithms for the purpose of the extraction of 3D geometric building 
models have already been reported. These algorithms can be categorized as either an 
automatic strategy [1] or a semi-automatic approach [2]. The representation of 3D 
building models is a generalization procedure. This means that from a city scale point 
of view, it is impractical to describe complex buildings using detailed geometrical 
descriptions. Since a detailed sketch of the buildings includes the windows, 
ornaments, doors and so on, will introduce a huge volume of data, which cause 
problem in real applications. Such detailed structures can be omitted when far field 
visualization is considered, however in near field applications these detailed structures 
are important for realization and recognition.  

Facade texture provides complementary information for a generalized building 
model but detailed geometric structures are lost. The texture provides a photo-realistic 
effect and conveys the visually-detailed geometrical structure of a building. Such 
details are getting more important for many simulation applications, such as urban 
planning, virtual tourism, the digital documenting of historic landmarks, and so on. 
The creation of rooftop texture can be acquired from aerial photos by a true-
orthophoto generation process [3]. However, this is not suitable for the generation of 
facade texture due to the large amount of perspective distortion.  

Brenner & Haala [4] have proposed an interactive scheme which utilizes projective 
transformation for the fast production of building facade textures. Haala [5] has 
proposed using a high-resolution panoramic CCD line scanner to improve the 
efficiency of texture collection. Since one picture can cover a large quantity of 
buildings, the overall effort needed can be reduced. However, this method requires an 
elevated camera station to minimize occlusions, and an expensive rotating CCD 
scanner. 

Klinec and Fritsch [6] determined the camera’s exterior orientation parameters by 
searching for correspondences between building models and image features 
automatically. The results are used in a photogrammetric space resection process. The 
occlusion-free facade texture can be fused from multi-views of images. Varshosaz [7] 
proposed an automatic approach utilizing a specially designed photo system with a 
servo-driven theodolite. The system can take images automatically in a step-wise 
manner at preset locations covering the complete field of view. The theodolite angles 
are used to index image, thus only one space resection has to be done for each station. 
The texturing of the final facade is a combination of images from different views.  

1.2   Concept of the Paper 

In the paper, we describe an efficient and good quality method using a high-
resolution, wide field-of-view (FOV), GPS integrated digital camera for texture 
collection. The wide FOV camera used will introduce significant lens distortion. So, 
the camera calibration is necessary before texture mapping when the photogrammetric 
back-projection is carried out. In contrary to most commercial 3D VR-GIS packages 
that use only one texture to simulate all facades of a building, results in a “virtual 
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realistic” (VR) city model. In this paper, we adopt photogrammetric techniques that 
can generate different textures for different faces of a building. By this means multi-
face texturing can be apply for each building results in a “photo-realistic” city model. 

For the purpose of multi-face texture generation using single photo, the orientation 
parameters of the camera are required. In this work, it is assumed that polyhedral 
building models are ready for texture mapping. Thus, the building’s roof and foot 
corners can be utilized as ground control points in space resection for solving the 
orientation parameters. However, a traditional standard procedure for orientation 
modeling is tedious. A graphic user interface (GUI) was designed to reflect the 
orientation modeling result in real-time by the back-projection of the building’s wire-
frame model on the terrestrial image via the marking and moving of image control 
points. The operator can visually inspect the consistency between the wire-frame 
model and the buildings in the terrestrial image. Even a non-expert inexperienced 
operator can produce facade textures without a long training time. 

For the purpose of high production throughput, the buildings are captured in one 
photo as many as possible provided it can fulfill the required image spatial resolution, 
e.g. 20cm or 40cm per-pixel. The spatial resolution can be estimated from the image 
scale and the camera’s pixel size. During the texturing mapping stage, the visible 
faces are first draped with the corresponding texture as determined by 
photogrammetric back-projection. For occlusion area, it can be composite from 
different views of image [6], [7]. However some other issues may be raised, such as 
differences in illumination can cause grey value discontinuity, miss-registration can 
introduce a ghost effect, and production efficiency can be degraded, and so on. 

In this paper, the texture in the non-occluded area is directly created from the 
visible face. For a partially occluded area, the texture can be generated by filling its 
neighboring texture using the mirror operation. It is assumed that the building texture 
is repetitive or homogeneous. Since there is no need for multi-view image 
composition, the number of pictures can be reduced while still maintaining a good 
textural quality. 

Since the quantity of pictures captured for a city model is large, the process of 
searching for and managing the corresponding pictures for texture production is time 
consuming. Since the GPS equipment is integrated with the camera, the geographic 
location can be saved in the header of the picture. When integrated into a GIS 
environment, the pictures can be managed by their geographic location. We design an 
emulated GIS interface to mange pictures in a similar way. It is also integrated with 
the texturing mapping GUI, to assist the operator in their searching for and 
management of the massive number of terrestrial photos. 

2   Methodology 

In the following sections, a detailed description regarding camera calibration, multi-
face texture mapping, and picture management by GPS-Photo-GIS integration is 
provided. 
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2.1   Camera Calibration 

A high-resolution DSLR camera is utilized for the experimental investigation, i.e. 
Nikon D2X with AF-S DX 17-55mm lens. The camera has a lens with a focal length 
from 17mm to 55mm and a 23.7mm x 15.7mm CMOS sensor. The camera enables a 
FOV ranging from 79° to 28°, and the resolution is 4,288 x 2,848 pixels, which 
enables the preservation of rich textural information when distance acquisition is 
required. The high-resolution wide FOV digital camera is suitable for both taking 
pictures of a large building from a short distance away or many buildings a long 
distance away. In such cases, the focal length of the camera is short so that lens 
distortion will be significant, which has to be considered in the geometrical correction 
process. In the meantime, due to one picture can contain many buildings the number 
of pictures for texture generation will be minimized. 

For camera calibration, the PhotoModeler [8] is utilized to estimate the lens 
distortion parameters. Lens distortion includes both radial and decentering parts. The 
PhotoModeler utilizes a well-designed calibration sheet for camera calibration as 
shown in Fig.1. It utilizes a series of repetitive pattern for ground control points.  At 
first, four ground control points with known distances are manually measured. The 
other control points are then 
automatically matched to 
increase measurement red-
undancy. A self-calibration 
bundle adjustment with addi-
tional lens distortion para-
meters is adopted. Due to an 
accurate and CPU intensive 
lens distortion correction model 
is not necessary for texturing 
generation, we correct for 
dominant radial distortion only. 
A detailed description of the 
method can be found in [9]. 

 

2.2   Texture Mapping 

In the following sections, the design of the GUI for texture mapping, camera 
orientation modeling procedure, the multi-face texture generation procedure, and the 
occlusion compensation procedure are described. 

2.2.1   Design of GUI  
A graphics user interface for interactive texture mapping based on the Visual  
Studio .NET platform is developed. The standard OPENGL graphic library is a 
favorable choice for 3D graphics programming because most commercial graphic 
cards have hardware implementation that can accelerate the texture rendering. An 
example of the designed GUI is illustrated in Fig. 2. The GUI has a 3D viewer to 

Fig. 1. Camera calibration sheet 
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display the 3D building 
models, to select the facades 
of interest, and to show the 
texture mapping results. It 
also provides a 2D viewer 
for displaying terrestrial 
photos, for marking image 
control points, and for 
visual inspecting the 
buildings wire-frame model 
on the image. The 2D 
viewer also allow for 
another GPS-Photo-GIS 
integration function, which 
emulates a GIS environment 
and can be used to manage 
the massive number of 
terrestrial photos.  

In additional, a tablet frame is designed to illustrate the corresponding ground 
control points, list of the image control points and the camera’s orientation 
parameters. 

2.2.2   Control Point Marking and Orientation Modeling 
In the 3D viewer, the operator can manually or automatically select more than one 
facade of interest for texture generation even though occlusions exist. The rooftops 
and footing corners of the selected facades are labeled and used as candidate ground 
control points. They are automatically indexed and inserted into the tablet frame. 
Some of the ground control points are visible in the terrestrial image. The operator 
can now mark its corresponding image control points from the 2D viewer. After four 
control points have been marked, the space resection process can be initiated. The 
orientation results are used for the back-projection of the selected facades and plotting 
the wire-frame models on the terrestrial image. The operator can then visually inspect 
them for consistency to confirm the correctness of the orientation modeling. If the 
orientation result is not correct, the operator needs to move the image control points 
and the space resection will response in real-time. The orientation modeling is 
finished when the wire-frame models coincide with the corresponding features in the 
terrestrial image.  

Fig. 3 illustrates two examples of the correct and incorrect orientation modeling 
results. The left hand column illustrates the texture mapping result, while the right 
hand column demonstrates the visual inspection procedure. In this demonstration, 
three facades are selected and four control points are marked. The wire-frames of the 
selected facades are back-projected onto the terrestrial image based on the orientation 
modeling result. 

3D Viewer 
2D Viewer 

Orientation ParametersContol points list

Back-projection results 

Fig. 2. The designed GUI for texture mapping 
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2.2.3   Texture Generation and Occlusion Compensation 
Once the orientation parameters have been determined, the textures of selected 
facades can be generated simultaneously. The technique is the same as for orthophoto 
generation using the photogrammetric back-projection method, i.e. utilize the 
orientation parameters and the co-linearity equations. However, there may be partial 
self-occlusion problems with facades. Occlusion detection can be performed by the 
ZI-Buffer technique similar to the true-orthophoto generation [3]. 

In this work, it is 
assumed that building 
facades contain repetitive 
patterns or are homo-
geneous in texture. It is es-
timated that about 90% of 
the building models 
processed hold true to this 
assumption. Hence, the 
hidden part can be filled 
with texture from neig-
hboring parts using the 
mirror operation, which can 
be done in autonomous 
after detection of the major 
hidden side.  

An example of self-
occlusion is demonstrated 
in Fig. 4. Façade AB is 
partially occluded by façade CD. The two facades can be projected to the image 
plane and their distance to the camera’s perspective center can be calculated. The 
distance is recorded in the Z-buffer and an index map is adopted to indicate the 
hidden pixels. An index map is also used to store the generated texture. 
 

 

Fig. 4. Illustration of self-occlusion and mirror operation for compensation 

Fig. 3. Demonstration of (upper row) incorrect and (lower 
row)correct orientation modelling 
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As shown in the middle of Fig. 4, the hidden parts are denoted as black color. The 
major hidden side is detected by searching for black pixels along the four sides. The 
side containing the largest percentage of black pixels is defined as the major hidden 
side. In addition, the width of black pixels next to the major hidden side (e.g. w1 and 
w2 in Fig. 4) is estimated. The location of the mirror can be determined according to 
the largest one (i.e. w1 due to w1 is greater than w2). The right hand photo in Fig. 4 
depicts the texture mirroring result. If one compares the image before and after 
occlusion compensation, it is demonstrated that the effect of mirror texturing is 
acceptable if the facade texture has a repetitive or homogeneous pattern. In Fig. 5 the 
results of multi-face texture 
mapping by means of the proposed 
procedure is demonstrated. Except 
for trees in front of the buildings 
that are difficult or impossible to 
remove, the experimental results 
confirm the fidelity of the 
proposed scheme. The above 
results are acceptable and useful 
for most geo-visualization 
applications. Moreover, since the 
number of pictures needed to 
create the whole building is 
reduced, the efficiency is 
significantly improved.  

2.2.4   Picture Management by 
GPS-Photo-GIS Linking 

In the experiments, we integrate the 
Nikon D2X camera with a Garmin 
GPS Geko 301. The image was 
stored in JPEG format with an EXIF 
header that can store GPS geographic 
information. In the design of GUI, as 
shown in Fig. 2, we create a GIS-like 
environment in the 2D viewer to 
superimpose an aerial orthophoto and 
the picture location by geographic 
coordinates. However, since the 
orthophoto is in the TWD67 
coordinate system (i.e. Taiwan 
Datum 1967), while the GPS location 
information is recorded in the WGS84 geographic coordinates (i.e. Lat. / Long.). Before 
superimposition, the GPS coordinates have to be transferred to the TWD67 coordinate 
system. Fig. 6 illustrates an example of the overlay results. In the figure, the locations of 
the pictures are denoted by the yellow triangles. They are linked to the original image in 

Fig. 5. Example of the multi-faces texture 
mapping 

Fig. 6. Example of GPS-Photo-GIS integration 
for picture management 
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the hard disk. The operator can thus double-click on the symbol to retrieve and display 
the corresponding terrestrial photo on the 2D viewer for control point marking. By means 
of GPS-Photo-GIS integration a large quantity of terrestrial pictures can be managed 
easily, which is useful and efficient, especially when a city model need to be treated. 

3   Case Study 

3.1   Camera Calibration  

In the experiments, eight different 
views of photos are acquired using the 
shortest focal length, i.e. 17 mm. One 
photo is shown in Fig. 1. The total 
lens distortion vectors, including 
radial and decentering distortion, are 
illustrated in Fig. 7. The maximum 
lens distortions for radial, decentering 
and total distortion for a focal length 
of 17 mm are summarized in Table 1. 
In Table 1 and Fig. 7, we notice that 
the total lens distortion is about 91.55 pixels at the edges of the camera frame. The 
radial lens distortion dominates the total lens distortion. We also adopt the camera 
calibration result to compare the effect of lens distortion correction. Fig. 8 shows a 
testing picture with an equal grid. Due to lens distortion the grid appear to bend 
outward, as shown in Fig. 8 (A). After applying the lens distortion correction 
procedure, the distorted lines are restored and presented as parallel lines, as shown in 
Fig. 8 (B). The results demonstrate that the lens distortion is significant and 
indispensable for texture mapping. The adopted lens distortion correction method is 
feasible for the creation of a photo-realistic city model. 

Table 1. Summary of maximum lens distortion on x-y axis. (Units: Pixels) 

 x-axis y-axis 
Radial Lens Distortion 88.45 59.83 

Decentering Lens Distortion 3.10 1.62 
Total Lens Distortion 91.55 61.46 

 
 
 

 
               

Fig. 7. The total lens distortion vectors 

(A) Before correction         (B) After correction 

Fig. 8. Comparison of lens distortion correction
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3.2   Multi-face Texture Mapping 

In this section, we discuss the testing of the 3D building models on NCU. Fig. 9 
shows an example of a complex building composed of circular and rectangular 
shapes. In Fig. 10, 12 visible faces are selected for texture mapping. In Fig. 9, 5 
control points, depicted with square symbols, are marked for orientation modeling. 
The texture mapping result is shown in Fig. 11 for comparison.  

In this case, if affine transformation is used for texture mapping. The operator 
needs to mark four image control points for one face. This means that the operator 
needs to mark 48 image control points. The man-power needed is significantly more 
than for the proposed scheme. In additional, the marking of the image control points 
may introduces a certain degree of measurement errors, so that a gray value 
discontinuity effect may occur between two consecutive faces when affine 
transformation is utilized. The described effect does not happen in the proposed 
approach. The image control points for texture mapping are calculated by the co-
linearity equations with the estimated camera orientation parameters. This means that 
the visual quality is improved. 

With this procedure we create a photo-realistic city model of NCU that containing 
about 300 polyhedrons, as shown in Fig. 12. In total, more than 1,400 terrestrial 
photos are utilized and about 40 man-hours are spent in texturing mapping. Since the 
buildings in NCU are separated by some distance taking pictures is not a problem. 
However, trees or cars in front of the buildings give rise to significant non-self-
occlusion problem making it difficult to solve. There is a trade-off between efficiency 
and realism. On the city scale, the proposed approach fulfills the requirements for 
producing a photo-realistic city model. 

 

 

Fig. 9. Terrestrial photo 
Fig. 10. The selected facades of interest before 
texture mapping 

  

Fig. 11. Multi-faces texture mapping results Fig. 12. Photo-realistic city model of NCU 
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4   Conclusions 

In the paper, we propose the use of a high-resolution non-metric wide FOV digital 
camera for texture generation in photo-realistic city modeling. The adopted camera 
calibration model is both effective and feasible for texture mapping. The designed 
GUI interface for control point marking and camera orientation modeling is easy to 
operate that an expert or experienced operator is not required. The proposed scheme 
has proven to be efficient due to the following two reasons. The first one is the 
number of pictures to be process can be reduced. That is because all visible facade 
texture can be generated from one photo and partially occluded facades can be 
compensated for using the mirror operation. The fidelity of the generated texture is 
high provided the facades meet the assumption that they contain repetitive or 
homogenous patterns. The second reason is that a large quantity of pictures can be 
treated efficiently by GPS-Photo-GIS integration. Due to the adoption of 
photogrammetric techniques multi-face texture mapping can be performed, resulting 
in a photo-realistic city model. The generated city model is appropriate for most geo-
visualization applications. 
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Abstract. In this paper, we present some novel animation techniques to help
users understand complex structures contained in volumetric data from the
medical imaging and scientific simulation fields. Because of the occlusion of 3D
objects, these complex structures and their 3D relationships usually cannot be re-
vealed using one image. By our animation techniques, the focus regions, the con-
text regions, and their relationships can be better visualized at the different stages
of an animation. We propose an image-centric method which employs layered-
depth images (LDIs) to get correct depth cues, and a data-centric method which
exploits a novel transfer function fusing technique to guarantee the smooth tran-
sition between frames. The experimental results on real volume data demonstrate
the advantages of our techniques over traditional image blending and transfer
function interpolation methods.

1 Introduction

Volume visualization helps people gain insight into volumetric data using interactive
graphics and imaging techniques. The data from real applications such as medical imag-
ing and computational fluid dynamics often contain multiple complex structures. Be-
cause of the occlusion of 3D objects, revealing all these structures and presenting their
3D relationships in one image are very challenging. Two widely used techniques to
attack the occlusion problem are direct volume rendering (DVR) and focus+context vi-
sualization. By assigning different transparency values to the voxels of the volume data
via transfer functions (TFs) and then compositing them into one image, DVR can reveal
more information than traditional surface-based rendering. Not all structures are inter-
esting to users. Some structures are more important and are often called the “regions of
interest” or “focus regions”, while other structures are less important and only serve as
the “context”. Various focus + context techniques such as illustrative visualization and
smart visibility have been developed to reveal the regions of interest (i.e., focus regions)
while preserving the context. Nevertheless, all these techniques have their limitations
and cannot totally solve the occlusion problem. Usually, when the focus regions are
highlighted, the context may be missed or distorted to some extent. On the other hand,
the focus may be occluded by the preserved context.

We propose to use animation for focus+context visualization. We first generate some
keyframes which can clearly reveal either the regions of interest or the context, and
then fill in the gap between each pair of the successive key frames with a sequence of
intermediate frames. The spatial relationship between the focus and the context will be
revealed in the animation process. Our work is motivated by an interesting psychology

L.-W. Chang, W.-N. Lie, and R. Chiang (Eds.): PSIVT 2006, LNCS 4319, pp. 1293–1302, 2006.
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phenomenon - “bird in cage”’ - also called afterimage [1]. It is closely related to the
theory of persistence of vision which accounts for the illusion of motion in the filming
industry. According to the theory, a visual image will persist in a user’s brain for a short
time after the real image has disappeared from his/her eyes. Therefore, if we quickly
show a sequence of the key frames and intermediate frames containing the focus and
context, then the focus and context may simultaneously appear in users’ brains and the
users can figure out their 3D relationship.

Compared with traditional images, direct volume rendered images (DVRIs) have
some special features. Traditional images usually show objects in the real world so
opaque surfaces are often presented, while DVRIs are used to reveal information con-
tained in 3D volume data so multi-layer transparent surfaces are usually displayed. In
some DVRIs containing fuzzy structures, there are even no clear surfaces. To generate
animations for DVRIs with large transparent areas, depth cues and smooth transitions
are especially important for conveying correct information. If we directly apply tradi-
tional animation techniques such as image blending to DVRIs, we may not get correct
depth cues and some misleading information will be introduced. To address these prob-
lems, we propose two animation techniques, i.e., image-centric method and data-centric
method, for DVRIs. In our image-centric method, the intermediate frames between any
two successive keyframes are synthesized by image blending. We employ layered depth
images (LDIs) to provide the depth information of the 3D structures in the keyframes
and then composite these LDIs in depth-sorted order to obtain the intermediate images
with correct depth cues. The image-centric method provides a practical solution for
simple volumetric data and low-end platforms. However, since the operations of the
volume rendering are nonlinear, the image-blending method may fail for complex data.
Thus, a data centric method is introduced for high-end applications. In our data cen-
tric method, the intermediate frames are all direct volume rendered to reveal complex
structures and guarantee correct depth cues. The TFs for the intermediate frames are
generated by a novel TF fusing technique to guarantee a smooth transition between any
two frames. We further develop two animation editing techniques, i.e., level-of-detail
and zoom-in/out to emphasize the focus frames and suppress the context frames in the
time domain of the animation.

This paper is organized as follows: After reviewing previous work in Section 2, we
give an overview of our animation approaches in Section 3. The image-centric approach
for generating animations is presented in Section 4, while the data-centric approach is
described in Section 5. In Section 6, we discuss how to emphasize the regions of inter-
est while preserving the context in the time domain of the animation. The experimental
results are presented in Section 7. We conclude our work and suggest some future re-
search directions in Section 8.

2 Related Work

Image Blending. Image blending has been extensively studied in image processing [2],
computer vision [3], and human-computer interaction [4]. Whitaker et al. [2] proposed
an image blending procedure by progressively minimizing the difference of the level
sets between two images. Baudisch et al. [4] developed an approach which relies on a
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vector of blending weights to display overlapping windows simultaneously. More re-
cently, Soille [3] presented a method for image compositing based on mathematical
morphology and a marker-controlled segmentation paradigm. Image blending is a clas-
sic technique and is still widely used.
Focus + Context Visualization. To effectively visualize salient features (or focus re-
gions) without occlusion while preserving necessary context is a challenging problem in
volume visualization. Weiskopf et al. [5] proposed several interactive clipping methods
by exploiting the powerful capability of GPUs. However, some spatial relationships
of 3D structures are lost when too much context is removed. Viola et al. [6] recently
proposed a novel importance-driven approach which is capable of enhancing important
features while preserving necessary context by generating cut-away views and ghosted
images from volumetric data. It is further used in an interactive system [7], volumeshop,
for direct volume illustration. Nevertheless, their approaches require pre-segmented
volumetric data, which are not always available in practice. Volume illustration, first
introduced by Ebert et al. [8], provides an alternative way for focus + context visual-
ization. With non-photorealistic rendering (NPR) techniques, volume illustration helps
users perceive visualization results by highlighting significant features and subjugating
less important details. Lens and distortion is another focus + context technique for vol-
ume exploration. Wang et al. [9] developed some interactive GPU-accelerated volume
lens to magnify the regions of interest and compress the other volume regions, but at
the cost of distorting the data.
Animated Visualization. Lum et al. [10] presented an impressive visualization tech-
nique called Kinetic Visualization for creating motion along a surface to facilitate the
understanding of static transparent 3D shapes. Weiskopf [11] described some relevant
psychophysical and physiological findings to demonstrate the important role of color in
the perception of motion. Correa et al. [12] proposed a new data traversal approach for
volumetric data with motion-controlled transfer functions. Three perceptual properties
of motion: flicker, direction, and velocity have been thoroughly examined by Huber et
al. [13] in an experimental study. Although there has been growing interest in animated
visualization, most previous works either aim at enhancing the perception of 3D shapes
and structures of static objects [10, 12] or focus on evaluating some general motion at-
tributes [11,13]. Using animation for focus + context visualization is still an unexplored
area.

3 Overview

In this paper, we propose two approaches, i.e., the image-centric and data-centric meth-
ods, to create animations for focus + context volume visualization. Our approaches
employ an important animation technique called tweening (or in-betweening) which
can generate a sequence of intermediate frames between two successive key frames so
that the first key frame can smoothly change into the second one. After creating a series
of key frames that reveal either the focus or the context, our approaches will apply the
tweening techniques to the successive key frames to form an animation.

The differences between the image-centric method and the data-centric method lie
in three aspects. First, the approaches to generating key frames are different. The image-
centric method creates the key frames by surface-based volume rendering with
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user-specified isovalues, while the data-centric method generates the key frames by
DVR with user-specified transfer functions (TFs). Second, the processes of tweening
between the key frames are different. The image-centric method achieves the tween-
ing by blending the key frames with different alpha values. The original volume is not
required for the tweening process. The data-centric method generates a sequence of
intermediate frames by fusing the transfer functions and it requires the original vol-
ume. Third, the image-centric method aims at low-end platforms with limited memory
and storage space, and low-end applications with simple data. Instead, the data-centric
method is used to create higher quality and smoother animations on powerful platforms.
The below table summarizes the differences.

Image-Centric Method Data-Centric Method
Keyframe Generation Surface-based volume rendering Direct volume rendering

Tweening Blending keyframes Fusing TFs
Original Volume Not required for tweening Required for tweening

Applications Low-end High -end

Our system further employs two widely used techniques, level-of-detail and zoom-
in/out, to the generated animations to emphasize the important frames (i.e., the focus
frames) and suppress the less important frames. They are applied to the animation time-
line which controls the display time of each frame in an animation. With the level-of-
detail technique, users are able to reduce the number of context keyframes, while the
zoom-in/out technique allows users to emphasize the focus frames while suppressing
the context frames.

4 Image-Centric Animation

In this section, we present the image-centric method. Compared with the data-centric
animation scheme (see Section 5), it is light-weight and better suited for low-end plat-
forms such as smartphones and personal digital assistants (PDA). For example, it can
be used in a client-server graphics system. The required key frames (i.e., a series of
layered depth images (LDIs)) can be generated in a remote server. Some of those LDIs
contain the regions of interest, while the rest have the context. The key frames are then
sent to the low-end clients. After receiving the key frames, the clients will fill in the gap
between each pair of the successive key frames by blending the key frames with dif-
ferent alpha values. It consumes much less bandwidth, memory, and computation time
than the data-centric method.

4.1 Layered Depth Images

The concept of layered depth images (LDIs) was first proposed by Shade et al. [14]
for image-based rendering. In our work, the LDIs are used as key frames to provide
the depth information of different structures in the original data. The focus region and
context region are specified by users as iso-values. Then surface-based volume render-
ing will be used to generate all key frames within one pass. The LDIs are stored as the
result. We cast a ray from each pixel, and save the depth and interpolated color for each
intersection point between the ray and the user-specified iso-surfaces.
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There are two reasons that we use LDIs as key frames. First, LDIs consume much
less memory and bandwidth than original volumes, and can be generated efficiently.
Therefore, they are very suitable for low-end platforms. Second, LDIs can guarantee
that the blending used in the tweening process (see Section 4.2) and level-of-detail
approach (see Section 6) will generate correct depth cues for intermediate frames.

4.2 Tweening Between Key Frames

We employ a simple yet effective technique to fill in the gap between each pair of
the successive key frames. The tweening technique creates a sequence of intermediate
frames by blending the successive key frames with different alpha values. We denote
the image blending as a function B(P1,P2,α1,α2) where P1 and P2 are two successive
key frames, and α1 is an alpha value for P1 and α2 is an alpha value for P2. Thus, the
intermediate frames can be viewed as a set of B(P1,P2,α1,α2) with a linear combina-
tion of α1 and α2 of the key frames. To get ccorrect depth cues, the layers of LDIs at
the similar depth range will be alpha blended first, and then the different layers will be
composited into an intermediate frame in depth-sorted order.

5 Data-Centric Animation

The image-centric animation scheme is effective for simple volume data and low-
end applications. However, because not all 3D structures can be represented as iso-
surfaces, some important information contained in complex volume data may be missed
in the keyframes and intermediate frames generated by our method. Moreover, the al-
pha blending operations may introduce some misleading information [4]. Although we
could minimize the amount of incorrect information with LDIs, the existence of mis-
leading or incorrect information is still unavoidable in the blended images in some sit-
uations. Therefore, for high-end applications, we propose a data-centric method where
all frames are generated by direct volume rendering to provide correct depth cues and
eliminate misleading information. Our method applies a novel transfer function fusing
technique to generate a sequence of intermediate transfer functions from any two suc-
cessive keyframe transfer functions, and the animation formed by the images rendered
using these transfer functions will guarantee the smooth transitions between frames.

5.1 Similarity-Based Tweening Between Key Frames

TFs in DVR are used to classify different features in volumetric data and determine the
information shown in the final images. We assume that multiple key TFs for the key
frames have already been generated by users. These TFs either emphasize the focus or
the context of the data. Suppose that the TFs for two successive key frames, P1 and P2,
are T F1 and T F2, and the number of intermediate frames between two key frames is
N. To tween between these two key frames, one straightforward solution is to linearly
interpolate the key TFs to obtain a number of intermediate TFs, which can then be used
to generate a sequence of intermediate frames by DVR. For example, the TF for the ith
intermediate frame can be computed as T Fi = (N−i)

N ∗TF1 + i
N ∗TF2. However, based

on our experiments with real data (See Fig. 1(a)-1(e)), this method cannot generate



1298 Y. Wu et al.

expected results. This is because that the compositing operation used in volume ren-
dering is nonlinear, and thus the smooth transition between two TFs cannot guarantee
the smooth transition between the resulting DVRIs. To solve this problem, we propose a
similarity-based tweening technique. We first introduce a similarity metric between two
frames and then linearly change the similarity values between the intermediate frames
and the key frames. To guarantee a smooth animation, for the ith intermediate frame Pi,
the similarity value between Pi and P1 should be (N−i)

N and the similarity value between
Pi and P2 should be i

N . In our data-centric method, we compute a series of intermedi-
ate TFs whose generated DVRIs will linearly change their similarity values with the
keyframes. To do this, we apply a novel transfer function fusing technique.

5.2 Transfer Function Fusing

Consider the following TF fusing problem: Given two transfer functions T F1 and TF2

(called parent transfer functions) and their corresponding DVRIs P1 and P2, we are
asked to generate a transfer function T F (called child transfer function) whose corre-
sponding DVRI P will have a similarity value v1 with P1 and a similarity value v2 with
P2. We develop a transfer function fusing system to solve this problem based on our
previous work [15]. Our system first employs a contour-based similarity metric to com-
pare two direct volume rendered images. Then an energy function is introduced and the
transfer function fusing problem is turned into an optimization problem which can be
solved using genetic algorithms (GAs).

6 Animation Editing

Each key frame used in the animation usually contains only one specific feature except
in a few situations where the feature is hard to be separated from other features. If there
are many features in the volumetric data, there will be a number of key frames in the
animation. Thus, the total number of frames including the key frames and intermediate
frames will be too large, which makes it difficult for users to focus on some frames
containing the features they want to see. To overcome this problem, we propose two
techniques, level-of-detail (LOD) and zoom-in/out, to emphasize the important frames
while suppressing the context frames. The proposed techniques are applied on the time-
line, which controls the display time of each frame.

In our paper, we apply LOD to the timeline to make the exploration easier and more
flexible in a visualization process. Users are allowed to select multiple successive key
frames and combine them into a new key frame. After that, the system replaces these
keyframes with the newly combined key frame for the animation. Tweening will be au-
tomatically done with the image-centric or the data-centric method. Users can perform
this combination many times until they obtain satisfactory animations. For the image-
centric method, the combination of the key frames is done by blending them with the
same or different alpha values specified by users. On the other hand, the data-centric
method can use the fusing technique for TFs with different expected similarity values
to combine the key frames. In our work, we mainly use the LOD technique to reduce
the number of the context keyframes.
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After the context keyframes are clustered by the LOD technique, we may need to
further emphasize the frames in which we are interested. In order to highlight these
focus frames, we apply a technique simliar to the fisheye-view approach [16] to the
timeline of the animation, which gives the important frames a longer display time and
reduces the display time for less important frames.

7 Experiment Results

We tested our system on a Pentium(R) 4 3.2GHz PC with an Nvidia Geforce 6800
Ultra GPU with 256MB RAM. The sampling rate of DVR was two samples per voxel
along each ray. The image resolution used in this system was 512×512. All volumetric
data used for experiments were 8-bit data. For the generation of key frames, the image-
centric method is at least n (the number of the required key frames) times faster than the
data-centric method, since the image-centric method needs only one pass of surface-
based volume rendering to generate all the key frames while the data-centric method

(a) (0.9,0.1) (b) (0.7,0.3) (c) (0.5,0.5) (d) (0.3,0.7) (e) (0.1,0.9)

(f) (0.9,0.1) (g) (0.7,0.3) (h) (0.5,0.5) (i) (0.3,0.7) (j) (0.1,0.9)

(k) (0.9,0.1) (l) (0.7,0.3) (m) (0.5,0.5) (n) (0.3,0.7) (o) (0.1,0.9)

(p) keyframe1 (q) keyframe2

0
Scalar Value

Opacity 

0

Opacity 

Scalar Value

TF2

TF1

(r) T F1 and T F2

Fig. 1. Tweening between key frames: (p) and (q) are the key frames; (a)-(e) intermediate frames
created by linearly interpolating TFs of the key frames with different (α , β ); (f)-(j) intermedi-
ate frames created by fusing the key frames with different (v1, v2); (k)-(o) intermediate frames
generated by blending the key frames with different (α1, α2); (r) TFs of the key frames
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requires n passes of DVR to create them. For the tweening, the data-centric method
required around 40 seconds to fuse two TFs, while the image-centric method needed
only 0.147 seconds to blend two frames.

Fig. 1 shows the differences of the tweening done by different methods. Fig. 1(p)
and 1(q) are the key frames indicated as keyframe1 and keyframe2, and Fig. 1(a)-1(e)
were generated by linearly interpolating the TFs of the key frames (TF = α ∗TF1 +β ∗
T F2, where α and β are shown below the corresponding figure, and T F1 and TF2 are
shown in Fig. 1(r)). Fig. 1(a)-1(e) fail to form a smooth transition from keyframe1 to
keyframe2. The change from Fig. 1(a) to 1(b) is too abrupt, and Fig. 1(b)-1(e) are almost
the same as the keyframe2 (Fig. 1(p)). Oppositely, Fig. 1(f)-1(j) generated by our data-
centric method and Fig. 1(k)-1(o) created by our image-centric method have a smoother
transition between the successive key frames. Additionally, the tweening (Fig. 1(f)-1(j))
done by the data-centric method is the best among all these methods. Fig. 1(k) and 1(o)
make the morphing, generated by the image-centric method, a bit abrupt and not as
good as that created by the data-centric method, since they make the transition from
keyframe1 to Fig. 1(l) and the transition from Fig. 1(n) to keyframe2 rough. Moreover,
the images created by the data-centric method have richer details and provide better
depth cues than those created by the image-centric method (see the regions selected by
the red curves in Fig. 1(i) and 1(n)).

The experiment on a CT carp dataset (256× 256× 512) was conducted to demon-
strate the effectiveness of the LOD technique used in our system. There are four key
frames (Fig. 2(a)-2(d)) generated by the image-centric method, and three key frames
(Fig. 2(e)-2(g) generated by the data-centric method. The LOD technique was applied
to reduce the number of the context keyframes. Fig. 2(h) was generated by fusing Fig.
2(f), 2(g), and 2(e) with the same expected similarity value (v = 0.5), while Fig. 2(i)
was generated by compositing Fig. 2(a)-2(d)) in depth-sorted order. Both Fig. 2(h) and

(a) (b) (c) (d)

(e) (f) (g)

(h) (i)

Fig. 2. Key frames: (a)-(d) key frames (LDIs) generated using the image-centric method; (e)-(g)
key frames generated with the data-centric method; (h) image generated by fusing (f) with (g),
and then with (e); (h) image generated by compositing the LDI (a)-(d) in depth-sorted order
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2(i) can correctly provide depth cues. This experiment shows that both the blending and
fusing methods are effective for simple volumetric data like the CT carp data.

Finally, our approaches were applied to an MRI head dataset (256×256×256). Fig.
3(a)-3(c) are LDIs generated by the image-centric method within one pass of surface-
based volume rendering, while Fig. 3(d)-3(f) were generated separately using traditional
DVR with manually-created TFs. Obviously, Fig. 3(b) and 3(c) are sharper and clearer
than Fig. 3(e) and 3(f). However, Fig. 3(e)-3(f) may better reflect the fuzzy and noisy
nature of the original data.

(a) (b) (c) (d) (e) (f)

Fig. 3. Key frames: (a)-(c) are LDIs generated using the image-centric method; (d)-(f) are gener-
ated using the data-centric method

8 Conclusions and Future Work

In this paper, we have developed two animation techniques - the image-centric and
data-centric methods - for focus + context visualization. Our animation techniques al-
low users to better visualize the focus and the context regions in volume data and reveal
their 3D relationship. Layered depth images were exploited in the image-centric method
to provide correct depth cues. A novel transfer function fusing method was employed
in the data centric method to achieve smooth transitions between frames. The exper-
iment results on real volume data demonstrated the advantages of our methods over
traditional image blending and transfer function interpolation approaches. Our anima-
tion techniques can help users better understand their data and are very suitable for
presentation, education, and data exploration.

In the future, we plan to improve the animation quality of the image-centric method
by investigating more advanced blending schemes, and the tweening speed for the data-
centric method by exploiting graphics hardware. We also want to conduct a user study
to thoroughly evaluate the effectiveness of the animation techniques for focus + context
volume visualization and fine tune the parameters used in our animation system.

Acknowledgements

This work was supported by RGC grant CERG 618705 and HKUST grant DAG 04/05
EG02. We would like to thank the anonymous reviewers for their helpful comments,
and thank Ka-Kei Chung for his help with the experimental results.



1302 Y. Wu et al.

References

1. Robinson, W.S.: Understanding Phenomenal Consciousness. Cambridge University Press,
Cambridge, U.K (2004)

2. Whitaker, R.T.: A level-set approach to image blending. IEEE Transactions on Image Pro-
cessing 9(11) (2000) 1849–1861

3. Soille, P.: Morphological image compositing. IEEE Transactions on Pattern Analysis and
Machine Intelligence 28(5) (2006) 673–683

4. Baudisch, P., Gutwin, C.: Multiblending: displaying overlapping windows simultaneously
without the drawbacks of alpha blending. In: Proceedings of the SIGCHI conference on
Human factors in computing systems. (2004) 367–374

5. Weiskopf, D., Engel, K., Ertl, T.: Interactive clipping techniques for texture-based volume vi-
sualization and volume shading. IEEE Transactions on Visualization and Computer Graphics
9(3) (2003) 298–312
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Abstract. We implement an image-based system that constructs multiple 
perspective videos with active objects using an off-the-shelf PC and digital video 
camcorders without the need of advanced calibration and 3D model 
reconstruction. Especially, temporal coherence is exploited to speedup the 
correspondence search. Spatial coherence is exploited for occlusion recovery to 
improve the quality of the generated images. The proposed system can 
automatically establish dense correspondence and construct virtual views on-line 
according to user instructions. 

Keywords: Active object movie, Multiple perspective video, 3D video, View 
morphing, Occlusion recovery, Spatial-temporal coherence. 

1   Introduction 

To create an object movie with active objects, called a multiple perspective video or 3D 
video, an image sequence, instead of a single image, must be stored for each viewing 
direction to record movement of the objects. The set of image sequences, each captured 
at separate perspectives but all focused on the same target object, can be analyzed to 
generate a virtual image sequence at arbitrary viewing direction. Several image-based 
interpolation techniques have been proposed to generate intermediate views of static 
scenes with fixed objects [1,10,14]. Recently, some researches have been conducted on 
the analysis of dynamic scenes with non-rigid or moving objects [5,8,13] with the help 
of 3D model reconstruction and re-projection.  

The spatial-temporal view interpolation [13] was proposed for interpolating views of 
a non-rigid object across both space and time. They analyzed captured image sequences 
to compute 3D voxel models of the scene at each time instant and to generate a scene 
flow across time in which the movement of each voxel is described. In addition, 
Matsuyama et al. [8] reconstructed 3D shape based on silhouette intersection using a 
PC cluster. Kitahara et al. [5] represented a 3D object with a set of planes based on the 
observer’s viewing position. Because these methods were based on explicit 3D 
geometry, the freedom of observer’s position is guaranteed. However, not only 
high-end video cameras and special synchronization hardware were required, but 
set-up and calibration process was also tedious. 
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Instead of relying on explicit 3D model, it is also possible to implement multiple 
perspective video using image based approach in that implicit 3D model such as 
correspondence can be utilized. Huang et al. [3] proposed a method to generate 
arbitrary intermediate video from two videos captured at separate viewing positions. 
Their interpolation algorithm is based on the disparity based view morphing. Stereo 
video can be generated, compressed, and displayed on-line. However, the same 
interpolation algorithm was repeated at each time instant, and temporal coherence was 
not considered at all. As a result, the computational intensive correspondence search 
slowed down the speed of the system.  

Another interesting problem in multiple perspective videos is occlusion that can 
degrade the quality of virtual view significantly. Occlusion occurs when some parts of 
objects can be seen in one perspective, but may disappear in other perspectives. In an 
object movie, occlusion usually occurs on the left/right boundary of an object. 
Searching for corresponding points in the occluded area is very difficult if not 
impossible. However, without corresponding pairs in these areas, the left/right edges of 
objects in a virtual view will become blurred.  

Speed and quality are two critical issues for realizing the potential power of 
interactive multiple perspective videos. In this paper, temporal coherency is exploited 
to speedup the correspondence search. Occlusion is handled properly based on spatial 
coherence to improve the quality of the generated images. The input image sequences 
can be captured using off-the-shelf DV camcorders without the need for advanced 
calibration. A sequence of virtual views can be generated and displayed on-line using 
an inexpensive PC according to the demands of the user. Fig. 1 demonstrates the basic 
ideas and the flow chart for the proposed system. 

 
Fig. 1. Concepts and flowchart of the construction of a multiple perspective video 

The remaining parts of the paper are organized as follows. Section 2 explains 
feature point extraction and corresponding pair matching. Section 3 presents 
fundamental matrix estimation and image pair rectification. Section 4 describes the 
foreground/background segmentation. Section 5 utilizes epipolar constraints to 
efficiently construct a dense depth map. Section 6 exploits temporal coherence to 

Fundamental matrix estimation 
and image rectification 

Foreground/background segmentation 

Dense depth map construction by 
exploiting temporal coherence 

Occlusion recovery by 
exploiting spatial coherence 

Left/Right real image sequence 

Virtual view image sequence 

Feature points matching 
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speedup the correspondence search. Section 7 exploits spatial coherence for occlusion 
recovery to improve the quality of the depth map. Section 8 demonstrates the 
experimental results. Section 9 presents the conclusions and discussions.  

2   Corresponding Feature Point Matching 

First, several image sequences are captured using DV camcorders that are located at 
different viewing positions but focusing at the same target object in the center. To 
construct virtual views, the feature point correspondence between each neighboring 
pair of captured image sequences must be established. The correspondence problem is a 
very challenging problem. Instead of finding corresponding feature points manually or 
semi-automatically, we implement an efficient block matching method to 
automatically establish the correspondence. A few salient feature points in both images 
are found using the Susan edge detector [12]. Typically detected feature points are 
points with significant changes in brightness in the neighborhood such as the corners of 
an object. For each feature point on the left (right) image, the corresponding feature 
point on the right (left) image is searched by comparing the neighborhood similarities 
calculated based on a Normalized Correlation (NC) score defined as follows: 

1 1 2 2
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where p1 represents a pixel (x,y) in the left image I1, p2 represents a pixel (s,t) in the 
right image I2, I(x,y) represents the brightness intensity of a pixel (x,y) in the image I, 
and the size of the comparison window is (2m+1)x(2n+1). Point p2 with the maximum 
correlation score is selected as the matching candidate for p1. The results from this step 
will be a set of corresponding feature point pairs.  

3   Fundamental Matrix Estimation and Image Rectification 

Epipolar geometry [11] is an effective means to speedup the search for corresponding 
points. Suppose a point P in 3D space is projected to p on the image plane I1 with focus 
C1 and to point p’ on image plane I2 with focus C2. The plane contains point p, C1, and 
C2 is called epipolar plane. The epipolar plane intersects the image plane I1 (I2) on a 
straight line L1 (L2). The lines L1 and L2 are called epipolar lines. For each feature point 
p on I1 (I2), its corresponding point on I2 (I1) must fall on the epipolar line L2 (L1). The 
projected point p on I1 (I2) and its corresponding epipolar line L2 (L1) on I2 (I1) are 
related by a 3x3 matrix F, called fundamental matrix. Their relationships are Fp=L2 
and FTp’=L1. 

The fundamental matrix F contains both intrinsic parameters (such as focal length) 
and extrinsic parameters (such as relative translation and rotation) of an image pair. If 
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the fundamental matrix is known, then the correspondence search algorithm only needs 
to search through a 1-D epipolar line instead of through a 2-D search window. Thus, the 
computation time can be significantly reduced. 

A fundamental matrix can be estimated using only 8 corresponding pairs [6]. 
However, the resulting estimation can be seriously degraded by a single outlier in the 
input corresponding pairs. The estimation accuracy can be improved by providing more 
reliable corresponding pairs. The redundancy of corresponding pairs can be utilized to 
minimize the estimation error. Fortunately, it is assumed that the two acquiring cameras 
do not move during the capturing period, making the fundamental matrix between them 
fixed across time. Thus, all of the corresponding pairs obtained at different time 
instants can be fused together to estimate the fundamental matrix. At time instant ti, a 
record is maintained for selecting the top 30 corresponding pairs with the highest 
correlation scores from all correspondence pairs obtained from time t0 to ti. These best 
corresponding pairs are used to estimate a fundamental matrix using a non-linear 
minimization method [4,7]. The estimated fundamental matrix is then used to obtain 
the epipolar lines at time instant ti+1. This iterative process is performed repeatedly at 
each time instant. As a result, the quality of the top 30 corresponding points becomes 
more reliable and the accuracy of the estimated fundamental matrix is improved across 
time as well. In case the estimation error is too large due to emerging outliers, the 
process is reset and a new set of corresponding points is collected. 

With the fundamental matrix an image pair can be rectified to speedup the stereo 
matching. The purpose of the rectification is to transform the images according to their 
fundamental matrix so that their epipolar lines are aligned horizontally. In this paper, 
we apply the polar rectification method [9] so that the matching ambiguity can be 
reduced to half epipolar lines.  

4   Foreground/Background Segmentation 

Since we are usually interested only in the foreground objects in an object movie, the 
foreground and background should be separated so that the dense computation in the 
next step can focus on the foreground objects. Every pixel in an image can be classified 
as foreground or background according to its color information. A static background is 
assumed in our application and the color information for the background can be learned 
in the startup phase. The startup phase contains N frames in which no foreground object 
is present. In these fames, the mean i(x,y) and variance i

2(x,y) of each color 
component }{ BGRi ,,∈  in each pixel (x,y) are measured. In the following frames, a 

distance dt(x,y) for the pixel (x,y) at time instant t is defined using the following 
equation to evaluate its likeliness as a foreground pixel: 
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where Ii,t(x,y) is the value of i-th color component of the pixel (x,y). The background 
region in the left frame Bl and foreground region in the left frame Fl can be segmented 
using a threshold T. 
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The background (foreground) region in the right frame Br(Fr) can be defined 
similarly. After each pixel is classified as foreground or background, a morphological 
closing operating, i.e. a 3x3 dilation followed by a 3x3 erosion, is performed to fill-in 
the noisy holes in the foreground region. 

5   Dense Depth Map Construction 

A dense depth map is constructed using a correspondence search process that is similar 
to the block matching method discussed in Section 2. However, several differences 
exist. First, instead of matching feature points, we need to find a corresponding point 
for every foreground pixel. To reduce the computation complexity, we use a 
sum-of-absolute-difference (SAD) score to replace the NC score. 
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Second, since the image has been rectified according to the estimated fundamental 
matrix, the search window can be limited to a horizontal stripe that is around its 
epipolar line. By reducing the search area from two dimensions to one dimension, the 
computation time can be significantly reduced and the quality of corresponding pairs 
can be improved. In addition, an analysis of the SAD score distribution can help to 
identify uncertainties. A nearly flat SAD distribution represents a smooth area without 
much texture, while a SAD distribution with several similar minima indicates areas 
with repetitive texture. Let SAD1 be the minimum SAD score that locates at pixel pr, 
and SAD2 be the second lowest SAD score that locates at pixel p’r in the search window. 
We define the uncertainty of a corresponding pair (pl pr) as U=SAD2 /SAD1. The 
corresponding pair (pl pr) is accepted only if SAD1 is lower than a predefined 
threshold and U is higher than another threshold.  

Third, after two correspondence sets including left-to-right and right-to-left 
mappings are established, two sets of correspondence (left-to-right and right-to-left) are 
joined together to obtain a single correspondence set. However, the joining set might 
contain several one-to-many of many-to-one mappings due to occlusion or mismatch. 
This can be corrected by a left/right consistency check. For each one-to-many (or 
many-to-one) mapping, we try to replace it using one-to-one mapping that has the 
lowest SAD score. The final correspondence set will be a single set containing 
one-to-one dense mappings. With these modifications, a dense depth map can be 
constructed more reliably and efficiently. Nevertheless, incorrect corresponding pairs 
and depth estimations are inevitable using an automatic search method. 

6    Exploiting Temporal Coherence for Speedup 

The construction time of the dense depth map can be further reduced by exploiting the 
temporal coherence. In an object movie with real-time frame rate, objects in 
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consecutive frames usually stay fixed or move very slowly. Temporal coherence can be 
exploited to speedup the search of corresponding points. Suppose Pl,t (Pr,t) is a pixel 
located on a frame captured in left (right) images at time instant t, We represent a 
one-to-one pair of corresponding points at time instant t by )( ,, trtl PP ↔ , and the set of 

all corresponding pairs at time instant t by CRt. Inside an image frame at time instant t, 
only certain points require a new search for the corresponding points. Other points can 
inherit their corresponding points from the previous correspondence set CRt-1 at time 
instant t-1. The regions that require a new correspondence search can be categorized to 
three cases, analyzed as follows: 

First, changing region S contains pixels with significant changes in brightness. 
Suppose Il,t(x,y) (Ir,t(x,y)) represents the intensity of a pixel (x,y) located on left (right) 
image at time instant t, the changing region S can be detected using a threshold. 

>−=

>−=

−

−

},,|,{

},,|,{

1,,,

1,,,

Ty)(xIy)(xIy)(xS

Ty)(xIy)(xIy)(xS

trtrtr

tltltl                                       (5) 

Second, missing region M contains every pixel at time instant t that does not have 
any corresponding point at time instant t-1. The missing region M is defined using the 
following equation: 
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Third, invalid region V contains every pixel in the frame at time instant t that does 
have corresponding point at time instant t-1, but the corresponding point falls inside the 
changing region S or the background region B at time instant t. The invalid region V can 
be identified using the following equation: 
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Re-computing region R is then defined as the union of changing region S, missing 
region M, and invalid region V.  
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For each pixel in the left (right) image inside the re-compute region Rl (Rr) a 
corresponding point in the right (left) image must be searched. For each pixel that  
is not inside the re-compute region, its corresponding point can be propagated  
from the last consecutive frames. As a result, the time spent on correspondence 
search can be reduced greatly. Fig. 2 demonstrates these three cases using a virtual 
image sequence that contains a small teapot moving horizontally across a static  
big teapot. 
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Fig. 2. Exploit temporal coherence to speedup correspondence search. (a) Left image at time t-1 
(b) Left image at time t (c) Changing area Sl,t (d) Missing area Ml,t (e) Invalid area Vl,t. 

7   Exploiting Spatial Coherence for Occlusion Recovery 

The quality of the final generated virtual images depends on the quality of the depth 
map. After the dense depth construction, there will still be some holes in the depth map 
due to high SAD or low left-right consistency. The quality of the depth map can be 
further improved by filling these holes properly. In order to preserve the object edges in 
the process of hole filling, each hole should be filled along scan lines parallel to the 
primary edge axis of the hole. A primary edge axis for each hole in the depth map can 
be computed as the majority of the orientation of the corresponding edges in the edge 
map. An edge map can be constructed by convolving the original image with a Prewitt 
operator [11]. Furthermore, each hole should be filled using different strategy based on 
the causes of the hole.  

First, in the smooth areas that lack texture, the correspondence search usually fails 
because of ambiguity, resulting in holes in the depth map. For each scan line in a hole, 
suppose d1 (d2) is the depth value on the left (right) boundary of the line, the depth of 
any pixel along the scan line can be linearly interpolated using d1 and d2. 

)1()( 12 K

s
d

K

s
dsd −×+×=                                                  (9) 

where K is the distance between the left and the right boundary and s is the distance 
between the estimated pixel and the left boundary. 

Second, closer objects in the scene might occlude objects that are further away. 
Some areas appearing in the left (right) image might completely disappear in the right 
(left) image. The correspondence search will fail again in these areas, causing holes in 
the depth map. Each hole in this case contains two areas belonging to either closer 
object or further object respectively. Depth discontinuity should be kept around the 
occlusion boundary. Instead of using a linear interpolation, a critical point with 
maximum magnitude in the edge map is found along each scan line. The depth value of 
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any pixel located on the left (right) of the critical point can copy the depth value on the 
left (right) boundary of the scan line. 
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Third, certain parts of an object might be occluded by itself, called self-occlusion. In 
other words, the left (right) boundary of an object that can be seen by left (right) camera 
might not be observed by the right (left) camera. In this case, the depth along each scan 
line in the hole should be replaced by the depth of the foreground object, i.e., 
d(s)=min(d1,d2).  

Fig. 3 demonstrates these three cases using a virtual image sequence containing a big 
teapot occluded by a small teapot. Scan lines for hole filling are set to be horizontal in 
this example for illustration purpose. As a final noise filter, a depth consistency check 
in the neighborhood is applied to remove outliers. After these refinements, all the 
empty holes in the depth map are filled, and the depth for each pixel in the foreground 
region is determined. 

After a reliable and dense depth map is established, an arbitrary virtual image is 
interpolated in any desired viewing direction. First, the left and right images (I1 and I2) 
are warped such that the optical axes of both images (I1’ and I2’) are perpendicular to 
the transition baseline. Second, a morphing function is applied to the warped images to 
obtain a desired transition view. The morphing function used here is called disparity 
based view morphing [3] which is a non-linear mapping based on the depth value of the 
corresponding pair. Finally, the transition view (Is’) is warped back to the correct view 
(Is) with proper viewing direction and position. Holes in the final view are eliminated 
by interpolating the values of horizontally adjacent pixels. 

 

Fig. 3. Three types of holes in depth map. (a) The depth map (b) Further object occluded by 
closer object (c) Self-occlusion area (d) Smooth area. 
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8   Experimental Results 

We demonstrate the constructing results of two multiple perspective videos containing 
a real person and a cartoon character respective. The movie lasts for 30 seconds (600 
frames) and the acting character rotates his head, shakes his hands, and moves his body 
throughout this period. The image resolution is 360x240 in a 24-bit color format. Two 
cameras captured the left and right image sequences in different viewing directions 
(around 30 degree apart). The proposed system generates and displays a virtual image 
sequence from the center viewing direction providing left and right image sequences as 
inputs. The execution speed is around 7 frames per second on a standard PC with a 
Pentium IV 2.0 GHz CPU. One additional camera captured a real image sequence at 
center viewing position for comparison purpose. Fig. 4 shows the left, right, virtual 
center, and real center image sequences.  

Source Right Image Source Left Image Virtual Middle Image Real Middle Image 

   

  

Fig. 4. Screenshots from two multiple perspective videos 

The virtual and real image sequences look very similar during the playback. With 
close examination on frozen images, we notice that two kinds of conditions cause 
blurred virtual images in this example. The first condition occurs when some parts of 
acting character move too fast (e.g. shaking hands). Fast movement blurs the capture 
images so that feature points can not be extracted precisely in blurred area. Thus, the 
quality of the generated virtual images degrades. The second condition occurs in areas 
with incorrect corresponding pairs. Incorrect corresponding pairs cause displacement 
in the interpolation process and also reduce the fundamental matrix estimation 
accuracy. Generally, the quality of the virtual images in the ending part is better than 
the quality of the virtual images in the beginning part. The reason is that the estimated 
fundamental matrix might not be accurate in the beginning. As time goes by, more 
reliable corresponding pairs become available, so the estimated fundamental matrix is 
much more stable in the latter part of the sequence. 

Fig. 5(a) demonstrates the speedup of the processing time for each frame to 
construct and refine the depth map. The curve with asterisk marks (*) represents the 
processing time without considering temporal coherence and occlusion recovery. The 
curve with plus marks (+) represents the processing time considering only temporal 
coherency, while the curve with circle marks ( ) represents the processing time 
considering only occlusion recovery. The curve with square marks ( ) represents the 
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Fig. 5. The comparison of the (a) processing time and (b) quality of the virtual images 

processing time considering both temporal coherence and occlusion recovery. It can 
be noted that the exploitation of temporal coherence not only speeds-up the process by 
a factor of 3, but also decrease the variance in the processing time across frames. This 
means that the virtual images can be generated much more frequently and smoothly 
using the proposed method. It can also be observed that the time spent on occlusion 
recovery is relatively small due to each hole can be filled with a one pass scan. Fig. 
5(b) compares the quality of the generated virtual images through the whole image 
sequence. The quality is measured using the sum-of-square-difference (SSD) over 
every pixel between virtual and real image frames. Similarly, four curves with 
different marks represent the SSD for four different cases. It can be noted that the 
occlusion recovery improves the quality while the temporal coherence degrades the 
quality of the generated images. It can also be observed that the quality of the virtual 
view generally improves across time except around frame 50-60 where the target 
waves his hands very fast.  

9   Conclusions and Discussions 

We implement a system that automatically constructs a multiple perspective video from 
a few image sequences captured at different perspectives. Especially, temporal 
coherence is analyzed and exploited to speedup the dense correspondence matching 
between each pair of images. Several strategies are proposed to properly fill holes in the 
depth map caused by textureless, occluded or self-occluded regions. Only simple 
equipment (off-the-shelf PC and DVs) is used in the proposed system. Image sequences 
are captured at separate viewing positions as the input data. The proposed system 
analyzes the captured image sequences and finds the correspondence between them. At 
playback time, a virtual image sequence is generated dynamically at arbitrary viewing 
directions so that a user can change his viewing directions on-line.   
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Abstract. Direct volume rendering (DVR) has been widely used by physicians,
scientists, and engineers in many applications. There are various DVR algorithms
and the images generated by these algorithms are somewhat different. Because
these direct volume rendered images will be perceived by human beings, it is
important to evaluate their quality based on human perception. One of the key
perceptual factors is that whether and how the visible differences between two im-
ages will be observed by users. In this paper we propose a perceptual framework,
which is based on the Visible Differences Predictor (VDP), for comparing the
direct volume rendered images generated with different algorithms or the same
algorithm with different specifications such as shading method, gradient estima-
tion scheme, and sampling rate. Our framework consists of a volume rendering
engine and a VDP component. The experimental results on some real volume
data show that the visible differences between two direct volume rendered im-
ages can be measured quantitatively with our framework. Our method can help
users choose suitable DVR algorithms and specifications for their applications
from a perceptual perspective and steer the visualization process.

1 Introduction

Direct volume rendering (DVR) is a widely used technique in visualization, which di-
rectly renders 3D volume data into 2D images without generating any intermediate ge-
ometric primitives. There are many DVR algorithms developed in the past two decades,
including ray-casting [1], splatting [2], shear-warp [3], 2D texture slicing [4], 3D tex-
ture slicing [5], and GPU-based volume rendering [4] [6] [7]. A recent survey of DVR
algorithms can be found in [8].

It is well known that direct volume rendered images generated by different DVR
methods are somewhat different and some algorithms can generate images with better
quality than others. Therefore, there is a need to compare the quality of direct vol-
ume rendered images generated by different methods and specifications. Fortunately,
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there are more and more works reporting the comparisons of volume rendering algo-
rithms [9] [10] and volume rendered images [11].

These direct volume rendered images will be perceived by the human beings. There-
fore, it is important to quantitatively evaluate DVR images based on human perception.
One of the key perceptual factors is that whether the visible differences between two
images will be observed. However, research concerning this factor is scant. In this pa-
per we propose a perceptual framework, which is based on Daly’s Visible Differences
Predictor [12], for comparative study of direct volume rendered images. It will be used
to predict the visible differences of the direct volume rendered images generated with
different algorithms and the same algorithm with different specifications.

The remainder of this paper is organized as follows: We first introduce related work
in Section 2. We then describe our framework and review VDP in Section 3. Next,
we compare the direct volume rendered images by using our framework in Section 4.
Finally, we conclude our work and discuss future research directions in Section 5.

2 Related Work

Comparative evaluation in DVR algorithms: Methods for comparing DVR algo-
rithms can be categorized into three classes:
1) Image level methods [13] [9]: They usually compare DVR images side-by-side using
various methods such as difference image, mean square errors (MSE), and root mean
square error (RMSE); 2) Data level methods [10]: They use raw data and intermediate
information obtained during the rendering process for comparison; 3) Analytical meth-
ods to calculate the error bounds [14]: They analyze the errors in gradient calculations,
normal estimation schemes, and filtering and reconstruction operations. In addition to
these comparative methods, Mei”sner et al. [15] performed a practical evaluation of
popular DVR algorithms in terms of rendering performance on real-life data sets.
Perception issues in computer graphics: Considerable concern has arisen over the
perception in graphics research in recent years, especially in the area of global illumi-
nation. There has been much work on perceptually-based rendering proposed. Most of
them focus on two tasks: 1) To establish stopping criteria for high quality rendering
systems by developing perceptual metrics [16] and 2) To optimally manage resource
allocation for efficient rendering algorithms by using perceptual metrics [17] [18]. In
addition, Rushmeier et al. [19] proposed some metrics for comparing real and synthetic
images.
Perception issues in visualization: There is a growing number of research on using
perception for visualization. For example, Lu et al. [20] utilized several feature en-
hancement techniques to create effective and interactive visualizations of scientific and
medical data sets. Ebert [21], Interrante [22], and Chalmers and Cater [23] recently
give excellent surveys on perception issues in visualization. Zhou et al. [24] presented
a study of image comparison metrics for quantifying the magnitude of difference be-
tween a visualization of a computer simulation and a photographic image captured from
an experiment.

To the best of our knowledge, there has been little work which applies perception in
comparative evaluation of DVR. Inspired by the work of Myszkowski [18] which uses
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VDP for global illumination problems, we have developed a framework based on VDP
to compare the direct volume rendered images.

3 Our Framework and Visible Differences Predictor (VDP)

The block diagram of our framework is shown in Figure 1. Our framework contains
a volume rendering engine which generates the images by using different DVR algo-
rithms supported in the engine. Two direct volume rendered images are produced with
the user specified settings. Then they will be sent to the VDP, which compares these
images and gives a differences map (VDP responses) as output.

Fig. 1. Block diagram of our framework

There are many metrics based on Human Visual System (HVS). Two most popu-
lar ones are Daly’s Visible Differences Predictor (VDP) [12] and Sarnoff Visual Dis-
crimination Model (VDM) [25]. Both metrics were shown to perform equally well on
average [26]. We chose VDP in our framework because of its modularity and extensi-
bility. The block diagram of VDP [18] is shown in Figure 2. VDP receives as input a

Fig. 2. Block diagram of the Visible Differences Predictor [18]

pair of images (target image and mask image), and outputs a map of probability val-
ues, which indicates how the differences between those images are perceived [12] [18].
These two input images are first processed by the amplitude nonlinearity, which simu-
lates the adaptation of HVS to local luminance. Then the resulting images are converted
into frequency domain using FFT. After that, contrast sensitivity function (CSF), which
simulates the variations in visual sensitivity of HVS, is performed on the frequency
signals. These images are then converted to spatial frequency and orientation channels
using a pyramid-style cortex transform. Masking function which is used to increase the
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threshold of detectability is applied to these images and the minimal threshold eleva-
tion value for corresponding channels and pixels are taken by mutual masking/mask
image. A psychometric function for predicting the probability of perceived differences
is applied to these images and finally the predicted probability is visualized.

As VDP is a general purpose predictor of the differences between images, it can be
used to evaluate pairs of images for a wide range of applications. Although VDP does
not support chromatic channels in input images, in DVR applications many important
insights such as depth cues can be well captured in an achromatic images. Thus we
embedded VDP in our framework for comparing the direct volume rendered images.
Since the HVS is more sensitive to the differences of contrast and less sensitive to the
differences between colors, we convert color direct volume rendered images generated
by the volume rendering engine to gray-scale images before sending them to the VDP.

All comparisons were performed on a 2.4GHz AMD Opteron 280 processor with
6GB main memory, and an NVIDIA Quadro FX 4500 graphics card with 512MB video
memory. The resulting VDP responses (differences map in our framework) are repre-
sented as a color map which is blended with the original grey-scale target image. Color
is added to each pixel in this target image to indicate its difference detection proba-
bility values. The probability values greater than 0.75, which is the standard threshold
value for discrimination tasks [27], are set to red pixels. In the rest of the paper, we
usually provide results in a set of three figures. The first two figures are generated using
different algorithms or settings and the third one shows their differences map, which is
encoded in the same color scale as in Figure 3 (d). The background pixels (black pixels)
are not included in the calculation of percentage of red pixels in the VDP result.

4 Comparisons of Direct Volume Rendered Images

In this section, we use our framework to measure the perceptible differences in the di-
rect volume rendered images generated with different algorithms or the same algorithm
with different specifications. For DVR algorithms we select two most popular methods:
GPU-based ray-casting [6] and 3D texture slicing [5]. And several specifications includ-
ing shading, gradient estimation scheme, and sampling rate are chosen for comparisons.
We limit our case studies to static, regular or rectilinear, scalar volume data only. The
size of all images is 512×512. All algorithm-independent parameters such as viewing,
transfer functions, and optical model, are kept constant in each image comparison set
in order to have a fair comparison. Experimental results will be discussed at the end of
this section.

4.1 GPU-Based Ray-Casting Versus 3D Texture Slicing

Two data sets are used here: 2563 CT human head and 2563 MRI human head. Figure 3
and Figure 4 compare the direct volume rendered images generated with GPU-based
ray-casting and 3D texture slicing for these two data sets respectively. From the VDP
responses shown in Figure 3 (c), we can see that there are some noticeable areas of red
pixels, which indicate the differences between Figure 3 (a) and (b) in these regions are
quite noticeable (probability > 75%) to human beings. And there are only some light
green pixels inside the regions of red pixels. The percentage of red pixels is 11.89% in
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the VDP result. In Figure 4 (c), we can see some pieces of red pixels and many small
pieces of light greed pixels on the surface of the MRI head. The percentage of red pixels
is 28.27% in it. In both Figure 3 (c) and Figure 4 (c), the red pixels are distributed in the
transparent regions. The VDP predictions (Figure 3 (c) and Figure 4 (c)) coincide with
the human perception of the visual results shown in Figure 3 (a) and (b), and Figure 4
(a) and (b).

(a) (b) (c)

(d)

Fig. 3. Comparison of GPU-based ray-casting and 3D texture slicing (2563 CT human head): (a)
GPU-based ray-casting; (b) 3D texture slicing; (c) VDP result (Red pixels: 11.89%); (d) Color
scales for encoding the probabilities (%) in (c)

(a) (b) (c)

Fig. 4. Comparison of GPU-based ray-casting and 3D texture slicing (2563 MRI human head):
(a) GPU-based ray-casting; (b) 3D texture slicing; (c) VDP result (Red pixels: 28.27%)

4.2 Shading

We are interested in the visual differences between the rendering results in the follow-
ing two scenarios. First, in pre-shaded DVR, the shading model at the grid samples is
evaluated first and then the illumination is interpolated. In contrast, the normal is in-
terpolated first and then the shading model for each reconstructed sample is evaluated
in post-shaded DVR. Second, separate color interpolation was used in [1], which in-
terpolates voxel colors and opacities separately before computing the product of them.
Wittenbrink et al. [28] pointed out that it is more correct to multiply color and opacity
beforehand at each voxel and then interpolate the product. We compare the pre-shaded
and post-shaded DVR images, as well as the opacity-weighted color interpolated [28]
and separate color interpolated DVR images using the GPU-based ray-caster with a
2563 engine data set.
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Figure 5 shows the comparison of pre-shaded and post-shaded DVR. From Figure 5
(c) we can know that the rendering results between pre-shaded (Figure 5 (a)) and post-
shaded (Figure 5 (b)) DVR images are quite different. The percentage of red pixels
reaches 54.79%, which means that such differences in these two images are very no-
ticeable to human beings.

(a) (b) (c)

Fig. 5. Comparison of pre-shaded DVR and post-shaded DVR (2563 engine): (a) Pre-shaded
DVR; (b) Post-shaded DVR; (c) VDP result (Red pixels: 54.79%)

Figure 6 shows the comparison of opacity-weighted color interpolated and separate
color interpolated DVRs. The percentage of red pixels is 64.00%. And the distribution
of the most noticeable differences between Figure 6 (a) and (b) can be easily found in
Figure 6 (c).

(a) (b) (c)

Fig. 6. Comparison of opacity-weighted color interpolated and separate color interpolated DVRs
(2563 engine): (a) Opacity-weighted color interpolated DVR; (b) Separate color interpolated
DVR; (c) VDP result (Red pixels: 64.00%)

4.3 Gradient Estimation Scheme

In DVR, different gradient estimation scheme expresses the choice of normal compu-
tation from the volume data. They may significantly affect the shading and appearance
of the rendering results. Two schemes are compared in Figure 7: central difference op-
erator [1] which computes gradients at data values in the x, y, z direction and then uses
the gradients at the eight nearest surrounding data locations to interpolate the gradient
vectors for locations other than at data locations; intermediate difference operator [29]
which computes gradient vectors situated between data locations using differences in
data values at the immediate neighbors. Figure 7 (c) shows that the differences between
the images are very obvious. The percentage of red pixels is 50.62%.
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(a) (b) (c)

Fig. 7. Comparison of intermediate and central difference operators in DVR (2563 aneurism): (a)
With intermediate difference operator; (b) With central difference operators; (c) VDP result (Red
pixels: 50.62%)

4.4 Sampling Rate

Direct volume rendered images generated by a GPU-based ray-caster with different
sampling rates are compared in this section. The motivation for performing this kind
of comparisons is that we want to reduce the rendering time of the data sets by down-
grading their sampling rates without sacrificing the image quality too much. A 2563

CT head data set is used and two sets of comparison are shown in Figure 8, where the
upper set compares images generated with 512 samples and with 640 samples, and the
lower set compares images generated with 1280 samples and 1408 samples. Figure 8
(c) shows that the differences between Figure 8 (a) and (b) are quite noticeable, and the
percentage of red pixels is 39.54%. From Figure 8 (f), we can find that the differences
between Figure 8 (d) and (e) are not so noticeable, where the percentage of red pixels
is 28.46%.

4.5 Discussions

The experimental results show that differences between two direct volume rendered
images are quite noticeable in transparent regions, indicating that different DVR algo-
rithms or the same algorithm with different specifications are sensitive to these regions
because of the inner structures of the data visualized there. Thus the choice of DVR
algorithms or specifications have major impact on the visual result of the transparent
regions. For shading methods, the visual appearance of images generated with pre-
shaded and post-shaded are quite different as shown in the VDP result (Figure5 (c)).
The image quality of separate color interpolation is considered having color-bleeding
artifacts [28]. The VDP result provides a distribution of such artifacts that may be no-
ticed in the regions with red pixels. For gradient estimation schemes, the intermediate
difference operator in DVR offers a better shading of the images [29] and the VDP re-
sult indicates such differences clearly. For sampling rates, the differences between two
images with higher sampling rates are less than those two images with lower sampling
rates. With enough high sampling rates, further increasing the sampling rate may not
improve the image quality. With our framework, the differences between direct vol-
ume rendered images can be easily identified quantitatively. Thus it may be used for
researchers to determine an appropriate DVR algorithm or a set of specifications for
their research and applications.
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(a) (b) (c)

(d) (e) (f)

Fig. 8. Comparison of direct volume rendered images with different sampling rates (2563 CT
head): (a) Image rendered with 512 samples; (b) Image rendered with 640 samples; (c) VDP
result of (a) and (b) (Red pixels: 39.54%); (d) Image rendered with 1280 samples; (e) Image
rendered with 1408 samples; (f) VDP result of (d) and (e) (Red pixels: 28.46%)

5 Conclusions and Future Work

In this paper, we proposed a framework for comparing direct volume rendered images
generated by different algorithms or the same algorithm with different specifications.
Two most popular DVR algorithms, GPU-based ray-casting and 3D texture slicing, are
selected for comparisons. Some specifications including shading methods (pre-shaded
v.s. post-shaded, separate color interpolated v.s. opacity-weighted color interpolated),
gradient estimation schemes (central and intermediate difference operators), and sam-
pling rate are also compared. The experimental results with real data sets show that
we can get quantitative and perceptual comparison results with our framework. To con-
clude, this study is our first attempt to apply perception knowledge on direct volume
rendered images. It will allow scientists and engineers to better understand volume data.

In the future, we would like to perform a psychophysical validation of VDP for DVR
applications and use our framework to conduct a more comprehensive study involving
more direct volume rendered images generated by different kernels such as different
filters and optical models. As the computation of VDP is quite expensive due to the
multiscale spatial processing involved in some of its components, we plan to imple-
ment VDP on GPUs and integrate it with existing GPU-based volume rendering algo-
rithms into our framework to provide fast feedbacks of comparison results. In addition,
VDP may be used for level-of-detail (LOD) selection in large volume visualization as
what Wang et al. [30] have done recently. This fast comparative framework can then be
used for evaluating direct volume rendered images from a perceptual point of view and
steering the DVR process.
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Abstract. An intelligent culling technique is necessary in rendering 3D
scenes to allow the real-time navigation in complex virtual environments.
When rendering a large scene, a huge number of objects can reside in
a viewing frustum. Virtual urban environments present challenges to
interactive visualization systems, because of the huge complexity. This
paper describes a LOD management (or contribution culling) method for
the view-dependent real-time rendering of complex huge urban scenes.
From the experimental results, we found the proposed LOD management
method effectively limits the amount of objects to put into the rendering
pipeline without notable degradation of rendering quality.

1 Introduction

A huge amount of previous works have been focused on interactive visualiza-
tion of complex virtual environments [1][2]. A large number of objects should
be drawn to ensure the high quality rendering. However, it slows down the ren-
dering speed, which is not acceptable for many interactive applications. Some
insignificant objects need not be drawn and they should be culled away from
the set of objects in the scene. Such a culling process should be proceeded fast
enough to satisfy the real-time requirement.

A suitable spatial data structure is required for the fast culling. The spatial
data structures can be classified into four categories [3][4]: Bounding volume
hierarchies, Binary space partitioning (BSP) trees, Octrees, and Quadtrees. A
bounding volume is a volume that encloses a set of objects. Bounding volumes
constitute a hierarchical structure where a bounding volume in a high-level node
corresponds to the bounding volume for a large cluster of objects and that in
a lowest-level node corresponds to the bounding volume for a single object. At
the rendering, a large number of objects can be culled out at once using the
hierarchical structure of bounding volumes. A binary space partitioning (BSP)
tree is a data structure that represents a recursive hierarchical subdivision of a 3D
space into convex subspaces. The BSP tree partitions a space by any hyperplane
that intersects the interior of that space. The result is two new subspaces that
can be further partitioned recursively. An octree is a data structure which can
define a shape in 3D space where the 3D space is divided into eight cubes. It can
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be further divided into eight smaller cubes recursively. This can be represented
by a tree structure where each node corresponds to a cube in the space.

The quadtree is a tree structure in which each internal node has up to four
children. Quadtrees are most often used to partition a 2D space by recursively
subdividing it into four quadrants or regions. The regions may be square or
rectangular. Quadtree traversal is required for the visibility test [5]. To reduce
the traversal complexity, several efficient quadtree traversal techniques have been
proposed such as a block-priority-based traversal [6]. Quadtrees could also be
used to improve rendering quality [7].

Geometry culling is concerned with removing objects that a viewer cannot
see in navigation. It reduces the number of polygons sent down the rendering
pipeline by excluding faces that need not be drawn. There are several different
kinds and stages of culling [3]. The view frustum culling is a form of visibility
culling based on the premise that only objects in the current view volume must
be drawn [8]. Objects outside the volume will not be visible to the viewer, so
they should be discarded. The backface culling can be considered as a part
of the hidden surface removal process of a rendering pipeline. In the backface
culling, polygons (usually triangles) that are not facing the camera are removed
from the rendering pipeline. This is simply done by comparing the polygon’s
surface normal with the position of the camera. The portal culling divides the
models into cells and portals, computing a conservative estimate of which cells
are visible at the render time. The occlusion culling attempts to determine which
portions of objects are hidden by other objects from a given viewpoint. The
occluded objects are discarded before they are sent to the rendering pipeline.
The occlusion culling also are a form of visible surface determination algorithms
that attempt to resolve visible (or non-visible surfaces) at larger granularity than
pixel-by-pixel testing [9].

In this paper, we describes a simple and fast contribution culling technique
using a hierarchical tree structure. If the polygon is too far from the viewer it will
not be drawn since its contribution to the rendering quality is not significant.
Hence, we throw away all objects whose projected area into the screen space is
below the threshold. In Section 2, we describe the hierarchical tree structure for
the LOD management. In Section 3, we explain the fast contribution culling and
rendering method and provides experimental results using our complex virtual
urban environments. Finally, concluding remarks are described in Section 4.

2 Hierarchical Representation of Scene Structure

For the real-time rendering for complex scenes, the use of levels-of-detail (LODs)
is necessary. The LOD management involves decreasing the details of an object as
it moves away from the viewer. The use of LOD increases the efficiency of render-
ing by reducing the number of polygons to be drawn. Real-time rendering issues
have been actively studied to satisfy the requirement of real-time computation
in drawing large complex scenes. A distributed visibility culling technique was
proposed to render large complex scenes using occluders with the BSP tree[10].
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Fig. 1. (a) A view frustum with objects and the corresponding bounding volume hier-
archy, (b) Subdivision of terrain grid cells

Bittner divided a space using space subdivision of a line space, and rendered
visible objects by selecting an occluder[11]. Cohen-or[12] described a method of
partitioning the view space into cells containing a conservative superset of the
visible objects.

The view frustum culling is the easiest culling. If a polygon is not in the
field of view then it need not be rendered. In the culling, it is required to test
the intersection of the polygon and the six planes of the view frustum. The
temporal coherence and the camera movement coherence can be exploited to
reduce the intersection tests. The temporal coherence is based on the fact that
if a bounding volume of a node was outside one of the view frustum plane at the
previous frame, then the node is probably outside the same plane. The camera
translation and rotation coherency exploits the fact that, when navigating in a
3D space, only rotation around an axis or translation is commonly applied to
the camera. In those cases, many objects that were outside the plane at the last
frame still remain outside.

Fig. 1(a) shows a view frustum hierarchy. If a non-leaf node is inside the view
frustum, all the child nodes of it are also inside the view frustum. This hierarchi-
cal structure speeds up the culling process. An appropriate representation for the
effective view frustum culling implementation is a quadtree [13][14][15]. The ter-
rain cell partitioning in the quadtree-based view frustum culling is shown in Fig.
1(b). The terrain area is divided into cells of regular squares. A bounding box
centered at the camera position is managed during the camera movement. Only
when the camera crosses the bounding box, the system recomputes the quadtree
structure. When the cells are on the frustum boundary, low level quadtree nodes
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Fig. 2. Wire-frame views of the rendered scenes using a simple culling by the number
of polygons (upper) and using a simple culling by the distance measure (lower)
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Fig. 3. Rendering frame rate for the simple methods according to the number of poly-
gons (left) and the visibility range (right)

are used to refine the areas in order to reduce the number of objects to be sent
to the rendering pipeline.

Several techniques using hierarchical data structures have been proposed to
efficiently handle a large amount of data. Tsuji [16] proposed a method of com-
bining the dynamic control of LOD and the conservative occlusion culling by
using a new hierarchical data structure. Face clusters are recursively partitioned
to dynamically control the LOD.

We use the hierarchical weighted tree structure for the efficient implementa-
tion of the view frustum culling and the contribution culling. When rendering a
complex environment containing a huge number of objects, the rendering speed
should not be slowed down. To avoid such dependency on the number of visible
objects, we investigated a criteria to choose the most contributive objects for
the high quality rendering. Small objects in the screen space are culled out even
though they are near to the camera position.
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3 View Space Partitioning and Contribution Culling

Our goal is to guarantee high-fidelity rendering of large models using a low
computational load. Hence, it is necessary to reduce the number of polygons sent
to the rendering pipeline. We select only the fixed number of the most important
visible objects and send them to the rendering pipeline. If small details contribute
little or nothing to the scene fidelity then it can be discarded.

The contribution of each object is measured as the area of the projection
in the screen space. For each object its bounding volume is computed at the
initial loading stage. When creating or updating the hierarchical structure, the
bounding volume is projected onto the projection plane and the area of the
projection is then estimated in pixels. The area is a measure of the contribution
of the object. If the number of pixels in the area is smaller than a given threshold
value then the object is culled away from the rendering pipeline.

Our view space partitioning and contribution culling algorithm is as follows.
As an initialization stage, we find the quadrilateral visible region of the terrain
in the image space. The region corresponds to the root node of the hierarchical
structure. Initially, the weight of the node is set to zero. Beginning from the
node, we recursively split the region into four subregions. For each node the four
corners of the region are always kept. Since we knows the view frustum geometry
and the projection matrix, we can find the world coordinates of the corners. If
the number of objects in a region is equal to zero or one, we do not split the
region any more. If there are multiple objects in the region we split the region
into four subregions. For each subregion we also create a node and attach it to
the parent node.

For each newly created node we evaluate its weight and associate the weight
to the node. The weight of a node is defined as the sum of all weights for objects
in inside the screen rectangular region corresponding to the node. Note that the
weight of an object is the number of pixels of the bounding rectangle in the
image space. When a node is created and its weight is evaluate, the weights of
all its parent nodes are also updated by adding the weight of the new node.

The hierarchical structure is updated only when there is a significant change
in camera position or orientation. In a rendering cycle, only a fixed number of
significant objects are rendered. The number of objects to be rendered depends
on the desired FPS for a specific machine. To select the significant objects we
traverse the tree in a breath-first-order.

Let N be the desired number of the objects to be drawn. Then, we try to
choose the most N significant objects starting from the root node n1. If the node
have subnodes, we try to choose the N significant objects from the subnodes.
For a subnode nk we try to choose !(M ∗wk/w1 + 0.5)� objects where wk is the
weight of the node nk. Note that the sum of all subnode weights is equal to the
weight of the parent node. The selection process is repeated recursively until the
desired number of objects are chosen or there are no more significant objects in
the subnodes.

We have tested the proposed method on a complex virtual urban environ-
ment. Our rendering engine is based on the MS Windows XP platform and is
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Fig. 4. Comparison of rendering performance for the 360◦ rotating camera

implemented using C++ and DirectX 9.0. The machine has a 2.8GHz Pentium 4
processor with 512MB DDR RAM and an ATI RADEON 9200 GPU with 64MB
DRAM.

We implemented four different methods and compared the fidelity of the
rendering and the frame rate. The methods are denotated by ViewFrustum,
FixedRange, FixedPolygon, and Proposed, each corresponds to the view frustum
culling method, the fixed visibility range method, the fixed number of polygons
method, and the proposed method, respectively. The method ViewFrustum ren-
ders only the objects that are inside the view frustum. The method FixedRange
culls away objects that are placed outside the distance over a specified distance.
The method FixedPolygon limits the number of polygons to be sent to the ren-
dering pipeline. Only the given number of the nearest polygons to the viewer
are sent to the pipeline. The method Proposed chooses the given number of the
most significant objects and send them to the pipeline.

We tested the proposed method by applying it to render a huge number of
structures in the Songdo area of the Incheon Free Economic Zone, a metropoli-
tan section which is currently under development. It will occupy a vast stretch
of land totaling 13,000 acres by the time all development is completed. Based
on the construction implementation plan, we modeled the virtual Songdo city.
Currently, our virtual environment contains over a million objects for high rise
landmark business buildings, hotels, research centers, industrial complex, bio
complex, residential complex buildings, and many other kinds of structures.

We first tested the two simplest simplification methods, FixedPolygon and
FixedRange. Their wire-frame views of the rendered scenes are shown in Fig. 2.
In the upper figure, the corresponding number of the limited polygons are 960,
3,000, and 5,040, respectively, from left to right order. In the lower figure, the
corresponding visibility ranges are 300, 1,000, and 2,750 meters, respectively,
from left to right order. The frame rate is shown in Fig. 3 when controlling the
number of polygons (left) and the visibility range (right).

The rendering frame rate should be stable when the viewer is moving freely
in a world space. We measured the number of polygons and the rendering frame
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Fig. 5. Comparison of rendering fidelity: FixedRange, FixedPolygon, and Proposed

rate when the camera is rotated with respect to Y -axis in a fixed position. Fig.
4 shows the number of polygons (left) and the frame rate (right), respectively,
for the corresponding camera angle. The proposed method has provided almost
the same quality rendering results with almost the same rendering frame rate,
which indicates that the computation load is not dependent on the complexity
of the current view.

We compared the rendering fidelity for three methods: FixedRange, Fixed-
Polygon, and Proposed. Two rendered scenes are shown in Fig. 5 and Fig. 6. The
three rows in each figure correspond to FixedRange, FixedPolygon, and Proposed,
respectively, in order from top to bottom. In the FixedRange method, the objects
that are placed outside the distance over 900 meters do not be rendered. In the
FixedRange method, we limit the number of polygons to 82,720 polygons. The
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Fig. 6. Comparison of rendering fidelity: FixedRange, FixedPolygon, and Proposed

rendered scenes from the Proposed method (the third row) show that some sig-
nificant buildings were rendered, which were not rendered in the other methods.
In our methods, huge number of tiny objects or mostly occluded objects are not
drawn. Instead, significant objects in far distance are drawn.

The proposed method has kept high-quality rendering without significant per-
formance depreciation. Table 1 and Table 2 show the comparison of the number
of polygons and the frame rate for the four different methods. In the FixedNum-
ber method, the number of polygons is fixed to 82,720. In the Proposed method,
the number of polygons is always equal to or less than that of the FixedNum-
ber method. However, the rendering quality is as good as that of not using the
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Table 1. Comparison of the number of polygons

methods View1 View2 View3 View4 View5 View6
ViewFrustum 106,032 382,016 187,248 317,344 560,992 88,736

FixedRange 84,936 82,720 186,496 177,472 287,264 75,952

FixedNumber 82,720 82,720 82,720 82,720 82,720 82,720

Proposed 78,654 82,316 82,720 82,720 82,720 62,414

Table 2. Comparison of frame rates (unit: frames per second)

methods View1 View2 View3 View4 View5 View6
ViewFrustum 58 37 51 40 21 61

FixedRange 63 62 51 52 42 64

FixedNumber 62 62 62 62 62 62

Proposed 64 61 61 61 61 64

ViewFrustum method. In our methods, huge number of tiny objects or mostly
occluded objects are not drawn. Instead, we draw other significant objects.

4 Conclusion

2We have presented a fast rendering method for complex urban scenes. The
method combines visibility culling and model simplification into a single frame-
work. Using a novel contribution culling technique less significant objects are
culled away from the rendering pipeline. Since only a fixed number of objects
are tried to be sent to the pipeline, computation load does not depend on the
scene complexity. The perceived quality of the proposed rendering method is
almost same as view frustum culling that draws all visible objects.

We assume that, if the screen projected area of an object is small, then its
contribution to the human perception is also small. Contributions of objects are
represented by weights on nodes of the hierarchical tree structure. By traversing
nodes, a fixed number of significant visible nodes are selected and sent to the
pipeline. The rendering speed is determined by the number of significant objects
to be drawn and, hence, we obtained a uniform frame rate in rendering. We tested
the proposed method to a new metropolitan sector which is currently under
development and validated that the proposed rendering method is appropriate
for the real-time rendering of complex huge scenes.
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Abstract. This paper proposes a blur identification method from severely out-
of-focus images. The proposed blur identification algorithm can be used in digi-
tal auto-focusing and image restoration. Since it is not easy to estimate a point 
spread function (PSF) from severely out-of-focus images, a hierarchical ap-
proach is applied in the proposed algorithm. For severe out of focus blur, the 
proposed algorithm uses an hierarchical approach for estimating and selecting 
feasible PSF from successive down sampled images. The down sampled images 
contain more useful edge information for PSF estimation. The feasible PSF  
selected, can then be reconstructed for original image resolution level by up 
sampling methods. In order to reconstruct the PSF accurately, a regularized PSF 
reconstruction algorithm is used. Finally, we can restore the severely blurred 
image with the reconstructed PSF. Experimental results show that reconstructed 
PSF by the proposed hierarchical algorithm can efficiently restore severely  
out-of-focus images. 

1   Introduction 

There have been many researches for image restoration in the past decade [1], [5], [6], 
[7]. Due to the imperfection of practical imaging systems and inappropriate imaging 
conditions, the recorded images are often corrupted by degradations, such as blurring, 
noise and distortion, etc. Because of the bandwidth reduction of an image, blurring 
occurs in imaging system. In general, the degradation can be modeled as a linear 
convolution of original image with a point-spread function (PSF). The task from the 
linear modeling, image restoration can recover or estimate the original image from its 
degraded observation.  

Image restoration can be classified into two categories such as direct restoration and 
iterative method. The direct restoration methods, such as inverse filtering, least-squares 
filters, etc. may fail to restore blurred images because of ill-posed inverse problem. Its 
solution is highly sensitive to noise or measurement errors. In practical applications, 
iterative restoration algorithms are often adopted, which have two main advantages 
over the direct algorithms [1], [4]. First, it can be terminated prior to convergence, 
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resulting in a partially deblurred image which will often not exhibit noise amplifica-
tion. The second advantage is that the inverse operator does not need to be imple-
mented [1]. But iterative algorithms require high computational work. 

The existing hierarchical techniques in [6], [7], however, could not provide accept-
able performance due to difficulties in accurately estimating the blur parameters in 
severely blurred images. In this paper, we propose a new hierarchical blur identifica-
tion and image restoration algorithm. We can estimate the PSF by analysis module 
based on boundary information from the image itself [2], [3]. Since it is hard to meas-
ure the edge information from severely blurred images, a pyramid-based hierarchical 
algorithm is used. After measuring PSFs from the edge of image pyramid, we use PSF 
reconstruction techniques to recover PSF with original support size. 

The paper is organized as follows. In section 2, the hierarchical and image models 
are discussed; in section 3, the coefficients of PSF extraction scheme are presented; 
section 4 explains the regularized PSF reconstruction. Section 5 covers the experi-
mental results and section 6 concludes the paper. 

2   Hierarchical Model for Image Degradation  

2.1   Image Degradation Model 

A noisy blurred image is modeled as the output of a 2D linear space-invariant system, 
which is characterized by its impulse response. The output of a 2D linear system 

),( nmg  is given as 
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where ),( nmh  represents the PSF that behaves like a smoothing operator, and 

),( lkf  is the original input image with size NN × . The last term, ( , )n m n represents 
an additive random noise under assumption that its distribution comply with zero-
mean Gaussian density. 

For further simplification (1) represents to use the matrix-vector notation 

g Hf n= + , (2) 

Where f , g , and n are lexicographically ordered vectors of size 12 ×N , and H is 

the blurring operator of 22 NN × . 

2.2   Hierarchical Model 

We assume that there is observed low-resolution PSF. The observation model is then  

y W gi i iη= + , (3) 

where g  and iy  represent the lexicographically ordered desired high-resolution 

image and low-resolution image for thi level. iW and 
i

η represent the corresponding 
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weights and additive Gaussian noise at level i . If we assume that the size of the PSF 

is NN × , and then x is 2 1N ×  vectors, y is 2 1M × vectors and W is a 2 2M N× ma-
trix. From Eq. (2), a hierarchical model can be written as 

( ) ( )( ) ii i i i iy W Hf n H fη η= + + = + , (4) 

where iH , if , and iη represent i iH W H= , i if W f= , and i ii W nη η= + ,  

respectively. 

3   Proposed PSF Identification Method  

3.1   Hierarchical Structure 

The prior PSF estimation method mentioned in section 3.2 requires that it has con-
straint; the number of prior PSF sets is finite. The fact, we can estimate more effective 
if support size of PSF is small or it has fewer PSF coefficients, implies that the sup-
port size of PSF decreases as well. Hence we propose hierarchical identification 
scheme.  

The outline of hierarchical identification scheme is shown in Fig. 1. At first, we 
measure up to feasible edge information in the available blurred image in order to 
estimate PSFs using prior PSFs sets. If there is not enough edge information, then the 
blurred image is downsampled number of times by a factor of 2i, denoted  
 

 

Fig. 1. Hierarchical blur identification procedure 
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by { }1 2 1, , , , ,M My y y y y− . By repeating the above process, the blurred image which 

is downsampled is measured to find feasible edge information. We identify iH in  

Eq. (4). After identifying, we should do process that is PSF reconstruction to 

1H from iH . 

3.2   Prior PSF Estimation 

The discrete approximation of an isotropic PSF is shown in Fig. 2. As shown in  
Fig. 2, many pixels are located off concentric circles within the region defined as 

{ }2 2( , ) |RS m n m n R= + ≤ , (5) 

 

Fig. 2. The geometrical representation of a 2D isotropic discrete PSF: The gray rectangles 
represent inner pixels of the PSF and the empty ones are outer pixels of the PSF 

where R  is the radius of the PSF. Each pixel within the support 
R

S  is located either 
on the concentric circles or not. The pixels on a concentric circle are straightforwardly 
represented as the PSF coefficients,

0
, ,

R
a a , as shown in Fig. 2. On the other hand, 

pixels off a concentric circle are not described by those.  So these pixels should be 
interpolated by using adjacent pixel on the concentric circle as 

{ 1 , if ,
, otherwise,

( , )( , ) 0
r r Ra a m n Sh m n α β ++ ∈=  (6) 

where 
r

a  and 
1r

a +  respectively represent the r th and the r +1st entries of the PSF 

coefficient vector. In (6), index r is determined as 

2 2r m n= + , (7) 
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                (a)                                    (b)                                (c)                                   (d) 

Fig. 3. The pattern images and its edges: (a) original simple pattern image, (b) blurred pattern 
image, (c) edges of (a), and (d) edges of (b) 

where ⋅  is the truncation operator to integer. Based on Fig. 2, α  and β  are deter-

mined as 

221 nmr +−+=α , and .1 αβ −=  (8) 

This approximation of 2D discrete PSF is available to the popular isotropic blurs, 
such as Gaussian out-of-focus blur, uniform out-of-focus blur, and x-ray scattering. 
The optimal PSF’s were selected using the out-of-focus estimate by calculating the 
distance between the unit step function and a luminance profile across the edge of the 
restored with various PSF’s as  

2 1

1/ 2
( ) ( ) ( ) 2

j j

N

j

k k kd s u s u
=

= − = − , for 1, 2, , .k K= , (9) 

where ( )ks  represents the restored edge profile with the thk  pre-estimated PSF in the 
selected auto-focusing region, and u  the unit step function. Here, N  denotes the 
number of points in the edge profile and k  is an index for a PSF in the set of K  

members. The optimal PSF can be determined by choosing the thk  PSF with mini-
mum distance as  

arg min ( ){ },kd  for 1, 2, , .k K=  (10) 

4   PSF Reconstruction Using Spatially Adaptive Constraints 

In this section, we mention how the estimated PSF for down sampled images can be 
used to overcome the out of focus blur at higher resolution images. The estimated PSF 
is extended and generalized to be applied to its corresponding higher resolution im-
ages.  

4.1   PSF Reconstruction for High Resolution Restoration  

The PSF reconstruction problem can be started as the problem of finding the inverse 

of the down-sampling operator iW  in Eq. (3) or finding an PSF which is as close as 
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possible to the original one, subject to an optimality criterion. The PSF reconstruction 

problem is as ill-posed problem, which results in the matrix iW  being ill-conditioned. 

A regularization approach is required in solving ill-posed problems. Such an approach 
controls the noise amplification in the solution by incorporation a priori information 
about the solution into the restoration process, and it results in the minimization with 
respect to H  of the functional 

2 2
( ) ( ) 2i ix H W H CHΦ = − + λ ↑  (11) 

The functional CH  is called the stabilizing function since it bounds the energy 

of the restored signal at high frequencies, primarily due to the amplified noise. By 

minimizing the first term of )0( =Φ λ , the solution vector H  tends to 1
i iW H− , re-

sents the smoothest possible solution. The tradeoff between deconvolution and noise 
smoothing operation is determined by the parameter λ . 

By neglecting the constant terms with respect to the variable H  in Eq. (11), the 
minimization of ( )HΦ is equivalent to the minimization of ( )f H , where 

1
( )

2
T Tf H H TH b H= −  (12) 

and  

T T
i iT W W C Cλ= +  and T

i ib W H= . (13) 

The necessary condition for a minimum of ( )f H result in the solution of the system 

of linear equation 

TH b=  (14) 

Iterative methods are used in this work in solving Eq. (14). 
Among the advantages of iterative algorithms is the possibility of incorporation 

constraints, expressing properties of the solution into the PSF reconstruction process. 
The regularized solution given by (14) can be successively approximated by means of 
the iteration 

0 0H = , 
1 ( ( ) )n n T T n n T n

i i i iH H W H W W H H C CHβ λ+ = + − − , 
(15) 

where β  and ( )Hλ  represent a multiplier that can be constant or it can depend on 
the iteration index and regularization functional.  

4.2   Regularization Function 

We are interested to seek to incorporate the following desirable properties for the 
regularization function at each iteration step. We further simplify the analysis by 
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assuming in [4] that ) ( )Hλ is inversely proportional to
2

H WH− , ) ( )Hλ  

is proportional to
2

CH , ) ( )Hλ  is larger than zero. Having all there assump-

tions, we have the following regularization function according to the properties  
described above. 

2

2( ) ( )
CH

H
H WH

λ θ
δ

=
− +

, (16) 

where θ is a monotonically increasing function. δ  prevents the denominator from 
becoming zero. In this paper, Eq. (16) is defined by 

2

2( ) ln( )
CH

H
H WH

λ
δ

=
− +

. (17) 

5   Experimental Results 

In this section, we present result that is dealt with the synthetically blurred images by 
two different of PSFs.  

Experiment I: In this experiment, Fig. 4(a) shows the original image, ‘man’, with 
the size of 512512×  pixels. We synthetically make an out-of-focused version this 
image by convolving with 1717× Gaussian that the variance of Gaussian func-
tion, 3=σ , is used. 30dB blurred signal-to-noise ratio (BSNR) noise is added  
after the simulated out-of-focus blur. The degraded version of the ‘man’ is shown in 
Fig. 4(b). As the first step of the proposed algorithm, the feasible edges should be 
extracted from the image shown in Fig. 4(b) according to the algorithm described in 
section 3.2. This picture, however, has the lack of feasible edge information. Thus,  
the original image is downsampled to level 2 by a factor of 4, as shown in Fig. 4(c). 
Fig. 4(d) shows the restored image of downsampling from Fig. 4(c) using PSF estima-
tion by prior PSF method. The set of prior PSFs are Gaussian blur that support size is 
3,5 and 7 variance of Gaussian is between 0.04~4.04, and the number of these is 300. 
Finally, Fig. 4(e) shows the restored image has the original support size by PSF con-
struction described in section 4. We use a constraint least squares (CLS) filter to re-
store the out-of-focus image. 

Experiment II: Synthetically, uniform out-of-focus blur with 99×  is also used for 
another experiment. 35dB BNSR additive is further added to the blurred image. The 
original image is ‘peppers’ with 512512× pixels in Fig. 5(a). Fig. 5(b) shows  
degraded image with 99× uniform blur. Fig. 5(c) shows downsampling image at 
downsampled level 1 by a factor of 2. Fig. 5(d) shows the restored image of Fig. 5(c) 
using prior PSF estimation. The set of prior PSFs is the same set used in experiment I. 
Fig. 5 (e) shows the restored image using CLS filter based on proposed algorithm. 
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(c)

(a) (b) (d) (e)  

Fig. 4. The experimental results of experiment I  (a) original Image, (b) the degraded Image, (c) 
downsampled image from (b) at level 2, (d) the restored image of downsampling from (c), and 
(e) the restored image by the proposed algorithm 

(c)

(a) (b) (d) (e)  

Fig. 5. The experimental results of experiment II  (a) original Image, (b) the degraded Image, 
(c) downsampled image from (b), (d) the restored image of downsampling from (c) at level 1, 
and (e) the restored image by the proposed algorithm 

6   Conclusions 

In this paper, we have proposed a hierarchical PSF estimation and image restoration 
algorithm for severely blurred image by using a prior PSF estimation approach based 
on feasible edge information. We identify the PSF having a large support size. This 
algorithm providing the optimum result decreased. The proposed algorithm is robust 
against the large support size of blur. Experimental results showed that high-
frequency details can be restored from the severely blurred images. Although the 
proposed algorithm is currently limited to space invariant, isotropic PSFs, it can be 
extended to more general applications based PSF estimation.  
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