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Preface

The biennial PAKM Conference Series offers a communication platform and
meeting ground for practitioners and researchers involved in developing and
deploying advanced business solutions for the management of knowledge in or-
ganizations. PAKM is a forum for people to share their views, exchange ideas,
develop new insights, and envision completely new kinds of knowledge manage-
ment solutions.

PAKM 2006, the Sixth International Conference on Practical Aspects of
Knowledge Management, was held again in Vienna. It was a milestone for two
reasons: First, it marked an anniversary — 10 years of PAKM conferences. The
first conference was held in Basel, Switzerland, in 1996, followed by the confer-
ences in 1998 and 2000, in Basel as well. After that PAKM moved to Vienna
where it was held in 2002, 2004, and 2006.

Secondly, from now on PAKM will be “on tour”: It will be organized by
different people and be hosted at different places all over the world. The PAKM
Steering Committee will be responsible for selecting the conference chairs and
the conference locations. The Steering Committee will also be responsible for
the direction the PAKM conferences will take and will ensure their continuing
high quality.

For this year’s conference we received 123 submissions from 30 countries.
Based on the reviews by the members of the Program Committee and the ad-
ditional reviewers, 29 papers were selected. They cover a great variety of ap-
proaches to knowledge management, which tackle the topic from many different
angles. It is this very diversity that makes PAKM unique, while at the same time
focussing on the one issue of managing knowledge within organizations.

Many people were involved in setting up PAKM 2006. We would like to
express our warm thanks to everybody who contributed to making it a success.
First of all, this includes all the authors who submitted a paper to the review
process, the members of the Program Committee and the additional reviewers
who made such an effort to select the best papers and to ensure a high-quality
program. Our thanks also go to Xiulian Benesch, who was responsible for all
the organizational work and the University of Vienna for providing an excellent
environment for the conference.

November 2006 Ulrich Reimer
Dimitris Karagiannis
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Web Service Based Business Processes Automation
Using Semantic Personal Information Management
Systems — The Semantic Life Case

Amin Anjomshoaa, Tho Manh Nguyen, Ferial Shayeganfar, and A Min Tjoa

Institute of software technology and Interactive Systems
Vienna University of Technology

Favoritenstrasse 9-11, 1040 Vienna, Austria
{andjomshoaa, tho, ferial, amin}@ifs.tuwien.ac.at
http://www.ifs.tuwien.ac.at

Abstract. Business today is the crossing point of information which are origi-
nated or deducted from different information resources. The process of as-
sembling pieces of functionality into complex business processes very often
necessarily involves human interaction which in turn heavily depends on en-
vironment and domain-specific Knowledge.

This paper deals with the use of Personal Information Management Systems
and Semantic Web technology as enabler of business processes to realize the
auto-interaction of customized processes, resources and events. Using an ap-
proach to integrate Semantic Filters in the proposed “business pipelines”, it is
possible to address the most important issues of Process Integration and Process
Automation.

The paper presents the SemanticLIFE research project and its applications in
the tourism domain for business process automation by providing semantics for
business pipelines and localization of process pipelines based on the semantics
of Personal Information of potential clients. We will also provide a solution for
automatic service orchestration of semantic services as semantic pipelines. Fi-
nally, we propose the Semantic Ranking model to evaluate the Semantic Match-
ing in a typical tourism recommendation scenario.

1 Introduction

The fast growth of the World Wide Web and the emerging pervasiveness of digital
technologies within our information society have significantly revolutionized business
transactions, trade and communication between people and organizations. [3].Besides
the augmentation effect, business-related information is characterised by the fact that
it also originates from heterogeneous sources and get more and more complex in
structure, semantic and communication standard. Therefore, mastering heterogeneity
becomes a more and more challenging issue for research in the area of Business Proc-
ess Management. This challenge involves all facets of process integration, composi-
tion, orchestration, and automation amongst heterogeneous systems.

Web services [9], built on top of existing Web protocols and open XML standards,
recently emerge as a systematic and extensible framework for application-to-application

U. Reimer and D. Karagiannis (Eds.): PAKM 2006, LNAI 4333, pp. 1 —12, 2006.
© Springer-Verlag Berlin Heidelberg 2006



2 A. Anjomshoaa et al.

interaction. Web services allow automatic and dynamic interoperability between sys-
tems to accomplish business tasks. However, due to the lack of the explicit semantic
context, the process of assembling “pieces of functionality” into complex business proc-
esses is still unthinkable without significant human involvement.

Semantic Web [4] ,another emerging technology, is being increasingly applied in a
large spectrum of applications in order to support diversified knowledge processing
by machines. It is a paradigm shift to fulfil the goal of enabling machines to “infer-
pret" and automatically process the data available on the Web. It has been applied in
a variety of application-domains such as knowledge management, e-commerce,
healthcare, e-government, data and services integration, searching, and so on.

In SemanticLIFE project [2], we use the Semantic Web technology to build up a
long-term ontological Personal Information Management (PIM) system with the aim
of creating a semantic repository of all personal data from a variety of sources like
emails, contacts, running processes, web browsing history, calendar appointments,
chat Sections, and other documents. This PIM system acts as a digital memory and
provides the “personal profile” for acquired persons.

To our understanding, Web Service and Semantic Web technology are two sides of
the same coin which could enable the automation and integration of business proc-
esses. Business services are implemented and distributed as web services. With the
Semantic information (in our case: personal profile information), it is possible to
automatically select customized (web) services, orchestrate them into one complex
process and to finally execute the combined process. An example of such orchestra-
tion process automation is the Tourist Plan Recommender described in Section 4.

The remainder of the paper is organized as follows. Section 2 briefly reviews the
state of the art of Recommender Systems. The SemanticLIFE project with its com-
plete plug-in architecture is described in Section 3. Section 4 presents the integration
of SemanticLIFE components with Business Process Execution Language for Web
Services (BPEL4WS) standard. The Tourist Plan Recommender and its business pipe-
lines are described in Section 5. In Section 6, we describe the Semantic Ranking
method including the Frequency Ranking and Relevance Ranking. Finally, Section 7
concludes the paper with some evaluation discussion and sketch of future work.

2 Recommender Systems: The State of Art

Recommendations systems in the context of travel and tourism became increasingly
important since the amount of available information is exploding and users are not
always experienced in processing the multitude of information resources. Recom-
mender systems are commonly viewed in the e-commerce domain as applications that
are exploited to suggest products and provide consumers with information to facilitate
their decision-making processes [13]. They can be classified into the following three
types: (1) collaborative-filtering or social-filtering; (2) content-based and (3) knowl-
edge-based [5].

Amazon can be considered as a very popular example of a collaborative-based
filter. It collects user ratings on currently proposed products and/or previously
purchased items to infer the similarity between users.
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In content-based filtering, the user expresses needs and preferences on a set of at-
tributes and the system retrieves the items that match the preferences. New Dudes can
serve as an example for a content-based recommendation approach.

The knowledge-based recommender uses knowledge about users and products to
build up a recommendation. It integrates both content-based and collaborative-
based techniques. Knowledge-based recommender could be based on case based
reasoning (CBR) [11]. CBR is a problem solving technology that faces the new
problem or situation by first looking back into the past, already solved similar case
and use it to solve the present problem. Triplehop’s TripMatcher (www.
ski-europe.com) and VacationCoach’s expert advice platform, Me-Print (used by
travelocity.com) are examples of most successful CBR recommendation e-
commerce sites [11].

Tourist recommender research efforts are conducted by many universities and or-
ganizations due to the necessity of packaging different tourism services for the user
(e.g. flight services, car-rentals, hotel accommodation, cultural events etc.). The
eCommerce and Tourism Research Laboratory (eCTRL) proposes DieToRecs [10] as
a web-based recommendation system that will aid the tourist destination selection
process and attempts to accommodate individual preferences. Trip@dvice [7] is an-
other successful eCTRL project, which assists e-travellers in their search for tourism
products on the internet. ITR [12]-Intelligence Travel Recommender- integrates case-
based reasoning with interactive query management.

L. Ardissono et al. [8] propose Seta2000, an infrastructure for developing personal-
ized recommender systems. They also proposed INTRIGUE [6], a recommendation
technique which takes into account the characteristics of the group of participants and
addresses possibly conflicting preferences within the group.

So far, most of the existing Recommender systems use traditional methods based
on machine learning or case-based reasoning (CBR) techniques to issue the deduced
recommendations. Most of them request the user to specify his/her interests and pref-
erences to build up the user profile. Very few of them could “remember” the user
behaviour or interest, even though some click stream analysis systems [14] keep the
(short term) history of user’s behaviour.

3 SemanticLIFE

SemanticLIFE [2], developed using the Eclipse Rich Client Platform (Eclipse RCP),
is designed to store, manage and retrieve the lifetime’s information entities of indi-
viduals using ontologies. It enables the acquisition and storage of data, giving annota-
tions and retrieval of personal resources such as email messages, browsed web pages,
phone calls, images, contacts. The ultimate goal of the project is to build a Personal
Information Management system over a Human Lifetime using ontologies as a basis
for the representation of its content. . Fig. 1 shows the basic components of Semanti-
cLIFE. The dotted boxes denote the significant plug-ins of the use cases proposed in
this paper.
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Fig. 1. SemanticLIFE System Architecture

3.1 SemanticLIFE User Profile

A plug-in is developed to import the Google Desktop’s captured entities into Seman-
ticLIFE’s repository where they are ontologically stored in RDF metadata framework.
This will then facilitate semantic meaningful queries, life trails, ranking and process-
ing of life events. The user profile will be partly shaped from this activity logs. User
demographics, user interests, contacts could be considered as the static part of the
profile. These data will be gradually elaborated and enriched either by automatic or
by manual annotation and additions. Fig. 2 shows a fragment of the user model used
in the SemanticLIFE system.

This schema helps the system to create a matching behaviour model for user and
enhance the user modelling in the following ways:

1. User will have a unique profile that can be reused for many business processes.
User model is dynamic and will be adjusted based on the long term user interac-
tions. This approach gains advantages compared with the click-tracking mecha-
nism that captures the user interactions for a limited period on a few web pages.

3.2 SemanticLIFE’s Plugins

SemanticLIFE is built upon on several plug-ins components which communicate via
the messaging and collaboration component. Message Bus, Web Service and Pipeline
plug-ins are the fundamental plug-ins support the communication framework.
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Fig. 2. User Model Ontology

Message Bus plug-in manages all information exchanges between the Semanti-
cLIFE processes. This plug-in supplies also a level of abstraction between system
services by providing an transparent, uniform access interface to all services.

With Web Service plug-in (Fig. 3), Web Services can be plugged at anytime to
the SemanticLIFE system by locating the corresponding configurations (WSDL
file’s url). More importantly, the plug-in supports capturing service’s semantic
which is used in both “locating appropriate services” and “ranking the competitor
services” tasks. The service’s semantic, defined in OWL-S standard, [15] describes
the functions of the service in terms of the transformation effected by the accordant
service. It also specifies required inputs, pre-condition to invoke a service, the
generated outputs, and the expected effects that result from the execution of the
service.

The Web service plug-in offers the following three categories of services:

¢ Service-finder service: Finds the appropriate services for a specific request. The
return-value is a list of services ranked by the user preference or by the semantic
ranking of services (based on the user profile and SemanticLIFE items).

¢ Service-invocation service: Invokes the requested service using the SemanticLIFE
platform specifications. The invocation mechanism may call an internal pipeline,
an internal service or an external web service.

¢ Semantic-recommender service: Invokes the recommendation pipeline of Seman-
ticLIFE for a given service. The pipeline in turn will invoke the underlying service,
semantically rank the service-results, provide a ranked list of options for user
choices and finally return the selected item.
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Fig. 3. Web Service plug-in services

Another fundamental plug-in is the pipeline plug-in that plays a central role in the
orchestration of basic system services and in the creation of new business services.
We introduce the notion of a pipeline as a uniquely named set of service-calls and
intermediate transformations. The pipelines are defined using an XML structure
that specifies pipeline steps and relevant transformations.

4 SemanticLIFE Business Process Integration

To magnitude the generality of the proposed approach, we integrate the Semanti-
cLIFE components with a standard business process described in Business Process
Execution Language for Web Services (BPEL4WS) [16]. The backbone process is a
dynamic business process that does a runtime based routing for the required services.
The services that are going to be invoked are not known in advance, instead, they will
be queried and selected by SemanticLIFE’s Web Service Plug-in at run time. The
Routing Service will call the “service-finder service” (in a web service plug-in) to
find out the service endpoint (a pipeline, a plug-in or external web service) that should
be invoked for a specific purpose.

Unlike other recommendation systems which are mostly based on static user pro-
file and case-based recommendation, our system takes into consideration the dy-
namic, long term user’s activities to find out the user interests which may be even
change from time to time. The information captured by this plug-in can later on be
refined and annotated by the user to make a more precise user behavioural model.

The most interesting feature is the “semantic-recommender service invocation”.
The Web Service plug-in will first invoke the specified service, then rank and filter
the service results by applying a semantic evaluation and ranking mechanism. This
will be performed by considering the semantic user profile and the user information
items captured via Google Desktop plug-in. The user profile and domain ontology
will play an important role in the ranking process. For example the list of suggested
destinations is filtered on the basis of user interests and also affected by the tour-
ism ontology which specifies the ideal conditions in the requested period of time
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(e.g. weather conditions). The weather information will be treated according to the
purpose of a tourist (e.g. different treatment of weather forecasts for different classes
of tourists according to a typology such as congress-tourist, family-tourist etc.). The
ranked-results will be displayed and the user may select the desired choice(s). An
extra step that may take place after the user’s choice is to accomplish the reservations
or to lock the suggested resources. For example, a hotel-room will be temporarily
reserved for the lifetime of the backbone process with a timeout option. This is neces-
sary to make sure that the suggested resources will be available at the final booking
step of the backbone process which finalizes the tourist package components.

The user selection will be returned to the backbone process for continuing of busi-
ness process. It is important to mention that the backbone process should be defined
as a process that will need the human user interactions. Such business processes are
described in WS-BPEL Extension for People (BPEL4People) specification [17]. Fig.
4 depicts the semantic-recommender phases and the messaging between the phases.

S The Tourism Scenario as Proof of Concept

To illustrate and evaluate the SemanticL.IFE approach we will step by step sketch a
business process for a typical problem of a Tourism Plan Recommender. As precondi-
tion, we assume that the required web services are available and plugged to Web Ser-
vice plug-in. Some typical web services for our case are: Country Information Web
Servce, City Information Web Service and also Flight and Hotel Reservation Web
Services. A business process is initialized by calling the backbone process that respec-
tively calls SemanticL.IFE services to perform the relevant business activities and proc-
esses. Fig. 5 depicts such a business process that calls relevant SemanticL.IFE services
like city recommender, hotel recommender, restaurant recommender and so on.
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The ultimate goal of this process is to maximally fulfil the requirements of the
tourist vacation such as the proper destination city due to tourist desires, the right
hotel, restaurants that match tourist culinary taste, cultural preferences from tourist
point of view and necessary needed infrastructures here fore (e.g. barrier free access
for people with special needs etc.). Each recommender backbone process is decom-
posed into two phases namely the web service discovery phase and the service invoca-
tion phase which will be respectively performed via the service-finder service and the
semantic-recommender service of the Web Service plug-in. More precisely, the back-
bone process will first look for a service that matches the required results and input
parameters. Afterward, the backbone process will dynamically set this service’s end
point and call it through the semantic-recommender service. This call will activate a
pipeline that invokes the given call, semantically rank the results and return the user
selected choice(s).

The semantic-recommender pipeline may also optionally make some temporary
reservations for the potential resources that may possibly vanish due to the concurrent
competitors (i.e hotel rooms, flights). The backbone process will then finalize the
reservations when the tourist packaging process is successfully completed. In case
that for some reason the process is interrupted or cancelled, the resource-locks will be
automatically released by lock-timeout option. For the discussed scenario, the back-
bone process will start with the user request to find the touristy city in a specific coun-
try. The following steps are necessary:

Step 1: The Web Service Plug-in will be queried to find an applicable service that
can provide the requested information (list of touristy cities in the desired country).
The services are ranked and the best matching service will be returned.
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Fig. 6. City finder process

Step 2: The backbone process invokes the service resulted in the previous step via
semantic-recommender plug-in. Subsequently, the semantic-recommender plug-in
invokes the underline service, semantically ranks service results and presents the
ranked results to the user for selection. Finally the user choice will be fed back into
the backbone process for further steps. Fig. 6 shows the interaction between backbone
process and Web Service plug-in to find a touristy city in a specified country.

The similar scenario occurs in other backbone sub-processes such as the hotel find-
ing sub-process, the concert finding sub-process, the flight finding sub-process etc.
The only difference is that the suggested resources may be locked (i.e. hotel, flight) to
ensure that it is possible to book them at the final step of backbone process (in case
user agree with the suggestion) to complete the tourist package. This extra step may
take place as part of the semantic-recommender service.

6 Semantic Ranking

In this section we present the web service ranking technique aiming at finding the
most relevant web service to use. The ranking process will follow the “semantic
search” phase in which the services’ semantics and the corresponding input/output
parameters are evaluated to match a specific query. The ranking is performed by
measuring the relevance of a service with our domain ontology that is enriched with
Google Desktop items. The more related contacts, emails, web pages, etc., the higher
rank the service has. The items returned from the appropriate web service will be
evaluated and ranked in two different ways: frequency and relevance rank. Both rank-
ing methods benefit from user profile and underneath ontology.

6.1 Frequency Ranking

In this method the number of relevant items and their timestamps will be used to cre-
ate a ranking measure. This method benefits from the domain ontology by taking the
related items into account. For example consider the case that we are looking for
information about “Austria”. In traditional frequency methods only the items includ-
ing the term “Austria” could be counted. But using a domain ontology we can find out
more about a term, for example we may also add all the items containing any of the
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following terms too: Vienna, Linz, Salzburg, Austrian and even though “Osterreich”
(the term Austria in German language). Mathematically speaking our result set will be
union of all result sets of related concepts:

Result set R = U F_(C) where C; is related class to our target class with “same-

C; I
as” or “subclass-of’ predicates and F denotes the frequency of the corresponding
term. To apply the notion of time to the result set items we may give a heavier weight
to recent items for result ranking which converges to the forgetting mode of memory.
For example a city name that has been searched for, one hour ago should have a
higher importance than web pages that are browsed one year ago and contain the city
name. For this purpose a monotonic decreasing function has to be used to weight the
result set (as explained above, including all semantically related concepts) and calcu-
lation of the total frequency rank.

6.2 Relevance Ranking

This ranking method is built upon the matches between ontology of the items based
on the immediate user requirement and the user profile ontology based on his life-
time history. For this purpose we will use a computational model that assesses simi-
larity by adding a semantic measure to feature matching process and is based on ratio
model that is introduced by Tversky [1]. To assess the semantic distance between two
concepts (classes) A and B, we will first build an extension set for each of classes.
This extension set includes all semantic terms that are somehow related to the core
concept. For example the extension set of Vienna which is denoted as Ext(Vienna),
will include all related features that are related to Vienna. Based on these assumptions
the Semantic distance between concepts is defined as follows:

|Ext(A) N Ext(B)|

D(A,B) =
|Ext(A) N Ext(B)|+ o|Ext(A) — Ext(B)|+ (1— &)|Ext(B) — Ext(A)|

where ¢ is a real number between O and 1. The distance function returns a real meas-
ure between zero and one, depends on the similarity of concepts. For a user searching
of a destination city scenario, the situation is shown in Fig. 7. The dotted lines be-
tween the different concepts demonstrate the semantic relationships between them.

6.3 Combined Ranking

To establish a uniform rank from frequency and relevance ranks, we propose a com-
bined rank that takes into account both of them. Consider that the semantic distance
between user’s profile and all suggested options is calculated and depicted as
d;,dy,....d, where d; is the semantic distance between the ith option and user profile.
The frequent ranks for system suggested options are f},f,,....f, respectively. The com-
bined rank can be defined as follows:

ok

di
L (0<R <1)

2

Combined Rank for ith option R;=



Web Service Based Business Processes Automation 11

) User Profile
gmtm;m Ontology
ntology
O

) o

=< Food
i -~ Religion \
Clty Resturants (= User
attractions g profile

/] Culural /
————— ;""‘ interests

Local beverages

Fig. 7. Ontology matches

Finally the end user will be able to view the recommendation list sorted by com-
bined rank with the option to switch between the two other ranking methods

7  Conclusion and Future Work

The evolution of Semantic Web technology has opened a new window in IT and spe-
cially data engineering fields. The proposed scenario showed how this technology can
be utilized to make the daily life scenarios easier to organize. Also, the presented
SemanticLIFE platform as a personal information manager has the capacity to be used
in other business processes dealing with personal information. However before the
realization of SemanticLIFE application and scenarios some crucial issues like pri-
vacy and security should be addressed. We have also started to run more business
scenarios like collaborative environments and providing semantic feeds for enterprise
systems [13]. Some other challenging module like Semantic Web Services is still
under development progress and we try to enhance the features and keep up with the
latest advances. Known tourism, travel and weather ontologies will be included.
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Abstract. The paper is devoted to the issue of activation of knowledge in
automated Knowledge Management Systems (KMS). According to the authors,
activation of knowledge means that a system, based on the knowledge stored in
it, automatically suggests a solution appropriate for a task at hand and/or guards
against the user invoking inappropriate solutions. The paper discusses
activation of knowledge, first, in general, and then, in a more specific manner,
while applying general concepts to an integrated Business Process Support and
Knowledge Management System (BPS/KMS) that is based on the state-oriented
view on business processes. Activation of knowledge in such a system is done
through rules of planning. The paper presents a classification of such rules,
which is based on deontic logic concepts, and shows how rules of different
categories can be used for activation of knowledge. The discussion is illustrated
by an example already implemented in a working system. Some details of the
current implementation of rules of planning are also presented in the paper.

1 Introduction

The paper is aimed at describing the progress in the INKA project devoted to
integration of business process support with management of operational knowledge.
By operational knowledge we mean knowledge needed for completing the everyday
work, e.g. planning, reporting, communicating with colleagues and people outside the
organization, etc. The INKA project was first presented at PAKM’04 [1]. The goals
of the project and its initial achievements and setbacks are described in [1,2]. To give
an idea about the project we repeat some parts of [1,2] below. However, the repetition
concerns only the parts that are relevant to the central topic of this paper, i.e.
activation of knowledge in computerized Knowledge Management Systems (KMS).
As was stated in [1], the main assumptions for the INKA project are as follows:

1. As far as operational knowledge is concerned, for the knowledge management to
be of use in an organization, it should be seamlessly incorporated in everyday
business activities. Thus we need an integrated IT system that supports both daily
operations and knowledge management.

2. Operational knowledge is structured around business processes, such as processing
an order, insurance claim, or bug in a software system. Therefore, for a business

U. Reimer and D. Karagiannis (Eds.): PAKM 2006, LNAI 4333, pp. 13 -24, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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support system to be able to automatically gather and distribute knowledge, both
the business and support system should be process-oriented. We will refer to such a
support system as BPS/KMS (Business Process Support/Knowledge Management
System).

3. An important prerequisite for a BPS/KMS to function in practice is that a majority
of the staff actually use the system in a major part of their daily work.

According to [2], to facilitate the use of a BPS/KMS by a majority of the staff, the
following functionalities should be incorporated in the system:

1. Provision of context in a form recognizable to the users. A context is all
information a user needs to act in a particular situation. This includes current state
of the process, historical information and future plans. Historical information, e.g.
the events that lead to a current state, provides an explanation why it came about
which might be necessary to know in complicated cases. Information on the future
plans may be needed for not doing a job already planned for somebody else.

2. Structured knowledge base consisting of two parts:

e Experience-based knowledge (EBK), which contains records on actions
undertaken in the past together with description of the contexts in which these
actions were completed and the outcomes of these actions. EBK is continuously
fed with facts from the use of the system. Having EBK, a user working in a
particular context can search for facts about how work in similar contexts was
conducted in the past, and what was the outcome.

¢ Generalized knowledge base (GK), which contains business rules that constrains
and regulates all operations in an organization. The rules concern various
aspects of the business, from the laws of the given country to fairly detailed
rules about actions to be taken in a specific context.

To make the system even more attractive to the users, the knowledge stored in the
system should be made active. By activation of knowledge, in general, we mean that
the system suggests a solution for a task at hand (based on the context) rather than
asks the user to search the knowledge base for the knowledge relevant to the context,
and then decide on a solution based on the findings. It also means that the system
guards against invocation of unacceptable solutions. Activation of knowledge
constitutes the central topic of this paper.

2 Activation of Knowledge in an Integrated KMS/BPS

In respect to everyday work, the operational knowledge stored in a KMS can be used
in two ways:

1. To decide on a course of action to take in the frame of the given business process
instance (i.e. a process case), e.g. make a phone call, write a letter, send a reminder,
rewrite a report, etc. The course of action should maximize the chances for
successfully completing this process instance.

2. To avoid taking a course of action that can lead to failure, for example avoid
actions that have lead to failure before, or actions that are prohibited by laws and/or
regulations.
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Activation of knowledge in a system means that the system gets a possibility to:

—

. Suggest a course of action in a given context.

2. Prevent the user from taking the wrong course of action, if the system cannot give
any recommendation in a particular context, or the user chooses not to follow the
recommended course.

Both experience based knowledge (EBK), and generalized knowledge (GK) can be
activated. Activation of the EBK requires that the system, first, searches the
experience base for actions that have been undertaken in contexts similar to the
current one. Then, based on the outcome of these actions, i.e. success or failure, it
suggests some courses of action, or warns against others. Activation of EBK requires
that the system has information about the outcomes. One practical way of
implementing this functionality is by a user evaluating the outcome of each finished
business process instance according to some failure-success scale, and storing this
information in the system. We consider the activation of EBK to be quite a
complicated issue, which is left outside the scope of the INKA project.

Activation of GK requires special structuring of the rules. First, it should be
formally possible to identify the rules relevant to the context of the current situation.
Secondly, rules should include actions to recommend or/and warn about. The specific
structure of the rules depends on the conceptual/theoretical model upon which a
BPS/KMS is built. Our BPS/KMS is built based on the state-oriented view on
business processes [9]. A natural way of activating GK in such a system is via rules of
(automatic) planning. The structure of such rules and their implementation in a system
constitute the main topic of this paper.

To be of use for activation of knowledge, the rules of planning need to be classified
and structured according to how they can be used for suggesting a proper course of
action or warning against the improper courses of actions. Our classification is based
on deontic logic concepts [6], policy-based thinking [7,10] and theoretical findings in
the domain of Business Rules (BR) [13]. We classify the rules into 4 categories:

1. Obligations

2. Recommendations

3. Prohibitions

4. Negative recommendations

In the paper we will explain the meaning of this classification and how different kinds
of rules can be used for activation of knowledge. We will also briefly overview an
implementation of such rules in an operational BPS/KMS. The explanation will be
done with the help of an example. Though the example we use may seem a bit
artificial, we consider it quite representative for the problems we face when activating
knowledge via rules of planning.

The rest of the paper is written according to the following plan. In section 3, we
shortly review the main ideas of the state oriented view on business processes.
In section 4, we suggest and explain the classification of rules of planning. In sect-
ion 5, we demonstrate how various types of rules can be used for activation of
knowledge by means of a simplified example. In section 6, we shortly review a
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current implementation of such rules in a BPS/KMS system. Section 7 overviews the
related research, and, finally, Section 8 contains concluding remarks and directions of
current and future research.

3 State Oriented View on Business Processes

The main concept of the state-oriented view on business processes is the process’s
state [9]. The process’s state is aimed to show how much has been done to achieve
the operational goal of the process instance, and how much is still to be done. A state
of a process is represented by a complex structure that includes attributes, and
references to various active and passive participants of the process, such as process
owner, documents, etc, see Fig. 1 for an example. A state of a given process instance
does not show what activities have been executed to reach it, it only shows the
results achieved so far.

A goal of a business process can be defined as a set of conditions that must be
fulfilled before a process instance can be considered as finished. A process state that
satisfies these conditions is called a final state of the process.

The process is driven forward through activities executed either automatically or
with a human assistance. An activity can be viewed as an action aimed at changing
the process state in a special way. Activities can be planned first and executed later. A
planned activity records such information as type of action (goods shipment,
compiling a program, sending a letter), planned date and time, deadline, name of a
person responsible for an action, etc.

All activities currently planned for a process instance make up its operational plan
or to-do list, see Fig. 2 for an example. The plan lists activities, the execution of
which diminishes the distance between the current state of the process instance and
the projected final state.

The plan together with the “passive” state (attributes and references) constitutes a
generalized state of the process; the plan being an “active” part of it. When an activity
is executed, a process changes its generalized state. Changes may concern the passive
and/or active parts of the state. At the minimum, the executed activity disappears from
the plan. In addition, changes are introduced in attributes and references and/or new
activities are planned to drive the process forward.

With regards to the generalized state, the notion of a valid state can be defined in
addition to the notion of final state. To be valid, the generalized state should include
all activities required for moving the process to the next stipulated state. A business
process type can be defined as a set of valid generalized states. This definition can be
converted into an operational procedure called rules of planning. The rules specify
what activities could/should be added to/deleted from an invalid generalized state to
make it valid. Using these rules, the process instance is driven forward in the
following manner. First, an activity from the operative plan is executed and the state
of the process is changed. Then, the operative plan is corrected to make the
generalized state valid.
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4 Classification of Rules of Planning

This section is devoted to classifying rules of planning and discussing how rules of
different categories can be used for activation of knowledge. The basic ideas for our
classification were taken from the works in three areas: deontic logic [6], policy-based
thinking [7,10] and theoretical findings in the domain of Business Rules (BR) [13].
Our classification does not exactly follow any of the theories listed above, but is
adjusted to our specific goal of activation of knowledge via rules of planning. We
differentiate 4 categories of rules of planning:

1. Obligation: for a given class of the process states, some activities must be present
in the process’s plan. In case of absence, they are added. For example, suppose in
an order processing process, all the goods have been delivered, but not invoiced.
Then the invoice activity must be included in the plan.

2. Recommendation: for a given class of the process states, some activities are,
normally, present in the process’s plan. In case of absence, they are suggested for
inclusion.

3. Prohibition: for a given class of the process states, some activities cannot be
present in the process’s plan. In case of presence, they are removed.

4. Negative Recommendation: for a given class of the process states, some activities
are, normally, not present in the process’s plan. In case of presence, they are
suggested for removal.

Examples of various rules, and how a change of the rule strictness from, e.g.
obligation to recommendation, can change the behavior of the system are discussed in
the next section.

The wording in the names of categories above implies that the rules can be used for
communication between the system and its users, for example, by recommending
some actions, or not recommending, i.e. warning against others. While the rules can
certainly be used in this way, we do not discuss this issue in the paper. We focus on
automated generation/modification of the plan, and automated correction of the
manual planning done by the user.

In our discussion on automated planning/correction we will differentiate 3
situations:

1. The process plan is empty, for example at the start of the given process instance, or
after the execution of the last of the previously planned activities.

2. The process plan is not empty, and the current state of the process instance has
been changed.

3. The user has manually changed the plan.

Note that situations 1 and 3, and 2 and 3 can be mixed. For example, the plan can
become empty because the user manually deleted all activities from it, or when in a
situation 2, the user manually corrected the plan directly in connection to (in the same
session as) registering changes in the process state.

Consider which categories of rules of planning can be used in each of these
situations:
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1. The process plan is empty. Obligations and recommendations are treated equally to
suggest a plan.

2. The process plan is not empty, and the current state has been changed, i.e. the user
has registered changes just occured in the real world, or has executed a planned
activity that changed the state. Then, as in the first situation, obligations and
recommendations are treated equally to suggest new activities to be added. In
addition, prohibitions and negative recommendations are treated equally to remove
activities that no longer correspond to the new state of the given process instance.

3. The user manually changes the plan. Only obligations and prohibitions are used to
correct the plan. Obligation will restore mandatory activities, while prohibitions will
remove activities that are not allowed in the given state. Neither recommendations,
nor negative recommendations are used in this case, as the user, by manually
changing the plan (for example by removing a recommended activity or adding a
not-recommended activity), has made an explicit choice about how to proceed.

4. When a mixed situation occurs, rules are used dependently on whether the given
activity was added/deleted manually, or was in the plan before the last change of
the state, see next section for details.

As we see from the discussion above, when the system does planning on its own it
treats obligations and recommendations equally. The same is true for prohibition and
negative recommendations. However, when the system corrects manual planning
performed by the user, it interprets these categories in a different manner.

S Examples

The main ideas of our approach are demonstrated and explained on an example of a
process of organizing a meeting. This example was implemented as a specialized
module in a general-purpose business process support system called ProBis [3]. The
state of a meeting process can be represented as a screen capture in Fig. 1. Each
meeting has a number of so called core participants (see “Core participants” in Fig.
1), meeting date and place. Fig. 2 represents the list of activities currently planned for
the meeting process from Fig. 1. In this list, each core participant has an activity
Meeting planned for him/her that indicates that he/she should attend a meeting at the
specified date and time. The list on Fig. 2 represents the “normal” correspondence
between the state and the plan. Below we consider several scenarios that ensure that
such correspondence is imposed strictly or with some deviations.

Scenario 1 - Strict regulation. Core participants must attend, and only they are
allowed to attend. This scenario can be described by a combination of obligations and
prohibitions as follows:

1. Obligation: If a person belongs to the core participants, there should be an activity
“Meeting” assigned to him/her in the plan.

2. Obligation: Date and time of a Meeting activity must be the same as prescribed by
the process state.

3. Prohibition: A Meeting activity is allowed to be in the plan only if it is assigned to
a core participant.
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4. Prohibition: Only one Meeting activity per person is allowed in the plan for one
given meeting process. There can be several meeting processes running at the same
time, which means that any person can have several meeting activities in his
calendar, each belonging to a different Meeting Process.

i Details : Meeting process M= B3
EHHE Started 30/01/061453  Modified 03/08/06 10:35
Tite |Mesting Fracessid | PRJ-0B0130150000

Process owner | Alex n

@ Mesting * | Dgcumentsl @ Tgsks"l

Hewimeetig |
Meeting date 000 [+l Place
and time |h5l32DB 1' I J I
Meeting duration il |13UU 'l Confirmation date |31 0106 1' Meeting status IF‘lanned VI
Core participant QI [EE]~
Signatur I Narr I Status | Comments
‘ RogSve  Rogier Svensson Confirmed
' liBid llia Bider Confirmed
Y Alex Alewey Sty Confirmed
4 | i
Agenda I _il Protocol I _il

‘ Edit | SavE | LCarice] | Delete | HEvivE | ‘

Fig. 1. State of the meeting process

= e [#=] B
Meeting"l Dacuments Tasks |

Process tasks

Todo = 0l
Task | Assigned [Stat [ [Firish | €1 [ Subject
1] Wwiite agenda  Alex 03/08/06 0800 14/02/08 1700 Please. wite an agenda for the next meeting on 150206-1000
7] Mesting Alex 15/02/06 1000 15/02/06 1300 “You have a meeting
1] Mesting lliBid 15/02/06 1000 15/02/06 1300 “You have a meeting
1] Mesting FRogSve  15/02/06 1000 15/02/06 1300 You have a meeting
| |2

Fig. 2. Activities planned in the frame of the process instance
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The rules are applied in the following manner:

a) If a person is added to the participants list, a new Meeting activity assigned to
him/her is automatically added to the plan.

b) If this activity is later manually removed, it will automatically be added to the plan
again.

c) If a person is removed from the participants list, his/her Meeting activity is also
removed.

d) If a Meeting activity is manually added to the plan and assigned to a person who
currently is not on the participants list, the activity will automatically be removed.

e) In addition, date and time parameters are always corrected to the actual date and
time for the meeting as specified in the process state.

f) Multiple Meeting assignments to the same person in the same meeting process are
reduced to one.

Note. Application of the rules described above is based on the following assumption.
The user is allowed to manipulate the process plan freely. It means that he is
permitted to add or delete any activities he wants. Rules of planning are applied
immediately after he/she finishes his/her job, and presses the Save button. The
application of rules could be made more sophisticated, so that a user is not allowed to
delete a mandatory activity (task), however, we will not discuss this issue in more
detail in this paper.

Scenario 2 — Guests allowed. Core participants must attend and guests are allowed.

This scenario can be obtained from Scenario 1 by changing the strictness of Rule 3

from Prohibition to Negative recommendation:

3. Negative recommendation: A Meeting activity is not recommended to be in the
plan if it is assigned to a person who is not a core participant.

The rules application would differ from scenario 1 only in situation (d):
d) If a Meeting activity is manually added to the plan and assigned to a person not on
the participants list, the activity will stay in the list.

Scenario 3 — Permission to skip, but no guests. Core participants are recommended

to attend, and only they are allowed to attend. This scenario can be obtained from

Scenario 1 by changing the strictness of Rule 1 from Obligation to Recommendation:

1. Recommendation. If a person belongs to the core participants, it is recommended to
have an activity Meeting assigned to him/her in the plan.

The rules application would differ from scenario 1 only in situation (b):
b) If this activity is later manually deleted, it will not appear again after the rules have
been applied.

Scenario 4 — Permission to skip and guests allowed. Core participants are rec-
ommended to attend, and guests are allowed. This scenario can be obtained from
Scenario 1 by changing the strictness of Rule 1 from Obligation to Recommendation,
and the strictness of Rule 3 from Prohibition to Negative recommendation:
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1. Recommendation. If a person belongs to the core participants, it is recommended to
have an activity Meeting assigned to him/her in the plan.

3. Negative recommendation: It is not recommended to have a Meeting activity in the
plan if it is assigned to a person who is not a core participant.

The rules application would differ from scenario 1 only in situations (b) and (d):

b) If this activity is later manually removed, it will not appear again after the rules
have been applied.

d) If a Meeting activity is manually added to the plan and assigned to a person not on
the participants list, the activity will stay in the list.

6 Implementation in ProBis

The approach of activation of knowledge via rules of planning has been implemented
in a general purpose BPS/KMS called ProBis [3]. The planning system consists of a
set of independent rules. Each rule is manually coded, but its inclusion in the system
is done via an invocation table stored in the database. Rules can be activated/
deactivated by a system administrator via a special system screen.

In ProBis, a process state is represented as a tree structure; the tree relevant to the
example from the previous section is shown in Fig. 3. In this structure, the process
itself is represented as a root node, whereas child nodes represent various elements
included in the definition of the process state, like meeting participants, planned
activities etc. Each node, root, as well as child, has a set of attributes assigned to it.

Each individual rule in the invocation table is associated with a node in the process
tree. A rule may be supplied with a pre-condition on attribute values of the node with
which it is associated, or the upper nodes. A pre-condition can take into account
current values of attributes as well as information about changes. If a pre-condition is
supplied, the rule is applied only if the pre-condition yields true for a given process
instance. The rule itself is implemented as a procedure written in a programming
language for which ProBis has an API. This procedure may include additional
conditions that should be met before any changes in the plan can be introduced by this
rule. If the conditions are not met, the rule invocation does not affect the plan.

Application of rules of planning is governed by a so-called session principle. A
session is started when a user presses the Edit button (see Fig. 1), or chooses an
activity in the plan for execution. The session ends when the user presses the Save
button; then all changes made on the screen are introduced in the database. Rules are
applied after the Save button has been pressed, but before the changes introduced in
the process state are stored in the database. Thus, the rules of planning can be
considered as a kind of ECA rules, where ECA stands for Event-Condition-Action. In
our case, pressing the Save button serves as an event trigger.

The process tree is traversed in the top down left to right manner starting from the
root. Rules associated with each node are applied in an order defined in the invocation
table: a rule can be executed either before traversing the sub-tree attached to the given
node, or after traversing.
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Fig. 3. Process tree structure

A rule associated with a node other than planned activity can only add new
activities to the list, while a rule associated with a planned activity node can delete an
activity being traversed or change the values of its attributes. Rules of the first kind
implement obligations and recommendations, while rules of the second kind
implement prohibitions and negative recommendations. Rules of the second kind are
applied last.

7 Related Research

There is a common understanding that the success of automated KMS depends on the
possibility of providing knowledge relevant to the situation with which the user
currently deals [11]. This understanding shows itself in the appearance of a
Knowledge Management research direction called Just-in-Time Knowledge
Management (JiT-KM), see [8] for a definition. As [4,5] argue, business processes are
the key to identifying the right time for knowledge provision, since business processes
are context-giving, structuring elements prevalent in most organizations, see also [11].

Activation of knowledge in automated KMS, which is in the focus of this paper,
goes just one step further, requiring the system to automatically propose actions, not
only “open” relevant pages of a manual or provide templates to use.

As far as our approach to activation of knowledge is concerned, it is also related to
a number of areas outside the field of Knowledge Management and Business Process
Management. The basic concepts of obligation and prohibition come from deontic
logic [6]. Its application to our rules of planning was inspired by policy-based
thinking [10]. The main difference of our approach from [10] is that:

e The deontic concepts are integrated in the framework of the state-oriented view on
business processes.

e We do not use the concept of permission; everything that is not prohibited is
permitted. Instead, we use recommendations and negative recommendations to
show various degrees of permissibility.
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Another research area related to our work is Business Rules (BR). The literature on
BR and its application to software design is vast, see, for example, [13] and its list of
references. BR literature also categorizes rules according to the degree of obligation
with which they should be followed. For example, [13] differentiate two types of
constraint rules: Mandatory Constraint and Guideline. Business events that violate
the Mandatory Constraint should be rejected, whilst violation of Guideline rules
should raise a warning to the user. From the BR view, our rules of planning represent
a special kind of BR aimed at providing help in running business processes.

One more area related to our work is Expert Systems (ES) [12]. Initially, the aim of
ES was to help humans in finding solutions in cases where a large knowledge base
was needed for finding a solution. Recently, a new field of ES, called Critiquing
Systems (CS) has emerged [12]. A critiquing system critiques solutions chosen by
humans, warning them when a solution might be wrong, and explaining why. From
the ES perspective, our work consists of integrating both traditional ES and CS
capabilities into business process support systems.

8 Conclusion

As we discussed in the Introduction, activation of knowledge in an automated KMS
can increase the usability of the system, and thus make introduction of it in
operational practice easier. This paper proposes a definition of what activation of
knowledge in automated KMS means, and gives an example of how it can be
implemented in a working system.

Our general definition states that activation of knowledge in an automated KMS
means that the system can: (1) suggest a solution appropriate for a task at hand, and
(2) prevent the user from invoking inappropriate solutions, if the system cannot give
recommendations for a particular task, or the user chooses not to follow the system’s
recommendations.

The example concerns an integrated BPS/KMS built based on the state-oriented
view on business processes. Activation of knowledge in the system is based on rules
of planning. As we succeeded in implementing some rules in a real BPS/KMS, our
approach deserves to be considered as a practically feasible alternative for activation
of knowledge in a particular class of KMS systems. Rules of planning discussed in the
paper will be included in the production version of ProBis in the nearest future.

Though some details of our approach to activation of knowledge are specific to a
BPS/KMS based on the state-oriented view on business processes, they can also be of
general interest for the reader. The main achievement here is that our rules of
planning can formally differentiate obligations from recommendations, and
prohibitions from negative recommendations.

Though some success in activation of knowledge via rules of planning has been
achieved, a lot more is required to convert our research to a practically feasible
methodology. Work in this direction includes fine classification of rules of planning
in order to express the rules in a formal language instead of manually coding them in
a programming language. So far, while screening the BR literature, we have not found
a suitable language that we can use. Therefore, most probably, we will need to design
one ourselves. This will be complemented with some kind of “inference” engine.
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Another important direction in which we are engaged is ad-hoc planning, i.e.

allowing the end user to add own rules in the frame of a particular process instance.
For example, the user can request adding a notification activity to his plan when a
certain state has been reached or not reached by some deadline.

Though in our work, we concentrate on automatic correction of the plan, we do not

reject the needs of having an explanatory mechanism that will clarify to the user why
certain activities have been added/removed, or are not appropriate for the current state
of the process. This can constitute a new direction in our future research.
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Abstract. Innovation management is now seen as an important competitive ad-
vantage for Multi-national Corporation (MNC) subsidiaries located in Ireland’s
changing economy. This paper reports on the initial stages of a case study in the
Operations division of American Power Conversion (APC) Ireland. The results
of an innovation audit are presented that provide a reference point to begin the
transformation to an innovative supply chain organization. The paper proposes
the development of Networks of Practice to enable the diffusion of resulting in-
novations across the corporation.

Keywords: Innovation Management, Networks of Practice, Innovation Audit.

1 Introduction

The development of Ireland’s knowledge-economy was initially driven by foreign di-
rect investment (FDI) from North American multi-national corporations (MNCs)
setting up manufacturing facilities to avail of low tax incentives, a young educated
workforce and proximity to their growing number of European customers. However,
this initially successful model is increasingly being threatened by the low cost
economies of Eastern Europe, India and China. Irish enterprises rapidly need to build
new sources of competitive advantage to sustain employment and standards of living.
The Enterprise Strategy Group’s report “Staying Ahead of the Curve” states that the
application of research and development (R&D) and technology to the “creation of
new products and services, now require comprehensive and intensive development
and will mark the decisive new orientation of Irish enterprise policy” [1].

This paper reports the initial findings of a case study on the management of inno-
vation within the Irish Operations function of the American Power Conversion (APC)
Corporation. Firstly a literature review of innovation management is presented and
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the role of information and communications technology (ICT) to support the enabling
and diffusion of resulting innovations is discussed. The next section provides an over-
view of the case study and the proposed research approach. The results of an innova-
tion audit carried out in APC Ireland Operations are then presented and the emerging
concepts, ideas and insights from this initial study are considered. Finally the conclu-
sions, implication for practice, research limitations and future direction of the research
are outlined.

2 Literature Review

2.1 Innovation Management

This section provides an overview of the current changing landscape and paradigms
of innovation and knowledge management. One of the main challenges facing organi-
zations that aspire to being innovative is that of dualism: mixing the need for opera-
tional efficiency in the present while at the same time trying to innovate successfully
for the future. There is the problem of “opposing logics” between operating and inno-
vating organizations. Furthermore, according to Ralph Katz, the main issues facing
innovation managers is not the technical area but in overseeing the complex interplay
and motivation of the people involved [2]. Eric von Hippel speaks about the democra-
tization of innovation where product and service users increasingly have the ability to
innovate for themselves and the resulting move from manufacturing-centric to user-
centric innovation processes [3]. Software examples include open source development
such as Linux and Apache Web server software. There are a number of product ex-
amples from the field of sporting equipment such as the development of high-
performance surf boards in Hawaii. This shift in the locus of innovative activity has
consequences for current business models and government policies which currently
favor the “manufacturer”. Consequently, von Hippel advocates the need to educate
managers on the management of user-centered innovations as important innovations
are often brought into an organization through informal channels such as attendance
at conferences. Chesbrough [4] argues that in many industries the centralized ap-
proach to R&D, which he terms “closed innovation”, characterized by in-company
methodologies [5], has become outdated and must be replaced by “open innovation”
which adopts external ideas and knowledge in conjunction with the internal process.
A number of factors are influencing this change such as: the mobility of skilled peo-
ple; the increasing presence of venture capital, emergent high-tech start-ups and the
significant role of university research. One of his principles is that “not all the smart
people work for us” and he advocates that the smart people within the organization
connect with the smart people outside.

“Lean” is a supply chain term defined as the “enhancement of value by the elimi-
nation of waste” [6]. Because of where it originated it is commonly known as the
Toyota Production System (TPS) and contains many Japanese terminology such as
muda (waste) and poka-yoke (mistake-proofing). An analysis of many of the tech-
niques employed revels that the methodology is an umbrella for many standard indus-
trial engineering practices. The promoters of Lean thinking insist that it is not the
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latest quick-fix program but requires a five-year commitment for an organization to
effect the desired transformation [6]. Such a relatively long term investment can pro-
vide significant stability in these turbulent times for manufacturing facilities. Lean
also requires a critical organizational transition from top-down directives to bottom-
up initiatives where managers become coaches and employees become pro-active and
a move to more strategic buyer-supplier relationships [7].

The importance of the motivation of technical professionals is of paramount impor-
tance as evidence suggested that it is better to have a team with an A-rated motiva-
tions and B-rated capabilities than visa-versa [8]. In the related area of creativity,
Nemeth [9] proposes that creativity begins with a questioning attitude and the ability
to “look outside the box”. Recent research in psychology indicates that teams can
stimulate creativity and problem solving by being open to dissenting voices and mi-
nority viewpoints that in normal circumstances would be rejected or ridiculed and that
“cult-like” corporate cultures stifle creativity. The work of von Krogh et al. [10] pro-
vide new ideas about how knowledge can be created in organizations and used for
competitive advantage. However it is interesting to contrast many of the very tidy and
mechanistic methodologies of Lean thinking with the very organic and colorful ap-
proaches of some companies that specialize in product design [11].The way in which
information and knowledge is disseminated in an organization is very important espe-
cially in light of research quoted by Allen which shows an inverse relationship be-
tween contact of technologists with outside personal and technical performance [12].
The most effective model, he argues, is where the organization has key people or
“technological gatekeepers” on which most people rely for information. These gate-
keepers are mediators with the outside world in terms of relevant literature, links to
academics and networks of practice. A number of paradigms in which innovation
must be managed have been reviewed above; now the paper will examine ways in
which ICT can support this process.

2.2 Knowledge Management and Innovation Networks

This section discusses how ICT supported networks can increase the innovative ca-
pacity of a firm and provide the capability to diffuse innovations across organizations.
One of the underlying principles of the open innovation model, discussed in the pre-
vious section, is that not all the ‘smart’ people work in one team or one organization.
They are distributed over multiple organizations and finding successful ways to work
with them will lie at the heart of ‘innovating’ innovation [4]. ICT offers new tools to
help in this meta-innovation by connecting 'smart' people and enabling them to ex-
change their knowledge. Individual learning and new knowledge creation occur when
people combine and exchange their personal knowledge with others [13, 14]. Thus,
ICT can contribute to the innovative capacity of a firm by connecting people from dif-
ferent disciplines and different institutions and allowing them to exchange their
knowledge.

Knowledge management has been identified as critical for organizational success
and sustained competitive advantage while ICT is proposed as the key to success for
managing organizational knowledge. However, there is evidence that these knowl-
edge management systems fail to recognize the importance of knowledge workers in
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their context. For example, Kelly et al. [15] investigated the use of a Lotus Notes-
based application to share knowledge in a large professional services organization.
The investment enjoyed limited success partly due to the formal nature in which the
system was used. Many employees expressed anxiety about the way in which col-
leagues in other offices might interpret and use publicly available information about
work activities. As a result, the information posted was usually uncontroversial, sani-
tized accounts of their work. Studies indicate that 50-70% of KM projects fail to meet
objectives and this has been attributed to over reliance on IT [16]. Consequently,
Kelly et al. [15] argue that management need to cultivate communities that share a so-
cial context within which they can interpret the contributions of others; norms and be-
haviors that reduce feelings of vulnerability and promote trust; and a sense of mutual
solidarity as a motivation for participation.

Research on work practices has consistently shown that social relationships (or
lack of them) are an important factor in knowledge flows. However, the paradox is
that individuals generally form these relationships not according to what the formal
organization dictates, but based on personal biases and preferences for collaborators
who may be either inside or outside the firm. These relationships are the basis for in-
formal, naturally occurring networks or “networks of practice” (NoPs). For this rea-
son, employees are exploiting interactive communication technologies to develop
networks of people with expertise and interest around a specific area of practice.
Brown et al. [17] have distinguished between two types of networks, communities of
practice (CoPs) and networks of practice (NoPs). CoPs consist of people who are in-
formally, as well as contextually, bound by a shared interest in learning and applying
a common practice. NoPs are a similar concept in that people have practice and
knowledge in common but unlike CoPs, they are mostly unknown to each other. NoP
members may be geographically distributed but use technologies such as listservs,
bulletin boards and blogs to access another person and identify what expertise they
have. Electronic ties are loosening the constraints of organizational structure and
physical proximity to allow connectivity between individuals who would otherwise
find it difficult to identify and sustain contact with others who share similar interests
[18]. The ability to reach everyone in a NoP contrasts with the localized tight-knit re-
lationships in a CoP. Consequently, NoPs act as a forum where participants can tell
stories of personal experiences and discuss and debate issues relevant to their practice.
Recent empirical findings by Teigland et al. [19] highlight the contribution NoPs can
make to the innovative capacity of an organization. They examined whether individ-
ual creativity and performance were related to participation in various NoPs and
found that high reliance by individuals on internal CoPs as sources of help results in
lower levels of creativity. This suggests that participation in intra-organizational dis-
tributed NoPs enhances creativity as evidenced by the positive relationship between
internal knowledge trading and both creativity and efficient performance. Individuals
participating in internal distributed networks of practice are able to act as bridges be-
tween local CoPs, accessing non-redundant knowledge from other locations and inte-
grating it with knowledge of their own [19].

There is increasing evidence that knowledge workers are utilizing ICT to create
dynamic on-line discussions forums, rather than utilizing and contributing to static
knowledge repositories. The BBC is one organization which has seen success from its
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NoP initiatives. Rather than investing in an IT-based KM system, they installed sim-
ple bulletin board technology in order to move knowledge around rapidly. The site
currently gets 450,000 page views a month from 8,000 unique users - startling in an
organization of 25,000. The primary role of the forum is to ask questions and get an-
swers but according to the BBC’s Chief Knowledge Officer; “the board wouldn’t
have taken off if it were restricted to the dry discussions of pure business. The board
has entered the daily life of BBC employees because it’s fun and interesting as well as
useful” [20]. This section has provided an overview of the role and opportunity of
ICT for knowledge and innovation management. Now the paper will provide the con-
text in which the research is being carried out and the initial approach to the work.

3 Research Method

3.1 Research Context: The Case

The case study is based in APC, Ireland a subsidiary of the American Power Conver-
sion (APC) Corporation. APC designs, manufactures and markets back-up products
and services that protect hardware and data from power disturbances. The explosive
growth of the Internet has resulted in the company broadening its product offerings
from uninterruptible power supplies (UPS) to the high-end InfraStruXure™ architec-
ture in order to meet the critical availability requirements of internet service providers
(ISP) and data-centers. This modular design integrates power, cooling, rack, security,
management and services, which allows customers to select standardized modular
components using a web-based configuration tool. APC reported sales of $2 billion in
2005, globally employs approximately 7,000 people and is a Fortune 1000 company.
The Corporation aims to set itself apart from the competition in three areas: financial
strength, innovative product offerings and efficient manufacturing [21]. However,
APC's president and chief executive officer Rodger B. Dowdell, Jr. had indicated, in
recent financial reports, that the company needs to implement significant improve-
ments in manufacturing and the supply chain [22]. According to the CEO, the com-
pany must work to develop a “lean, customer-centric, ambidextrous organization” in
order to reach “optimal efficiencies in our processes” [23].

APC has two locations in the West of Ireland that serve the European, Middle East
and Africa (EMEA) region. The company announced a streamlining of its operations
in Ireland in June 2006. The Manufacturing Operations site, based in Castlebar, em-
ploys approximately 150 people and a number of functions including sales, informa-
tion technology, business support and R&D are situated in Galway with a workforce
of approximately 300. The widening of focus from the manufacturing of discrete
products, such as UPS, to the delivery of customized InfraStruXure™ solutions pro-
vides both challenges and opportunities for the Operations function. Responding to
the challenge set by the CEO, a Lean Transformation project was set-up in the Castle-
bar campus in February 2006 with a cross-functional team of twelve members drawn
from Management, Engineering, Manufacturing, Materials Planning, Quality, and
Logistics functions. One objective of the Lean project team is to quickly deliver
the message that Ireland is responding to, and leading, the corporate initiative and to
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provide a platform for the Irish subsidiary to obtain a reputation as an innovative loca-
tion. Initial corporate feedback is that this project is “ahead of the curve” in terms of
the other regions. In Ireland, a “Knowledge Exchange Forum” is promoted by the
Platform Engineering group as part of the EMEA initiative to educate peer groups.
This forum provides the opportunity for engineers to meet with customers and
academics to trade knowledge concerning latest product development and topics of
mutual interest. In a related program, APC run a User Group community for Infra-
StruXure™ customers.

3.2 Theoretical Considerations

This section will review the characteristics and assumptions, presented in the litera-
ture, of two possible research approaches to the study of innovation management: the
case study and action research. Case study is an exploration of a case over time
through detailed, in-depth data collection involving multiple sources of information
rich in context [24]. Dube and Pare divide case study attributes into three main areas:
research design (which includes experimental design and research questions), data
collection (data collection methods and tactics for enhancing reliability and validity),
and data analysis (process description and data analysis) [25]. According to these re-
searchers, 87% case studies are done from a positivist philosophical perspective, with
12% being interpretive, and 1% critical. This positivist perspective is accompanied by
a broad commitment to the idea that the social sciences should emulate the natural
sciences [26]. Here “the researcher is seen to play a passive, neutral role, and does not
intervene in the phenomenon of interest.” An interpretive perspective addresses mean-
ing, understanding, and interpretation, in a systemic and methodical way, and in the
process “yields much of the desire to predict and control upon which positivist sci-
ence rests its claims” [27]. Critical science seeks to recall both the positivistic poten-
tial to support emancipation as well as the capacity to develop mutual understanding
through the use of language enabling people to cooperate more effectively [28]. In
sharp contrast to the positivistic case study, action research is a post-positive approach
[29], where the researcher is directly involved in planned organizational change.
“Unlike the case study researcher, who seeks to study organizational phenomena but
not to change them, the action researcher is concerned to create organizational change
and simultaneously to study the process” [30]. Action research is empirical, yet inter-
pretive; experimental yet multivariate; observational yet interventionist. To a positiv-
istic perspective this seems very unscientific [29]. Dube and Pare note that while case
study and action research can share many characteristics (such as a natural setting as
source of data, the researcher’s central role in data collection, and a focus on partici-
pant perspectives), their objectives and inherent challenges as well as the criteria by
which to judge their quality are quite different. In contrast to a positivist’s neutrality,
an action researcher intends to help the system change by helping it to gather informa-
tion it needs in order to change. Bentz and Shapiro continue to explain that this fol-
lows an ‘“assumption that a system is more likely to change if it gathers its own
information about its problems, potential, future direction, and so on” [31]. The re-
searcher helps the system plan its actions and conduct fact-finding procedures so it
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can learn from them, become more skillful, set more realistic expectations, and
discover better ways of organizing. This section has discussed two possible research
approaches to study the management of innovation in APC, Ireland: the next section
will explain why case study methodology has been initially chosen as the best fit.

3.3 Research Method: Case Study Design

Yin [32] defines a case study as an “empirical enquiry that investigates a contempo-
rary phenomenon within its real-life context” and where a “how or why question is
being asked about a contemporary set of events over which the investigator has little
or no control”. The initial research aim of this study was to consider the human and
technological factors involved in the management and diffusion of innovation. To this
end the following preliminary research questions were posed:

RQ1: How well does APC Ireland Operations currently manage innovation?

RQ2: How is a culture of innovation developed in APC Ireland Operations?

RQ3: How is the diffusion of resulting innovations to the wider APC multi-
national corporation (MNC) facilitated?

This paper deals with the first of these research questions. It is considered that APC
Ireland meets the case study criteria in the real-life context of both the need for the
region to increase levels of innovation and APC’s requirement for the transformation
to a lean innovative a supply chain.

4 Innovation Audit

This section provides the results of an innovation audit carried out in APC Ireland
Operations and a discussion of the emerging concepts from this initial study. Tidd et
al. [33] propose that innovation must not be seen as a lottery but as a continuous
improvement process and point out that based on recent research on innovation suc-
cesses and failures, a number of models have been developed to help assess innova-
tion management performance. Such self-assessment tools have been widely used in
the area of total quality management (TQM ) in order to benchmark an enterprise
against best in class, for example, the Malcolm Baldrige National Quality Award [34].
In order provide some initial reference point on innovation management it was de-
cided to use the self-assessment tool and audit framework developed by Tidd et al.
[33] to obtain a response to the question “How well does APC Ireland Operations cur-
rently manage innovation?”. As this was part of the exploratory phase of the research,
the intention of the questionnaire was to discover ideas and insights and not test any
hypothesized causal relationships [35]. The survey consists of forty questions using a
Likert scale to score each statement between 1 (= untrue) and 7 (= very true) in order
to gauge five dimensions of innovation management: Strategy, Processes, Organiza-
tion, Linkages and Learning. As this was a small scale and focused survey, it was de-
cided to limit the questionnaire to the population of management and engineering
staff in APC Ireland Operations [36]. Questionnaires could be completed by email or
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Fig. 1. Innovation Self-assessment Audit Results

on a hardcopy and anonymity was guaranteed. The analysis of the responses showed
that out of a possible score of 7, the actual scores ranged between 2.9 and 3.8 for the
five dimensions. Clearly it can be seen from the self-assessment indicator that there is
considerable room for improvement in the management of innovation in the location.

The next step of the methodology was to represent the results of the audit in terms
of four possible “archetypes” of innovation capability in order to provide a reference
point for future continuous improvement. The taxonomy ranges from Type 1: where
an organization doesn’t know what or how to change, to Type 4: where a firm sees
itself as having the capability to generate and absorb innovation. This “snapshot” is
shown in figure 2 and the audit results indicate that APC Ireland Operations sees itself
as being a Type 2 firm: know they need to change but unsure about how to bring this
about.

TYPE 4 FIRMS
Technologically
capable to generate
and absorb

TYPE 3 FIRMS
Know they to change
and have some ability

to generate and
absorb technology

TYPE 2 FIRMS
Know they need
to change but not
how or where t0 get | m— Audit
resources

Assessment
Result

Awareness of need to change

TYPE 1 FIRMS
Don’t know what
or how to change

Awareness of how to change

Fig. 2. Innovation Capability Self-assessment
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The above section described the use of an innovation audit questionnaire to survey
the Operations management and engineering personnel on innovation management
capability. The results indicate that the organization is willing to develop competence
in this area but need a strategy, roadmap and resources to achieve this.

5 Discussion

5.1 Significance of Present Work

Using the four broad categories, the “4Ps” of innovation- proposed by Tidd et al. [33],
APC can be regarded as being an innovative company in the area of product innova-
tion (for example the success of InfraStruXure™ ) and in position innovation (the
relatively new markets of data centers and server farms). But there is a need for
improvement in process innovation (delivery of products and services) and paradigm
innovation (organizational models). This context provides both challenges and oppor-
tunities for APC Ireland Operations function. The fact that APC Ireland undertook an
audit, to establish benchmark data on innovation and knowledge management, indi-
cates that the site is willing to embrace the challenge presented by the CEO. Also, the
quick response in setting-up a local Lean Transformation project to support the corpo-
rate strategy which is globally “ahead of the curve” is very significant. Browne et al.
stress the importance of quick-wins and projects to encourage a culture of innovative
actions [37].

5.2 Implications for Knowledge Management Practice

Lotus Notes is the collaborative software system used by APC to manage its knowl-
edge flows. It provides and environment for asynchronous group work: where col-
laborators have different or independent work patterns. The software solution
provides access to scheduling, messaging, and the sharing of documents and data. The
present corrective action process embedded in the Lotus Note databases is designed to
facilitate tightly controlled feedback procedure but is unlikely to inspire the diffusion
of innovations. In order to increase its innovative capacity APC Ireland could lead the
creation of a globally distributed NoP focusing on lean manufacturing techniques.
The role of the technology is to create a global NoP by connecting these CoPs to-
gether. This ensures a rich diversity of skills, abilities and cognition among network
participants which should enhance the opportunities for innovation [38]. As in the
BBC example, the technology used can be simple and low cost. But it most be borne
in mind that the social infrastructure is very important when using technology to fa-
cilitate better communication and knowledge sharing within and between geographi-
cally distributed groups. Significantly, research has shown that NoPs will only thrive
when it is free to decide its own agenda and free from managerial control. To further
increase its innovative capacity, APC Ireland should consider establishing supply
chain focused communities accessible through shared knowledge environments that
mirror the company’s product focused User Communities described earlier.
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5.3 Implications for Research and Limitations of the Study

The benefits of case study include a depth of understanding that is beyond that avail-
able from large-scale survey research, and that a focus on one case reduces travel
costs, eases access issues, and in general makes complex in-depth research doable.
The risks of a case study include a prolonged engagement costing additional time and
money, and that this investment may be lost if the project is ended before being com-
pleted. Finally, over time the desired level of objectivity of the experimenter can be
compromised given a significant level of communication with the case under study.
Action research is another approach, different in several important ways, which could
be considered for structuring research beyond the current effort. This option is
perhaps made more attractive when it is seen that the current case study would be a
partial fulfillment of the initial step of identifying a problem as called for in the action
research approach as noted in the above literature review. Many of the risks of action
research are the same as the risks encountered in a case study. Another risk of action
research is that the researcher will be swept up in the effort to solve the presenting
problem and abandon the rigor required to produce new scientific findings.

The innovation audit presented in this study provides evidence that the use of such
a framework can provide a quick snapshot for practitioners that provides a reference
point to launch a continuous improvement program for innovation and knowledge
management. The methodology of the innovation audit raises a number of questions
concerning the reliability and validity of the findings. The framework would require
additional work to develop it beyond its use here as a vehicle for emerging concepts
and the creation of ideas. The increasing move to an “open innovation” model would
suggest that this paradigm needs to be incorporated into innovation audit frameworks
to fill the gap that presently exists in the literature.

6 Conclusions

This paper has provided some preliminary results, findings and reflections from an
ongoing case study of innovation management in the Operations function of a sub-
sidiary of the APC Corporation located in Ireland. Literature reviews of the current
context of innovation management and the ICT enablers of knowledge management
were presented. An overview of the subsidiary was then provided that placed it in the
context of the global Lean Transformation program being undertaken by APC. The
challenges of Operations management in turbulent times were then discussed as well
as the opportunities for a motivated team to take the initiative and be seen as corpo-
rate role models for innovation. The importance of the long-term commitment to a lo-
cation required by “lean thinking” was highlighted. The results of a self-assessment
innovation audit were then presented with the conclusion that it provided a reference
point for the next steps: the development of an innovation strategy, roadmap and the
allocation of resources. The paper proposed that the creation of Networks of Practice
(NoPs) can provide APC Ireland with the ability to enable innovation within the Op-
erations functions and diffuse the resulting innovations throughout the corporation.
Finally the significance of this research for the management of innovation in MNC
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subsidiaries and the associated implications for knowledge management were pre-
sented. Future work is suggested on the role of innovation audits both as an aid to
practitioners and as a research method.
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Abstract. We propose a security ontology, to provide a solid base for
an applicable and holistic IT-Security approach for SMEs, enabling low-
cost threat analysis. Based on the taxonomy of computer security and
dependability by Landwehr [ALRLO4] and the threat classification ac-
cording to Peltier [Pel01], a heavy-weight ontology can be used to or-
ganize and systematically structure knowledge on threats, safeguards,
and assets. The ontology is used in an organization to capture business
knowledge required for and created during a security risk analysis where
instances of concepts are added to the ontology to allow the simulation
of different attack and disaster scenarios. Each scenario can be replayed
with a different protection profile as to evaluate the effectiveness and the
cost/benefit ratio of individual safeguards.

1 Introduction

IT-Security is no longer limited to access control or preventing the classical virus
attack; applied I'T-Security also has to consider social engineering, acts of nature
beyond human control, industrial espionage or physical attacks. With the need to
implement I'T-Security measures in almost every environment and faced with the
growing application scope, it becomes increasingly difficult for experts of different
domains to understand each other and to use a precisely defined terminology.

Nowadays, a well working IT-infrastructure is business critical for almost every
enterprise and those who take IT-Security seriously spend a lot of money on
maintaining and securing this infrastructure.

Compared to large companies, Small and Medium Sized Enterprises (SMEs)
are usually not financially able to employ an own IT-division to plan, implement
and monitor a holistic IT-Security concept. In a lot of cases only one or two em-
ployees are responsible for maintaining and securing the entire IT-infrastructure.
Mostly, this circumstance leads to overwhelmed IT-administrators who are not
able to guarantee the implementation of a holistic IT-Security concept. [Hau00]
summarized the problems of SMEs regarding the I'T-Security aspect:

— Smaller IT budget, relative to total budget as well as in absolute figures
— Less IT knowledge, information technology is often looked after by employees
from other departments

U. Reimer and D. Karagiannis (Eds.): PAKM 2006, LNAT 4333, pp. 37-48, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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— IT is not considered as important as within larger enterprises although more
and more core processes are processed by IT elements
— IT environments are not homogeneous

In many cases these points cause a very poor implemented I'T-Security concept
and a security ontology can help in a first step, to clarify the meaning and in-
terdependence of IT-Security relevant terms [Don03]. Beside the term definition
we have also to integrate the dependability of threats, countermeasures and re-
sources. The integration of these dependabilities is necessary to model events
which threaten existing resources and for each threat we have to model proper
countermeasures which are able to secure the resources. Such an ontology com-
bined with an user interface would enable SMEs, to run their risk management
and threat analysis for low costs and without an expensive audit program like
CobiT [COBO06] or ISO17799 [ISO06].

2 Security Ontology

The entire security ontology consists of three parts: The first part is derived from
the security and dependability taxonomy by Landwehr [ALRLO04], the second
part describes concepts of the (IT) infrastructure domain and the third part
provides enterprises the option to map their persons and internal role models.
The taxonomy is designed in a very general way, and so it may easily be extended
with additional concepts.

The ontology is coded in OWL (Web Ontology Language [OWLO04]) and the
Protege Ontology Editor [Pro05] was used to edit and visualize the ontology and
its corresponding instances. The following subsections describe the parts in more
detail:

Attribute Ontology. Each instance in the Threat ontology impacts n secu-
rity attributes but the actual impact is not expressed in numbers. In fact the
ontology shows which threats influence certain security attributes which is use-
ful if a company wants to prioritize the IT-Security strategy regarding specific
attributes.

Threat Ontology. Figure 1 shows an excerpt of the most important parts
of the Threat ontology and the relevant relations to the other ontologies. As al-
ready described above we derived the fundamental structure from [ALRLO04] and
[Pel01] respectively and extended it with own concepts and relations. The Threat
ontology with its various relations, represents a central part of the entire security
ontology and makes the mapping of threats including proper countermeasures,
threatened infrastructure and proper evaluation methods possible. The most im-
portant relations in a nutshell: Any instance of concept sec: Threat or one of its
sub-concepts affects n instances of concept Attribute (e.g. Availability, Integrity,
Maintainability) and with sec:preventedBy and its inverse relation it is possible
to map mitigating countermeasures to a certain threat. To enable the mapping of
threatened infrastructure to a defined threat the relation sec:threatens was intro-
duced, where each threat threatens n infrastructure elements. Last but not least
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sec:ThreatPrevention

sec:prevents ‘ Instance* ‘ sec:Threat

sec:prevents* kec:preventedBy*

sec:Threat

sec:preventedBy | Instance® | sec:ThreatPrevention

sec:affects ‘ Instance™ | sec:Attribute

sec:threatens ‘ Instance® | ent:Infrastruchure
sec:evaluatedBy |Instance ‘ sec:ThreatProbability

sec:evaluatedB)(s:c:affects"}ec:affectedBy“‘

sec:Attribute

ent:Infrastructure
sec:affectedBy | Instance® ‘ sec:Threat

Fig. 1. Threat ontology - concept relations

sec:ThreatProbability

the sec:evaluatedBy relation enables the user to map certain evaluation meth-
ods (e.g. probabilistic methods, qualitative methods, quantitative methods) to a
defined threat class to support the user and the ontology-consuming application
respectively at the risk analysis. Figure 2 shows a practical implementation of
the computer virus instance Tequila and provides the reader with real world val-
ues regarding the computer virus concept. It can be seen that each network and
computer device is described by its physical (in our example the development
server and the switch are located in room R0202) and virtual (location within
the network = development server is connected to the switch) location. If there
would be no anti virus program installed on the development server and the
affected operating system would be equal to the installed operating system the
ontology reasoner would connect with the sec:threatens relation the instances
Tequila and DevelopmentServer to indicate a potential threat. sec:affects and
its inverse relation maps a certain threat to the corresponding security attributes
and vice versa. In our example availability, reliability and integrity are directly
affected by the computer virus instance Tequila and it has to be noted that the
computer virus threat acts only as an example for further threats which can be
modeled in a similar way.

Means Ontology. Figure 3 shows an excerpt of the Means ontology and we can
see that relation sec: requires connects the concepts sec: Technical Threat Prevention
and sec: ThreatPrevention to indicate that some technical threat prevention in-
stances are requiring instances of the sec: ThreatPrevention concept. The security
ontology needs this relation to determine countermeasures which consists of var-
ious elements such as a fire extinguisher system and a smoke detector were both
elements are necessary to ensure an effective countermeasure.

Infrastructure Ontology. Figure 4 shows a fragment of the infrastructure
part of the security ontology and due to the size of the infrastructure ontology
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Fig. 2. Computer virus instance Tequila and corresponding relations

it is not possible to show the entire visualization and so we extracted the most
relevant part. The company building with its corresponding floors and rooms
can be described by using the infrastructure framework and to map the entire
building plan exactly on the security ontology, each room is described by its po-
sition within the building. The ontology is able to reconstruct the entire building
virtually by the following relations: (1) ent:hasEFloor describes which instances
of concept Floor can be found in a certain building (2) ent:isUnderFloor was
designed to determine those floors which are located under a certain floor (3)
ent:isAboveFloor defines the same type of knowledge as (2) but in the inverse di-
rection (4) ent:nextToRoomHorizontal and ent:next ToRoom Vertical define those
rooms which are horizontal/vertical next to a certain room.
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Fig. 3. Means ontology - concept relations

Role Ontology. The integration of roles is necessary to map the correct hier-
archies to the ontology. The current role taxonomy includes the ent:administers
attribute that is used to specify for which instances of ent:ComponentForInfo-
rmationTechnology an administrator (instance of ent:Administrator) is respon-
sible for. Additional relations depending on the further usage are thinkable and
can be implemented without any effort if needed.

Person Ontology. This sub-ontology represents a simple listing of natural per-
sons who are relevant for the modeling of certain security issues. Every person
holds n roles and Figure 5 shows the most important concept relations of the
Person taxonomy: the ent:usedBy relation maps computers, personal communi-
cation devices, etc. to its regular users and enables the ontology to relate those
concepts for a further threat simulation (e.g. the calculation of non-productive
personnel costs in the case of broken computers and/or communication devices).

2.1 Ontology Maintenance

The goal of this approach is to allow a detailed threat analysis, without requiring
a lot time and too much expertise. Experts are only needed for the framework
creation (at the first two levels). Three levels exist:

1. Defining the concepts of the ontology (including infrastructure, personnel,
roles and disasters concepts), must be obviously done by experts.

2. Based on these concepts domain experts have to provide individuals (e.g.
disasters, safeguards) and their attributes (e.g. spread time, damage, prob-
ability of occurrence).

3. At this stage a solid framework exists which can be utilized by companies. It
is their task to model their company and this process will be done by the IT
administrator or in further versions automatically based on building plans
and the information extracted by automatic IT infrastructure recognition
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tools. Minor customization and extension can be done by company staff or
external experts.

Filling the ontology is supported by user friendly and intuitive forms. The appli-
cation itself, which accesses the ontology knowledge and executes the simulation

to calculate risk management ratios, is provided by us. The next section presents
example queries against the knowledge base.

2.2 Querying the Ontology

To take advantage of the developed ontology we must receive consistent answers

as return on questions against the knowledge base. In the following we provide

two easy examples, written in SPARQL (an RDF query language)[SPAOG].
"What technical threats affect Integrity?’, could be such a question from an

administrator who wants to get to know unnoticed threats to check and update
his security policy. The SPARQL representation is as follows:

SELECT ?threat
WHERE { ?threatClass rdfs:subClassOf sec:TechnicalThreat
?threat rdf:type ?threatClass

?threat sec:affects <#Integrity> }

The query returns every instance of subclasses of sec:TechnicalThreat (see
Subsection 2), e.g. "'Win32.Blackmal.F’, "Fire’, etc. Now when the administrator
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knows possible threats he could ask for threatened infrastructure elements in his
business, concerning the worm 'Win32.Blackmal.F’. The query can be defined
like this:

SELECT ?threatenedAsset
WHERE { <#Win32.Blackmal .F> sec:threatens ?threatenedAsset }

As result he gets a list of Windows-based computers in his company: 'Pcl,
Pc2, FileServer, ...". Obviously these are easy but already effective examples
on how to use the developed ontology. Further queries could ask for possible
countermeasures or the status of the anti-virus instances running on the PCs. In
the following chapter we will introduce an advanced example on how to benefit
on this approach.

3 Scenario

In this section we provide an example of how a company would use the afore-
mentioned security ontology to model an IT infrastructure.

3.1 The Company

The company is an SME with six employees. Their main business is software
sales and custom programming to modify their standard software. The company
rents two floors (1st and 2nd floor) of a 5-floor building in the center of a small
town. The following listing shows the allocation of relevant (IT) infrastructure
elements:

— First floor - Office room (R0103): 2 PC’s

— First floor - Storage room (R0104): data media (archived)

— Second floor - Server room (R0202): 4 Servers, 1 Router, 2 Switches, 1 Mo-
dem

— Second floor - Office room (R0203): 1 PC, 1 Notebook

— Second floor - Office room (R0204): 3 PC’s

The infrastructure is mapped on the sub-tree ent:Infrastructure (compare Fig-
ure 4) and the following example gives an idea regarding the attributes of all
ent:Infrastructure elements:

The concept ent:PersonalComputer with its concrete instance 'Pc4’ has the
attributes ent:deliveryTime, ent:assetCost, ent:outageCost and ent:located. If
this or any other instance will be destroyed by a certain disaster, the ontol-
ogy 'knows’ how long it takes to get a new one, how much it costs, where it is
located and the outage costs per day.

3.2 The Disaster

After describing the company with its infrastructure, the current subsection
defines the disaster, which will hit our software company.
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The event of fire, as a physical threat scenario, was chosen. The simulation
should show the amount of damage in the course of time and in consideration
of the fire source. A certain room can be defined as the fire source; the speed of
propagation without any countermeasures will be 5 minutes per floor and 5 min-
utes per room. Every infrastructure element is assigned to a certain room. In the
case of fire all infrastructure elements within a room will be destroyed completely.
The outage costs per room correspond to the outage costs sum of all destroyed
elements, which are located in the room. It is possible to assign countermeasures
to any room. These safeguards can lower the probability of occurrence and the
speed of propagation in the case of fire. The attribute ent:damage addresses the
damage which results when the countermeasure is executed.

For instance: ent:WaterFireExtinguisher is located in room R0102 and will
start, when switched on, immediately. Instance "WaterFireExtinguisher0102’ will
extinguish the room within one minute. The attribute ent:startTime is impor-
tant for countermeasures which are not activated automatically (e.g. hand fire
extinguisher).

3.3 The Simulation

The framework for our threat analysis has been explained in the preceding sec-
tions, now we present a tool called SecOntManger which processes the ontology
knowledge to simulate threats. This prototype handles IT costs and poses as
proof of concept. Further threat effects as well as infrastructure components can
be added easily due to the generic structure.

In our example the management wants to know what impact fire would have
on the infrastructure, what countermeasures exist and what their benefits are.
For this purpose we show two program runs, one against the unprotected com-
pany another including safeguards.

— The first program run without countermeasures: SecOntManager offers an
intuitive graphical user interface, shown in Figure 6. A threat and a corre-
sponding starting point have to be chosen before a simulation can be started.
We decide for fire as threat and the server room (Room0202) as origin of
fire. The program run produces a detailed log file which shows how the fire
spreads from room to room and what damage it causes.

Each room is processed completely before neighboring rooms are searched.
At the end of the simulation all occurring costs are visualized in a line chart
(see Figure 6). The time axis unit is set to minutes. Four curves, reflect-
ing different cost categories, exist. The blue curve visualizes the damage:
In the example the damage costs rise very fast due to the speed of fire -
within 30 minutes every room was destroyed. By zooming in, displaying
only the first 30 minutes, we can see how the damage evolves. After every
room ’'burned down’ no further damage can occur. The red line represents the
outage costs, taken from assigned outage costs of infrastructure components
and employee’s costs. Outage costs rise constantly in the simulation until
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Fig. 6. SecOntManager: No countermeasures

recovery. The green curve shows recovery costs; replacement and setup times
for destroyed components are taken into consideration. When components
are available and paid connected outage costs decrease, visually spoken, the
red line flattens. Additional installation costs lift the recovery costs upon
damage. When every component is recovered, the pre-threat state is reached
and outage costs do not rise anymore. Furthermore the total of all costs is
reflected by the yellow curve. Fire costs 73605 Euros and it takes at minimum
five days to recover the IT-infrastructure from the effects.

Second program run with countermeasures enabled: We now concentrate on
reducing the damage by installing safeguards. SecOntManager offers to in-
stall fire suppression systems in the building. We decide for pre-action pipes
in the entire building. Necessary detectors and fire extinguishers are added to
rooms in the OWL file. Their costs amount to 7200 Euros. Running the sim-
ulation produces the cost chart in Figure 7. As can be seen the total damage
decreased drastically to 28329 Euros. After installing safeguards, the fire can
not spread anymore; it is detected and extinguished shortly after breakout.
Nevertheless costs and recovery times are still very high. The reason is that
water extinguishers have a high damage factor concerning electronic devices
and we have chosen the server room as place of fire origin. SecOntManager
also offers CO2 fire extinguishers for locations with high electronically dam-
ages. Replacing the water extinguisher by a more expensive C02 extinguisher
the total costs are reduced to 10934 Euros, which are mostly outage costs of
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Fig. 7. SecOntManager: With countermeasures enabled

one server which caused the fire. By adding a redundant server the outage
time and costs could be cut to zero.

4 Conclusion

We propose an ontology-based approach combining security- with business-domain
knowledge to model companies. The ontology guarantees a shared and accurate
terminology as well as portability. Knowledge of threats and corresponding coun-
termeasures, derived from IT-security standards, is integrated into the ontology
framework. Moreover, we implemented a prototype capable of simulating threats
against the modeled company by processing the knowledge contained in the on-
tology. SecOntManager visualizes the damage caused by specific threats, outage
costs and the recovery time. Running the program with added safeguards shows
their benefits and offers objective data for decision making, which safeguards to
implement and to avoid installing countermeasures that are not cost-effective. An
enhanced prototype with advanced risk analysis and broader threat support will
be developed in further research activities.
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Abstract. The paper proposes a new practical two step approach towards higher
knowledge work productivity. Step one is based on a Knowledge Intensity Ma-
trix adapted from Porter and Millar and allows for an assessment of the rele-
vance of knowledge work for a particular company or strategic business unit.
Step two identifies work effectiveness — rather than efficiency — as the deci-
sive factor of knowledge work productivity and takes up Willke’s systemic un-
derstanding of knowledge management to propose a process oriented analysis
of knowledge work effectiveness, which results in suggestions of how to in-
crease knowledge work productivity.

Keywords: Knowledge Work, Productivity, Knowledge Intensity.

1 Introduction

“The most important contribution, and indeed the truly unique, contribution of
management in the 20th century was the fifty fold increase in the productivity of
the manual worker in manufacturing.

The most important contribution management needs to make in the 21st cen-
tury is similarly to increase the productivity of knowledge work and the knowl-
edge worker.

The most valuable assets of a 20th-century company were its production
equipment. The most valuable asset of a 2lst-century institution, whether
business or nonbusiness, will be its knowledge workers and their productivity”
[5p 135].

In this paper we present a new method to identify potential for higher knowledge
work productivity. This Potential Analysis was developed by a team of researchers
and practitioners (see acknowledgements) at the University of Applied Sciences
Burgenland (Fachhochschul-Studiengéinge Burgenland) in Eisenstadt/Austria during
the past three years and applied for the first time to a leading financial service pro-
vider during the academic year 2005/06. We present an overview of our theoretical
basis, explain the method, report on the application and discuss options to further
enhance the method.

U. Reimer and D. Karagiannis (Eds.): PAKM 2006, LNAI 4333, pp. 4960, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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2 Knowledge Work Productivity

The term knowledge work was first used by Drucker thirty five years ago for people
who deal with formal knowledge as a major part of their job [5]. Formal or organiza-
tional knowledge is used here in contrast to personal or tacit knowledge. The term
“productivity” is generally used either in economics to describe input/output relations
in the context of production or in engineering to describe production processes. When
we use the term “knowledge work productivity”, we simply refer to the results of
knowledge work. Therefore higher knowledge work productivity just means higher
levels of results.

While in economics labor productivity is frequently reduced to efficiency in the
sense of an economic utilization of inputsl, “[t]here is a consensus in the literature
that in knowledge work, quality is one of the more important factors” [21 p 614]. The
efficiency, for instance, of an executive might be measured by the number of deci-
sions she takes per hour, the efficiency of a doctor by the number of patients he sees,
the efficiency of a bank officer by the number of credit applications she processes.
These three examples should be quite sufficient to demonstrate that data on efficiency
by itself do not allow any reasonable conclusions about the productivity of knowledge
work to be drawn. Quality needs to be taken into account too.

However, to the best of our knowledge, standardized approaches to assess the qual-
ity of the results of knowledge work are not available except for very special fields
such as software engineering [2], [21]. Our Potential Analysis therefore concentrates
on process quality instead. It tries to assess how effectively knowledge workers handle
knowledge — their central resource — in the context of characteristic activities.

Work efficiency and the effective handling of knowledge seem to be two decisive
factors of knowledge work productivity (which does not rule out other factors). If one
of these two factors is reduced to zero — no results at all or totally unsystematic han-
dling of knowledge — the productivity of knowledge work as a whole is destroyed.
The following formula can be used to symbolize this important correlation:

Productivity of knowledge work
= work efficiency x effective handling of organizational knowledge ...

Therefore meaningful attempts to improve knowledge work productivity, first of all
call for quality standards on how to handle knowledge effectively. Without such stan-
dards, knowledge work productivity will continue to be an issue of chance rather than

! See e.g. the OECD Macrothesaurus, which lists “efficiency of labor” as a synonym for
“labor productivity”, http://www.uibk.ac.at/physics/info/oecd-macroth/en/1729.html, accessed
14.7.2006.

2 A Google search showed that the software engineering expert Milton Bryce seems to have
already used a similar formula ,,productivity = effectiveness x efficiency” in the early 1970s
in the context of software projects. He too used the formula to point to the importance of ef-
fectiveness for the work productivity (http://www.phmainstreet.com/mba/ss050502.pdf, ac-
cessed 10.7.2006). It is also important to note that our formula refers to knowledge work and
not knowledge worker productivity. To broaden the definition, other factors would need to be
included. Drucker’s six factors of knowledge worker productivity might serve as a valuable
starting point [5].



Knowledge Work Productivity: Where to Start 51

of systematic management. Optimizing work efficiency might come as a second step,
but is not part of the Potential Analysis presented here.

3 State of the Art

Approaches to measure and hence increase the productivity of knowledge work range
from methods aiming at quantifying the intellectual capital of an organization to mod-
els stemming from ergonomics and process-oriented models — for an overview refer
to [10]. The former include Intellectual Capital Reports, for example the Skandia
Navigator [9], Sveiby’s Intellectual Assets Monitor [23] and the well-known Bal-
anced Score Card [12] with a focus on measuring the value of intellectual capital.
These models thus provide a highly aggregated view on a company’s intellectual
assets. Neither an analysis of the efficiency nor of the effectiveness of knowledge
work is presented by these approaches.

Ergonomic models, on the other hand, evaluate the performance of an individual
knowledge worker, also with respect to the work environment. Higher productivity is
mentioned as a desired goal but most methods do not provide precise means to cap-
ture the effectiveness of knowledge work. Ergonomic models comprise VERA-G, a
method to identify potentials for rationalization with respect to different categories of
knowledge work by Resch [22], TBS-GA(A), a task rating system of knowledge work
by Hacker [11], Participative Productivity Management (PPM) introduced by
Pritchard [20], the rating of performance types by Pfiffner and Stadelmann [18] and a
classification of alternative knowledge work types by Davenport et al. [4].

The drawback of the approaches mentioned above is that they do not take into ac-
count the process oriented aspects of knowledge work. Process oriented models in-
clude OPUS developed by Matt, which is a method based on system theory to
increase the productivity of indirect domains providing an efficiency as well as an
effectiveness analysis of the domain under consideration [15]. Michaelis adopts the
classical productivity model with an input output system for the creation of intellec-
tual assets [16]. The emphasis is on the measurement of input and output but the
model lacks a detailed analysis of the structure and the process of knowledge work.

Most questionnaires which are designed to evaluate the productivity of knowledge
work question the interviewees directly about their opinion concerning knowledge
management and the importance thereof, efficiency of knowledge transfer and the
necessity for learning and professional training with respect to their work domains. In
contrast, the method presented in this paper uses an indirect, process-oriented ap-
proach based on guided interviews in order to avoid socially expected answers.

4 Theoretical Basis

The approach presented in this paper draws upon the definition of the productivity of
knowledge work discussed above, a strategic theory to determine the knowledge in-
tensity of a strategic business unit combined with a systemic perspective on knowl-
edge management.
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4.1 Knowledge Intensity

Contrary to a frequently voiced belief among knowledge management experts, our
approach is based on the explicit assumption that knowledge and knowledge man-
agement are of significantly different importance to different types of business. In fact
even in well advanced knowledge economies there are many organizations for which
knowledge is not and never will be the central resource.

We therefore start our Potential Analysis with an assessment of the relevance of
knowledge for a particular organization or business unit. To do so, we re-utilize the
Information Intensity Matrix developed by Porter and Millar [19], which despite its
name actually shows the importance of knowledge to an organization’s major activi-
ties, final products, and services [26] [see Fig. 1]. In accordance with the often used
definitions of information and knowledge by Davenport and Prusak [3], we have
renamed the matrix consequently “Knowledge Intensity Matrix”.

Both factors — the knowledge intensity of processes and the knowledge intensity
of products and services — are entered into a simple two by two matrix which should
help to communicate if and why knowledge management should be high on the
agenda of a specific organization.

Organizations have to face new challenges emerging in a knowledge economy and
traditional management approaches are not capable of meeting the challenges of this
kind of economy [26]. However this does not mean that knowledge management is
per se important for every organization but only when sophisticated, knowledge-based
products and services are critical success factors [26]. In fact, following Krey, we
advise the selective employment of knowledge management with a specific focus in
mind [13].

knowledge intensity
of a strategic business unit
determined by ...
high | selected use | KM of central
of KM | importance
knowledge
intensity of
major
activities , /
low | KM no priority ; \
/ %
low ) ) high
... knowledge intensity of
final product or service
KM Knowledge Management

Fig. 1. Knowledge Intensity Matrix following Porter and Millar [19]
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4.2 Standards for Effective Knowledge Work

Based on the assumption that not only individuals but social systems as a whole are
able to learn, see [1], it follows that they are also capable of generating and storing
knowledge as well as utilizing it within systemic processes [26]. According to Willke,
organizational knowledge is characterised by the way a specific social system oper-
ates, which itself is defined by the context of rules made anonymous, independent of
individuals [26]. This implies that in order to stay competitive in a knowledge econ-
omy it no longer suffices to equip the employees with the required expertise on an
individual level, but also the organization has to integrate its organizational knowl-
edge into the business processes.

In order to use knowledge in a systematic and effective way, an established system
of standards and rules for the incorporation, storage, utilization and development of
organizational knowledge is required. Such standards comprise standing operating
procedures, guidelines, codifications, descriptions of operating processes, routines,
traditions, databases, codified knowledge with respect to production and projects as
well as the culture of an organization [26]. Thus, an organization’s objective knowl-
edge is a supra-individual structural entity of standards and rules.

Knowledge work comprises communication, transactions, interactions and decision
making that require the continuous revising and improving of the resource knowl-
edge. The productivity of knowledge work depends on an organization’s ability to
install a system of rules and an ICT as well as an organizational infrastructure for the
exchange of information and knowledge transfer - including the enhancements and
the experienced utilization thereof [26]. Hence, in order to find out whether an or-
ganization does effectively make use of its knowledge, the crucial criteria are the
existence of and compliance with the standards described above.

5 A New Method to Identify Potential for Higher Knowledge
Work Productivity

We start our Potential Analysis of knowledge work productivity with an assessment
of the relevance of knowledge work and therefore knowledge work productivity for a
particular organization or business unit [Fig. 2, Step (1)]. This assessment is based on
how knowledge intensive a business unit’s major activities and its most important
products appear to be (the importance of products being measured e.g. in terms of
current turnover, contribution or growth potential). To determine the knowledge in-
tensity, we conduct a small number of expert interviews with the middle managers in
charge of specific products or processes. As described above, the knowledge intensity
of a product or process is measured by

— the time and effort that is needed for coordination (complexity),

— the number of options that characterize the respective product or process
(complexity),

— the rate at which processes or products need to be adapted in order to keep a
business competitive (innovation rate), and

— the necessary standard of formal education and training of the employees
involved.
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Fig. 2. Potential Analysis for knowledge work productivity

The higher these factors are, the higher is the knowledge intensity and thus the need
for knowledge management.

The information gained from interviewing the relevant middle managers is entered
into the Knowledge Intensity Matrix described above [see Fig. 1]. The matrix pro-
vides an analytical and transparent basis for discussing an organization’s approach
towards knowledge management. It might be of help in overcoming top manage-
ment’s prejudices’ based approach towards knowledge management, which today still
seems to prevail either as euphoria or total disapproval, see e.g. Malik [14].

According to our approach, the level of knowledge intensity determines the route to
higher knowledge work productivity, which we define as the product of the two factors:
(1) work efficiency and (2) effective handling of knowledge. In cases of relatively low
knowledge intensity (e.g. a shop floor production of bolts), quality standards can be
determined rather easily. Therefore one can focus directly on work efficiency, by mak-
ing use of well established techniques like Business Process Reengineering or automa-
tion. But the higher the levels of knowledge intensity become (e.g. an investment bank,
a hospital, a school, or even a research lab), the more the effectiveness of handling rele-
vant knowledge becomes the decisive factor of knowledge work productivity as a whole
(e.g. the productivity of a scientist is determined by the impact of her work and only
marginally by the number of papers she produces during a specific year).

Therefore only after a particular business unit turns out to be characterized by high
levels of knowledge intensity, does it make sense to move on to the second step of the
Potential Analysis [Fig. 2, Step (2)]. This second step consists of an in depth analysis
of how systematically knowledge is being handled in the context of selected business
activities. Ideally this analysis should cover both primary activities involving an or-
ganization’s external partners (e.g. a sales or purchasing activity) and internal coordi-
nating activities (e.g. financial planning, conducting meetings, or acquainting em-
ployees with new tasks). Here our approach differs again significantly from other
practices which aim at cross-organizational benchmarking and therefore need to focus
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on comparable activities. We, however, focus on activities which for one reason or
another are of specific importance to the organization in question.

To be able to actually analyze knowledge work effectiveness in the context of a
specific activity, we first draw up detailed process descriptions. These descriptions are
then used to run a series of standardized interviews inquiring in minute steps whether
employees can draw and actually do draw on adequate, explicit standards for handling
knowledge during their every day work. These rules, regulations, checklists, routines,
laws, plans etc. represent an organization’s knowledge.

For this type of analysis, we have learned to differentiate between four types of
subtasks:

(1) Systematic processing of information with adequate ICT support,

(2) Systematic communication with adequate ICT support,

(3) Systematic decision making,

(4) Systematic adaptation of rules and standards to changing circumstances.

This categorization allows us to distinguish between (a) a lack of effectiveness in
connection with a very specific sub-activity — “a local weakness” so to say (e.g. an
employee in a certain subsidiary is not yet familiar with a new guideline) and (b) a
more general lack of effectiveness which might turn out to be somewhat typical for an
organization’s general approach towards handling knowledge (e.g. generally too un-
clear responsibilities in the context of decision making which might result in ineffec-
tive, widespread up-delegations).

In three empirical surveys on knowledge work productivity in Austria’s medium
size businesses which were also based on the theoretical assumptions presented here,
we found that while the majority of companies seems to be quite good at handling
bare information in a systematic way, many are not yet capable of organizing the
more demanding activities like communication, decision making, or organizational
learning in equally systematic ways [7],[8],[17].

6 Application for an International Financial Service Provider

After a number of empirical studies, the first major application of our Potential
Analysis to a specific company was a project with a leading financial service pro-
vider’s unit for international commercial activities which we conducted between Oc-
tober 2005 and June 2006.

6.1 Execution of the Potential Analysis

The first objective of this project was to establish if, why, and in connection with
what type of activities knowledge management might be of relevance to the business
unit in question. The second objective was to determine how effectively knowledge
work was currently organized in the context of certain business processes.

The two processes selected for the Potential Analysis were

(1) a primary customer oriented business activity in the context of the approval
processes for a specific type of commercial loans, and

(2) aninternal support activity in the context of strategic budgeting for commer-
cial key accounts.
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1.b For how many of these new products does your organisation have to
enhance the existing knowledge or develop new knowledge (i.e. check up,

gather new information etc.)?

For every new solution we have to learn and enhance our knowledge.

For most of the new solutions we have to learn and enhance our knowledge.

In most cases we manage with our existing knowledge.

We always manage with our existing knowledge (We combine it in new ways).

Don "t know

Indicator: Alternatives of the products

O OK O Question not understood O Question not relevant O Answer does not fit into scheme

Fig. 3. Example of one of the questions for determining the knowledge intensity of a product
(translated into English)

For the first step of the Potential Analysis two standardized interviews with the rele-
vant process/product managers were conducted. Each interview consisted of 21 stan-
dardized questions [for an example see Fig. 3] covering complexity, innovation rate,
and levels of employee education.

The analysis of the interviews showed that many aspects of the primary process are
already highly standardized and thus of surprisingly little complexity. However, a
high level of consulting with customers was required, which turned the customer
interface of the activity (i.e. communication with the customer) into an area of high
knowledge intensity. The internal support process which is about collecting, process-
ing, analysing, and redistribution of information about international commercial cus-
tomers is characterised by a high level of variability and needs a lot of coordination.
Hence it was classified as a knowledge intensive activity. So both activities call for
the employment of knowledge management, especially as far as the communication
with customers and information about customers are concerned.

Moving on to Step two [see Fig. 2], we analysed a sample of six actual business
transactions:

— three real cases of loan approvals to specific business customers and
— three real cases of strategic budgeting specific accounts.

The analysis was based on interviews with employees who were all involved with one
of the two transactions as part of their every day work routines. All together we con-
ducted eleven interviews, instead of just one for each activity, because, on the one
hand, the knowledge intensive transactions we studied involved most of the time more
than one employee, and on the other hand, because we tried to cover each transaction
at least twice to check for personal biases of the interviewees. It also seems important
to note that all interviews focused strictly on one particular transaction each (e.g. the
approval of a loan to company X, two weeks prior to the interview). Basing the inter-
views on real events helped to get accurate descriptions and to avoid personal biases
and false generalizations. The interviews were conducted over a period of two months
and involved employees of three different national subsidiaries of the financial service
provider. The working language was German.
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During the interviews the transactions under examination were reconstructed in
minute details to find out whether employees knew about and observed rules, stan-
dards, guidelines etc. about the handling of information (e.g. regulation on how a
specific piece of information should be filed), communication, decision making, adap-
tation of business procedures, and the employment of ICT. So all together we asked
180 sets of questions [for an example see Fig 4.].

1-5.b Is there a rule in written form about how, where, when and by whom

the request for an offer is filed and saved?

There are explicit written rules about how, where, when and by whom the request

for an offer is filed and saved.

There are indistinct informal rules about how, where, when and by whom the

request for an offer is filed and saved.

There are no rules — the filing and saving of the request for an offer occur as the

case arises.

Don 't know

Indicator: Existence of rules

O OK O Question not understood O Question not relevant O Answer does not fit into scheme

Fig. 4. Example of one of the questions for determining the existence of rules for a specific
activity (translated into English)

Together the results from step one and step two point at two main potentials for
more systematic and, according to our definition at the beginning of this paper, there-
fore more productive knowledge work.

6.2 Potential One: Knowledge Exchange About/with Customers

Despite the specifically high knowledge intensity of the customer interface (step one),
the analysis of the interviews in step two of the Potential Analysis indicated precisely
in this respect a remarkable weakness (i.e. ineffective or unsystematic handling of
knowledge). It seems that many of the account managers who work with customers
up front on a daily basis are simply not aware of some of the guidelines (e.g. for cus-
tomer communication) — a fact that came as quite a surprise to some of the headquar-
ter managers in charge of these processes.

So both the handling of knowledge about customers and the exchange of knowl-
edge with customers leave plenty of room to further improve knowledge work pro-
ductivity. This seems to be of special importance if a financial service provider tries
to shift its focus from information transaction to far more knowledge intensive cus-
tomer consulting activities.

6.3 Potential Two: Organizational Learning

The largest potential for a more systematic approach towards knowledge work
was identified with respect to the way the company adapts its own organizational
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knowledge, represented as guidelines, rules, standards, regulation, plans etc. While up
to this point we have been analyzing how systematically an organization employs its
knowledge, the issue here is how systematically the company learns (i.e. creates and
implements new knowledge).

In reaction to these findings, some employees of the client company questioned
whether in times of rapid change management should rely on rules and other types of
regulations any longer. To answer this question one needs to see what choices organi-
zations in a fast changing knowledge economy actually have. It is certainly not the
choice between a predictable and static or a changing environment, but between sys-
tematic adaptation of the organization’s knowledge to new circumstances on the one
hand, and arbitrary reaction on the other hand. In fact, the more knowledge intensive
an organization is and the faster the environment changes, the higher is the call for
clearly managed organizational learning on the basis of explicit knowledge.

7 Conclusions and Further Research

Generally speaking, knowledge work productivity is a decisive factor of economic
growth and competitiveness [5]. However, this does by no means make knowledge
work productivity the decisive success factor for every single organization. A sensible
approach towards knowledge management should therefore start with a careful as-
sessment of the knowledge intensity of an organization’s major activities, products,
and services. Without this first step, knowledge management runs the risk of being
seen as little more than just another management fad.

Contrary to manual work, the productivity of knowledge work seems to be, first of
all, a question of the effective handling of its most important resource rather than of
efficiency. Starting with Willke’s system theory based perspective on knowledge
management [26], we proposed a Potential Analysis for knowledge work productivity
which allows for an in depth analysis of how systematic knowledge work is managed
in a specific organization.

The first application of this Potential Analysis — in the framework of an applied
research project — seems to have yielded useful results. The client, a leading finan-
cial service provider’s unit for international commercial activities, has gained a clear
understanding of effective knowledge management geared to the specifics of its prod-
ucts and business activities and aimed at higher knowledge work productivity.

During this first application of our approach, we also gained some valuable in-
sights into how to further improve our Potential Analysis: (1) While this time we
just asked the client to name two of its business activities to be analysed, a more
systematic selection seems to be advisable. (2) It also seems to be worthwhile to try
to extend the analysis beyond an organization’s boundaries including some inter-
views with customers on their perspective of the products’ and services’ knowledge
intensity. (3) The structure of the interview questions in step two could also be
complemented. While at the moment the interviewees are only asked (a) whether
there are guidelines on how to handle information and knowledge in the context of
a certain sub-activity and (b) whether the guidelines have essentially been obeyed in
respect to a specific transaction, two more questions could be added. A third ques-
tion could ask (c) whether a specific guideline — representing the organization’s
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knowledge in respect to a specific business situation — actually led to an appropri-
ate outcome. And finally, instead of just asking about guidelines in a relatively
general way, the interviewee could be asked to name the specific regulation she or
he applied in a particular situation.

Acknowledgements

This paper is the first result of a project funded by the FHplus Programme of the FFG.
We would also like to thank Manfred della Schiava as well as Karl Enghauser for
many important contributions and fruitful discussions and Veronica Dal-Bianco for
proof reading.

References

1.

2.

11.

12.

14.

15.

Argyris, C., Schén, D.: Organizational Learning II. Theory, Method and Practice. Addison
Wesley, Reading (1996)

Bok, H.S., Raman, K.S.: Software Engineering Productivity Measurement Using Func-
tional Points: A Case Study. Journal of Information Technology, Vol. 15 1 (2000) 19-101.
Davenport, T.H, Prusak, L.: Working Knowledge — How Organizations Manage What
They Know. 2nd edn. Harvard Business Scholl Press, Boston (2000)

Davenport, T.H., Thomas, R.J., Cantrell, S.: The Mysterious Art and Science of Knowl-
edge-Worker Performance. MIT Sloan Management Review, Vol. 44 1 (2002) 23-30
Drucker, P.F.: Management for the 21st Century. HarperCollins, New York, 1999
Drucker, P.F.: The Age of Discontinuity — Guidelines to Our Changing Society. Harper
& Row, New York (1969)

Ecker, K., et al.: Mittelbetriecbe in der Wissensokonomie. Workingpaper des
Fachhochschul-Studiengangs Informationsberufe, Nr. 4 (2004)

Ecker, K.: Antriebskrifte fiir und Hiirden zum Wissensmanagement in Mittelbetrieben.
Diplomarbeit am Fachhochschulstudiengang Informationsberufe, Eisenstadt, (2005)
Edvinsson, L., Malone, M.S.: Intellectual Capital: Realizing Your Company’s True
Value by Finding its Hidden Brainpower. HarperBusiness, New York (1997) http://
www.fh-burgenland.at/Eisenstadt/IBBakk_ AWMMag_Spez/v3/m3/index_fue.html, Ac-
cessed: 23.03.2006

. Eschenbach, S., Geyer, B., et al.: Wissen & Management — 12 Konzepte fiir den Umgang

mit Wissen in komplexen Organisationen. Linde, Wien (2004)

Hacker, W.: Titigkeitsbewertungssystem (TBS). Verfahren zur Analyse und Gestaltung
von Arbeitstétigkeiten. vdf, Ziirich (1995)

Kaplan, R.S., Norton, D.P.: The Balanced Score Card: Translating Strategy into Action.
Harvard Business School Press, Boston (1996)

. Krey, G.: Wissensmanagement im Mittelstand — Wo steckt der Nutzen?. In: Bellmann, M.,

Kremar H., Sommerlatte T. (eds.): Praxishandbuch Wissensmanagement. Strategien —
Methoden — Fallbeispiele. Symposion, Diisseldort (2002) 338-363

Malik, F.: Wissensmanagement — Auch dieser Kaiser ist nackt. Manager Magazin,
27.11.2001, http://www.managermagazin.de/koepfe/mzsg/0,2828,169723,00.html, Accessed:
23.03.2006

Matt, D.: OPUS Objektorientierte Prozess- und Strukturinnovation — Methode und
Leitfaden zur Steigerung der Produktivitdt indirekter Leistungsbereiche. PhD Thesis,
University of Karlsruhe, Karlsruhe (1998)



20.

21.

22.

23.

24.

25.

26.

S. Eschenbach, D. Riedl, and B. Schauer

. Michaelis, U.: Produktivititsbestimmung in indirekten Bereichen. Springer Verlag, Berlin

(1998)

. Morawitz, J.: Umgang mit Wissen und Information in burgenlidndischen Mittelbetrieben.

Diplomarbeit am Fachhochschulstudiengang Informationsberufe, Eisenstadt, (2006)

. Pfiftner, M., Stadelmann, P.D.: Wissen wirksam machen. Wie Kopfarbeiter produktiv

werden. Haupt, Wien (1998)

. Porter, M., Millar, V.: How Information Gives You Competitive Advantage. Harvard

Business Review, Vol. 63 4 (1985) 149-160

Pritchard, R.: Measuring Organizational Productivity. In: Dreuth, P., Seargeant, J., Takens,
R. (eds.): European Perspectives in Psychology. John Wiley & Sons, Chichester Vol. 3
(1996) 79-87

Ramirez, Y., Nembhard, D.: Measuring Knowledge Worker Productivity — A Taxonomy.
Journal of Intellectual Capital. Vol 5 4 (2004) 602-628.

Resch, M.: Die Handlungsregulation geistiger Arbeit. Bestimmung und Analyse geistiger
Arbeitstitigkeiten in der industriellen Produktion. Huber, Bern (1988)

Sveiby, K.E.: The New Organizational Wealth: Managing and Measuring Knowledge
Based Assets. Berret-Koehler, San Francisco (1997)

Strohmaier, M.: B-KIDE: A Framework and a Tool for Business Process Oriented Knowl-
edge Infrastructure Development. PhD Thesis, University of Technology, Graz (2004)
Timbrell, G., Koller, S., Lindstaedt, S.N.: Improving Service Innovation through Struc-
tured Process-oriented Knowledge Infrastructure Design. Proc. - KNOW"05 (5th Interna-
tional Conference on Knowledge Management), Springer Verlag, Graz (2005) 373-380
Willke, H.: Systemisches Wissensmanagement. 2nd edn. Lucius & Lucius, Stuttgart
(2001)



Taba Workstation: Supporting Technical Solution
Through Knowledge Management of Design Rationale

Savio Figueiredol, Gleison Santosl, Mariano Montonil, Ana Regina Rochal,
Andréa Barretol, Ahilton Barreto', and Analia Ferreira '

! Federal University of Rio de Janeiro - COPPE Sistemas
Caixa Postal 68511 — CEP 21941-972—- Rio de Janeiro, Brazil
Phone: +55-21-25628675; Fax: +55-21-25628676
{savio, gleison, mmontoni, darocha, ansoares, ahilton,
analial}@cos.ufrj.br
2 BL Informética Ltda
Av Visconde do Rio Branco 305 — 8° andar — Centro — Niter6i CEP 24020-002— RJ, Brazil
Phone: +55-21-21132300; Fax: +55-21-2620-3644
analia@blnet.com

Abstract. The development and maintenance of software products are knowl-
edge intensive tasks. Due to the high turnover of software industry, there is a
great probability that the original designers are unlikely to be available when
problems arise and modifications are needed. Therefore, having the reasons be-
hind the decisions recorded can be invaluable as people leave and join the soft-
ware team, because the knowledge about choices of those leaving would still be
available to the newcomers. This work describes an approach to support the
Technical Solution process through knowledge management in the context of a
Process-centered Software Engineering Environment (PSEE) named TABA
Workstation. It also presents some information related to a software process
improvement initiative undertaken in a Brazilian organization that demonstrates
the feasibility of the presented approach.

Keywords: technical solution, design rationale, knowledge management.

1 Introduction

The Technical Solution is a knowledge intensive process that aims to design, develop,
and implement solutions to the requirements developed [3]. During its execution
several choices have to be made, since a problem can be solved in many different
ways. Therefore, it is important to preserve the organizational knowledge acquired
during the process, recording the rationale which explains why a specific decision was
made during design process. Moreover, the combination of a long life cycle and the
typically high turnover in the software industry increases the probability that original
designers will not be available to be consulted when problems arise and modifications
in the design are necessary [2].

Another common problem that organizations have to undertake is the difficulty to
make the newcomers take advantage of more experience personnel knowledge during
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training, since the dynamic environment of most software organizations does not
allow more experienced people to spend time sharing their knowledge with newcom-
ers. Thus, in decision making situations, newcomers tend to repeat the same mistakes
made by other members of the team that have already experienced a similar situation
[15].

Furthermore, very often the kind of knowledge necessary for maintenance involves
the understanding of what design choices were considered, which alternative solutions
were examined and rejected and which criteria and requirements were addressed un-
der the deliberation process [4].

Design Rationale differs from other design documentation because it captures the
reasoning behind design decisions, and not just a snapshot of a final decision. Design
Rationale offers more: not only the decisions, but also the reasons behind each one of
them, including its justification, other alternatives considered, and argumentation
leading to the decision [2].

The Taba Workstation is an enterprise-oriented Process-centered Software Engi-
neering Environment (PSEE); constituted of integrated tools to support software
processes definition, deployment and enactment. It also integrates knowledge man-
agement activities within software processes aiming to preserve organizational
knowledge, and to foster the institutionalization of a learning software organization.
The Taba Workstation has been developed in the context of an academic project and
it is not commercialized. Nevertheless, it is granted to small and medium size organi-
zations of Brazil with no costs [17].

In order to support the capture, retrieval and use of this kind of knowledge called
design rationale, a tool named TechSolution has been implemented in the context of
Taba Workstation. Regarding knowledge management, this tool allows project
members to consult the design decisions made during the project and design decisions
made in past projects. Besides, this tool provides knowledge for a certain kind of
problem: the choice of the architectural style. TechSolution is also integrated with a
knowledge management tool named Acknowledge, which aims to acquire, filter and
package organization members’ tacit and explicit knowledge [17].

This paper presents the technical solution support based in knowledge through the
capture, storage and retrieval of design rationale offered by the Taba Workstation.
Next section presents some basic concepts regarding design rationale. The section 3
discusses knowledge management in the context of software organizations. The Taba
Workstation infrastructure is presented in section 4. The section 5 discusses the ap-
proach adopted in Taba Workstation to support design rationale. Section 6 presents
some information related to a software process improvement initiative undertaken in a
Brazilian organization that demonstrates the feasibility of the presented approach.
Section 7 presents some conclusions and points out future work.

2 Design Rationale

One indicator of a good design process is that the design was chosen after comparing
and evaluating it against alternative solutions [3]. Design rationale (DR) is informa-
tion that explains why an artifact, or piece of it, is designed the way it is [12]. Souza
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et al., [18] define DR as the design decisions documentation with its respective justi-
fications, options considered, evaluations and the argumentations that lead to the
decision made.

DR is particularly useful for maintenance, having in mind that very often, the type
of knowledge necessary for maintenance depends on the understanding of what de-
sign decisions were considered, which assumptions were made, which alternative
solutions were rejected, and which criteria and requirements were addressed by the
deliberation process [2].

Moreover, the combination of a long life cycle and the typically high turnover in
the software industry increases the probability that original designers will not be
available for consultation when problems arise and modifications are necessary [2].

The human memory limitation motivates the DR storage because this storage en-
ables that, after a period of time, information about decisions made, why they were
made and alternatives investigated, can be remembered, avoiding that mistakes made
in the past be performed again and the human memory limitation doesn’t be the main
reason [8].

[2] points out the main benefits and possible uses of DR: (i) Design Verification:
rationale can help to verify that the design meets requirements and designer’s intent;
(ii) Design Evaluation: rationale can help to evaluate design and design choices rela-
tive to one another to detect nonconformities that may affect quality; (iii) Design
Maintenance: rationale can help to locate sources of design problems, to indicate
where changes need to be made in order to modify the design and to ensure that re-
jected options are not inadvertently re-implemented; (iv) Design Reuse: rationale can
help to specify which portions of the design can be reused and, in some cases, suggest
where and how it should be modified to meet a new set of requirements; (v) Design
Teaching: rationale can help to teach new personnel about the design; (vi) Design
Communication: rationale can help to communicate the reasons for decisions to other
members of the design team; (vii) Design Assistance: rationale can help to clarify
discussion, check impact of design modifications, perform consistency checking and
assist in conflict mitigation by looking for constraint violations between multiple
designers; and (viii) Design Documentation: rationale can help to document the de-
sign by offering a picture of the history of the design and reasons for the design
choices as well as a view of the final product.

Despite all these benefits described, DR is not in widespread use [2]. The main ob-
stacles that explain the designer’s resistance to use DR are: (i) there is a great likeli-
hood that people who spend time recording the DR probably will not be those who
will take advantages from it; (ii) documenting decisions can impede the design proc-
ess if decision recording is viewed as a separated process from constructing the arti-
fact; (iii) there is a risk that the overhead of capturing the rationale may impact the
project schedule enough to make the difference between a project that meets its dead-
lines and is completed, versus one where the failure to meet deadlines results in can-
cellation; and (iv) difficulties faced by developers to retrieve the DR.

Like lessons learned, best practices, software processes models and so on, DR is a
kind of knowledge that learning software organizations should manage in order to
preserve knowledge inside the organization.
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3 Knowledge Management in Software Organizations

Software engineering is a wide knowledge area made up of various sub areas [6].
Besides, the activity of software development requires computing knowledge, knowl-
edge of the intended application domain as well as knowledge of the application it-
self. Another aspect to be taken into account is the experimental, evolutionary and
non-repetitive characteristics of the software engineering area [13], which means that
there are approaches that work best in certain situations and it is necessary to tailor
them in order to deal with new situations. Moreover, unforeseen events may occur
despite careful software project planning. This implies making constant choices from
among the many feasible options throughout the software life cycle [16]. As a result,
many software companies have recognized the importance of administrating knowl-
edge effectively, productively and creatively at both the individual and organizational
levels [11].

The identification, maintenance and dissemination of different types of knowledge
related to software processes (e.g. software processes models, best practices and les-
sons learned) from one project to another are important to develop software with high
quality and enhance software processes [9]. Software processes models, for instance,
explicitly represent knowledge about software development activities, but also the
software products, necessary resources and tools, and best practices related to soft-
ware processes execution [10]. Therefore, efficient management of such knowledge
supports organizational learning and initiatives for software process measurement and
improvement [14].

The fact that most software development organizations are process-centered pro-
vides many benefits (e.g. process-centered knowledge management systems can be
designed to explicitly associate software process activities with knowledge necessary
to execute it) [14]. Moreover, tacit and explicit member’s knowledge related to soft-
ware processes are valuable individual assets that must be captured and converted into
the organizational level. The collected knowledge represents indicators of problems
concerning the software process definition or the environment in which the software
is being developed. This important knowledge can be used to learn about the software
process and to provide the means for implementing organizational changes aimed to
enhance business performance [5]. In order to acquire such knowledge efficiently, it
is necessary to transform arbitrary experiences declarations in structured explicit
representations through the execution of activities for knowledge acquisition, packag-
ing, dissemination and utilization [1].

4 The TABA Workstation

The Taba Workstation has been developed in the context of an academic project and
it is not commercialized. Nevertheless, it is granted to small and medium size organiza-
tions of Brazil with no costs. During the last years, the Taba Workstation evolved to
comply with the software organizations capability maturity models different levels. It
is constituted of integrated tools to support software processes definition, deployment
and enactment. The functionalities of other tools to support Knowledge Management
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activities are integrated into the environment to facilitate the organizational knowledge
preservation and support activities execution [17].

The Taba Workstation evolved during the last years to support knowledge man-
agement activities integrated to the software processes aiming to preserve organiza-
tional knowledge and foster the institutionalization of a learning software organiza-
tion. Therefore, the main objectives of Taba Workstation are: (i) to support the
configuration of process-centered software development environments for different
organizations (Configured SDE); (ii) to support the automatic generation (i.e., in-
stantiation) of software development environments for specific projects (Enterprise-
Oriented SDE); (iii) to support software development using the instantiated
environment; and (iv) to support the management of organizational knowledge re-
lated to software processes [17].

The CASE tools integrated in the environments offer automated support to: (i)
definition of the organizational set of standard processes; (ii) execution of pilot
project aiming process improvement; (iii) adaptation of the organization standard
processes for a specific project; (iv) definition of the organizational structure;
(v) acquisition, filtering, packaging and dissemination of organizational knowledge;
(vi) planning the organization of specific projects; (vii) time, costs, risks, human re-
sources planning, monitoring and control; (viii) planning and execution of Configura-
tion Management activities; (ix) identification of software product quality require-
ments; (x) documentation planning; (xi) supporting the planning and monitoring of
corrective actions; (xii) supporting measurement and analysis activities based on the
GQM method; (xiii) project monitoring through the generation of periodic reports and
measures; (xiv) controlling of the activities executed during a specific project; (xv)
requirements management; (xvi) supporting software technical solutions through the
use of design rationale; (xv) supporting software verification and validation planning
and execution; and (xvi) post mortem analysis [17].

The next section presents the proposed approach, describing the decision making
process defined ant the tool implemented in order to support the process deployment.

5 Technical Solution Supporting Through Design Rationale

In order to assist the Technical Solution process in software projects, a process aiming
to aid design decision making was defined. Through the deployment of this process,
the organization can preserve the knowledge concerning the decisions made and the
reasons behind them.

Regarding the DR representation, the proposed approach uses argumentation and
takes advantage of the following nodes:

e Evaluation: Problem being investigated which motivates the decision making
process execution. An evaluation has goals, a set of feasible alternative solu-
tions, criteria for assessing these alternative solutions and selecting the most ap-
propriate one.

e Goal: Goals of the evaluation. This node can comprise information concerning
possible barriers, for instance, time and restrictions. The goals can also comprise
the requirements that must be met by the solution that will be selected at the end
of the evaluation.
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e Criteria: The identified alternative solutions are going to be evaluated against the
defined criteria list. Each criterion has a weight that reflects the criteria impor-
tance for the final solution. Criteria can have a list of sub-criteria when the de-
signer perceives that it is necessary to detail it more. In this case, only the sub-
criteria will be assessed.

e Alternative Solution: Alternative Solutions for the problem being evaluated.
These solutions will be assessed using the criteria in order to select the most ap-
propriated solution.

e Criteria Appraisal: The criteria will be assessed regarding the alternative solu-
tions. This appraisal comprises a value assignment that indicates how much the
alternative solution meets the criteria. Besides, the designer must explain why he
assigned a certain value to a particular criterion during the evaluation of an al-
ternative solution. In addition, to increase objectivity, the organization can, insti-
tutionalize a list of criteria and their weight, according to business needs.

In addition to the process, a tool named TechSolution has been implemented in or-
der to aid the process deployment. This tool, as said before, is available in the Taba
Workstation and will be presented later in this section. The process and the tool are
also being utilized by some Brazilian organizations engaged in enhancing their proc-
esses maturity and capacity. The following sections describe the process defined, the
tool implemented and present some results from the use of the approach by a Brazil-
ian organization throughout its process improvement initiative.

5.1 The Alternative Selection Process

The alternative selection process proposed comprises the following activities:

e Define Selection Goals and Constraints: Define goals and constraints re-
garding the evaluation and selection that will be accomplished in the following steps.
It should be identified, for instance, schedule, resource and cost constraints. During
this activity, the designer can look for a past appraisal that could help him during this
appraisal. Moreover, the designer can consult the tool knowledge base in order to
check if there is knowledge about this kind of appraisal available. For instance, if the
designer needs to judge if the database tables primary keys are going to be created by
the database itself or if the database table primary keys are going to be generated by
the software, and if in a past project this decision has already been made, the designer
would retrieve the DR available. In another case, if the designer must decide what
architectural style to use, he would consult the knowledge provided by the tool that
gives him a list of alternative solutions, criteria for evaluate these alternative solutions
and the assessment of these alternatives solutions regarding the criteria provided. The
examples described above are useful for development projects and also to mainte-
nance projects. But, it is during this activity that the designer can look for a particular
DR in order to realize the reasons behind a decision made.

e Establish Selection Criteria: Based on goals and expectations developed,
selection criteria must be established. These selection criteria are going to be used to
assess the alternative solutions. The selection criteria must be pondered in a way that
the weigh reflects the criteria importance, in other words, a weight that reveal the
importance in satisfying that criteria regarding the project must be assigned. It is also
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necessary to define ranges and scales for each criteria, so that, later, during the as-
sessment of a alternative solution regarding the criteria, a value can be selected in the
range or scale established. In the case of a problem where there isn’t a DR in a past
project that could help the designer to solve it or that the tool doesn’t have built-in
knowledge about it, a set of general criteria will be suggested, then, the designer will
be able to refine this set, adding new criteria and sub-criteria, removing criteria or
modifying the criteria suggested. Therefore, when people in maintenance projects
execute this activity, they will realize what criteria have been used during evaluation.

e Develop Alternative Solutions: During this activity, the designer will de-
velop detailed alternative solutions. A wide range of alternatives appears asking to the
maximum number of stakeholders for alternative solutions. Brainstorming sessions
can stimulate new alternatives by fast iteration and feedback. [3]. The alternative
solutions considered must be documented. At this moment, requirements must be
mapped concerning the alternative solutions that will be investigated. Thus, it will be
possible to track requirements regarding alternative solutions so that the designer will
be able to see what requirements an alternative solutions is meeting and how the al-
ternative solution is satisfying these requirements. This step assures that all the alter-
natives solutions meets costumer needs, meaning that wrong alternatives cannot be
chosen. The deployment of this activity is very important for maintenance, when the
designer will retrieve this knowledge that explains what alternative solutions have
been investigated during the appraisal and why a particular solution has been selected
among the others. In the event that the tool already has built-in knowledge about the
appraisal or if the appraisal has already occurred in a past project, a list of alternative
solutions will be suggested for the designer.

o Evolve Operational Concepts and Scenarios: During this activity, opera-
tional concepts, scenarios and environments to describe the conditions, operations
modes and states specifics to each product component are evolved. Operational con-
cepts and scenarios are evolved to ease the solution selection for the product compo-
nents. Operational concepts and scenarios document the interaction of the product
components with the environment, users and other product components, regardless of
engineering discipline. The execution of this activity is necessary to provide more
information to the designer, so that the designer can assess rightly the alternative
solutions. As a result, the alternative solution that best satisfies the pre-established
criteria can be selected.

o  Evaluate Alternative Solutions: The evaluation aims to produce a technical
report that will be the input for the selection activity. Each alternative solution must
be assessed regarding the criteria established. All the assessment activity steps must
be documented and this documentation must comprise, among other things, the reason
why a particular alternative solution has been assigned a certain value during its
evaluation among a particular criteria. At the ending of the evaluation, a report will be
produced describing the alternative selection process performed, the criteria assessed,
the alternative solutions considered, the requirements mapping concerning the alterna-
tive solutions and the assessment of the alternative solutions regarding the criteria.
This report should describe the activities in a way that the reader can understand also
the scope and the depth of the evaluation and that it can be reproduced. Again, in
situations where the problem being analyzed has already been solved before, the
designer will be able to retrieve the alternative solutions assessment regarding the
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criteria of the past appraisal. In analogous way, if the tool has built-in knowledge
about the appraisal, the designer will be also presented the assessment of the alterna-
tive solutions regarding the criteria.

o  Select Solution: During the last process activity, an algorithm must be ap-
plied getting as input the results of the alternative solutions assessment activity. The
Selection Solution begins when the assessment report is complete. After the execution
of the selection algorithm, an alternative solution is suggested as output. The evalua-
tions results can be evaluated and, then, reveal the necessity of additional information,
resulting in the re-execution of some of the process activities that have already been
executed before.

Regarding the graphical representation of the process, it uses the modeling lan-
guage developed by VILLELA [19]. Figure 1 shows process defined.
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Fig. 1. Design Alternatives Selection Process

5.2 TechSolution: Supporting the Technical Solution Process Through DR

In order to support the designer through the deployment of the process activities a tool
named TechSolution has been implemented. Since the beginning, the authors realized
that a relevant requirement was to do not impact very much in the designer job, or the
approach would fail. Therefore, the tool is available at Taba Workstation and design-
ers don’t need to leave the environment to register or retrieve the DR. Besides, other
benefits as the integration of TechSolution with other tools could be enjoyed.

The Technical Solution tool provides Knowledge to solve a particular type of prob-
lem, the choice of the architectural style to be used. In this situation, TechSolution
provides automatically for the technical solution evaluators specific set of criteria to
be evaluated. Moreover, it also presents an alternative solutions list and indicates to
the designer how best the solutions satisfy each selection criteria. Therefore, the alter-
native solutions given during the architectural style appraisal are different architec-
tural styles. Besides, the tool is able to evaluate the relevance of each architectural
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style to the criteria established that has been proposed by the tool. All these tasks are
done automatically, making very easy to the designer to deploy the process. The or-
ganization can input new knowledge about kinds of evaluations when necessary.

Even if the problem is unknown, in other words the tool has not knowledge about
which specific set of criteria to use during the evaluation and selection, which alterna-
tive solutions could solve the problem and how best each of these alternative solutions
satisfy the criteria established; the tool will help the user, among others ways, by
presenting a list of selection criteria that he/she can use during the evaluation and
selection of the alternative solutions and by supplying the designer with knowledge
about how to perform the tasks.

Figure 2 presents the main interface of the TechSolution tool. On the left side of Fig-
ure 2, the system presents the activities that guide the execution of the tool. On the right
side of the figure, the system presents another screen to support the execution of the
selected activity; in this case, it is presented the screen that supports the Evaluation of
Alternative Solutions Regarding the Selection Criteria as part of the evaluation activity.

Acknowledge supports the acquisition and retrieval of knowledge concerning de-
velopment and maintenance process activities in order to allow the organizational
knowledge reuse [17]. Acknowledge can be accessed from two icons located under
the title bar of Taba Workstation. The integration of Acknowledge to TechSolution
avoids interruption of organizations members’ normal routine during knowledge
capture and reuse [7].

The button (ﬁ) allows the user to register a knowledge regarding the tool activity
that is being performed at the moment. After that, the knowledge is going to be filtered
and packaged by members of the knowledge committee. Then, this knowledge will be
available for consulting during the tool activity execution by clicking on the icon ( a).
Figure 2 also presents the integration between TechSolution and Acknowledge.
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Fig. 2. TechSolution Main Interface
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6 Results of the Approach Deployment by a Brazilian
Organization

BL Informatica, founded in 1987, is a Brazilian organization concerned with software
development, maintenance, deployment, integration and factory. Its main objective,
defined by the company quality policies, is to focus on customers, collaborators and
stockholders satisfaction through solutions implementation in information technology,
developed by defined, controlled and continuously improved processes which ensure
the requirements achievement.

BL Informadtica had its processes evaluated against CMMI (Capability Maturity
Model Integration) [3] Level 3 and 2 processes areas and is now a CMMI Level 3
adherent organization. During its process improvement initiative, in order to support
the deployment of the Technical Solution and Decision Analysis and Resolution proc-
esses which should be adherent CMMI, BL Informdtica employed TechSolution and
the process proposed.

Until now, the process has been performed for eight evaluations in 5 projects and
during CMMI Level 3 appraisal, which evaluated 4 of these projects, the appraisal
team considered TechSolution as a organizational strength to facilitate the success of
Technical Solution and Decision Analysis and Resolution processes deployments
initiatives and to overcome the inherent difficulties.

The suggested solution appointed by the use of the approach at BL Informatica has
been considered the most suitable in 7 evaluations. Merely one time, the customer
claimed for another solution which was not the solution suggested by the decision
making process executed. Besides, it has been perceived at BL Informética that de-
velopers tend to use design solutions that they have used in the past, even if the pro-
jects don’t have the same requirements. The approach supports designer to take an
objectively decision.

7 Conclusions

This paper presented an approach to support Knowledge Management in the Techni-
cal Solution Process through Design Rationale. Also the process defined and the tool
implemented, which is named TechSolution and is integrated with Taba Workstation,
have been described. Moreover, some information regarding the approach usage by a
Brazilian Organization during its process improvement initiative aiming to be adher-
ent to CMMI level 3 have been pointed out.

The main approach goal is to improve software quality by avoiding repeating er-
rors made in past projects, supporting verification, knowledge management, docu-
mentation and maintenance.

A significant benefit perceived has been to reduce the effort needed to deploy the
Technical Solution process by organizations that aim to be adherent to CMMI Level 3
and/or which seek the benefits of knowledge management through DR.
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Extraction and Analysis of Knowledge Worker
Activities on Intranet

Peter Géczy, Noriaki Izumi, Shotaro Akaho, and Koéiti Hasida

National Institute of Advanced Industrial Science and Technology (AIST)
Tsukuba and Tokyo, Japan

Abstract. Knowledge regarding user browsing behavior on corporate
Intranet may shed light on general behavioral principles of users in In-
tranet spaces, and assist organizations in making more informed decisions
involving management, design, and use policies of Intranet resources.
The study examines extraction and analysis of knowledge worker brows-
ing behavior from WEB log data. Extraction of navigational primitives
enabled us to identify common behavioral features of knowledge work-
ers. Knowledge workers had a significant tendency to form behavioral
patterns that were frequently repeated in Intranet environment. As they
familiarized with the environment their navigation habituated.

1 Introduction

“Nobody has really looked at productivity in white collar work in a scientific
way.” (Peter Drucker) [1]. Absence of scientific evidence concerning knowledge
worker productivity, efficiency, and their adequate measurement methods causes
managerial difficulties [2]. Human dynamics [3] and observation of a behavior in
electronic spaces [4] have been rapidly gaining importance in corporate sector.
Corporations are eagerly exploiting ways to acquire more behavioral data about
customers. Their interests are primarily commercially motivated [5].
Approaches to analyzing human behavior on world wide web rely on server-
side data (WEB logs) generated by WEB servers, client-side data produced by
script agents, behavioral studies, or their combinations. Conventionally, click-
stream data is analyzed applying statistical modeling methods or empirical stud-
ies [6]. Markov models are frequently used due to their predictive accuracies [7],
however, higher-order models become exceedingly complex and computationally
expensive. Similar complications rise when utilizing adaptive learning strate-
gies [8] at the processing stages where large data volumes still remain. Data
mining only frequently occurring patterns can relax the computational complex-
ity and improve speed of the methods [9]. Empirical investigations [10] provide
only rule-based conclusions and are mostly unsuitable for predictive purposes.
In design of the next generation recommendation system improving knowl-
edge worker effectiveness on Intranet we segment user behavior into elementary
browsing patterns and their interlinks, and extract underlying behavioral ab-
stractions. Linking these fundamentals enables formation of more complex ob-
servable behaviors and patterns. This study constitutes an exploratory analysis
and provides relevant insights into behaviors of knowledge workers on Intranet.

U. Reimer and D. Karagiannis (Eds.): PAKM 2006, LNAT 4333, pp. 73-85, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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2 Approach Formulation

We present the basic approach to knowledge worker browsing behavior analysis
together with definitions that help us better understand the concept at more
formal level.

Click-stream sequences of visited pages are divided into sessions, and ses-
sions are further divided into subsequences. Thus each session contains a train
of subsequences. Division of sequences into subparts is done with respect to the
user activity and inactivity. Consider the conventional time-stamp click-stream
sequence of the following form: {(p;,;)}:;, where p; denotes the visited page
URL; at the time t;. For the purpose of analysis this sequence is converted into
the form: {(p;,d;)}; where d; denotes a delay between the consecutive views
p; — pit+1. User browsing activity {(p;,d;)}; is divided into subelements accord-
ing the periods of inactivity d; satisfying certain criteria.

Definition 1. (Browsing Session, Subsequence, Train, User Behavior)

Let {(pi, d;)}i be a sequence of visited pages p; with delays d; between consec-
utive views p; — Piy1-

Browsing session is a sequence BS = {(p;,d;)}; where each d; < Tgg.
Browsing session is often in the further text referred to simply as a session.

Subsequence of a browsing session BS is a sequence S = {(p;, dp;)}: where
each delay dp; < Tg, and {(pi,dpi)}: C BS.

A browsing session BS thus consists of a train of subsequences S; separated
by inactivity delays ds;, BS = {(S;,ds;)}i-

User behavior is a sequence UB = {(BS;,db;)}; of user browsing sessions
BS; separated by delays db; between consecutive sessions BS; — BS;y1. For
the purpose of simplicity we often consider user behavior to be a set of browsing
sessions, UB = {BS, }.

Important issue is to determine the appropriate values of Tpg and Ts that split
the user activity into sessions and subsequences. The former research [11] indicated
that student browsing sessions last on average 25.5 minutes. However, we adopt the
average maximum attention span of 1 hour as a value for Tgg. If the user’s browsing
activity was followed by a period of inactivity greater than 1 hour, it is considered a
single session, and the following activity comprises the next session. Value of T’ is
determined dynamically and computed as an average delay in a browsing session:
Ts = ]i[ Zf\il d;. If the delays between page vies are short, it is useful to bound the
value of Ts from below. This is preferable in environments with frame-based and /or
script generated pages. Since our situation contained both cases, we adjusted the
value of T's by bounding it from below by 30 seconds:

N
1
Ts = mazx (307 N Zldi> . (1)

This approach allows detection and identification of specific user actions during
a session. For example subsequence S corresponds to login, subsequence Sy is
a download of a document, subsequence Ss is a submission of a form, etc.
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Another important aspect is to observe where the user actions are initiated
and terminated, and what connects them. That is, to identify the starting and
ending points of subsequences, and the transitions between subsequences.

Definition 2. (SE Elements, Connectors)

Let BS = {(Si,ds;)}i be a browsing session and S; = {(pik,dpir)}y and
Sit1 = {(pi+11, dpir1) } be consecutive subsequences S; — Siy1 of BS.
SE element (start-end element) of a subsequence S; is a pair SE; = (pi1,DiN)-
Connector of subsequences S; and S;y1 is a pair C; = (piN, Pi+1,1)-

Each user’s browsing behavior is then further associated with sets of SE elements
and connectors. This enables us to distinguish frequent browsing patterns and
in the future work categorize users.

3 Intranet and Data

Data used in this work was a one year period Intranet WEB log data of The
National Institute of Advanced Industrial Science and Technology. The majority
of users are skilled knowledge workers. Intranet WEB portal had load balancing
architecture comprising of 6 servers providing extensive range of WEB services
and documents vital to the organization. Intranet services support managerial,
administration and accounting processes, research cooperation with industry
and other institutes, databases of research achievements, resource localization
and search, attendance verification, and also numerous bulletin boards and doc-
ument downloads. The institution has a number of branches at various locations
throughout the country, thus certain services are decentralized. The size of visi-
ble WEB space was approximately 1 GB. Invisible WEB size was considerably
larger, but difficult to estimate due to the distributed architecture and constantly
changing back-end data.

Table 1. Basic information about data used in the study

Data Volume ~60 GB
Average Daily Data Volume ~54 MB
Number of Servers 6
Number of Log Files 6814
Average File Size ~9 MB
Time Period March 2005 — April 2006

Daily traffic was substantial and so was the data volume. It is important to
note that the data was incomplete. Although some days were completely repre-
sented, every month there were missing logs from specific servers. Server side logs
also suffered data loss due to caching and proxing. However, because of the large
data volume, missing data only marginally affected the analysis. WEB servers run
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open source Apache server software and the WEB log data was in the combined
log format without referrer.

4 Knowledge Worker Browsing Behavior on Intranet

Starting with the setup description we present the data preprocessing and clean-
ing, followed by session and subsequence extraction, elimination of machine gen-
erated traffic, and detection of SE elements and connectors. Analysis of knowl-
edge worker browsing behavior based on the extracted features is provided in
the specific subsection.

Setup. Computing environment consisted of Linux (FC5) setup with MySQL
database as a data storage engine. Analytic and processing routines were imple-
mented in various programming languages and optimized for high performance.
Processing of large data volumes was computationally and time demanding.

4.1 Extraction of Knowledge Worker Browsing Features

Preprocessing. Data fusion of WEB logs from 6 servers of a load balanced
Intranet architecture was performed at the preprocessing level. Data was largely
contaminated by logs from automatic monitoring software and required filtering.
During the initial filtering phase logs from software monitors, invalid requests,
WEB graphics, style sheets, and client-side scripts were eliminated. Access logs
from scripts, downloadable and syndicated resources, and documents in vari-
ous formats were preserved. The information was structured according to the
originating IP address, complete URL, base URL, script parameters, date-time
stamp, source identification, and basic statistics. Clean raw data was logged into
database and appropriately linked.

Table 2. Primary WEB log data statistics

Number of Log Records 315 005 952
Number of Clean Log Records 126 483 295
Number of Unique IP Addresses 22 077
Number of Unique URLSs 3 015 848
Scripts 2 855 549
HTML Documents 35 532
PDF Documents 33 305
DOC Documents 4 385
Others 87 077

Approximately 40.15% of the original log records remined after initial filter-
ing (see Table 2). Major access to Intranet resources was via scripts (94.68%).
Only relatively minor portions of accessible resources were HTML documents
(1.18%), PDF documents (1.1%), DOC documents (0.15%), and others (2.89%),
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such as downloadable software, updates, spreadsheets, syndicated resources, etc.
Detected IP address space (22077 unique IPs) consisted of both statically and
dynamically assigned IP addresses. Smaller portion of IP addresses were static,
and relatively uniquely associable with users.

Session Extraction. Preprocessed and databased Apache WEB logs (in com-
bined log format) did not contain referrer information. Click-stream sequences
were reconstructed by ordering logs originating from unique IP addresses ac-
cording to time-stamp information. Ordered log sequences from the specific
IP addresses were divided into the browsing sessions as described in Defini-
tion 1. Divisor between sessions was the user inactivity period ds; greater than
Tps = 1 hour.

Table 3. Observed basic session data statistics

Number of Sessions 3 454 243
Number of Unique Sessions 2 704 067
Average Number of Sessions per Day 9 464
Average Session Length 36 [URL transitions]
Average Session Duration 2 912.23 [s] (48 min 32 sec)
Average Page Transition Delay per Session 81.55 [s] (1 min 22 sec)
Average Number of Sessions per IP Address 156

Maximum 1553

Minimum 1

It is noticeable that user sessions on the corporate Intranet are on average
longer (appx. 48.5 minutes) than those of students (appx. 25.5 minutes) reported
n [11]. Average number of 156 sessions per IP address, and large variation
in maximum and minimum number of sequences from distinct IP addresses,
indicate that association of particular users with distinct IP addresses is relevant
only for registered static IP addresses. Large number (3492) of single sessions
only originated from distinct IP addresses due to wide DHCP use. It is possible
to employ clustering techniques to identify reasonably diverse groups of users.

Subsequence Extraction. Each detected session was analyzed for subsequences
as defined in Definition 1. Segmenting element dividing sessions into subse-
quences was the delay between page transitions dp; > Ts, where Ts was deter-
mined according to (1). Lower bound of 30 seconds for the separating inactivity
period dp; was proper.

It has been observed that sessions contained machine generated subsequences.
Periodic machine traffic with inactivity time less than the session separator delay
could result in long session sequences. As seen in the histogram of average delays
between subsequences (Figure 1), there was a disproportionally large number of
sessions with average delays between subsequences around 30 minutes and 1
hour. This is indicated by spikes in the main chart of Figure 1. Detailed view
(subcharts of Figure 1) revealed that the variation in the average delay between
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subsequences is approximately + 3 seconds. It well corresponds to the peak in
the histogram of average subsequence duration (Figure 2-a). It is highly unlikely
that human generated traffic would produce this precision (although certain
subsequences were legitimate).

Machine generated traffic contaminates the data and should be filtered, since
we target primarily human behavior on the Intranet. We filtered two main groups
of machine generated subsequences: login subsequences and subsequences with
delay periodicity around 30 minutes and 1 hour.

Every user is required to login into Intranet in order to access the services and
resources. Login procedure involves validation and generates several log records
with 0 delays. Records vary depending on whether the login was successful or
unsuccessful. In both cases the log records and login related subsequences can
be clearly identified and filtered.

The second group of machine generated traffic are subsequences with peri-
odicity of 30 minutes and 1 hour. Direct way of identifying these subsequences
is to search for sessions with only two subsequences having less than 1 second
(or 0 second) duration (machines can generate requests fast and local Intranet
servers are capable of responding within milliseconds) and delay ds; between
subsequences within the intervals: 1800 and 3600 + 3 seconds. It has been discov-
ered that substantial number of such sessions contained relatively small number
(170) of unique subsequences. Furthermore, these subsequences contained only
120 unique URLs. Identified subsequences and URLs were considered to be ma-
chine generated and filtered from further analysis. Moreover, the subsequences
with SE elements containing identified URLs were also filtered.

Table 4. Observed basic subsequence data statistics

Number of Subsequences 7 335 577
Number of Valid Subsequences 3 156 310
Number of Filtered Subsequences 4 179 267
Number of Unique Subsequences 3547 170
Number of Unique Valid Subsequences 1 644 848
Average Number of Subsequences per Session 3
Average Subsequence Length 4.52 [URL transitions]
Average Subsequence Duration 30.68 [s]
Average Delay between Subsequences 388.46 [s] (6 min 28 sec)

Filtering of detected machine generated subsequences and their URLSs signif-
icantly reduced the total number of subsequences - by 56.97% (from 7335577
to 3156310), as well as the number of unique subsequences - by 46.37% (from
3547170 to 1644848). Since the login sequences were also filtered, the number
of subsequences per session decreased at least by 1. Reduction also occurred
in the session lengths due to filtering of identified invalid URLs. Filtering did
not significantly affect the duration of subsequences because the logs of machine
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Fig. 1. Histogram of the average delay between subsequences in sessions. There are
noticeable spikes around 1800 seconds (30 minutes) and 3600 seconds (1 hour). The
detailed view is displayed in subcharts. The spikes with relatively accurate delays
between subsequences are due to machine generated rather than human traffic.

generated subsequences occurred in rapid transitions with almost 0 durations
and delays. It is noticeable that the average subsequence duration (30.68 seconds)
is approximately equal to the chosen lower bound for ds; (30 seconds). This
empirically justifies the right choice of lower bound for Tg.

SE Elements and Connectors. Extraction of SE elements of subsequences and
connectors between subsequences is relatively straightforward. SE elements and
connectors also undergone filtering. If invalid URLSs were present in at least one el-
ement of a pair, the respective SE element and /or connector was marked as invalid.

Table 5. Observed basic statistics for SE elements and connectors

SE Elements 7 335 577
Valid SE Elements 3 156 310
Filtered SE Elements 4 179 267
Unique SE Elements 1 540 093
Unique Valid SE Elements 1 072 340
Connectors 3 952 429
Valid Connectors 2 346 438
Filtered Connectors 1 605 991
Unique Connectors 1 142 700

Unique Valid Connectors 898 896
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There is a noticeable reduction of SE elements and connectors due to the
filtering. Number of SE elements decreased by 56.97% (from 7335577 to 3156310)
and connectors by 40.63% (from 3952429 to 2346438). Similarly, reduction is
evident in the number of unique SE elements (30.37%: from 1540093 to 1072340)
and connectors (21.34%: from 1142700 to 898896).

4.2 Analysis of Knowledge Worker Browsing Behavior

The aim of analysis is to elucidate common browsing features shared by knowl-
edge workers. Analysis of processed Intranet WEB log data provides numer-
ous useful insights into their browsing and navigation behavior and can be
utilized for improving the front-end as well as back-end Intranet design in various
ways.
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Fig. 2. Histograms: a) average subsequence durations in sessions, b) average subse-
quence lengths in sessions. The peak of both distribution curves is at the rounded
average value equal to 3.

Frequent users knew their targets and navigational paths to reach them. Du-
ration of subsequences in sessions was short - with peak in the interval of two to
five seconds (see histogram in Figure 2-a). During such short period users were
able to navigate through four pages on average (see Table 4 and Figure 2-b) in
order to reach the target. Since there was approximately one second per page
transition, there was virtually no time to thoroughly scan the page. Therefore
it is reasonable to assume knowledge workers knew where the next navigational
point was located on the given page and proceed directly there. There was little
exploratory behavior.

Session objective was accomplished via few subgoals. Average session (after fil-
tering) contained three subsequences (see Table 4) where each subsequence can
be considered a separate action and/or subgoal. Average knowledge worker spent
about 30 seconds to reach the subgoal/resource, and additional 6.5 minutes be-
fore taking another action. Considering the number of unique valid subsequences
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Fig. 3. Histograms of the most frequent 100 unique: a) SE elements, b) connectors,
c) subsequences, and d) sessions. All histograms have long tails with low frequencies
of elements.

(about 1.6 million) the complete population of users had relatively wide spectrum
of browsing patterns. However, the narrow explored Intranet space of a single
user suggests large diversification.

Knowledge workers form browsing behavioral patterns and often repeat them.
Formation of behavioral browsing patterns is strongly evident from the repeti-
tion of SE elements (66.03%), connectors (61.69%), subsequences (47.89%), and
also the complete sessions (21.72%). Histograms in Figure 3 depict the frequen-
cies of one hundred most re-occurring SE elements, connectors, subsequences,
and sessions. It can be seen that relatively small number of them were highly
repetitive. This evidence is further supported in percentile analysis (see Table 6).
Approximately 0.2% of unique SE elements, connectors, and subsequences were
occurring frequently enough to account for 30% of total valid observations. Fur-
thermore, less than 6% of them accounted for 50% of valid observations.

Since SE elements represent starting and ending points of subsequences (or cor-
responding subgoals), their re-occurrence suggests that knowledge workers utilized
the same basic browsing patterns. Connectors delineate transitions between sub-
goals, and their repetition suggests formation of more complex patterns. Difference
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Table 6. Percentile analysis of valid SE elements, connectors, subsequences, and ses-
sions. The values represent what percentage of unique valid elements accounts for a
given percentage of total valid elements (e.g. SE element value 0.01 indicates that
0.01% of unique valid SE elements accounts for 10% of total valid SE elements.)

Percentiles [%)]
10 20 30 40 50 60 70 80 90

SE Elements 0.01 0.06 0.2 0.61 1.67 4.72 1477 41.13 70.57
Connectors 0.004 0.04 019 082 286 851 21.69 4779 73.9

Subsequences 0.01 005 024 1.06 579 2324 4243 61.62 80.81
Sessions 0.004 0.75 10.58 23.35 36.12 489 61.68 74.45 87.22

in repetitive frequencies between SE elements and subsequences highlights the fact
that although the users were aiming at the same subgoal, they were taking different
paths to reach it.

Formation of behavioral browsing patterns positively correlates with short
peak average duration of subsequences (3 seconds). Knowledge workers with
formed browsing patterns exhibited relatively fast page transitions. They also
displayed shorter delays between subsequences.
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Fig. 4. Histograms: a) number of distinct SE elements in relation to the number of
distinct IPs; b) number of distinct connectors in relation to the number of distinct IPs

Observation of subgoal patterns, and formation of more complex patterns of
user browsing behavior gives rise to the possible user classification. Users with
significantly overlapping behavioral patterns may have related working habits
(and/or job descriptions) despite their physical location. Information about
knowledge worker browsing patterns can also be utilized for development of
personalized interfaces, services, usability analysis, and search functionalities.
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Knowledge workers had focused interests and explored only narrow spectrum
of Intranet resources. Histograms in Figure 4 indicate that unique SE elements
and connectors per distinct IP addresses were in the range of hundreds. That
is, during the one year period knowledge workers targeted only few hundred
resources out of approximately 3 million available (see Table 2). They performed
routine tasks on Intranet (submitted forms, accessed local bulletin boards and
news, downloaded internal documents, searched for very specific resources, etc.).
This could be attributed to the focused interests, work description, and role
within the organization.

Large number of subsequences or even sessions contained only single element.
This suggests either frequent use of hotlists such as bookmarks and history [10],
or substantial period of inactivity between single actions (such as reloading the
page, accessing another resource from hotlist, etc.). In the working environment,
it is a common practice that the priority is given to the immediate internal
events rather than to Intranet tasks. There is possibility that after resolving the
internal issues knowledge workers returned to complete their browsing tasks,
however, after substantial delay. Thus their following activity was detected as a
new subsequence or session.
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Fig. 5. Histogram depicting the number of sessions with respect to distinct IPs

Management and support of knowledge workers Intranet activities can be
provided at various levels. Browsing Management: assistance tools that optimize
knowledge worker browsing behavior and access in alignment with organizational
goals and structure can be implemented. Attention Management: adequate in-
formation selection and filtering that is brought to relevant knowledge worker
attention in a timely and appropriate manner can be performed. Personalization
Management: personalized support for frequent routine tasks according to orga-
nizational policies can be provided, so the knowledge workers can concentrate
on creative tasks that have the potential to generate new value.
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Association of users with unique IP addresses is not appropriate in Intranets
largely utilizing dynamically assigned IP addresses. Static addresses may pro-
vide direct identification of users. It can be noticed from Figure 5 that use of
DHCEP shifted the higher frequency of unique IP addresses toward smaller num-
ber of sessions originating from them. This is in a contrary to desirable situation
allowing user identification.

5 Conclusions and Future Work

Extraction of navigational primitives and analysis of knowledge worker browsing
behavior was performed. Knowledge workers navigational activities on corporate
Intranet were segmented into sessions and subsequences depending on the peri-
ods of inactivity between actions. Higher abstraction components: SE elements
and connectors, were extracted from subsequences and sessions. Analysis of these
fundamentals revealed important behavioral features. Session objectives were ac-
complished via relatively small number of subgoals. Knowledge workers had well
defined targets and knew how to achieve them. Utilization of Intranet platform
led to formation of elemental and complex browsing patterns that were repeat-
edly applied. Knowledge workers had focused interests and explored diminutive
range of Intranet resources. Partial limitation of the study is reliance on WEB log
data only. Additional information sources regarding knowledge worker browsing
behavior should be incorporated.

Aim of the future work is classification of knowledge workers according to their
behavioral patterns in connection with content based analysis. Results should form
the basis for the next generation of recommender systems and usability analysis.
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Abstract. Nowadays, the success of process design relies on an effective
communication between collaborative design team members, among others.
Product Lifecycle Management (PLM) tools represent a key platform to support
knowledge sharing at multi-disciplinary design teams working under
collaborative engineering concepts. However, an important issue is to capture
valuable expertise at collaborative work using the PLM platform reusing key
knowledge. This paper contributes to knowledge management showing how the
usage of knowledge structures at a PLM environment is suitable for assembly
engineering applications. The present research encompasses multidisciplinary
engineering work teams defining the assembly process of an airplane part. This
paper argues that knowledge structures enable the capture and exchange of
expertise at collaborative work increasing value added between collaborators. A
case study is presented to validate this idea.

Keywords: Knowledge Structures, PLM, Collaborative Engineering,
Knowledge sharing, Assembly process, Aerospace Industry.

1 Introduction

Design is an important process for manufacturing companies to gain competitiveness
[1]. For this reason, design processes have gained more attention nowadays [2]. The
new key resource is inside the heads of people: knowledge. What organizations know
and the way they use it, is essential for success [3]. An important manner of
supporting a design process is through information and knowledge sharing.
Knowledge structures can be built to store, manage, classify and use information and
knowledge, in order to facilitate the process design [4].

The critical points generated at process development are closely related with a
reciprocal demand between costs, quality and time. Collaborative engineering works
towards the reduction and elimination of conflicts between them. Additionally,
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collaborative engineering teams allow parallel work minimizing design time, cycles
and redundancy work [4]. Rose et al. [S] proposed a network structure involving
actors, resources and activities, describing the relationships between them under
collaborative engineering environments. In other words, when multi-disciplinary
work is being performed, each team member has access to the entire knowledge base
and shares it; knowledge and information structures organize the knowledge base,
enabling its organization, acquisition, access, management, share and reuse. The
correct use of the structures increases the collective expertise.

Product Lifecycle Management (PLM) strategy promises to integrate all the
information related to a product lifecycle and make it available to every person
involved in its development. PLM tools are powerful resources for creating a
collaborative engineering environment [7]. They support engineering solutions for
design in virtually every branch of manufacture. Process planning, assembly design,
layout evaluations and other resources are examples of the broad band of applications
available at a PLM environment [8]. In the present work, the application of these tools
on a specific case study for a company of the aerospace industry (ICKTAR) will be
discussed. This was done working in a collaborative engineering environment making
multi-disciplinary efforts together with an academic team from México (Tecnolégico
de Monterrey).

The aim of this paper is to discuss the use of knowledge structures to support the
assembly process design through collaborative engineering teams at a PLM
environment.

2 Knowledge Structures for Manufacturing Knowledge

The concept of manufacturing modeling has evolved thanks to the efforts of various
research groups which have analyzed processes and resources in manufacturing
facilities, as the work presented by [9, 11, and 12]. Additionally, the advance of the
research has already been expanded on information and knowledge modeling used to
design reconfigurable-design methodologies. Information and knowledge structures
were used to classify processes, resources and knowledge to develop a reconfigurable
manufacturing facility [13]. However, knowledge structures can be applied to other
activities of the product lifecycle, such as assembly design.

A knowledge structure is the representation of a knowledge model, utilized in this
research to define the classification of a manufacturing facility. It is important to
broaden the field of application for the knowledge structure concept. It could be
applied to a wide range of businesses, industries or any other system in which value-
adding procedures are developed, such as financial institutions, non-profit
organizations, etc.

Fig. 1 shows a structure in UML notation that classifies the information and
knowledge in a facility, where a shop, a cell or a station can be considered as
“facility”. The information classes are in the top part of the structure, and the
knowledge classes are in the bottom part of it. The facility is described by the main
categories, which are process and resource. Facility knowledge is classified in process
knowledge and in resource knowledge; the three types of knowledge used are explicit,
tacit and implicit.
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At this point, it is important to define data, information and knowledge. “Data
relates simply to words or numbers the meaning of which may vary and is dependent
upon the context in which the data is used”. “Information is data, which is structured
or titled in some way so that it has a particular meaning”. “Knowledge is information
with added detail relating to how it may be used or applied” [10].
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Fig. 1. Knowledge, Process and Resources (KPR) structure for assembly process design (ada-
pted from [9])

This structure is an important tool when storing, classifying and accessing
knowledge is required, especially in process planning and assembly design
operations, allowing the implementation of knowledge sharing techniques [9].

When using the KPR structure, the first thing to do is to choose the facility under
study (a manufacturing cell, for instance); then, what is known about the processes
and resources must be defined in order to build the knowledge structures to support
the design process [1]. The following step is to classify the data, information and
knowledge related to assembly processes and resources within the KPR structure.
This classified assembly knowledge is relevant for PLM concepts, and a mutual
support between a PLM environment and a collaborative engineering effort is
achieved using this structure as a link.

The application of the KPR structure provides a knowledge and information structure
for assembly design performed by collaborative engineering teams. This concept will be
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analyzed more thoroughly on section 4; furthermore, section 4 presents as Case Study
an application of the KPR structure to five workstations of an assembly shop, to
demonstrate its ability to support knowledge classification and sharing.

3 Project Collaboration at PLM Environment

PLM tools provide solutions for a wide range of design and manufacturing
applications [13]. For example, reconfigurable design and assembly design. A PLM
environment allows multi-disciplinary teams to work and share experiences at a
linked information platform. However, there is a need to develop additional tools to
organize the knowledge to be used at the PLM platform [13]. The KPR structure
presented in Fig. 1 is proposed as an additional tool to solve this problem. The KPR
structure is not only used to organize knowledge to facilitate multi-disciplinary teams
to work at PLM environment, but also to support PLM engineers’ decisions by
sharing their experiences. This fact increases the efficiency of design process by
reducing the time that is usually lost when knowledge is not properly classified,
stored and accessed. On the other hand, using only one commercial PLM brand at a
time enables communication between the different modules (tools) of the software.
These tools support the design work, consider communication and coordination
features, and intend to create collaboration links among actors.

The concept of collaborative engineering was developed with the intention of
improving design processes in terms of efficiency, time consumption and innovation
[14]. Design in engineering needs to be supported by different viewpoints, but each of
these viewpoints must be related to each other. In a project collaboration
environment, even though each member has specific tasks to accomplish, all the
members are related to a common goal [15]. This approach, aligned with proper
knowledge and information structures facilitates the definition of a clear work path.

The idea is that every member involved in the assembly process design already has
a common knowledge and expertise that is going to be enriched with the contribution
of all the team. The exchanged knowledge needs to be accurate, especially between
designers. This fact will support the decision-making process. Common knowledge
brought by designers is not enough to perform a collaborative engineering task. Each
collaborative part must work on bridging the gaps between them and focus on mutual
understanding of the problem to be solved. Design process is related to the creation of
innovating concepts that must be understood by collaborators.

Fig. 2 depicts the concept of collaborative engineering environment supporting
assembly process design, where each element plays a role in information/knowledge
sharing. With this approach, every advance accomplished by any element is visible to
the rest of the group, therefore allowing true collective expertise growth; these
elements have a common connection when the KPR structure is being used.
According to figure 2, contributions from research and documentation (2), as well as
experts (3) of the assembly process design (6) can be absorbed by the designers (4),
some of whom use PLM digital tools (5).
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Fig. 2. Collaborative engineering environment in assembly process design

The five elements shown in Fig. 2 are strongly related to a knowledge sharing
environment to support assembly process design under a collaborative engineering
framework. The main elements of the framework are:

Core information (#1). It involves all the information obtained from the resources
of the assembly: product design information, assembly manuals, blueprints &
technical drawings, specification sheets. This information is the basic source to define
the design problem.

Research and documentation (#2). This element refers to an investigation about
similar processes performed in the past, and in the present time. This investigation
involves the documentation of patents, procedures and other processes that can be
used to understand the factors affecting the assembly process.

Expert knowledge (#3). The contribution from experts in the specific disciplines
involved in the product or process to be designed is vital. They can provide valuable
recommendations regarding new trends and different approaches. A feedback link can
be created with the rest of the team to extract all the expertise they carry with
themselves.

Virtual Manufacturing Designers (#4). They are the team responsible for
conceiving and evaluating assembly processes by using the knowledge and tools from
the rest of the elements. The main intellectual work is performed by them, and they
receive support from the rest of the elements.

PLM tools (#5). PLM tools are virtual digital tools that support technical analysis
scenarios in product development processes within PLM environments. In this
research work, the different DELMIA® modules are called PLM tools. The particular,
DELMIA® modules used in the present work are: “part design”, “layout planning”,

G

“factory flow simulation”, “ergonomics” and “DMU kinematics”.

While multi-disciplinary work is being performed, a common goal is achieved by
approaching from different angles, allowing parallel working with a shared direction.
Therefore, the central focus is receiving, storing, sharing and using a large amount of
information and knowledge; these tasks could be accomplished either manually or
automatically using PLM digital tools.
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This knowledge and information integration is enhanced when a PLM working
environment is present, because not only the different people working in their
respective teams have a direct connection with the goal, but also their computational
equipment and software. The latter enhances the designer’s abilities to perform their
tasks more efficiently.

4 Case Study

The assembly design of true-scale aircraft RV-10 is represented as case study in this
paper. This is a low wing airplane with a fixed tricycle landing gear and uses slotted
flaps and mass-balanced control surfaces. The primary structure is made of aluminum
with a composite cabin top and doors. The RV-10 is a metal aircraft designed to
accept engines in the 200-260 hp range. It is intended as a moderately fast touring
airplane that can carry up to four real people, a reasonable amount of baggage and
about 60 gallons of fuel. It is not aerobatic, but it is reported to have an excellent low-
speed handling and control. Its assembly is carried out by very small aluminum rivets,
nearly 70 000 of them. The aircraft is sold as a kit with all the necessary parts
disassembled, and it takes about 2 000 man-hours of work to assembly. This aircraft
was thoroughly studied by applying reverse engineering techniques [16].

For this case study, one of the objectives was to provide a design solution for
layout planning to assist the assembly process. Due to the extension of the design
task, it was divided in sub-projects; this case study regards a specific part of the
project focused on manufacturing engineering. It was called Virtual Manufacturing,
and was assigned to a collaborative team formed by mechanical engineering students
at their senior year. An important fact is that these students were from two different
universities, ITESM (Monterrey, Mexico) and EIA (Fribourg, Switzerland), and they
had advisors from both universities, as well as from the company staff itself. ICKTAR
also contacted an expert on the aerospace mechanic industry to complement the
support. They all worked on the assembly process design, using PLM digital
manufacturing tools.

Before applying collaborative work, it is important to define the knowledge
structures to be used for information and knowledge sharing. Figure 1 depicts the
knowledge structure used to support the collaborative work, which in turn is based on
Figure 2. Members of the collaborative design team classified data, information and
knowledge according to KPR structure by hand on a notebook, then not only the
structure but also the data, information and knowledge classified in this structure were
used. For example different teams defined the riveting process name and description
as data. The riveting definition was presented as information. In a similar manner, the
riveting knowledge to be applied at assembly process was identified and classified.
The riveting data, information and knowledge were used by the collaborative
members at the assembly process design. For example, the knowledge of the riveting,
fixturing and drilling processes were gathered, studied and finally used at the
airplane’s empennage assembly.
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It is important to clarify that the next three issues are not considered in the
present research work:
a. The development of an Al mechanism to generate new knowledge
b. The development of an Al mechanism to retrieve the knowledge from the
knowledge-base, and
c. The maintenance of the knowledge captured.

The knowledge-maintenance is already being explored in other papers of the
authors. On the other hand, the structure provided a manner to gather, classify and
share the knowledge and expertise of all the team members. Since the team members
were geographically separated, this approach to knowledge-management made
possible the standardization of the concepts and processes that were going to be used
along the project. However, the structures could be used as a blueprint to create the Al
mechanism mentioned above (a, b).

As the airplane assembly process evolved, the knowledge structure was improved
according to the airplane assembly process knowledge. The different assembly teams
used the classified knowledge to support collaborative engineering. For example, the
riveting process knowledge was shared by the team members that were directly
involved in this process.

PLM tools played a crucial role in this project, since they are meant to be
information and data managing tools. This case study validated the usefulness of
merging KPR structures and PLM tools in a collaborative engineering task. The next
paragraphs explain how the research ideas were implemented.

Figure 3 depicts the elements of the research concept in three columns throughout
this case study implementation. It shows an overview and links through the project
idea. First column contains the KPR structure used at airplane assembly process part.
This structure classifies the information and knowledge related to processes and
resources at the assembly facility fully explained at figure 1. The KPR structure is
used as a guide to the collaborative environment work showed at column two. The
different work teams were aligned in the collaborative manner fully explained using
figure 2. As a consequence, the PLM tools were used to design the assembly process
as a result of column 3. Column 3 is fully explained using figure 4 and section 4.1 to
4.3 following the case study selected.

It is important to mention that the figure 3 is the link through figures 1, 2 and 4. The
KPR structure represented in Fig. 1 is built under an information and knowledge sharing
framework. This framework is the basis to link the elements presented in Fig. 2. In
addition, Fig. 4 considers this same framework under the knowledge sharing and PLM
concept approach. In this way figures 1, 2 and 4 are incorporated in figure 3 to explain
the collaborative engineering concept applied to the PLM environment.

Fig. 4 depicts the PLM tools integration used at this research work, using some of
the real simulation results. Product design, layout planning, ergonomics and factory
flow simulation were performed using DELMIA® and CATIA®. Information and
knowledge sharing under PLM environment is shown supporting collaborative
engineering design teams. In the next sections figure 4 is discussed in full detail.
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Fig. 3. KPR structures to support collaborative engineering at PLM environment (adapted from

[13])

(2) Layout planning analysis
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Fig. 4. Information and knowledge sharing at PLM environment

4.1 Product Design Analysis (#1 from Fig. 4)

The product design operations under collaborative work environments use and share a
significant amount of information and knowledge that may not be validated, complete
or certain [17]. This ambiguous information and knowledge at preliminary stages may
imply a risk of misunderstanding if a proper information sharing network is not
present. In this case study, for the Virtual Manufacturing team, the objective of the
project was to design and simulate an assembly process for a specific empennage part.
The preliminary work consisted in subdividing and grouping the required steps for the
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assembly into five different workstations. These stations were divided according to
the main processes that were needed: riveting, drilling, de-burring, fixturing and
assembly. After that, resources, processes and knowledge were defined for each
station using the KPR structure from Fig. 1, through the collaborative work of experts
consulted as well as the previous experiences of the members. These workstation
classifications represent the main reference frame for both building a consistent
knowledge infrastructure, and segregating the different tasks to perform parallel work
and collaborative engineering.

4.2 Layout Planning Analysis (#2 from Fig. 4)

The next step was to propose different layouts to arrange the different workstations,
considering the work sequence, the timings, the material flows and the value-adding
processes. For this task, the PLM digital tools (Factory Flow simulation, for instance)
were significantly useful since some of the modules are designed to perform these
specific activities, automatically generating and sharing explicit knowledge and
information i.e. the results of the simulations. The layout alternatives were then
analyzed by the team members to decide which one was the optimal choice, using the
time cycle as a primary criterion.

4.3 Ergonomic Analysis

The final effort of the project was to use virtual manufacturing tools to build a
simulation for the assembly process with the layout planned before. The simulation was
not only intended to serve as a data-show, but also to provide value-added contained in
the information and knowledge generated during the project, regarding the collective
expertise created along the project realization. Due to the complexity of the traditional
assembly procedure, the main contributions of the simulation part of the project for
ICKTAR were: time studies, process optimization and special focus on critical steps of
the assembly process for quality considerations. The company had special interest in
obtaining this valuable information and knowledge related to the assembly process. A
snapshot of this simulation is presented in Fig. 4 (#3 and #4). Since two operators were
working simultaneously, line balancing procedures had to be performed. Industrial
engineering concepts, such as line balancing and work sequencing, were also applied by
the members for optimization procedures.

5 Discussion, Conclusions and Further Research

The collaboration between ICKTAR and ITESM continues to produce significant
results both academically and professionally. Nowadays, new design teams have
joined the effort under the same structure stated when the project started. Relevant
conclusions arise from the contribution of the Virtual Manufacturing team in terms of
facilities planning and assembly design. This case study is still producing enough
research issues regarding novel concepts in manufacture and design.

This multi-disciplinary environment, together with a collaborative engineering
effort enhanced considerably the knowledge flow between coworkers. Teamwork and



Knowledge Sharing to Support Collaborative Engineering at PLM Environment 95

commitment represent a key factor in developing multi-disciplinary tasks, due to the
main purpose is to avoid work repetition and focus on parallel work.

Important advantages of using knowledge and information structures under PLM
environment to support collaborative engineering efforts have been presented. These
advantages point to increasing the efficiency of the design process by enhancing
information and knowledge flows between multi-disciplinary elements, hence
allowing collective expertise growth. The case presented is an example of the
application of the KPR structure to support an assembly process design work under
collaborative engineering strategy. The application of this structure is wide and not
limited to a manufacturing environment.

During the realization of this project, the lack of a knowledge management system
oriented to all the phases of the product development became evident. PLM tools
provides good collaborative work environment using product data management
application dealing mainly with information management. Then it is required a new
Knowledge Management (KM) methods and techniques to support KM throughout
PLM. This paper presented a KPR structures as KM technique to solve this problem.

This paper presented a KPR structure supporting a collaborative work environment
by hand using a notebook (KM conceptual model application). However, a KM
software will be produced as future work and connected at PLM using the conceptual
model application. The development of such system is subject of further work for the
research team.
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Abstract. Earlier research has shown the interdependence of Knowledge
Management Systems’ (KMS) implementations and corporate cultures. This
study builds on and extends this research by exploring how knowledge-
intensive corporate cultures can be established. Employing a case study
approach, we analyze the (successful) implementation of Siemens Information
and Communication Networks (ICN) group division’s ShareNet, a global
knowledge sharing network for the sales and marketing community. We bring
together the overlapping disciplines and practices of (culture) change
management and knowledge management (KM) by testing the explanatory
power of Lewin-Schein’s well-known and widely cited change paradigm
[18, 28, 29] in the new setting of KMS. Our case analysis demonstrates the
linear, staged theoretical framework’s strength in understanding and explaining
aspects of success and failure in KMS implementation projects.

Keywords: Knowledge Management, Knowledge Management Systems,
Change Management, Corporate Culture, Organizational Change, Information
Systems Implementation.

1 Introduction

Corporate culture is widely acknowledged as a make-or-break factor of Knowledge
Management Systems (KMS) implementations, which differ from most information
systems (IS) projects due to greater difficulties associated with managing human factors
and effectively changing the corporate culture [4, 16, 27]. Academics and managers
begin to recognize that knowledge processes, either deliberate or emergent, exist in
duality with a context composed of strategy, structure, people/culture, and technology
[8]. Up to now, most IS implementation studies focus on critical success factors such as
top management support, commitment, user involvement, and user training, but do not
explicitly acknowledge or incorporate the impact of corporate culture.

Following academic suggestions for combining change management/organizational
behavior theories with IS research [6, 33] - as well as with knowledge management
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(KM) investigations [30, 35] - this study applies a linear, staged change paradigm to
the new setting of KMS. Goals are to test the theory’s explanatory power and to
explore its helpfulness in establishing knowledge-intensive corporate cultures' [13].
We intend to learn about the timing and sequencing of suitable change interventions.
This study is situated at the nexus of research on KMS, (culture) change management,
and IS implementation projects; hence it acknowledges and builds on a variety of
literatures.

Earlier process studies on success factors in IS and KMS implementation projects
[e.g. 12, 30] typically focused on the well-known Lewin-Schein change paradigm [18,
28, 29]. We selected the theoretical framework for this study since it focuses on
culture change, serves as a means of integrating and combining material from other
process studies [1], and its application to the new setting of KMS has explicitly been
suggested in earlier studies [30]. While this linear, staged change paradigm has
attracted criticism for drawing a rather static picture of corporate culture [e.g. 21, 25]
we are confident that the understanding of KMS implementation projects will benefit
from its a priori explanations on an individual, group, and organizational level.

2 Conceptual Foundations

Lewin-Schein’s theoretical framework, widely acknowledged both in descriptive studies
[e.g. 12, 41] and prescriptive analysis [e.g. 20, 38], views organizations as moving from
an old stage of quasi-stationary equilibrium to a new one. If change is to happen and be
permanent, i.e. to achieve good implementation results, midlife or mature organizations
have to pass through all three stages presented in Table 1. The corresponding sub stages
highlight a sequence of critical success factors and prior explanations of success and
failure for IS and KMS implementation projects [12]. The model’s predictions will be
used for later theory-testing or time-series analysis [40, 15].

In the first stage - “unfreezing” - people become aware of the need for culture
change and see the necessity to deviate from prior behavior patterns and mind-sets
[32]. They must continuously refine their organization’s knowledge-based core
capabilities which would otherwise result in core rigidities or cultural inertia [17, 36].
Three intertwined processes create motivation to change: first, disconfirming data
causing serious discomfort and disequilibrium to the organization; second, a
connection between disconfirming data and important ideals leading to anxiety or
guilt; and third, sufficient psychological safety, i.e. sense of identity and integrity to
explore new opportunities [28].

Disconfirmation alone does not produce motivation to change, as long as it is not
linked to important objectives and ideals. The same holds true for expensive KMS
implementation projects: these get support when they are somehow related to business
objectives, e.g. cost savings, product/service innovations, and time to market [4, 39].
Our case discussion will explore disconfirmation and business purpose linkage factors
(respectively denoted by “DIS” and “BPL”) and their application to create survival

! We define knowledge-intensive corporate cultures broadly as those cultures where employees
value learning and show a positive knowledge-orientation: they are free and willing to
explore, are proactively seeking and offering knowledge, and their activities are given
credence by managers [4, 23].



KMS and Organizational Change Management: The Case of Siemens ShareNet 99

Table 1. A model of transformative change

Stage One e Disconfirmation
Unfreezing: creating the motivation to change e Creation of survival anxiety or guilt
e Creation of psychological safety to overcome
learning anxiety

Stage Two e Imitation of and identification with role models

Cognitive restructuring: learning new concepts and e Scanning for solutions and trial-and-error learning
new meanings for old concepts

Stage Three e Incorporation into self-concept and identity
Refreezing: internalizing new concepts and meanings e Incorporation into ongoing relationships

anxiety. Further emphasis is placed on the predictions for fostering psychological
safety which match well with success factors commonly established by the innova-
tion, organizational behavior, and IS implementation literature (e.g. [7, 14, 34]: top
management support, commitment, user involvement, and user training (respectively
denoted by “TMS”, “COM”, “UIN”, and “UTR”).

The second stage - “cognitive restructuring” - implies moving the organization to a
new quasi-stationary equilibrium. It involves the gathering of new information,
adopting new behavior, and experiencing the new behavior’s contribution to
improved performance. At this point, the examination of existing IS and the
development of new IS get underway [32]. There are two different paths to proceed:
“example setting”, i.e. individuals, organizational units, and pilot studies, is an
effective means for communication and building stakeholder commitment [e.g. 31];
“trial-and-error learning” promises a better fit with the learner’s personality [29]. For
KM McElroy suggests interventions which give rise to desired behaviors instead of
commanding them [22]. The case analysis will examine the change path taken
(respectively labeled by “ESE” and “TAE”).

Finally in the third stage - “refreezing” - the new behavior and set of underlying
assumptions are solidified to bring back the organization to stability [14]. Change
agents must work actively with the organization’s members to ensure the new IS’
installation, debugging, usage, measuring, and enhancements, i.e. embedding the
KMS and a knowledge-intensive corporate culture into the organizational context.
Users should finally assume ownership for maintenance and evolution [11].
“Refreezing” comprises the following major activities: first, the determination of
evidence for behavioral and cultural shifts, i.e. technology’s fit with people/culture;
second, the IS’ organizational integration, i.e. technology’s fit with strategy and
structure [8, 11]; third, the dissemination of confirming data to conclude the change
process (the factors are respectively denoted by “BCD”, “OIN”, and “CON”).

3 Research Methodology

We argue that an exploratory case study is appropriate to examine the change
paradigms’ explanatory power and goodness of fit, since the boundaries between
phenomenon and context are not clearly evident in KMS implementations [40]. Case
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studies lend themselves well to IS research because the technology is relatively new
and researchers begin to shift their interest to organizational rather than technical
issues [2]. We chose a positivist epistemology, assuming that reality is objectively
given and can be described by measurable properties which are independent of the
researcher and the instruments [3].

While some authors recommend interpretive research for studying IS implemen-
tations and corporate cultures - especially for the deeper levels of values and
assumptions [9, 24] - we believe in positivisms applicability to case study research [5,
15] and its suitability for our study which focuses on observable change interventions
and on overt attributes of knowledge-intensive corporate cultures. We argue that a
single case is appropriate: ShareNet represents a critical case with all necessary
conditions for theory-testing; additionally, Siemens’ Information and Communication
Networks’ (ICN) successful, culturally-sensitive rollout is a polar and unique case [3,
40]. The KMS implementation project combines KM and change initiatives and offers
multiple embedded units of analysis, i.e. business units and regional sales
organizations [see 10 for details].

3.1 Site Selection and Unit of Analysis

Our research site was the Siemens ICN group division, headquartered in Munich,
Germany. Its activities include the development, manufacturing, and sale of public
communication systems, private business communication systems and related
software, and the provision of a variety of consulting and maintenance services. In a
more and more tense market, characterized by deregulation, increasing complexity of
the business, and disintegration of traditional value chains, Siemens ICN’s sales of
EUR 7.1 billion resulted in a negative EBIT of EUR 366 million in fiscal 2003. The
group division has several business units with independent profit responsibility and
regional sales organizations (local companies) around the globe.

To support the strategy of becoming a global solution provider where the business
units provide the physical components of a sales project and regional sales
organizations are responsible for the customization and integration, the importance of
international cooperation and knowledge management was realized in 1998. A project
team was established to facilitate a culture shift towards knowledge sharing vs.
knowledge hoarding and proactively seeking and offering knowledge. Our case
study’s unit of analysis is the resulting implementation of ShareNet, a global
knowledge sharing network for Siemens ICN’s sales and marketing community with
18,000 registered users. The project analysis pays explicit attention to the factors
introduced in the conceptual foundations.

For the sharing of explicit knowledge, ShareNet’s aim was to provide structured
solution objects (e.g. technical or functional solution knowledge) and environment
objects (e.g. customer or market knowledge) in a knowledge repository. For the
exchange of tacit knowledge, the global cultivation and support of personal
collaboration was enhanced with urgent requests, discussion forums, news, and chat.

3.2 Data Collection

We collected empirical evidence for this study at different levels and through a
variety of methods: semi-structured interviews (lasting for two hours on average),
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direct observations, and reviews of corporate documents. The triangulation of data
collection techniques provided multiple perspectives for the issues under study and
allowed for a cross-checking of existing and emerging concepts [26]. During two
three-month field visits in the summers of 2002 and 2003, we interviewed a cross-
section of the Siemens ICN employees responsible for ShareNet’s implementation
and maintenance: top management sponsors, internal consultants, IT support staff,
global editors, user champions, and users. Of special interest was information about
change interventions and a variety of qualitative and quantitative metrics that the firm
uses to regularly assess the KMS’ usage and financial viability. Success was further
determined with accepted measures for non-mandatory IS: user satisfaction,
objectives accomplished, and external recognition [4, 19].

4 Case Discussion

Data examination, i.e. time-series analysis [40], confirmed the theoretical frame-
work’s goodness of fit with the case study [see 10 for details]. The application of the
Lewin-Schein change paradigm highlights a sequence of critical success
factors/change interventions which influence the outcome of KMS implementations.
It also confirms earlier findings from IS implementation research: top management
support (“TMS”), user involvement (“UIN”), and user training (“UTR”) remain
critical success factors in the setting of KMS. While though those factors matched
well with Schein’s [28, 29] and Zand & Sorensen’s [41] predictions for fostering
psychological safety, they were not restricted to “unfreezing” but ran across most
implementation stages. For commitment (“COM”), only limited indications were
found. Case study data suggests that commitment factors are no true interventions, but
rather the result of successful “unfreezing”. They result from a “felt need” or
deliberate actions but are no direct change management measures.

Throughout ShareNet’s implementation, top management provided project
supervision, allocated funding for an adequate (technology) infrastructure, and
communicated the need for a long-term change management initiative [12, 13]. A
lack of executive support at headquarters and at some regional sales organizations
hampered local rollouts. To maintain a high level of user involvement, 40 sales
representatives augmented the ShareNet project team. Key activities were mapping
Siemens ICN’s sales process with the required knowledge for each step, defining a
data model and quality assurance process, prototype testing, and proposing a
consistent organizational structure. As a result, sense of ownership and the assessment
of system requirement’s quality increased.

Since KMS wuse is generally not mandatory, we also postulate that the
communication of disconfirmation (“DIS”) - combined with business objectives
(“BPL”) - provides the necessary impetus for change [comp. 4, 34]. Both factors were
mainly used for the project’s start, congruent with the theory. Since most sales and
marketing knowledge resided in regional sales organizations, those employees were
the first to experience disconfirmation through a changing business environment, to
recognize the need for a KM initiative. Their suggestions were taken up by the KMS
project team. Several brainstorming sessions, a formalized training concept, and a
vision statement made the interrelationship between KM and economic objectives
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clear: “ICN ShareNet is the global knowledge sharing network. We leverage our local
innovations globally. We are a community committed to increase value for our
customers and ICN by creating and re-applying leading-edge solutions.”

For “cognitive restructuring”, the Lewin-Schein interventions provided less IS
implementation-specific guidance. We postulate that “trial-and-error” learning
(“TAE”) has minor applicability for KMS implementation projects. Considering IS
implementation a deliberate, planned process of “preparing an organization for a new
system and introducing the system in such a way as to assure its successful use” [37]
defeats the very nature of trial-and-error learning. Interventions to set positive
examples (“ESE”) were more widely used throughout all implementation stages: e.g.
pilot studies, success stories, and user champions. Dedicated executives and success
stories describing successful cases of collaboration created KM demand throughout
the regional sales organizations and first commitment to change. A user satisfaction
survey in 2000 confirmed the user champion’s status as role models: users remarked
that they were “vital in promoting ShareNet and its workshops”. Example setting
factors therefore qualify as significant change enablers for combined KM and change
initiatives or communities-of-practice (CoPs).

The main “refreezing” activities, i.e. the determination of behavioral und cultural
shifts (“BCD”), the KMS’ organizational integration (“OIN”), and the dissemination
of confirming data (“CON”), were all found at the research site. On conclusion of the
first three project stages we saw a transfer of ShareNet’s ownership from the project
team to a regular line organization and even a further delegation of maintenance and
evolution responsibilities to smaller CoPs. In parallel, the ShareNet team continually
monitored behavioral and cultural change based on predefined measures and personal
experiences, e.g. with user satisfaction surveys and an observation of voluntary
actions. After some years, the majority of employees acknowledged the need for
global knowledge leverage, exchanged content without ever making personal contact,
and policed the network for low quality postings. When those first results from
culture change showed, top executives started to dispense confirmatory statements
and feedback. Heinrich von Pierer - Siemens CEO and chairman - particularly
approved of the accomplishments achieved when he declared ShareNet’s technical
platform and phased rollout approach a Siemens-wide KMS best practice.

5 Conclusions and Implications for Further Research

Our exploratory design allowed for a combination of discovery and testing [3]: time-
series analysis [40] confirmed the applicability of Lewin-Schein’s theoretical
framework while further causal relations and interferences emerged. Case study data
reveals indications for the isolated conceptual variables/factors, introduced in the
conceptual foundations. With the exception of user involvement and factors from the
change paradigm’s second stage, all show the predicted, different pattern over time. In
the “unfreezing” stage, disconfirmation and business purpose linkage factors built a
foundation for the “traditional” critical success factors top management support,
commitment, user involvement, and user training. The “cognitive restructuring” stage
provided less explanations for IS implementations: trial-and-error factors had limited
significance, while (personal and impersonal) example setting factors were only
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vaguely prescriptive. Finally, in the “refreezing” stage, organizational integration and
behavioral and cultural diagnosis factors paved the ground for concluding
confirmation factors.

However, an emerging area like KMS implementation research - potentially
affecting the KM context elements strategy, structure, people/culture, and technology
- is characterized by many unresolved issues. Our research is an initial attempt to
identify and organize the most important ones [8, 13]. The conclusions set forth are
not derived from a generally accepted theory, but are pieced together from research on
culture change, IS implementation, and KMS. They integrate several widely-accepted
change interventions and common practice. Of course, this study’s tentative results
require additional substantiation and tests before they could gain general acceptance.
Generalization from theory to different settings will need further confirmation from
additional case studies [15].
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Abstract. Supporting business processes through knowledge management
technologies is one of the key factors in the today’s industry. The former tech-
nologically related organizations now have to orient themselves to the business
strategy of the company, which they must support with their offered IT ser-
vices. IT processes has to become more transparent and better manageable. It is
fundamental to visualize service prosperities to satisfy customer needs. Differ-
ent business processes and the potentials of supporting them need knowledge
management measures. We illustrate the applicability and possibilities of IT
service management and appropriate support services in business processes es-
pecial in the field of incident management requiring a novel feedback cycle and
associated measures to assist such service support processes. A prototypical re-
alization was implemented as manageable knowledge desk.

1 Introduction

New digital technology is improving business efficiency by radically increasing the
quality and quantity of information available to knowledge workers. Support center
knowledge management strategies will help customers and employees to decide
which new knowledge management technologies are relevant to their business and
show how to use them to build an integrated knowledge management solution. Re-
sponse or customer support centers constitutes a set of resources (personnel, com-
puters, telecom-munication equipment) which enable the delivery of services via
the telephone, email or web portal access. Customers make support contracts with
different service levels [3]. The highest urgency level for instance guarantees that
the problem is solved within a special time frame based on the contract service level
agreement. Some problems require not only the attention of experts in the support
organization but replacement parts and field engineers. A support center [6] coordi-
nates these different steps: understanding what the customer problem is about and
lastly determining the necessary actions to solve the problem. As an interesting
alternative to placing a service call to the support center, customers can also turn to
the electronic customer support center which provides a single entry point to com-
prehensive, customized support information and tools. From the support center side
it is also necessary to share best practices in the support process. Networks can be

U. Reimer and D. Karagiannis (Eds.): PAKM 2006, LNAI 4333, pp. 106118, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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build if some sort of catalogue of knowledge (knowledge bank) exists that can be
used to connect people [17]. Best practices were found in the four main areas sup-
port, sales, workflow and project management. This means in a condensed form a
structured knowledge [1] and information creation [16] process project for customer
support center. Effective knowledge creation, maintenance and sharing becomes
more and more a crucial factor for support organizations and especially for the
support business [14].

2 IT Service Management and Service Operations

IT Service Management (ITSM) focuses on delivering and supporting IT services that
are appropriate to the business requirements of the organization, and it achieves this
by leveraging IT Infrastructure Library (ITIL)-based best practices that promote busi-
ness effectiveness and efficiency.

2.1 HP ITSM Reference Model

The ultimative goal of ITSM is to provide quality services to customers, HP has or-
ganized IT processes into five different groups that focus on different aspects of the
service lifecycle. This approach allows users to follow a complete service lifecycle
[7]. Starting at the upper left and proceeding clockwise around the model (see figure
1), users can follow the progress of an IT service from initial conception through
delivery, eventual obsolescence, and updating or replacement by a new service.

Provides IT strategies and
defines service portfolios

to increase the valve IT
brings to the business

Provides detailed
services specifications to
balance service quality
with service cost

Service delivery
assurance
Provides service agreements,

P S o

Provides daily

monitored sarvices to execute against service
aﬂd k Al H
service requests to meet Provides project-based,
ag service levels tested service releases to
and increase ¢ serwice activation risks and

safisfaction reduce implementation costs

Fig. 1. HP ITSM reference model structure including five different groups

2.2 Customer Call Management Process

Incident and service request management is used by the support center to quickly restore
service availability, minimize service disruptions and respond to customer needs. Reac-
tive in nature, it’s activities focus on handling incidents in the infrastructure or those
reported by users via efficient first-, second- or third-level support services as well as



108 A. Holland and M. Fathi

responding to service related incidents. It also deals with requests for information and
other types of administrative assistance. This process interacts frequently with change
management and configuration management [15]. The following customer call manage-
ment process within service operations processes describes the call flow inside organiza-
tional structures and the knowledge creation and retrieval action (see figure 2).

Customer

Firstline
Support

pre-gualification

pre-gualification

Backline Support

Fig. 2. Customer call flow and workflow with affected staff and pre-qualification steps

In the case of phone-in calls a call is logged in the support coordination (SC). Based
upon the problem description and the contract type, the call is routed to the adequate
support team Firstline (FL) or Backline (BL). The FL represents 1st level support and
tries to solve most of the standard product requests (case 2) by using support knowledge
tools such as knowledge databases, knowledge retrieval systems or by using knowledge
trees, implemented in the knowledge desk solution explained below.

2.3 Domain Architecture and Involved Knowledge Persons

First of all and always in the center of the attention at support centers is the customer.
For any project that is set up the first question will be: How does the customer profit
from? Furthermore, there are the different support lines involved such as FL and BL
domain architects, project managers and finally the support management. The ultima-
tive goal is to increase the self-solving rate of a customer with the help of EICS which
is basically a knowledge desk solution. The FL is the least trained division. They
represent the customer entry point the direct link to the customer. If they cannot help
the customer with a problem they connect the pre-qualified call to the BL. They have
two main tasks: The knowledge desk usage and the knowledge feedback illustrated
below. The BL or often specialized product team consists of well trained specialists.
In the context of knowledge desks a domain architect (DAR) setups the knowledge
tree structure and creates the knowledge content. A DAR is also responsible for nor-
mal call handling. Each domain architect has his own domain for which he is liable.
For a description of a domain see the next figure 3 below:
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Figure 3 shows the domains Windows XP and Exchange Server with the tree struc-
ture inside the circles. Yellow dots stands for questions and blue dot for correspond-
ing answers. At the end of a tree should be an answer or at least a link to the solution
documentation. Different domains can have common nodes or common answers ex-
pressed as intersection. Examples for a product team are black circles that represent
different domains (see figure 4). The green circle represents the FL support.
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Fig. 4. Support team structure and domain architect integration as virtual team conception

3 Knowledge Desk

A Knowledge Desk (KD) is a system portal solution that can creates inside support
organizations a cased-based reasoning and advisory system for guided retrieval, main-
tenance and creation of knowledge. KD is aimed to enable and encourage structured,
seamless integration of process and solution information from a variety of data
sources and legacy systems. It offers also a fast linking and learning decision
tree system integration all users in the online process of content and structure
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maintenance. KD users are able to focus on handling the calls, while the knowledge
tool takes care of the complexity of the systems, networks and processes for them. It
is more than a knowledge tool. It is also a strategy for complete integration of the
processes of knowledge retrieval and maintenance, and workflow management. It is
an instrument for a fast learning organization as fast linking of knowledge about peo-
ple, organizations, products, problems, customers and processes is key to success. The
main target group for KD is the FL. who are less trained and less educated than the
product teams on the next level. They very often do not have a fundamental technical
background which makes it so important that KD is easy to manage. Furthermore, it
has a very fast response time and all necessary information and tools are integrated
into one interface. It contains a powerful feedback process which transforms it to a
learning and growing organism. KD also has the capability to add multiple attach-
ments to an action or a question should the domain architect deem it necessary to
provide additional information to the FL. These attachments can be executable and
have the capability to launch external programs. These feedback process will be de-
scribed in detail in chapter 4. The same knowledge and toolset can be directly used by
external customers, enabling customer self-help and self-repair with the help of the
EICS. The key features of KD are knowledge retrieval, customer information knowl-
edge bases, knowledge creation, online filter techniques, knowledge maintenance and
online reporting to measure values. The most important advantages of KD summa-
rized are inexpensive, better performance with a local server solution, built-in web
capability, cut and paste possibilities, statistics on case usage and flexibility.

3.1 Knowledge Desk Architecture and Implementation

Figure 5 illustrates a screenshot of the knowledge desk. As can be seen top left, there
I the tree structure with the last questions that where asked. The first question, the
entry point is question for the experience level of the questioner. There the user has as
basic three different possibilities, high, medium and low. The user can also visualize
the tree structure using hyperbolic trees. A direct jump and link to a specific KD node
is available via the syntax ‘domain-name/question.x’. If the customer clicks on a solu-
tion node he will get detailed solution information concerning the initial request and
also several helpful links to other web pages or other tools. The FL uses the KD in the
same way although there are different contents [10]. When he receives a call from a
customer he asks for the problem and clicks on the relevant knowledge tree. Then, he
scans through the questions and problems and asks the customer in the form of a dia-
logue for further information while clicking on the right answers and questions. At the
end of the tree, there should be the answer to the request, a link to a cookbook as
instruction set written by employees how to solve the problem or an or more attach-
ments. These attachments are a method of providing the FL with further documenta-
tion. An executable attachment is capable of running an external application that can
then provide the agent with additional information [5].

The knowledge desk implementation is based on Microsoft’s .NET framework and
the programming language C#.NET utilizing an object-oriented application and data
structure [20]. The NET framework with its main components depicted in figure 6 is
considered to be a set of software technologies for connecting information, people,
systems and devices.

The NET.framework is based on a platform independent fundament (common lan-
guage runtime). In addition to that, it provides a common language specification that
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Fig. 5. Knowledge desk structure including the tree structure, user navigation panel, hyperbolic
tree and node search

allows users for integrating existing or developing new programming languages on
top of the .NET framework by implementing appropriate compilers. Thereby, pro-
gramming concepts are available across .NET-based programming languages. A
common base class library together with common services such as ADO.NET and
concepts such as windows forms build a comprehensive infrastructure for the
development of software applications. Because of the sophisticated requirements
concerning the KD main user interface, the KD was implemented with C#NET. KD

Fig. 6. The Microsoft .NET framwork

comprises a database or knowledge support repository server as enhancement for the
BL users. It is a server infrastructure that provides simple access to available support
knowledge with millions of documents such as cookbooks, instructions or comments.
The support repository can provide an infrastructure to meet the changing business
requirements for simple deployment of agents, technicians or 3rd party support pro-
viders as well as improve productivity of the existing labor force. It can also provides
a secure server foundation to enable improved electronic customers access to solu-
tions via electronic access to the EICS. Consolidated the support knowledge reposi-
tory provides a solid foundation for retrieval, management and storage of support
knowledge, supports multiple languages, provides metrics and proposals to facilitate
managing knowledge content, supports search and retrieval of rich content formats
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Fig. 7. Vision for the knowledge chain with observations and benefits for the customer support
groups

and audio/video content in compound documents and captures metrics on content
quality and usage by including user ratings and annotations.

We will next introduce a vision for the support knowledge chain including support
and feedback processes to increase the benefit of involved support groups based on
their observations.

For the BL figure 7 illustrates for example that they would loose their expert status
if they put their knowledge into the trees. They are afraid to deliver wrong content
and do simply not have the time resources to handle everything. The domain archi-
tects also have time problems and the daily business still priority. FL users com-
plained about the too complicated feedback process and the high work load of the
daily business. For the customer who is using the EICS, it was sometimes difficult to
access the KD and they were often older or without good content. In the bottom of
figure 7 are the consequences from a regular usage of the KD and the feedback proc-
ess. The BL teams would have more time to resolve the more difficult questions due
to a higher self-solve rate of the customers themselves and of the FL.

4 Support Feedback Process

We will now describe the main tasks to implement the support feedback process. A
feedback process is necessary to make a knowledge desk to a powerful tool. It also
helps to grow together within a knowledge support community as support network.
Furthermore, the feedback process has to be easy and simple to handle because
otherwise no one will use it again [11]. Below, we will now describe the whole pro-
ceeding of the feedback process. A feedback process and its use have to be communi-
cated to employees to improve acceptance and to be daily business. The access to
feedback has to be more problem oriented [12], otherwise support users feel feedback
as useless. A must is the common understanding of the various definitions, a clear
communication flow, a fast processing of the feedback and fast reaction dependent on
the priority, obvious and clear structure of the feedback sheet to support the easy
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handling, a well known owner of the feedback for further contact, definition of
priorities and a mechanism to easy analyze feedback tables for statistic issues. It
should also be possible to give general feedback which is not related to the KD or
specific node IDs. In this case, it makes sense to develop a feedback process in a
support organization n collaboration with the involved people: FL, domain architect,
BL and project manager. To allocate feedback the user pre-classifies his feedback to
facilitate the processing step. The user differentiates between feedback types, the
rating and priority of the specific feedback request. A feedback type can be info,
structure, semantic or syntax related. The rating can be good or bad, the priority
normal or critical ( Fig. 8).

| W BSWNI Support Feedback-Form

Type: Rating:
- L]

Comment:

Fig. 8. New support feedback form including type related routing

The feedback requester can initiate a call back for details from the associated sup-
port group to clarify some vagueness or demand an email to get the information that
the feedback is established and in the closed status. This will be done automatically
by the system. Every author of a critical feedback will automatically get this email
when the status changes. This ensures that the feedback user himself gets an informa-
tion about the ongoing process. In order to get feedback about the feedback process, a
questionnaire was developed that can easily be accessed by the users via internet. The
statistical result presents information concerning how often the users use KD and their
satisfaction degree, how often they provide feedback, which other support tools they
use (e.g. cookbooks, colleagues, own notes, miscellaneous), general potential of the
KD-feedback process, commitment and collaboration of the support management,
judge the handling of the feedback process or estimate the importance of the feedback
process for their own benefit.

Figure 9 illustrates the support knowledge flow with the embedded customer feed-
back. After the user submits a new feedback in the support queue (status assigned) the
support responsible [13] take over the case (status open) and follow up. Answered
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Technical Infrastructure (e.g. knowledge desk, knowledge trees, support databases)

Fig. 9. Support knowledge flow with feedback states and the underlying technical infrastructure
framework

requests have a specific waiting time (based on the priority) before closing. The user
has the possibility to check the feedback status online everytime. The content feed-
back influences the technical infrastructure to grow to an underlying powerful support
tool. After the feedback process was implemented it had to be communicated to the
different groups and divisions to get their commitment.

QP

‘Au'ppon
domain w :
architect

Knowledge Desk
DB DB DB

Feedback
Form

Feedback Table

Fig. 10. Complete feedback cycle for content engineering and maintenance

The next figure 10 presents the whole feedback cycle to visualize the most important
aspects of the process flow and their embedded components. The customer requests the
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support center via EICS or FL. The FL agent tries to solve the user request with KD. If
the FL agent detects an error, bad content or has new ideas for improvement steps he will
give feedback. The agent fill out the feedback form and has the possibility to demand a
telephone call for clarification or demand an email to get the information that the feed-
back is established. If the feedback is in the closed status, the system will send an email
notification automatically. The given feedback is meanwhile stored in feedback tables
for processing and later review [13]. The knowledge domain responsible verify the feed-
back, update content, makes status updates to aid feedback incorporation [19]. On the
other side the EICS customer feedback request is a possibility to improve the customer
loyality, customer satisfaction and customer self-solve rate.

The knowledge desk solution trees and support databases are involved in the con-
tent maintenance process. A web interface is easy to use for content administration,
publish preparation and content review.

5 QPM Metric for the Support Feedback Process

Incident Managements goal is to minimize the adverse impact of technology problems
on business operations, ensuring that the highest levels of service quality and avail-
ability are maintained. One way that supports this process is by bringing together
management data from across the infrastructure and giving IT [18] a single place to
find and fix problems [21]. We will next consider the quality and performance man-
agement of the support feedback process to assist the support management in generat-
ing business support measurements for support innovation, risk and efficiency [4].
Support innovation touch e.g. growth in support market, percentage of revenue from
new products and processes, profits resulting from new business operations or per-
centage of research and development in the support business field. Risk measures the
number of customer complaints, percentage of repeat customers as of total, the em-
ployee turnover ratio or return on research and development spending [8]. Efficiency
is an indicator for the profit per customer, value added per employee, usage of support
tools and knowledge bases, time to market of new products and services or the reve-
nues per customer. The quality and performance measures for the complete feedback
cycle with embedded support groups and functionalities [9] like domain architects
leads to a Quality & Performance Management (QPM) metric for knowledge creation
and maintaining, management and support knowledge tools.

After the QPMs were described in a project team it had to be communicated to the
different divisions and especially domain architects. How important is the QPM for
the knowledge engineering process is the main question to answer by allocating val-
ues between 1 (low) and 3 (high). Based on the defined QPMs in table 1 a tasks list
was created and clustered in topics education, knowledge usage, knowledge content
increase, knowledge accuracy, quality of ongoing maintenance, knowledge tool avail-
ability and advertisement. We can determine the task-QPM influencing factor as
value in the interval [0,3] ([no influence, direct high influence]). The corresponding
QPM metric table illustrates figure 11 below:
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Table 1. Definitions of QPMs for the support engineering process with DAR ratings

QPM's i single ratings suandard
1: % trained users of to be trained users (FL) 1,63 1]12(2]1[2]2|1]2 0,52
2: % trained authors (DAR) 2,13 311(3(2(12[2]2(2 0,64
3: # of scheduled author trainings 1,63 20121211 ]2|1]2 0,52
4: # of scheduled user trainings 1,63 1(2]2(1]1]|3|1]2 0,74
5: # of new nodes per domain 1,00 11|11 1|1|1]1 0,00
6: # of new cookbooks per domain 1,00 11|11 [1]|1|1]1 0,00

7: % of nodes up-to-date and accurate (not
expired, no pending feedback)

8: EICS: # of EICS user responses with YES to
"Did this answer your question?"

9: EICS: # of unique EICS knowledge trees

2(313[3]3]2]3]|3 0,46

3[3(3[3[3[3[2]|2 0,46

users 1,88 1(2121213|2|2]1 0,64
10: EICS: # of total EICS knowledge trees user
sessions 1,38 1{1|2(2(1|1|1]2 0,52

11: EICS knowledge trees traffic

12: EICS: # of Customer feedback in EICS
related to user sessions

13: EICS: avg. customer's rating of knowledge
tree quality (5=good, 1=bad)

{11 ]2]1]1]1]|2 0,46

3[3(3(3[3[3[3]|1] 0,71

3(3(3[3[3[3[3]2 0,35

14: # of new FL feedback items given 2,38 31313122222 0,52
15: pre-qualified calls in BL related to total

calls in BL 1,88 2(1)2[2[2|1]2]3 0,64
16: EICS: calls opened within knowledge trees

related to calls opened directly 1,75 112]2]2]1]2]1]|3 0,71
17: calls closed in FL with KD related to total

closed calls in FL 2,38 112]2]3[3[3]2]3 0,74
18: # of feedback sessions with BL/DAR

regarding usability and satisfaction 1,25 L{1[1]2]1]1]1]|2 0,46
19: decrease of invested time to solve 1,75 11122223 0,71
20: total count of feedback items status

AS/OP/PE 1,00 RS RERERERERER! 0,00
21: feedback items AS/(AS + OP + PE) 1,25 L{2)2]1[1|1]1]1 0,46
22: % of DAR resources related to total support

head count 225 312131212321 0,71
23: time to implement bugfixes and tool-

enhancements 2,38 312131212223 0,52
24: EICS: Customer satisfaction with selfhelp in

EICS 1,63 11| 1]2[1[|2]2]3 0,74
25: EICS: customer loyality with selthelp in

EICS 1,50 201 1[1[1|1]2]3 0,76
26: Cost per call 1,50 3111|1212 0,76
27: support satisfaction with prequalified calls 1,88 2[1(3]2]1]1]3]|2 0,83

The average in column AC is a significance value concerning each task over all
summarized QPMs, the average in row line 32 signify the quality and performance
influence concerning the sum of the listed tasks.
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Fig. 11. QPM metric with associated tasks

6 Conclusions

This paper has presented a new approach on support-organizational incident man-
agement by proposing a novel feedback concept and feedback process as workflow
integration. This feedback process solution is a whole organizational concept, in
which each participating support organization group may define and realize its rela-
tive support processes from their own perspective. Each support participant can ac-
cess and give feedback. Feedback verification and content updates facilitates content
maintenance, feedback incorporation and finally knowledge desk usage and process
integration. In the future, we plan to integrate the quality and performance measure-
ments in the online feedback cycle to adjust and refine support business measure-
ments automatically.
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Abstract. Distributed knowledge management (KM) is a key component of any
enterprise’s knowledge management strategy. However, issues related to im-
plementing a robust distributed KM system deter their adoption in enterprises.
We studied the requirements of a distributed KM system from an enterprise’s
perspective. Based on our study, we propose DKOMP; a P2P infrastructure for
distributed KM. DKOMP integrates tightly in to enterprise network infrastruc-
ture and yet retains the benefits of P2P paradigm. DKOMP should provide a
good vehicle for increasing adoption of distributed KM in enterprises.

Keywords: Distributed Knowledge Management, Peer-to-Peer, Architecture.

1 Introduction

An enterprise Knowledge Management System (KMS) implementation, often has a
centralized architecture. Usually, there is a central repository of knowledge artifacts
representing the explicit knowledge within the enterprise. Taxonomy provides a struc-
ture to the repository. Typically, users upload knowledge artifacts, search, and
download artifacts via a web-portal. Often, a user-created expert profile captures and
represents the tacit knowledge (knowledge held by humans). These profiles contain a
list of areas in which the users has expertise. Users can search for relevant profiles
through the portal. Centralized KMS has many benefits such as better manageability,
high degree of control over the knowledge resources, easier deployment and higher
accessibility.

While centralized KMS are effective for managing explicit knowledge (knowledge
captured in artifacts), they are insufficient for tacit knowledge. The sheer reluctance
of users to share knowledge via a central system is a dampener in capturing and dis-
seminating tacit knowledge [3]. Often, users are unwilling to share knowledge via
centralized KMS due to confidentiality issues. Interactions within communities of in-
terest and / or practice create tacit knowledge. Mostly, centralized KMS fail to capture
these interactions. Knowledge is contextual [22]. A centralized KMS acts as a reposi-
tory and offers little support for a context-based usage of the resources. E.g. a user
may wish to understand how a case study can be reused in a specific scenario. To
achieve this, the user should be able to create an adhoc community of experts, which
can facilitate the context-based usage of the case study. The output of such interac-
tions itself becomes part of the knowledge pool. Furthermore, communities of interest
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are informal and cut across organizational structure. Typically, centralized KMS do
not facilitate evolution of such communities.

An analysis of these representative cases leads to the necessity of enabling a social
approach to knowledge management. The social approach harnesses knowledge crea-
tion and consumption happening at the organizational edges adding significant value
to enterprise knowledge. Social approaches e.g. social networking imposes concepts
of reputation and relevance, leading to more effective knowledge retrieval [20]. Ti-
wana [23] and Wellman [26] have emphasized the need of for a community approach
to knowledge management and the value social approaches bring to knowledge com-
munity. Since, the social approach is essentially distributed, it mandates use of an ef-
fective distributed KMS. It is pertinent to understand that both centralized and distrib-
uted KMS, have their own place within the enterprise. They are complementary rather
than competitive.

In this paper, we present DKOMP (Distributed KnOwledge Managenent Platform);
a comprehensive platform for Peer-to-Peer (P2P) distributed KMS. It is a modular in-
frastructure architecture and can be adapted to suit specific KMS requirements. As it
provides an infrastructure, various algorithms (e.g. for expert profiling) can be easily
plugged to match specific requirements. DKOMP is Java-based and built on mature
open-source technologies making it open and portable across multiple platforms. The
DKOMP deployment architecture also allows extending the distributed KMS to mo-
bile handhelds such as PDAs. It is easy to integrate DKOMP with enterprise systems
such as authentication systems, allowing a P2P application to leverage existing enter-
prise resources.

The paper's structure is as follows: Section 2 discusses the architecture details and
deployment. In section 3, we present a real-life application we are building on
DKOMP. In Section 4, we highlight existing works. Finally, we conclude the paper in
Section 5.

2 DKOMP Architecture

2.1 DKOMP Architecture

The DKOMP architecture is presented in Figure 1. The basic P2P facilities mentioned
in Figure 1 are provided by the generic P2P platform. The generic P2P platform pro-
vides the communication substrate for all DKOMP functionalities. The Content Man-
agement Platform provides the required modules for implementing distributed content
repositories. Each peer running DKOMP has a local content repository containing
knowledge artifacts shared by the user. The Content Management Platform manages
this repository. The basic functions that it offers are content sharing, downloading and
notifications. Apart from this, the Content Management Platform has modules for at-
taching additional and richer metadata to shared files and utilizing this for search op-
erations. It offers a keyword-based search. The Content Management Platform also
provides adapters for integrating non-textual content such as databases in to the
DKOMP environment. Using adapters, DKOMP allows the users to capture, represent
and consume knowledge in whatever form it occurs. Finally, the Content Manage-
ment Platform has modules to support network security features such as access con-
trol and optionally Digital Rights Management (DRM).
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Fig. 1. The DKOMP architecture

The core knowledge-management functionality is embodied in the Knowledge
Management Platform. The major functions of the KM platform are:

e Taxonomy: Taxonomy imposes a logical categorization on the shared knowledge.
This classification of knowledge provides a strong criterion for searching the re-
quired knowledge in an efficient way in a diverse knowledgebase. This module
manages the activities pertaining to distributed taxonomy management. The main-
tenance of the local copy of the taxonomy and synchronizing it as and when re-
quired is a crucial task in a distributed knowledge management scenario.

e Expert profiling: Identifying experts is a key component of any knowledge man-
agement initiative. Creation, sharing and searching of expert profiles in and across
the enterprises is an important task in the collaborative work scenario. Using these
profiles collaborative sessions can be created using various collaborative tools.
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Table 1. Mapping of design principles to JXTA benefits

No. Design Requirements from the JXTA benefits
Principle P2P platform
1 Enterprise- Scalability Uses a hybrid P2P network structure
grade quali- based a loosely consistent DHT
ties Robustness Intensive community development
and testing of the platform
Security Supports various levels of security

including digital certificates and dis-
tributed trust based on Poblano [5]

Manageability Integrated Metering and Monitoring
capabilities
Cost-effective Based on a flexible Apache 2.0 open
source license
2 Ease of de- Platform independence JXTA is a platform specification and
ployment has bindings to Java, C, .Net, J2ME
etc.
Multiple application de- Applications can be desktop, web-
velopment models based or mobile-based
3 Ubiquitous Platform independence JXTA is a platform specification and
usage has bindings to Java, C, .Net, J2ME
etc.
Firewall traversal JXTA allows firewall traversal using

specialized relay peers.
Access to P2P resources J2ME-based application development

from mobile handhelds possible
4 Modularity =~ Modular architecture JXTA has a highly modular and lay-
and exten- ered architecture
sibility Amenable to augmenta- Open specification and open source

tion of existing services allows easy augmentation of services
and / or embedding new and /or new services

services
5 Support for Flexible group manage- Simple and extensible secure group
community ~ ment management API

building

e Advanced search and querying: The advanced search and querying module consists
of:
¢ Context awareness: Context is a significant value-addition by users to mere con-
tent/information. Context specifies how the knowledge artifacts were created,
who used it, how was it useful, views of other users on the artifact etc. This
module allows users to attach context information to the artifacts. It again em-
phasizes the social aspects of DKOMP. Context information can also be used
for advanced knowledge search.
e Taxonomy processing: While distributed taxonomy management provides a ro-
bust infrastructure, some ambiguity may still crop in. In addition, users may
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wish to find “which categories are similar to category X?”” The advanced taxon-
omy processing modules enable such queries.

2.2 Platform Selection and Enhancements

One question we answered during the initial phase of the development was on the
choice of the P2P platform. Considering the design guidelines, we selected JXTA [12]
as the basic platform. Table 1 presents the detailed rationale behind selection of the
JXTA platform. Other platforms such as Groove [9] and Microsoft Windows P2P
SDK [27] were not used as they are commercial and their source code is closed. We
wanted to use an open-source platform to reduce licensing fees and have access to the
source code for tight integration of the P2P platform with DKOMP. Another factor
against both these platforms was that they are available for Windows OS only and this
represents a limitation as far as ubiquitous deployment is concerned. Another decision
we had to take was selection of the content management system (CMS). DKOMP is
based on a distributed content repository, with peers maintaining local content reposi-
tories. It was essential to achieve a tight integration of the local content repository
with the P2P and DKOMP platform running on the peers. Moreover, we wanted a
lightweight CMS, so that it removed any requirement for CMS configuration on
peers. This significantly increased the ease of deployment. Considering these factors,
we selected the JXTA CMS content management system [12]. We had to enhance the
JXTA and JXTA-CMS [12] platforms for supporting the facilities required for
DKOMP. The key enhancements include:

e Rich metadata: JXTA-CMS supports basic meta-data regarding a file such as its
name, type, size etc. However, these metadata attributes are insufficient for use in
the knowledge management application. We enhanced the JXTA-CMS to accept
additional metadata attributes from the Dublin Core (DC) [7] metadata. The en-
riched metadata includes the fields such as Title, Author, Publisher, Authors ad-
dress, Taxonomy etc.

e Multi-Attribute query processing: JXTA-CMS uses the simple, single-attribute
JXTA content search. Typically, the content search is based on combination of file-
name and wildcards. However, this search facility is restrictive and insufficient.
E.g., we would like to search for knowledge based on a combination of the meta-
data attributes and logical operators. JXTA-CMS and JXTA platforms were aug-
mented to support multi-attribute query formation and processing.

e Support for notifications: JXTA-CMS supports a traditional query-response opera-
tional mode. We augmented it to support notifications as well. Notifications are
used for variety of purposes such as notifying availability of new content etc.

e Full text search: This is one of the most important enhancements to JXTA-CMS.
Currently JXTA-CMS does not allow a full-text search. We embedded the Lucene
[14] indexing service within CMS for permitting full text search. With this, a Lu-
cene index is maintained for every shared file. With full-text search embedded, the
content search works in three modes: only on metadata, only on the full-text indi-
ces or on combination of the metadata and the full-text indices.

Apart from these enhancements, we added several new features to the platform.
These features are specific to knowledge management activities and build on JXTA
and JXTA-CMS. The features are:
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e Interest Group: Interest group is the group of peers having common interests in
knowledge. The platform provides facility to generate such interest groups and
publish them over the network. Other peers can subscribe to these groups to be
able to take advantages of the activities done in the Interest Group. A peer can be
member of multiple Interest Groups at a time. Interest groups impose some level of
security over the knowledge shared in the network.

¢ Distributed taxonomy management: Given the emphasis on social aspects of dis-
tributed KMS, we have incorporated a distributed taxonomy management module
in DKOMP. It allows the interest group to evolve a taxonomy specific to the
group’s requirements. Moreover, the collective intelligence behind the distributed
taxonomy makes it richer and more meaningful. Any interest group starts with a
blank taxonomy. As the users start sharing knowledge, they begin creating the tax-
onomy. Thus, taxonomy grows along with the knowledge exchange activities
within an interest group. The key problem we tackled in distributed taxonomy
management was of maintaining a coherent taxonomy. As there is no central con-
trol on taxonomy definition, it is possible that users create categories that clash
with each other or have ambiguous hierarchy. Such chaotic scenarios defeat the
purpose of a distributed taxonomy building. We have addressed the issues by:

e Taxonomy synchronization: Before any operation on the distributed taxon-
omy is permitted, the platform synchronizes the locally available taxonomy
with the global taxonomy. Secondly, whenever, a new category is added, a
notification is sent to all peers informing availability of the new category.

e Timestamps: To minimize the network overhead and computational overhead
associated with taxonomy synchronization, we have used timestamps. Using
timestamps only the latest taxonomy information is retrieved from the P2P
network. Moreover, since multiple peers may respond to a taxonomy update
request, reducing the responses using timestamps reduces the computational
overhead associated with creation of the global view on the requesting peer.

e Expert profile: Expert profile is another major feature of DKOMP. An API enables
users to create their own expert profile and publish the same over the network.
DKOMP also provides facility of multi-attribute queries for searching experts from
the available profiles. The expert profiles retrieved by a search can be used to es-
tablish collaborative sessions with experts as and when required. It is possible to
embed various expert profiling algorithms and techniques in to this module for
automating the profile generation. In a simpler application, profiles can also be
generated manually.

2.3 Deployment Architecture

Figure 2 shows the deployment plan of DKOMP. The deployment uses a hybrid P2P
approach [23], where centralized systems (super-peer) are used for key service-specific
activities. The rationale behind using a hybrid P2P approach is to achieve scalability and
allow firewall traversal. Moreover, certain functionalities such distributed taxonomy
management and manageability can be deployed in an easier, robust and scalable
manner using the hybrid approach. Using a centralized server does not affect the
“P2P-nature” of the system. Applying Shirky’s litmus tests [21], we observe:
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Fig. 2. An schematic depicting a deployment of an enterprise-wide distributed knowledge man-
agement environment based on DKOMP. The schematic also highlights the manageability
features embedded in DKOMP.

e Litmus test 1: DKOMP does not rely on fixed network addresses for the peers and
is able to handle variable connectivity.

e Litmus test 2: DKOMP gives maximum autonomy to peers, as the users have full
control on creation of interest groups, sharing and unsharing of files, subscription
to interest groups and most importantly taxonomy building.

2.3.1 Service-Specific Super-Peers

In case of DKOMP, the centralized systems are service-specific super-peers based on
the JXTA Rendezvous service [24]. The DKOMP platform is adapted to provide the
required super-peer functionality. The service-specific super-peers provide the follow-
ing functionality:

e Centralized indices: Knowledge artifacts are shared locally and a local index is
maintained for each shared artifact. However, since most firewalls prevent multi-
cast routing and broadcast, search across firewalls becomes an issue. Most enter-
prises are spread across multiple sites/locations and site-networks are delineated by
firewalls. Hence, the indices are also maintained centrally at the super-peers, such
that search is possible across multiple sites and across firewalls.
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e Notification management: Similarly, notifications, which are usually sent using
multicast / broadcast, will be ineffective in a firewall-delineated enterprise net-
work. Super-peers run a service that accepts notifications from one peer for an in-
terest group and propagate them out to other connected peers of that interest group.

e Taxonomy synchronization: This is a key service running on the super-peers. Each
update to the taxonomy of an interest group is sent to the taxonomy synchroniza-
tion service on the super-peers. This service updates the taxonomy tree for an in-
terest group on receiving the update. Prior to a taxonomy-specific operation, each
peer requests the super-peer for the current taxonomy tree. This way, the taxonomy
remains consistent and coherent. Putting the taxonomy synchronization on the su-
per-peers ensures consistency even if the peers in an interest group are spread
across firewall-delineated sites.

2.3.2 Manageability

One of the requirements of an enterprise-grade platform / application is manageabil-
ity. We have implemented manageability using JXTA’s Metering and Monitoring
Project [11]. It allows metering of application-specific parameters on local peers or
super-peers. However, most enterprises adopt standard application management pro-
tocols and tools such as JMX. [10] We have integrated the JXTA Metering and Moni-
toring Project with JMX protocol. Using this integration, we allow monitoring and
management of the DKOMP-based distributed knowledge network. We have engi-
neered DKOMP and made enhancements to the JXTA and JXTA-CMS platform to
provide key information regarding health of the distributed knowledge network. In
particular, we currently monitor the following parameters:

Number of interest groups

Number of artifacts shared per group and in the entire knowledge network
Number of notifications per interest group

Membership per interest group

Number of downloads of an knowledge artifact

Of these parameters, the first three parameters are obtained from the services run-
ning on the super-peers. The last two parameters are obtained from the peers. To en-
sure that up to date information is available, changes to the peer-specific parameters
(4 and 5) are pushed out proactively to the JMX console.

2.3.3 Security

We have engineered DKOMP to leverage existing enterprise security infrastructure
for two operations: first for user authentication on application startup and second for
interest group membership. In a proof-of-concept application, we integrated DKOMP
with LDAP authentication service. Similarly, integration is possible with other au-
thentication services such as Kerberos, RADIUS etc. When a user starts a DKOMP-
based application, it is suggested that the user be presented an authentication window.
The user is expected to use the corporate user identification (username) and password.
These are used to authenticate the user against the enterprise authentication service.
On successful authentication, the username is also used as the peer-name. When a
user creates an interest group, she can restrict the users who can subscribe to the
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interest group. In DKOMP, these restrictions are based on the users and groups de-
fined in the enterprise authentication service.

3 Related Work

Distributed artifact sharing and searching depends on the P2P network structure [15]:
centralized, decentralized structured, decentralized and unstructured. In all network
structures, the artifacts (e.g. documents, spreadsheets, presentations etc.) remain on
the peers (the machines used by users for participating in the KMS). The location of
indices determines the P2P network structure. In the centralized structure (e.g. Nap-
ster [17]); the indices are stored on a central server. In the decentralized, structured
networks, uses a distributed data structure such as a Distributed Hash Table (DHT)
[24] for maintaining resource indices. This structure is highly scalable and robust. Fi-
nally, we have the completely decentralized structure, wherein there is no central
server used, e.g. Gnutella. Edutella [18] is a framework based on use of RDF [19] for
query processing in decentralized, structured P2P systems. While the Edutella frame-
work targets educational applications, it is general enough to be adapted for use in
other usage and business domains. It builds on the JXTA [12] P2P framework, where
JXTA offers the P2P communication mechanisms and Edutella offers resource de-
scription and query processing infrastructure. In Edutella, peers register the kind of
queries they are interested in answering while querying peers register the queries.
Queries are propagated through the Edutella network to the interested peers. Edutella
also supports annotations for different domains. This can be used for discovering
knowledge artifacts. Kex, a P2P distributed KMS based on JXTA [12] and reported in
[4] uses a context-awareness module. Kex has a context-awareness module consisting
of a context-browser and context-editor. Users are able to create contexts and use con-
text information for query formation. Context-based operations such as querying
based on context, building a knowledge map based on context are possible. Answer
Garden [1], [2] is a key distributed expert identification work. In Answer Garden, us-
ers can search for experts on specific topics. The search is run over central servers
that maintain expert profile. Once the experts are identified, a querying user is con-
nected to an expert for collaboration. However, group collaboration is not available in
Answer Garden. Lack of group collaboration limits the interactivity of Answer Gar-
den. Collaboration, especially synchronous collaboration, has significant use in
knowledge management. Synchronous collaboration facilitates community building
and participation. Groove [9] is a key P2P collaboration platform. Several initiatives
on JXTA such as myJXTA [16] also aim at providing a collaboration platform.
However, these have to achieve maturity that Groove demonstrates. Apart from re-
search-related works and commercial offerings, a comprehensive discussion of P2P
knowledge management is available in Tsui [25]. With the exception of Kex, most of
the works are focused on a specific component of a distributed KMS. Kex and our
platform, DKOMP are both based on JXTA. There are several advantages of
DKOMP:

e It supports distributed taxonomy evolution, giving maximum control to the com-
munity of practice / interest. We have built a Collaborative Taxonomy Building
system [13], which makes the distributed taxonomy building more structured.
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CDTB uses a P2Penabled adhoc workflow system to structure the taxonomy build-
ing. We have used roles of “proposer”, “business expert” and “publisher” in the
workflow. Users are normally proposers and they generate requests for addition /
modification of the interest group’s taxonomy. Business experts validate the re-
quest and make recommendations to the publisher. Publisher is ultimately respon-
sible for actual modification of the taxonomy.

e DKOMP’s interest-group based activity control facilitates focused activities within
the knowledge network. Interest groups promote social community building within
the enterprise and these can be leveraged for many applications.

e DKOMP also provides infrastructure for expert profile search and collaboration.

e DKOMP supports manageability features. This makes it suitable for deployment in
an enterprise. Enterprises can exert control and monitoring over DKOMP-based
applications without disrupting the power of P2Penabled distributed knowledge
management.

e DKOMP is packaged as an infrastructure platform with a well-documented APIL.
DKOMP’s modularity makes it suitable for deployment in various scenarios.

4 Real-Life Application of DKOMP

We have implemented a TipBox Service based on the DKOMP platform. “Technical
tips” form a very important source for knowledge in our company. The tips range
from how-tos to best practices in diverse areas such as Programming, databases, do-
mains etc. Currently, the Tips are sent through e-mail on a periodic basis. An analysis
of the current implementation revealed the following lacunae:

e With tips landing in the email Inbox, it becomes difficult for users to manage the
tips and search for tips. The email management and search capabilities of the email
client is obviously the bottleneck.

e Method of user’s subscription to various areas is not intuitive.

e Users do not get a feeling of “community” in the current implementation. They do
not have an intuitive way of reaching out to experts in case they have more queries
on the Tip.

e Only a limited set of users; identified as experts are permitted to submit tips. Vast
majority of users who generate tremendous amount of tacit knowledge are left out,
reducing the richness of the knowledge-base.

We found DKOMP to be suitable to address these lacunae. We have designed a
“TipBox Service”, that harnesses the collective intelligence of knowledge-workers by
allowing them to send technical tips to communities of practice. TipBox Service is
highly interactive and taps in to the massive knowledge generated at the organiza-
tional edges. DKOMP’s interest group service is used for user subscriptions and push-
ing out Tips to interested users. More importantly, users are now empowered to
submit tips. The collaborative taxonomy building feature of DKOMP is reused for
validating and authorizing Tips. Hence the richness of the tip knowledge-base is
higher. DKOMP’s full-text search is used for searching Tips. Using the expert profile
infrastructure of DKOMP, there is an “Ask the Expert” tool which users can use for
contacting experts for query resolution or getting more information on Tips. The
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TipBox Service is implemented as a desktop application and resides in the System-
Tray of a Windows desktop. Users access the various functions of the Service through
the tray-icon. Notifications of new tips and tip authorization requests pop-up through
the tray-icon and users can take necessary actions on the pop-up. We have used the
Service-Specific Super-peers for centralizing the Tip Content (for archival value) and
maintaining the role database and business rules for workflow routing. Currently, we
are in the process of deploying the TipBox Service with an initial user base of 1500
users. Gradually we intend to deploy this service across all development centers.

5 Conclusions

We have presented the design rationale, platform architecture and deployment archi-
tecture for DKOMP, a P2P infrastructure for distributed knowledge management.
DKOMP is robust, secure and scalable. It addresses the key concerns of an enterprise
regarding deployment of a distributed KMS. Moreover, since DKOMP is packaged as
a platform API, various applications can be built over it. We have presented a case of
the TipBox Service that is being deployed in an initial user-base of 1500 users. Going
ahead, the key activity would be enhancing the DKOMP with automated expert pro-
filing and better-automated metadata generation. We are also planning to extend the
DKOMP-based distributed KMS to mobile users.
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Abstract. Human Errors, e.g. a pilot mismanaged the fuel system causing
engine failure and fuel starvation, are known to contribute to over 66% of
aviation accidents. However, in some cases, the real sources of the errors are
the design of aircraft, e.g. the pilot was confused with the different fuel systems
across different models in the same manufacture. The failed collaboration
between human operators and the systems therefore has been a major concern
for aviation industries. Aviation accident reports are critical information
sources to understand how to prevent or reduce such problematic collaboration.
In particular, the portions of the reports describing how the behaviour of human
operators deviated from an established norm and how the design of aircraft
systems contributed to this deviation are particularly important. However, it is
a time-consuming and error-prone task to manually extract such information
from the reports. One reason is that current accident reports do not aim
specifically at capturing the information in format easily accessible for aircraft
designers. Therefore, an automatic approach that identifies the sentences
describing Human Errors and Design Errors is needed. A preliminary test using
hand-crafted cue phrases, i.e. a special word or phrases that are used to indicate
the types of sentences, showed a limited identification performance. Therefore,
a machine learning technique that uses a greater variety of the linguistic
features of the cue phrases than the pre-defined ones and makes the
identification decisions based on the combinations these features, looks
promising. The examples of the features are active or passive sentence styles
and the position of keywords in the sentence. This paper presents the results of
developing such automastic identification approach.

Keywords: Human and Design Errors, natural language processing, supervised
learning approach.

1 Introduction

Failures of human operators to deal with the demands of controlling complex systems,
such as automated aircraft, has become a major contributor to accidents. That is, the
accidents are caused or contributed to by the limitations in the designs that normally
have no effect on operator performance but which, under certain circumstances, can
lead to acute or chronic deterioration of operator performance that can lead to active
failure on the part of the operator. Research has found that over 66% of aviation

U. Reimer and D. Karagiannis (Eds.): PAKM 2006, LNAI 4333, pp. 131142, 2006.
© Springer-Verlag Berlin Heidelberg 2006



132 S. Kim

accidents are attributed to Human Errors [4]. However, in some cases, the real causes
to such accidents should be forwarded to the design of aircraft. To be able to design
safer systems, the designers need to understand the role that automated functions and
human-computer interfaces may have played in contributing to unsuitable operator
actions leading to the accidents.

Accident reports are an essential resource to understand interaction failures
between systems and operators. These are published as a result of an investigation
carried out by a team of specialists when an accident happens. The facts, conditions,
circumstances, and probable causes of the accidents are the main contents of the
reports. Upon completing the investigations, the reports are put on public Web sites
usually maintained by governments. Previous research has investigated the
limitations of using the accident reports for identifying the findings about Human
Errors induced by Design Errors [5,12]. The investigation has identified two main
reasons. The first reason is that current accident reports do not aim specifically at
capturing the information in such a way that to inform the designers effectively of the
previous failures. For example, the systems do not include a search option that
classifies the reports contents according to the identified causes making it easy to
extract the accidents caused by Human Errors. The second reason is that the systems
do not provide an efficient summary that highlights important information.
Therefore, it is a time-consuming task to manually read the reports since each report
is generally over 2-3 pages containing over 80 sentences. The identification of
Human Errors and Design Errors using certain cue phrases, e.g. mismanaged, is easy
to implement. However, since the descriptions of Human Errors and Design Errors
are mostly implicit and ambiguous, it is difficult to automatically expand such hand-
crafted cue phrases with their variants. A learning approach that learns the
identification rules from examples, uses a greater variety of linguistic features and
makes the identification decisions based on the combinations of these features, looks
promising. This paper presents the result of developing the identification approach
using the Support Vector Machines (SVM). As an example of statistical learning
theory, SVM is known to outperform other techniques, e.g. neural networks, in
recognizing patterns from examples. Tests show an improved recall with comparable
precision through automatically identifying the Human and Design Errors in the
accident reports.

The overall aim of our research is to understand how to make more information
available to engineering designers in a readily useable form. The specific aim of the
research described in this paper is to understand how the information extracted from
the accident reports can be made to be more accessible and usable for the designers.
In particular, the investigation and experimentation with various linguistic features in
classifying the sentences according to their semantic types, e.g. Human Errors, is a
primary feature that distinguishes the proposed approach from other research.

2 Related Work

The classification of sentences according to their semantic types draws from various
researches including Information Extraction (IE), cue phrase identification and
sentence-level classifications. IE, which is a sub-field of Natural Language Processing
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(NLP) has been commonly used to extract domain entities of interest, e.g. person
name or date, from unstructured texts [8]. IE uses shallow NLP techniques, e.g. Part-
Of-Speech (POS) taggings, and stores the extracted information into database-like
structures. IE performs well in extracting domain entities using lexical-syntactic
patterns, i.e. person name is preceding a title (Mr.) and starts with capital letter.
However, IE is not suitable for our research since the descriptions of Human Errors
and Design Errors are implicitly expressed making it difficult to create the extraction
rules. In addition, traditional IE systems aim to extract all the entities as completely
as possible, whereas the proposed approach identifies a small number of sentences
that are deemed as related to Human Errors or Design Errors.

Cue phrase identification has been used when it is difficult to find such syntactic-
lexical patterns [1,13]. For example, by detecting the word ‘but’, a ‘contrast’
discourse relation between two adjacent texts can be identified. Whereas it is easy to
implement the cue phrase, due to syntactic and semantic variations of it, e.g. the word
‘mismanaged’ can be rephrased as ‘did not properly manage’, relying entirely on the
cue phrase can lead to low coverage and ambiguity. To address this problem, Abdalla
and Teufel proposed a bootstrapping approach that incrementally enriched the cue
phrase with variants [1]. The cue phrases tested were pairs of transitive verbs and
objects, e.g. introduce and method. While the method demonstrated high accuracy, it
is not suitable for our task: although the pairs of verb and object are useful, other
types of cue phrases, i.e. nouns (mismanagement), or verbs without objects (did not
properly manage), are included in our case.

Text classification systems take a text as an input and assigns pre-defined
categories to the text. To do this the whole content of the text is compared to the
summary of the each category. If the content is similar to the summary, and then the
text is classified as belonging to the category. Recently, more studies have been
conducted at the sentence-level classifications. Sentence classification is the
automatic classification of sentences into pre-defined sentence types [9]. Example
applications of the sentence classifications are automatic text summarization and
semantic orientations. The objective of summarization systems is to create a shorten
version of an original text in order to reduce the time spent reading and
comprehending it. The extraction of important sentences is one of the common tasks
for the summarization systems. There are two commonly used methods. First
method is to identify the significance of words in the original text and to select set of
sentences based on the occurrence of high-score words [24]. Second method is to use
adverbs and adjectives, e.g. significant and hardly, and to exploit the positions of the
sentences in the text [10]. The performance of the automatic systems is often
measured by comparing the automatic summaries with the summaries generated by
humans.

Semantic orientation looks for the evaluative character of a word, in order to
extract opinions, feelings, and attitudes expressed in a text [22]. The orientation is
classified as positive if it contains praise or recommendation. Negative orientation
indicates criticism or non-recommendation. The semantic orientation does not apply
to the sentences that contain only facts. Wiebe and Riloff [25] proposed a
classification method that classifies a sentence as subjective if the sentence expresses
a positive or negative opinion, otherwise as objective. A combination of cue phrases,
e.g. excellent, low fees, and linguistic features is commonly used [23]. Those cue
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phrases can be created either manually or using a learning technique, e.g. PointWise
Mutual Information (PMI)-IR or naive Bayes. On average, the accuracy is observed
at 70%.

3 Developing the Proposed Approach to Human and Design
Errors Identification

The proposed approach makes dual classification decisions: (1) the approach
classifies a given sentence as relevant to Human Errors or Design Errors, and (2) the
approach classifies the relevant sentence into either Human Errors or Design Errors.

3.1 Example

Figure 1 compares two approaches of searching for the information related to Human
Errors and Design Errors on the accident reports. The diagram (a) in Figure 1 shows
a current practice that the search is done by manually. It identifies Human Errors, i.e.
the mismanagement of the fuel system by the pilot, and Design Errors, i.e. different
design models between the fuel systems. The diagram (b) in Figure 1 shows how the
contents in the diagram (a) could be analysed using four different levels of
interpretation supported by the proposed approach. Using the approach, it is easy to
establish the facts of the accidents and to gain insights as well. For example, two
design opportunities are identified that could prevent the reoccurrence of the same
Human Errors. These are the establishment of two new design standards for: (1) the

VH-SPP departed Cloncurry on a low level aero-magnetic survey
flight at the estimated time of 0730 EST with an endurance of
about 7 hours. The aircraft was due to return to Cloncurry by
1230 but failed to arrive. Attempts were made to contact the
aircraft throughout the afternoon before it was declared overdue
at about 2030. The burnt-out wreckage of the aircraft was found
by search aircraft the following morning about 9 km north of the
survey area and 30 km south of Cloncurry.

1. What happended?:

. . . Two fatal crew injuri
The aircraft had struck the ground in a nose-down, inverted o fatal crew injuries

It from this p and came to rest upright,
facing the opposite direction. At impact, the left propeller was in

2. What went wrong?:

the feathered position and fuel to this engine had been shut off.
The right engine was operating normally at impact, with fuel
being fed from the centre tank.

The investigation revealed that, apart from a 2-hour flight the
previous day, the pilot had no other experience in SPP. It was
also revealed that there were two significant differences
between the fuel system in SPP and that of other models from
the same manufacture the pilot had flown.

Design Errors
These differences concerned the time taken for the outboard
fuel tanks to empty and the orientation of the cockpit fuel
selector switches. The analysis concludes that these
differences probaply led to mismanagement of the fuel system
by the pilot and tq failure of the left engine due to fuel
starvation, followgd a short time later by failure of the right

engine, also due th fuel starvation.
Human Errors
1

Diagram (a)

(1) Human Errors - Pilot mismanaged the fuel system
(2) Failure of the left engine due to fuel starvation
(3) Failure of the right engine due to fuel starvation

3. What were the reasons of the problem?:

(1) The lack of the pilot's expererience of managaing the
fuel system in SPP

(2) Design Errors - Different fuel systems between in SPP
and other models that the pilot is familiar with

4. What are the opportunities of future design?:

(1) Establish design standard for displaying the tiime
taken for the outboard fule tanks to empty

(2) Establish design standard for the cockpit fule selection
switch in order to reduce human errors due to the
different displays

Diagram (b)

Fig. 1. A comparison of two approaches accessing the accident reports
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gauge displaying the time taken to empty a fuel tank; and (2) the switch for cockpit
fuel selection. In doing so, it is easy not only to establish the facts toward conclusions
but also to gain insights. Both of them are related to establish new design standards
of the fuel systems in the same manufacture in order to prevent the reoccurrence of
the same Human Errors. The example text used in both diagrams is the excerpt of the
accident report occurred in 1994'. The report was extracted from the Australian
Transport Safety Bureau (ATSB) database. The text is used as an example
throughout this paper.

3.2 Dataset

It is important to base the proposed method on solid empirical evidence. To do this,
we used the dataset created by Shin et al [22]. The dataset contains 50 aviation
accident reports downloaded from the ATSB database. The accidents occurred
between 1994 and 2000. A total of 3995 sentences were extracted from the reports
and 208 sentences, i.e. 5% of the 3995 sentences, were tagged as either Human Errors
or Design Errors. A single sentence can have more than one Human Errors or Design
Errors. 113 sentences are classified as Human Errors and 114 sentences are classified
as Design Errors. Sentences that do not have such taggings are deemed as irrelevant,
i.e. Non Errors.

Precision, recall and F-measure are used for measuring the performance of the
proposed approach. Precision is the percentage of the sentences that were
automatically classified into Human Errors (or Design Errors) that are truly Human
Errors (or Design Errors). Recall is the percentage of Human Errors (or Design
Errors) that were automatically classified as Human Errors (or Design Errors). F-
measure is used to compare the performance of different approaches since it is a
single value of the harmonic mean between precision and recall [6].

3.3 Classification Using Cue Phrases

Cue phrases, either a single word, e.g. mismanaged, or multiple words, e.g. significant
differences, carry semantics that are used to identify the types of sentences. For
example, by recognizing the word mismanaged in a sentence, the sentence is
classified into Human Errors. Systems that use cue phrases rely on hand-crafted lists,
the acquisition of which is a time-consuming and error-prone task. Therefore, a semi-
automatic extraction of the cue phrases is necessary. To do this we apply a syntactic
parser, i.e. Apple Pie Parser [21] into the sentences classified either as Human or
Design Errors.

The Apple Pie Parser generates POS taggings, e.g. NN for a singular noun, and
phrase chunks, e.g. NP for a noun phrase, for an input sentence. It refers to the
grammars defined in the Penn Treebank to determine the POSs [14]. We use simple
regular expressions in order to extract the cue phrases based on the results of the
syntactic parse. The most commonly occurred pattern is the negated sentence, e.g.
‘did not properly manage’ that is a syntactic pattern of <do or have> not <adverb>
{verb}. The pattern has variations, e.g. <do or have> not {verb}, e.g. ‘did not

! http://www.atsb.gov.au/publications/investigation_reports/1994/A AIR/pdf/aair199403314_00
1.pdf
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manage’, <do, be or have> <adverb> not {verb}, e.g., ‘was apparently not managed’,
or {verb} <adverb>, e.g. ‘managed badly’. Table 1 shows the cue phrases.

Table 1. Cue phrases for classifying Human Errors and Design Errors

Cue phrases for Human Errors Cue phrases for Design Errors

<do or have> not {recognize, detect, | <do or have> not {alert, warn, provide,
notice, realize, scan, mismanage, | have}

misunderstand }
{distract, distraction} {workload, the modification to,
amended>

As mentioned in the Section 3, the proposed approach makes dual classification
decisions. For the first decision, it uses the combination of the cue phrases in Table 1.
That is, if a given sentence is not matched with any of the cue phrases, and then it is
classified as Non Errors. For the second decision, it tags a sentence as Human Errors
if the sentence contains any of the cue phrases. Similarly, a sentence is classified as
Design Error by looking for the existence of the cue phrases.

Using the cue phrases in Table 1, the precision of Non Errors achieved 82% with
41% recall. The precision of Human Errors achieved 91% with 39% recall. The
precision of Design Errors was 85% with 35% recall. Overall, all three identifications
show high precision but with low recall. The example of missed Human Errors is the
following sentence ‘The crew interpreted taxiway G3 to be taxiway Y on the basis of
that information’. The precision of the Design Errors, i.e. 85%, is lower than the
precision of Human Errors, i.e. 91%. It implies that some of the cue phrases for
Design Errors are not ‘accurate’. For example, although the word ‘workload’ is an
good indicator to signal Design Errors, since it is also used to express potential causes
that explaining why or how the Human Errors have been generated, classifying a
sentence into Design Errors by looking up the existence of the word ‘workload’ can
be misleading.

The problem of increasing recall while maintaining high precision is due to the
difficulty of expanding the cue phrases with their variants using string-based patterns.
For example, whereas the string ‘did not conduct’ is commonly identified in Human
Errors, including such string into the cue phrases has decreased the precision while
slightly improved the recall. Therefore, the problem of string-based patterns is that
they are inefficient to encode syntactic generalizations, i.e. linguistic features, such as
active or passive sentence constructions, the occurrence of domain entities or the
position of the cue phrases in the sentence.

Since the classification using the pre-defined cue phrases shows a limited
performance, it is necessary to extract the identification rules that are derived from a
greater variety of the linguistic features of the cue phrases than the pre-defined ones.
Supervised learning methods that automatically construct the identification rules from
tagged examples are particularly suitable for this research since we have a handful of
tagged examples.
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3.4 Classification Using Support Vector Machines (SVM)

Machine learning algorithms require example documents to be in a form that can be
processed by them. A commonly used conversion is to extract indexing keywords
from the document contents and to associate indexing weighting to each of the
indexing keywords. The weighting measures the quality of the indexing keyword in
relation to an effective identifier of the document and specifies the numeric
contribution. That is, each document is represented as pairs of indexing keywords
and the associated numeric weighting. In doing so, the string-based indexing has
been commonly used. Whereas such indexing is easy to implement, its inability to
denote sufficient descriptions of the concept can lead to semantic ambiguity. Recent
studies have emphasized the importance of encoding the example documents using
various linguistic features [6,7].

In this paper, the linguistic features include unigram (one keyword), bigrams (two
keywords), POS taggings, the information on sentence constituents including
subjects, verbs, and objects, active or passive sentence constructions, Named-Entities
(NE) or verb tense. For example, the following features are encoded for the sentence
‘It was also revealed that there were two significant differences between the fuel
system in SPP ands that of other Aero Commander models the pilot had flown’:

Unigram: reveal, there, two, significant, difference, between, fuel, system, SPP
other, Aero, Commander, model, pilot, flow

Bigrams: significant difference, fuel system, Aero Commander, Commander
model, pilot flow

POS taggings: It/PRP, was/VBD, also/RB, revealed/VBN, that/IN, there/RB,
were/VBD, two/CD, significant/]JJ, differences/NNS, between/IN, the/DT, fuel/NN
system/NN, in/IN, SPP/NNPX, and/CC, that/DT, of/IN, other/JJ, Aero/NNPX,
Commander/NNP, models/NNS, the/DT, pilot/NN, had/VBD, flown/VBN

Subject: It

Verb: was revealed

Active/Passive: Passive

Verb tense: past

Subject: there

Verb: were

NEs: fuel system — Cockpit_Control_System
SPP, Aero Commander — Aircraft model
Pilot — Operator

Object: two significant differences...had flown.

Active/Passive: active

Verb tense: past

Both unigram and bigrams are extracted after removing common keywords, e.g. it, or
also, based on the pre-defined stoplists. Each POS-tagged keyword, e.g. revealed is
tagged as VBD (past tense verb), is compared with WordNet [15] definitions to achieve
term normalization, e.g. revealed — reveal. Both keywords need special attention. A
total of 31725 unigram including 23639 bigrams using the dataset in the Section 3.2 was
extracted. Not only it is difficult to make use of such a large number of the keywords,
but also due to the noisy in them, the identification performance can be decreased if all
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the keywords were used for indexing. It is well known that feature selection improves
the accuracy of a classifier. The feature selection deletes noisy features and reduces the
feature-space dimension. In general, the first n features based on one of the ranking
criteria are selected and are assumed as more promising features for improving the
identification performance. In this paper, the Information Gain (IG) measure is used for
the feature selection [3]. The top 1000 unigram and bigrams based on the IG values are
used for the testing. NEs are the domain entities and the identification of NEs is a part of
the IE tasks. For example, SPP and Aero Commander are the types of Aircraft Models.
The identification of NEs is included in the dataset.

Including the features above to the classification rules is important since it is
difficult to expand cue phrases with their variants using string-based patterns as
described in the Section 3.3. We use the SVM"" that is an implementation of the
SVM in C programming language [11]. SVM™" requires an example to be
represented as pairs of features and their numeric weightings. Term Frequency
Inverse Document Frequency (TFIDF) method is used for the weightings [20]. 50%
of the dataset was used for training SVM"*" and the remaining 50% was used for
testing the rules generated by the SVM™". For the dual identification decisions of the
proposed approach, the SVM is trained with two different examples. The first
example dataset is to classify sentences either into Non Errors or Errors (Human
Errors and Design Errors). The second example dataset is to classify sentences either
into Human or Design Errors. Table 2 shows the identification results. P indicates
precision, R denotes recall and F means F-measure. SVOs denote the features
extracted from the subjects, verbs, and objects including the active or passive
sentence constructions and verb tenses.

Both identification tasks using the unigram show lowest performance. Therefore,
we have decided not to test the identification performance that involves the unigram.
The best precision of the first identification, i.e. Non Errors vs Errors, is obtained
using the combination of Bigrams, NEs, and SVOs, i.e. 94% precision with 61%
recall. The F-measure for this precision and recall is 74%. The best precision of the
second identification, i.e. Human Errors vs Design Errors, is achieved using the
combination of Bigrams and NEs, i.e. 89% precision and 71% recall. The F-measure
for this precision and recall is 79%. Recall for both identification decisions is
significantly improved in compared to the cue phrase-based identifications mentioned
in the Section 3.3 with comparable precision, i.e. up to 20% increase for the first
identification and up to 34% increase for the second identification.

Table 2. Identification results using the SVM

Non Errors vs Errors | Human Errors vs Design
Linguistic Feature identification Errors identification

P R F P R F
Unigram 5% | 42% 64% 63% 49% | 55%
Bigrams 93% 56% | 70% 79% 67% | 73%
Bigrams + NEs 85% 53% | 65% 89 % 71% | 19%
Bigrams + SVOs 87% 55% | 67% 52% 67% | 59%
NEs + SVOs 97% 44% | 61% 80% 56% | 66%
Bigrams + NEs + SVOs 94 % 61% 74% 73% 58% | 65%
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3.5 Evaluating Alternative Techniques

We compared the SVM with two other machine techniques, i.e. Inductive
Programming (ILP) and probability-based classification. As an example of ILP,
Progol [17] is used and naive Bayesian is used as an example for the probability-
based classification [16]. Progol has been used for learning extraction rules for NEs
[2] and classification rules for Web pages [19]. Naive Bayesian probability has been
commonly used for text classifications [25].

Progol represents examples using the first-order logic forms meaning that it can
learn more complex, structured, or recursive descriptions and generates the outputs as
sets of IF-THEN rules. Naive Bayesian probability is based on a simplified theorem
that assumes variables to be independent in each class. It compares the linguistic

features of a new sentence S, with those of Human Errors ¢, and Design Errors
¢, and computes the probability P(cj | S,») for them.

Both techniques were tested with the second identification decision, i.e. classifying
the sentences into either Human Errors or Design Errors. Using the IF-THEN rules
by Progol, the precision is shown at 82% with 45% recall. Using the probability-
based rules by the naive Bayesian, the precision is shown at 76% with 55% recall.
The F-measure for the Progol classification is 58%. The F-measure for the naive
Bayesian is 64%. Therefore, the F-measure of the SVM, i.e. 79%, outperforms those
of the both methods.

4 Testing with a New Dataset

Since the proposed approach learns the identification rules from tagged examples,
there might be biases introduced by the rules. That is, if the examples are similar to
one another and less heterogeneous than the sentences that the rules will ultimately
applied to, the same level of performance is not expected to be repeated. Therefore,
we decided to test the proposed approach with a new dataset. We exploit the large
amount of information available on the Web for collecting the dataset in order to
reduce the time and effort spent on the manual dataset collection. To do this, we use
the Google search engine to automatically search for the accident reports containing
Human Errors and Design Errors using the following steps:

Step 1: Query the Google search engine

We send queries with keywords that are extracted from the dataset in the Section
3.2. The keywords were sorted as the order of frequencies and the top seven
keywords were selected: pilot controller aircraft plane occurrence date time. The
Google search returns 263000 hits when it searches on those seven keywords. For
this experiment, the top 40 ranked return were used.

Step 2: Analyse the top 40 documents retrieved by the Google

Each retrieved document is decomposed into paragraphs, each of which is
segmented into sentences. Each sentence is analysed and encoded with the linguistic
features in the Section 3.4. A total of 2355 sentences were extracted from the 40
documents after removing the embedded HTML tags. We manually examined those
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sentences and classified them into Human Errors, Design Errors or Non Errors. A
total of 57 sentences were identified as Human Errors, 60 sentences were tagged as
Design Errors and the remaining sentences were tagged as Non Errors.

Step 3: Classify the sentences using the proposed approach

The proposed approach uses the SVM classification rules that are learned from the
dataset in the Section 3.2. The rules are based on the combinations of the features
that showed the best performance in Table 3. The precision for the first classification
task (Non Errors vs Errors) is observed at 82% with 52% recall. The F-measure for
this precision and recall is 64%. The precision for the second classification task
(Human Errors vs Design Errors) is observed at 85% with 61% recall. The F-measure
for this precision and recall is 71%. Overall, the performance of the proposed
approach with the new dataset is slightly lower than the precision and recall of it with
the existing dataset, i.e. 10% decrease in F-measure for the first classification task and
8% decrease in F-measure for the second classification task. However, it is noticeable
for this relatively small dataset size of 208 sentences (in the existing dataset) that the
performance is relatively good at around 64%-71% for the new dataset.

5 Conclusions

It is important to recognise human factors that are reported to be related to the
occurrence of aviation accidents when designing human system interactions. In doing
so0, it aims to reduce the reoccurrence of the accidents caused by the same human
factors. Aviation accident reports play a critical role of obtaining such information.
However, since the reports do not specifically target at providing information to the
interface designers, the usability of the reports to learn how to prevent such accidents
is limited. The main objective of this paper is to investigate and experiment with a
machine learning technique in order to make more information on the human factors
available to the designers in a readily useable form.

To do this our initial intention was to extract cue phrases that are easy to identify
and implement. However, a preliminary test with the cue phrases showed high
precision but with low recall. In order to increase the recall, the learning technique
based on the SVM was used. The identification rules generated by the SVM
exploited a greater variety of linguistic features of the cue phrases and determined the
identification decisions based on the combinations of these features. Tests showed
improved recall with comparable precision, i.e. 61% recall with 94% precision for the
first classification task, and 71% recall with 89% precision for the second
classification task. The performance of the SVM also outperforms those of other two
commonly used learning techniques. The test with a new dataset demonstrated that
the SVM classification was reliable and good at maintaining high precision and recall
showing slight performance drops compared to the performance with the existing
dataset.
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Abstract. The Web is the greatest information source in human history.
Unfortunately, mining knowledge out of this source is a laborious and error-
prone task. Many researchers believe that a solution to the problem can be
founded on semantic annotations that need to be inserted in web-based
documents and guide information extraction and knowledge mining. In this
paper, we further elaborate a tool-supported process for semantic annotation of
documents based on techniques and technologies traditionally used in software
analysis and reverse engineering for large-scale legacy code bases. The
outcomes of the paper include an experimental evaluation framework and
empirical results based on two case studies adopted from the Tourism sector.
The conclusions suggest that our approach can facilitate the semi-automatic
annotation of large document bases.

Keywords: semantic annotation, large-scale document analysis, conceptual
schemas, software analysis.

1 Introduction

The Web is the greatest information source in human history. Unfortunately, mining
knowledge out of this source is a laborious and error-prone task, much like looking
for the proverbial needle in a haystack. Many researchers believe that a solution to the
problem can be founded on semantic annotations that need to be inserted in web-
based documents and guide information extraction and knowledge mining. Such
annotations use terms defined in an ontology. We are interested in knowledge mining
the Web, and use semantic annotations as the key idea in terms of which the mining is
to be done.

However, adding semantic annotations to documents is also a laborious and error-
prone task. To help the annotator, we are developing tools that facilitate the
annotation process by making a first pass at the documents, inserting annotations on
the basis of textual patterns. The annotator can then make a second pass improving

U. Reimer and D. Karagiannis (Eds.): PAKM 2006, LNAI 4333, pp. 143 —154, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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manually the annotations. The main objective of this paper is to present a tool-
supported methodology that semi-automates the semantic annotation process for a set
of documents with respect to a semantic model (ontology or conceptual schema). In
this work we propose to approach the problem using highly efficient methods and
tools proven effective in the software analysis domain for processing billions of lines
of legacy software source code [2]. In fact, document analysis for the Semantic Web
and software code analysis have striking similarities in their needs:

— robust parsing techniques, given that real documents rarely match given grammars;

— a semantic understanding of source text, on the basis of a semantic model;

— semantic clues drawn from a vocabulary associated with the semantic model;

— contextual clues drawn from the syntactic structure of the source text;

— inferred semantics from exploring relationships between identified semantic
entities and their properties, contexts and related other entities.

On the basis of these considerations, we have adapted software analysis techniques
to the more general problem of semantic annotation of text documents. Our initial
hypothesis is that these methods can attain the same scalability for analysis of textual
documents as for software code analysis. In this work we extend and generalize the
process and architecture of the prototype semantic annotation tool presented earlier in
[3]. The contribution of this work includes also an evaluation framework for semantic
annotation tools, as well as two real-world case studies: accommodation
advertisements and Tourist Board web sites. For the first experiment, we use a small
conceptual schema derived from a set of user queries. For the second experiment, we
adopt more elaborated conceptual schemas reflecting a richer semantic domain.

Our evaluation of both applications uses a three-stage evaluation framework which
takes into account:

— standard accuracy measures, such as Recall, Precision, and F-measure;

— productivity, i.e. the fraction of time spent for annotation when the human is
assisted by our tool vs. time spent for manual annotation “from scratch”; and

— a calibration technique which recognizes that there is no such thing as “correct”
and “wrong” annotations, as human annotators also differ among themselves on
how to annotate a given document.

The rest of the paper is organized as follows. Our proposed annotation process and
the architecture of our semantic annotation system are introduced in section 2. The
two case studies are presented in section 3, and section 4 describes the evaluation
setup and experimental results. Section 5 provides a short comparative overview of
semantic annotation tools and conclusions are drawn in section 6.

2 Methodology

Our method for semantic annotation of documents uses the generalized parsing and
structural transformation system TXL [4], the basis of the automated Year 2000 system
LS/2000 [5]. TXL is a programming language specially designed to allow by-example
rapid prototyping of language descriptions, tools and applications. The system accepts
as input a grammar and a document, generates a parse tree for the input document, and
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applies transformation rules to generate output in a target format. The architecture of our
solution (Fig. 1) is based on the LS/2000 software analysis architecture, generalized to
allow for easy parameterization by a range of semantic domains.

Documents II

Domain independent
components

Domain dependent
components

Object
grammars

Phrase
grammar

Preparsed I
documents

Annotation
schema
(Category
indicators)

Annotated

documents
Database of
annotations

Fig. 1. Architecture of our semantic annotation process

Schema Database
grammar schema

The architecture explicitly factors out reusable domain independent knowledge
such as the structure of basic entities (email and web addresses, dates, and other
word-equivalent objects) and language structures (document, paragraph, sentence and
phrase structure), shown on the left hand side, while allowing for easy change of
semantic domain, characterized by vocabulary (category word and phrase lists) and
semantic model (entity-relationship schema and interpretation), shown on the right.

The process consists of three phases. In the first stage, an approximate ambiguous
context-free grammar is used to efficiently obtain an approximate phrase structure
parse of the source text using the TXL parsing engine. Using robust parsing
techniques borrowed from compiler technology [6] this stage results in a deterministic
maximal parse. As part of this first stage, basic entities are recognized. The parse is
linear in the length of the input and runs at compiler speeds.

In the second stage, initial semantic annotation of the document is derived using a
wordlist file specifying both positive and negative indicators for semantic categories.
Indicators can be both literal words and phrases and names of parsed entities.

Phrases are marked up once for each category they match — thus at this stage a
sentence or phrase may end up with many different semantic markups. Vocabulary
lists are derived from the semantic model for the target domain. This stage uses the
structural pattern matching and source transformation capabilities of the TXL engine
similarly as for software markup to yield a preliminary marked-up text in XML form.

The third stage uses the XML marked-up text to populate an XML database
schema, derived from the semantic model for the target domain. Sentences and
phrases with multiple markups are “cloned” using TXL source transformation to
appear as multiple copies, one for each different markup, before populating the
database. In this way we do not prejudice one interpretation as being preferred.
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The outputs of our process are both the XML marked-up text and the populated
database. The populated database can be queried by a standard SQL database engine.

3 Experimental Case Studies

Our case studies involve two applications in the Tourism area. Tourism is a very broad
sector of economy which comprises many heterogeneous domains: accommodation and
eating structures, sports, means of transport, historical sites, tourist attractions, medical
services and other areas of human activity. Information available from heterogeneous
data sources must be integrated in order to allow effective interoperability of tourism
information systems and to enable knowledge mining for the variety of roles and services
that characterize such a compound sector (e.g. composition of services for tourist
packages). This is where semantic annotations come in handy.

3.1 Accommodation Ads

As a first full experiment in the application of our new method, we have been
working in the domain of travel documents, and in particular with published
advertisements for accommodation. This domain is typical of the travel domain in
general and poses many problems commonly found in other text markup problems,
such as: partial and malformed sentences; abbreviations and short-forms; location-
dependent vocabulary; monetary units; date and time conventions, and so on.

In the first case study we used a set of several hundred advertisements for
accommodation in Rome drawn from an online newspaper. The task was to identify and
mark up the categories of semantic information in the advertisements according to a
given accommodation conceptual schema (Fig. 2), which was reduced by hand to an
XML schema for input to our system. The desired result was a database with one
instance of the schema for each advertisement in the input, and the marked-up original
advertisements. To adapt our semantic annotation methodology to this experiment the
domain-related wordlists were constructed by hand from a set of examples.

] o Accomodation 1 has p.»| Facility
SRy | et [o e
! cost
I 1 T ewreney
0.4
0.*
Contact Hotelfoom | Apament Auailahility Ty | = | AirConditioner
startDate
‘ ‘ ‘ Lﬁ 6] endDate

Email SurfaceAddress | Telephone | | WebAddress | gy i
Bmallidcress | | Street localumber
City areaCode
TipCote

Periodic

period

Fig. 2. Conceptual schema for accommodation ads

3.2 Tourist Board Web Pages

In the second case study we pursued two main goals: to demonstrate the generality of
our method over different domains, and to verify the scalability of our approach on a
richer semantic model and larger natural language documents. For this purpose, we
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considered the web sites of Tourist Boards in the province of Trentino (Italy)' as input
documents. In contrast to the classified ads, this domain presents a number of specific
problematic issues: free unrestricted vocabulary; differently structured text; a rich
semantic model covering the content of web sites.

This experiment was run in the collaboration with the marketing experts of the
eTourism” group of University of Trento. From the point of view of tourist marketing
experts in tourism, the high-level business goal of this case study was to assess the
communicative efficacy of the web sites based on content quality or informativity,
that is, how comprehensively the web site covers relevant topics according to the
strategic goals of the Tourist Board.

In order to assess the communicative efficacy we performed semantic annotation of
the web pages revealing the presence of information important for a Tourist Board
web site to be effective. The list of semantic categories and their descriptions was
provided by the tourism experts (Fi. 3).

Geog;aphy Sport
Climate o Sporting events
Weather predictions Sport infrastructure

Land Formation Sport disciplines
Lakes and Rivers .
Accommodation

Landscape Places to stay
Local products How to book
Local handcrafting How to arrive

Agricultural products Prices
Gastronomy Availability
Culturg ) Food and refreshment

Traditions and customs Places to eat
Local history Dishes
Festivals Degustation
Populatlop i ) Time tables
Cultural institutions and How to book

associations

. A Wellness
Libraries

. Wellness centers
Cinemas

Local literature
Local prominent people

Wellness services
Services

Transport, schedules
Information offices
Terminals, stations, airports
Travel agencies

Artistic Heritage
Places to visit: museums,
castles
Tickets, entrance fees,
guides

Fig. 3. Relevant categories for communicative efficacy of a Tourist Board web site

In this second experiment, we adapted our annotation framework to the new domain
by replacing the domain-dependent components with respect to this specific task. For
this purpose, the initial rough schema provided by the domain experts was transformed
into a richer conceptual schema consisting of about 130 concepts systematized into a
hierarchy and connected by semantic relations (see the partial view in Fig. 4°).

Domain dependent vocabulary was derived semi-automatically, expanding concept
definitions with the synonyms provided by the WordNet' database and on-line

! http://www.trentino.to/home/about.html?_area=about&_lang=it&_m=apt

2 http://www.economia.unitn.it/etourism

3 The visualization tool RDFGravity: http:/semweb.salzburgresearch.at/apps/rdf-gravity/
* http://wordnet.princeton.edu



148 N. Kiyavitskaya et al.

@ Sport_Infrastructure

subCl
subflass0f

(© puilding (=g Clcour
T

subClas=0f
(D Raad
subCla

1
.
sub'}c\lvﬁsof -
Stadium l
s.ﬁim ©’ ment
commer
subElass0f ©Sw|mmmgPool ,J |‘n
(2 cable_Rozd N i N
7

co ent

©T'a°k‘__ A poot; awimming poot; N IMI

S ¢

comfient, |A gym; gymnasium; stadium; arena; hippodram e; rink; turt; ground; ‘

|A track; tracks; trachway; trackways; racetrack; racetracks; piste; path; paths; |

Fig.4. A slice of the conceptual schema showing semantic (placement in the hierarchy,
relationships, attributes) and syntactic (keywords or patterns) information associated with
concepts. This view shows only is-a relations, because this type of relation is essential in
guiding the annotation process. The complete model includes many more relations apart from
taxonomical ones.

Thesaurus’ and mined from a set of sample documents. The total number of keywords
collected was 507 and an additional four object patterns were re-used from previous
application to detect such entities as monetary amounts, e-mails, web addresses and
phone numbers.

To begin this experiment we downloaded the English version of 13 Tourist Board
web sites using an offline browser software®. For some of them (which are generated
dynamically) we had to apply a manual screen-scraping technique. Then two human
annotators and the tool were given 11742 text fragments for annotation. The required
result was a database with one instance of the schema for each Tourist Board web
site, and the marked-up original text (Fig. 5).

<FoodAndRefreshment>Bread and wine snack in the shade of an elegant
park.</FoodAndRefreshment>

<FoodAndRefreshment>Dinner at the “La Luna Piena” restaurant,
consisting of the “I1 Piatto del Vellutaio”</FoodAndRefreshment>

<ArtisticHeritage>Museo del Pianoforte Antico: guided visit and
concert proposed within the “Museum Nights” programme on the 3, 10, 17
and 24 of August.</ArtisticHeritage>

Fig. 5. Example of XML-marked up content of a tourism web site

4 Experimental Evaluation

4.1 Evaluation Framework

The performance of semantic annotation tools is usually evaluated similarly to
information extraction systems, i.e. by comparing with a reference correct markup
and calculating recall and precision metrics.

In order to evaluate our initial experimental results, we designed a three stage
validation process. At each stage, we calculated a number of metrics [7] for the tool’s

> http://thesaurus.reference.com
® SurfOffline 1.4: http://www.bimesoft.com
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automated markup compared to manually-generated annotations: Recall evaluates
how well the tool performs in finding relevant items; Precision shows how well the
tool performs in not returning irrelevant items; Fallout measures how quickly
precision drops as recall is increased; Accuracy measures how well the tool identifies
relevant items and rejects irrelevant ones; Error rate demonstrates how much the tool
is prone to accept irrelevant items and reject relevant ones; F-measure is an harmonic
mean of recall and precision.

In the first step of our evaluation framework, we compare the system output
directly with manual annotations. We expect that quality of manual annotations
constitutes an upper bound for automatic document analysis. Of course, this type of
evaluation can’t be applied on a large scale for cost reasons.

In the second step, we check if the use of automatic tool increases the productivity
of human annotators. We note the time used for manual annotation of the original
textual documents and compared it to the time used for manual correction of the
automatically annotated documents. The percentage difference of these two measures
shows how much time can be saved when the tool assists the human annotator.

Finally, in our third step we take into account disagreement between annotators to
interpreted the automatically obtained annotation. Then, we compare system results
against the final human markup made by correcting the automatically generated markup.

4.2 Experimental Results

Experiment 1: Accommodation Ads. The details of our evaluation for the
accommodation ads application can be found in [2]. We only say that as a result of
this first experiment, even without local knowledge and using a very small vocabulary
and only few TXL rules, we obtained results comparable to some of the best
heavyweight methods, albeit on a very limited domain. Performance of our untuned
experimental tool was also already very fast, handling for example 100
advertisements in about 1 second on a 1 GHz PC.

Experiment 2: Tourist Board Web Pages. As the semantic model in this experiment
was fairly extensive, we could not afford humans to handle properly all of the entities
of the rich domain schema. Accordingly, in our evaluation we considered only
general categories in the annotation schema (Geography, Sport, Culture, Artistic
Heritage, Local Products, Wellness, Accommodation, Food and Refreshment,
Services). For these we performed simple metrics-based validation (Tables 1a, b, c)
and calibration of the results taking into account inter-annotator disagreement
(Table 2) for the entire set of 11742 paragraphs.

Table 1a. Evaluating system annotation vs. human Annotator 1

Topic Geo- Local Cult- | Artistic Accom- | Food & Well- | Ser-
Prod- . Sport| moda- |Refresh- .

Measa graphy uets ure | Heritage tion ment | hess | vice
Recall 68.23| 68.18]72.49 82.28 |82.57 83.19| 68.29] 16.67| 7642
Precision 85.62| 82.19]93.16 97.38 |78.35 96.12| 94.92| 50.00| 91.01
Fallout 0.59 0.34] 0.50 0.19] 1.50 0.11 0.08| 0.03] 0.43
Accuracy 97.88| 98.95]|97.16 98.39 [97.52 99.39| 99.26| 99.85] 98.31
Error 2.12 1.05] 2.84 1.61] 2.48 0.61 0.74] 0.15] 1.69
F-measure| 75.94| 74.53|81.53 89.19 180.40 89.19| 79.43] 25.00] 83.08
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Table 1b. Evaluating system annotation vs. human Annotator 2

N. Kiyavitskaya et al.

Topic| oo | Local oy | Amistic Accom- | Food & | gy g .
Prod- . Sport | moda- |Refresh- .

Measy graphy uets ure | Heritage tion ment | Dess | vice
Recall 42.19| 59.09| 74.85 70.57]73.86 68.91 40.24| 16.67| 59.43
Precision 69.83| 82.54|59.81 59.31]62.24 50.62| 55.93| 33.33| 33.96
Fallout 0.94 0.29]| 4.75 4.25]| 2.94 2.11 0.68| 0.05| 6.62
Accuracy 96.27| 98.80|93.48 93.71]95.63 97.01] 98.08| 99.82| 91.54
Error 3.73 1.20] 6.52 6.29| 4.37 2.99 1.92| 0.18] 8.46
F-measure| 52.60| 68.87] 66.49 64.45]167.55 58.36| 46.81| 22.22| 43.22

Table 1c. Evaluating system annotation vs. humans — average category scores

Measure Tool vs. A1 | Tool vs. A2
Recall 68.70 56.20
Precision 85.42 56.40
Fallout 0.42 2.51
Accuracy 98.52 96.04
Error 1.48 3.96
F-measure 75.37 54.51

Table 2. Comparing system results vs. human annotators

Measure A2 vs. Al | Tool vs. A1 | Al vs. A2| Tool vs. A2
Recall 61.75 68.70 76.47 56.20
Precision 76.47 85.42 61.75 56.40
Fallout 1.00 0.42 2.50 2.51
Accuracy 96.70 98.52 96.70 96.04
Error 3.30 1.48 3.30 3.96
F-measure 66.79 75.37 66.79 54.51

As shown in Table 2, for the given annotation schema the task turned out to be
difficult both for the system and for the humans due to the vague definitions of the
semantic categories. For example, text about local food may be associated with either
or both of the Local Products category and the Food and Refreshment category,
depending on the context. Explicit resolution of such ambiguities in the expert
definition would improve the results. Interpreting the results of this case study, we
must take into account also that the diversity in accuracy metrics is partially caused
by the different experience of the annotators in the tourism area. If we compare the
difference in scores of F-measure, as the most aggregate characteristic, the overall
difference in performances of the system and the humans is approximately 10%.

In the second stage of evaluation, the human annotators were observed to use 72%
less time to correct automatically annotated text than they spent on their original
unassisted annotations.

In the third stage, when the human annotators corrected automatically marked up
documents, the results of comparison to the final human markup are given in
Tables 3a, b, ¢ and calibration to human performance in Table 4.
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Table 3a. Evaluating system annotation vs. human Annotator 1 as assisted by the tool
Topic Geo- Local Cult- | Artistic Accom- | Food & Well- | Ser-
Prod- . Sport| moda- |Refresh- .
MeasoR graphy uets ure | Heritage tion ment | ness | vice
Recall 96.88 94.32197.34 96.91[96.68 94.96| 90.24| 83.33]| 93.36
Precision | 100.00 93.26 |98.50 100.00|83.21 99.12| 100.00|100.00{ 96.10
Fallout 0.00 0.16] 0.14 0.00| 1.28 0.03 0.00| 0.00{ 0.22
Accuracy | 99.85 99.72 199.64 99.74198.59 99.82] 99.80| 99.97| 99.44
Error 0.15 0.28] 0.36 0.26] 141 0.18 0.20] 0.03] 0.56
F-measure| 98.41 93.79197.92 98.43189.44 97.00] 94.87| 90.91| 94.71
Table 3b. Evaluating system annotation vs. human Annotators2 as assisted by the tool
Topie| Geo- | Lol oy | Artistic Accom- | Food & |y 1 g
Prod- . Sport | moda- |Refresh- .
Measur graphy wets ure | Heritage tion ment | Tess | vice
Recall 100.00 97.73]199.11| 100.00{99.17 99.16] 100.00| 66.67| 98.10
Precision 94.58 97.73| 90.79 73.14184.45 72.39]  89.13| 80.00| 92.41
Fallout 0.30 0.05] 0.95 331 1.20 1.19 0.26] 0.03] 0.46
Accuracy | 99.72 99.90 | 99.05 96.9698.82 98.82| 99.74| 99.92| 99.46
Error 0.28 0.10] 0.95 3.04] 1.18 1.18 0.26| 0.08] 0.54
F-measure| 97.22 97.731 94.77 84.49191.22 83.69| 94.25| 72.73] 95.17

Table 3c. Evaluating system annotation vs. humans — average scores

Measure Tool vs. A1 | Tool vs. A2
Recall 93.78 95.55
Precision 96.69 86.07
Fallout 0.20 0.86
Accuracy 99.62 99.16
Error 0.38 0.84
F-measure 95.05 90.14

Table 4. Comparing system results vs. humans assisted by the tool

Measure A2 vs. Al | Tool vs. A1 | Al vs. A2| Tool vs. A2
Recall 80.99 93.78 92.54 95.55
Precision 92.54 96.69 80.99 86.07
Fallout 0.19 0.20 1.00 0.86
Accuracy 98.88 99.62 98.88 99.16
Error 1.12 0.38 1.12 0.84
F-measure 86.02 95.05 86.02 90.14

In contrast to the first experiment, this second case study was much more difficult
to set up and evaluate than the first for the following reasons:

— Ambiguity in annotations: the large conceptual model of the domain is more
difficult for usage as it allows ambiguities in interpretation.
— Difficulty in identifying fragments to be annotated: web documents contain various
text structures such as tables, menu labels, free text and others.
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— Size of the documents: in contrast to ads, which contained only a few sentences,
the Web sites were of about 300 kbyte of text in HTML markup for each site.

However, in conclusion of this experiment we can say that our semantic annotation
framework was able to demonstrate reasonable quality of results on the more general
documents and the richer domain while maintaining fast performance.

5 Related Work

A number of tools have been shown to do well for various kinds of assisted or semi-
automated semantic annotation of web content.

Text mining approaches usually use text itself as the basis for an analysis. For
example, in [8] linguistic patterns and statistical methods are applied to discover a set
of relevant terms for a document. Some tools combine data mining techniques with
information extraction techniques and wrappers, as DiscoTEX [9].

SemTag [10] is an application that performs automated semantic tagging of large
corpora. It tags large numbers of pages with terms from an ontology, using corpus
statistics to improve the quality of tags. SemTag detects the occurrence of the entities
in web pages and disambiguates them.

The KIM platform [11] is an application for automatic ontology-based named
entities annotation, indexing and retrieval. In KIM, as well as in SemTag, semantic
annotation is considered as the process of assigning to the entities in the test links to
their semantic descriptions, provided by ontology. KIM performs recognition of
named entities with respect to the ontology and is based on GATE'.

Another tool that has been used on a large-scale is SCORE [12], which integrates
several information extraction methods, including probabilistic, learning, and
knowledge-based techniques, then combines the results from the different classifiers.

Our approach fundamentally differs from all these tools: it uses a lightweight
robust context-free parse in place of linguistic analysis; our method does not have the
learning phase, instead it has to be tuned manually when being ported to a particular
application, substituting or extending domain dependent components; and it does not
necessarily require a knowledge base of known proper entities, rather it infers their
existence from their structural and vocabulary context in the style of software
analyzers. This advantage helps make our tool faster and less dependent on the
additional knowledge sources.

Much of the work in the information extraction community is aimed at “rule
learning”, automating the creation of extraction patterns from previously tagged or
semi-structured documents [13] and unsupervised extraction [14]. While learning
issues are not addressed by our work, the application of patterns to documents is in
many ways similar to our method, in particular the ontology-based method of Embley
et al. [15]. The major differences lie in the implementation — whereas Embley’s
method relies primarily on regular expressions, our approach combines high-speed
context-free robust parsing with simple word search.

Wrapper induction methods such as Stalker [16] and BWI [17] which try to infer
patterns for marking the start and end points of fields to extract, also relate well to our

7 General Architecture for Text Engineering: http://gate.ac.uk/
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work. When the learning stage is over and these methods are applied, their effect is
quite similar to our results, identifying complete phrases related to the target concepts.
However, our results are achieved in a fundamentally different way — by predicting
start and end points using phrase parsing in advance rather than phrase induction
afterwards. The biggest advantage of wrappers is that they need small amount of
training data, but on the other hand they strongly rely on contextual clues and
document structure. In contrast, our method uses context-independent parsing and
does not require any strict input format.

6 Conclusions and Future Work

We have presented and evaluated a tool-supported process for the semantic annotation
of web documents. The evaluation of our proposal included two case studies and the
experimental results suggest good performance on the part of the semantic annotation
tool. More importantly perhaps, the results suggest that productivity of a human
annotator can increase substantially if the annotator works with the output of our tool,
rather than conduct the annotation task manually. Our experiments also suggest that
the tool is scalable when used with larger document sets. Apart from the experimental
evaluation, we also consider the evaluation scheme itself as a novel contribution in
that it measures not only the quality of the annotation, but also productivity
improvements for human annotators. Our evaluation framework also takes into
account inter-annotator disagreements to appropriately interpret the scores of the tool
(since the human’s performance is the upper bound for the automatic tool).

Our future research plans include tackling the problem of automatically generating
inputs to the annotation process, such as object grammars and category keywords. We
also propose to conduct experiments adapting other techniques used in software
analysis to improve the quality of annotations and to accommodate different
annotation granularities.
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Abstract. In the article authors propose an extended ontological model for
distance learning, concerning pedagogical and cognitive requirements of the
teaching/learning process as well as environmental requirements represented by
SCORM standard. The main characteristic of the dedicated ontological model is
reusability, which manifests itself in the possibility of adapting the knowledge
model to different contexts and for different users by simply enabling knowledge
sharing and knowledge management. Additionally, the article contains case
studies (SCORM'’s course) presenting the proposed model in action.

Keywords: ontological model, knowledge management, distance learning,
SCORM, learning object.

1 Introduction

Distance learning (DL) is an important and vital research problem. The most
important reason for this statement is the fact that knowledge possessed by a person is
quickly becoming outdated due to rapid growing of the amount of information and
knowledge that appears in the world that surrounds us. This calls for methods of fast
knowledge acquisition, like DL systems, regardless of the time and space constraints
[3]. Fast knowledge outdating leads to long-life learning, which usually is realized by
the DL systems. Because of the technological progress some jobs change their
definitions every few years and without continuous vocational development it would
be impossible to work in these fields.

From the organization’s point of view DL is a framework that allows introducing
methods of knowledge management. DL systems like Learning Management System
(LMS) and Learning Content Management System (LCMS) [12] enable knowledge
management in corporations on the basis of methods of sharing and storing
knowledge through learning systems, e.g. in the form of courses or tutorials. A special
place in corporational systems is occupied by DL thematical knowledge repositories,
e.g. best-practice bases.

From the knowledge management perspective, both at a university and in a
corporation, one of the greatest challenges standing in front of DL is ensuring
reusability of knowledge gathered in DL systems. The problem of knowledge
reusability is difficult to solve because: (a) there exist different types of knowledge,

U. Reimer and D. Karagiannis (Eds.): PAKM 2006, LNAI 4333, pp. 155165, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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(b) there exist different ultimate environments and modes of working with
knowledge, (c) knowledge users have different cognitive characteristics.

In the article authors propose an ontological knowledge model. The model fulfils
all three (a-c) requirements and allows creating a complex system of knowledge
management in the framework of a DL system.

2 Problem Statement

The issue of ensuring knowledge reusability in DL comes down to the problem of
building a proper knowledge model and developing interfaces (procedures) enabling
management of the gathered knowledge. It is also necessary to meet the following
criterions resulting from the specificity of DL:

— Possibility to manipulate knowledge on account of the goal of learning.

— Possibility to manipulate knowledge on account of the planned level of
competency to be obtained by a student.

— Working in LMS/LCMS environment (conformity with existing standards).

— Possibility to create a description of a given domain at different levels of depth
(different levels of knowledge repository accuracy).

— Open and flexible structure enabling modification of knowledge contained in the
model.

The requirements introduced above are met by the concept of an ontological
model. The ontological approach is a widely discussed research problem from the
point of view of e-commerce [8], artificial intelligence [4] or ontological engineering
[11]. In our discussion we will, however, focus on the DL problems, that is: (1) how
to create an environment for managing ontological model in DL which ensures
reusability? (2) what structure should ontological model in DL have?

3 Related Work

The issue of knowledge reusability is a research problem discussed in literature
(general approach to reusability [25], knowledge reusability in medicine [26],
chemistry [9], engineering [32]) and as a part of many projects (e.g. PROLEARN
http://www.prolearn-project.org/).

Generally speaking, the problem of knowledge reusability in DL should be
connected to the issue of knowledge management. This issue is also related to the
problem of creating knowledge bases and repositories adjusted to DL where the main
problem is dividing knowledge into proper knowledge objects (called Learning
Objects [7]) and choosing a model of knowledge representation to be used for storing
the given didactic content. There are also standards covering the issue, the most
important of which is SCORM (Sharable Content Object Reference Model), which
standardizes creation of LMS/LCMS systems meeting the following requirements:
accessibility, interoperability, durability, reusability, adaptability, affordability [23].

Managing ontologies in DL faces many problems [11]. The fundamental ones are
the difficulties connected to creating and manipulating an ontology. Researchers are
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continuously searching for an effective way of automatic or semi-automatic ontology
merging [14]. The basic problem of ontology mismatches defined in [28] is a result of
the difficulty of concept mapping [6,24]. A separate aspect that has to be considered
is the issue of ontology and the Semantic Web for E-learning [22], what translates
into creating a personalized working space on the basis of Semantic Web technology.

The concept of creating and managing an ontology in DL proposed in literature is
limited to the level of a knowledge object [18,30] avoiding the problem of the
ontology level — that is the precise description of a given domain.

4 Extended Ontological Model

When considering the possibility of creating an ontological model for DL that ensures
reusability, one has to pay attention to the necessity of formal definition of
appropriate operations and model (structure). In DL we deal with the situation when
with the help of a structure we try to reflect domain knowledge together with the
corresponding pedagogical and cognitive requirements.

When domain knowledge is the object of structuralization, concepts that can be
sorted in different ways become the main components. The aim of the domain
knowledge structure is ensuring conformity of the knowledge representation model
with the student’s cognitive profile and learning goals. This is exactly the kind of
mission a teacher carries on during direct contact with a student. Another — just as
important — task results from this: ensuring possibility for adjusting the established
knowledge structure to the personal educational situation in the situation when teacher
is not present.

The above discussion leads us to considering the following conditions influencing
the extended ontological model in DL:

a. When creating ontological model it is vital to differentiate knowledge: the
fundamental (theoretical) from the procedural (operational) one, which together
make up domain knowledge. Fundamental knowledge represents conceptual
thinking, in result of which new paradigms, problems, task assumptions and
behavior rules can be formulated. Procedural knowledge is essential for
developing and realizing algorithms, performing operations, manipulating
equipment etc. Analysis of different situation a person encounters bases on
simultaneous usage of both kinds of knowledge, in different proportions —
depending on the level of problem’s complexity and its origin.

b. Following David Ausubel, the author of the concept of meaningful learning [1,20],
we can state that learning consists in assimilating new concepts to the cognitive
structures (conceptual maps) already existing in the student’s mind. Contrary to
rote learning, learning through understanding (meaningful learning) uses
discovery learning process [5], where all concepts attributes are individually
identified by the student. In order for this to happen the following requirements
must be met: (i) learning material has to be conceptually clear, language and
examples should be adapted to knowledge already possessed by the student, (ii)
student has to be able to recognize and understand the linking between new
material and his/her knowledge, (iii) student has to make effort and choose
meaningful learning by himself/herself.
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c. (C) While designing a DL system based on knowledge it is especially necessary to
pay attention to the relationship: information — knowledge — competency.
Competences and qualifications are one of the basic mechanisms of assessing
knowledge assimilated by the student [17]. Competencies are always connected to
a certain person and represent his/her knowledge and ability to use this knowledge
in certain domain. On the other hand, qualifications reflect the competences
basing on some assessment system. Nowadays several systems are being created
(e.g. Framework for Qualifications of the European Higher Education Area [2]) to
enable assessing qualifications/competences at different educational levels. The
qualification system defines a spectrum of qualifications, where the bottom
qualification includes noticeably smaller amount competencies then the top one.
Every qualification is related to a corresponding set of competences.

d. Developing a system which would ensure human-computer interaction requires a
detailed analysis of the problem’s cognitive aspects. When analyzing an
ontological knowledge system being developed with special attention paid to DL
it is important to consider among others the following: (i) the way different types
of knowledge are stored in our mind, (ii) organization of the information —
knowledge processing chain in the mind, (iii) human perceptual constraints, (iv)
cognitive learning styles.

In the domain of knowledge management, ontology is defined as an intentional,
formal specification of concepts in a given domain and relations between them [13].
In [19] an ontology definition most accurate for learning purposes occurs, which
differentiates between ontology defining structure and thesaurus.

The suggested by the authors extending of the ontological model consists in adjusting
the classically understood ontology to the presented above requirements (a-d) and also
considering the demand for reusability. The aim of the authors is extending the
ontological model for the benefit of learning goals. Basing on the present state of
knowledge it is not yet possible to create a universal ontology, which could be used in
different contexts. Therefore, it is necessary to create a methodology for dedicated
model management. We assume that a typical scenario of working with the knowledge
model in its first step has the teacher choose the scope of knowledge. The choice of
knowledge scope can be narrowed to defining the set of concepts which will make up
the basis for creating didactic material. In the second step, semantic depth — the scope of
competences to be passed on to the student — is defined for each concept .

The ontology structure of the extended ontological model consists of the way of
describing concepts structure and the accepted relations between concepts. The
relations have been divided into taxonomic and non-taxonomic ones and also a set of
axioms making up the platform of domain knowledge of the modeled domain.
Thesaurus defines the vocabulary that can be used while defining concepts and
relations and also references for concepts and relations. The ontological model (OM)
can be presented as follows:

OM = {S§, T},
where: S — ontology structure, 7 — domain description thesaurus,
S= (S, R T A}

where: S, — concept structure, R — relation between concepts, T — taxonomy, A — set
of domain axioms.
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T=(T,T,F,F,/,
where: T, — thesaurus for the set of concepts, T, — thesaurus for the set of relations,
F, —references for concepts, F, — references for relations.

When developing knowledge models presented to the student in DL systems, it is
necessary to consider the goal of learning, aiming at required competences and
student’s basic knowledge. In such situation it is not enough anymore to use terms,
precise representation of knowledge capacity and depth contained in each concept
becomes necessary. The level of knowledge capacity corresponds to the subset of
objects counted to the class which was nominated by the name of the concept. The
level of knowledge depth corresponds to the set of characteristics’ values of each
object recognized as a member of a certain class, with consideration of constraints
forced by a specified goal of learning and level of required competences.

In literature we come across many definitions of concept. The main characteristic
of concept is usually mental representation structure created through abstraction and
generalization. [27,29] proposed an interpretation of concept as a nomination of a
certain class of objects which have similar features. In our research the following
definition of a concept will be used [15]: concept is a nomination of classes of
objects, phenomena, abstract category, for each of them the common features are
specified in such way that there is no difficulty with distinguishing every class.

The approach bases on using semantic operations PART_OF, IS_A, KIND -OF
(see fig. 1). Aggregation (PART_OF), generalization (IS_A) and specialization
(KIND_OF) are semantic operations, which can be considered as results of
abstraction creation method. Concept can be seen as an abstraction [10], what helps to
understand a complex object through decomposing it into less complicated
components. Through PART_OF relation it is possible to describe the set of
characteristics sufficient to recognize a certain abstract object as a member of the
considered class. IS_A states that a specific object with the given values has been
counted as a member of the same class. KIND_OF means that specific objects listed
by name have been counted into the considered class.

Developing a concept matrix structure (fig. 1) bases on choosing and using existing
definitions of concepts. For this, intentional and extensional approaches can be used.
Each of the definitions is the basic point for specifying the characteristics of the object
being defined, finding sets of defining characteristics and creating classifying schemas.

Formally the content, capacity and depth of knowledge can be described in the
following way as a matrix concept structure:

G=|g,[|i=0." j=0.; where:

8

>

é,i =0, j =0, concept's name

0,,i =1,i*, j =0—names of objects belong to class é,
gi' = . . PR . S
v W,,i=0, j =1, j*—names of common attributes belong to class G,

g i=1i% j=1, j*—valueof feature jfor object i,
then: tuple « é’m Wy W > describes the content of knowledge corresponding to
7

the term of concept G. Tuple <(A;,01,02,m’0_y > describes the capacity of
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Fig. 1. Concept’s matrix description structure

knowledge corresponding to the term of concept G . The set of values of all features
of all objects {g,) is a description of the depth of knowledge corresponding to the

term of concept G. Adding new elements to set 7=1,;* while maintaining the

content of the concept means broadening the examined class of objects. Adding or
removing elements from set j =1, j* means changing the content of the concept.

Intersection § =1\ J %0 is the measure of acceptable tolerance for different forms of

the concept, which correspond to the border of the domain being examined. If
d=INJ=0 we deal with a situation when the same word in different domains of
knowledge refers to a different thing or phenomenon. The adequate extended
ontological model creation algorithm has been discussed in detail in [21,31].

Developing ontological domain model in an educational situation requires
analyzing a specific curriculum and learning goal, which play the role of constraints
for capacity and depth of concepts used in didactic materials. In the context of the
above presented definition of ontology, using concept’s matrix structure for
describing S, leads to a two-level layout of the ontological domain model, where the
first level is a network of concepts (similar to semantic network) and the second level
defines the depth and capacity of knowledge included in each concept. Rules of
creating the two-level arrangement can be used many times in reference to the same
originally defined ontological model. This gives the possibility of developing a multi-
level ontological model. Using the proposed approach enables adjusting the
ontological domain model to specific educational goals. The ontological domain
model extended in such way will allow for a significant level of automation of
processing the model into a modular structure of didactic materials dedicated to being
used in the learning process.

5 Case Study: SCORM’s Course

Distance learning technologies allow for, among others, performing classes in an
asynchronous and synchronous way, organizing repositories, creating knowledge
sharing environment (e.g. virtual laboratory) and creating personalized didactic material.
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In the following chapter authors present how the discussed ontological model works in
DL learning environment conform to SCORM standard. In SCORM’s course case the
concept of adapting reusable knowledge to a specified student will be presented.

Authors chose the SCORM standard to test the proposed approach because it
enables analysis of the proposed knowledge model in the context of real market
solutions. SCORM is one of the most important DL standards, supported by most of
the DL systems. Obtaining a guarantee that the given knowledge model works with
SCORM ensures the possibility of implementing the proposed solution in
LMS/LCMS systems. From the functionality point of view and alternative for
SCORM could be IMS Learning Design Specification (IMS LD), describing the
conceptual model and data structures, as well as the behavioral model and runtime
behavior. However, authors decided to use SCORM due to its greater popularity and
maturity. The presented discussions are easily transferable to IMS LD.

The new paradigm applied in e-learning systems described by the SCORM 2004
standard [23], assumes creating a knowledge repository containing a certain domain
knowledge divided into knowledge objects (called Learning Object — LO). Didactic
material meant for a certain student is built through creating a sequence of LO.
SCORM standard covers following fields: directions for localization and creation of a
structured education content (terminology and metadata model), methods of
activating didactic materials in the e-learning environment, methodology of creating a
sequence of LO in an interactive environment. Unfortunately, SCORM standard does
not have any information about the knowledge model (its structure and creating
methods). Let us discuss how the proposed extended ontological model works with
SCORM standard. The discussion bases on [16], where the readers can find a more
detailed explanation of the proposed algorithm named the didactic materials
compilation algorithm.

The algorithm presents on the figure 2 adapts the extended ontological model to a
certain student, with the consideration of current e-learning standards, as well as
educational conditions of the process. The result of the algorithm is an educational
sequence (LO sequence consistent with the SCORM standard) which, through
telecommunication links, will be made available to the student.

The first step of the algorithm assumes ontological model dimension reduction on
the basis of the learning objectives, which usually reduces the target level of
knowledge from the given area. Basing on the reduced ontology and information
about the level of the student’s so-far-gained knowledge included in the student’s
profile basic concepts are selected and adapted to required competency profile.

Next, a clustered graph of concepts is created basing on the method presented in
[21,31]. After that, clustered graph is being transformed into a tree, which
corresponds to SCORM Activity Tree structure. The root of the tree is the final
education goal — the basic concepts are placed at one of the end-levels of the
hierarchical network.

Each of the trees is analyzed from the coverage algorithm point of view in order to
form a “knowledge portion”. The individual knowledge portion is supposed to be a
teaching/learning process element and in the form of LO will be presented to the
student as an element of the learning process. Transforming the “knowledge portion”
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Fig. 2. Didactic materials compilation algorithm

into the form of a Learning Object requires applying the ontological model onto the
repository in order to set up adequate computer metaphors. This action is connected to
knowledge portion transformation into an information structure — Learning Object,
which is assessed in the aspect of technological constraints of the process caused by the
telecommunication network and the digital character of the content being integrated.
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As we already mentioned above, LO accumulate similar concepts into one object.
The question is — how many concepts should be incorporated into one Learning
Object? The answer comes from the cognitive science. Research on the mind provides
a useful memory model. The idea is to relate the “size” of the learning object to the
short-term memory capacity. This issue is discussed in detail in [21,31].

The last group of activities, just before the final teacher’s control, is determining
the sequence of passing through the scaled up graph. Cognitive science assumes
necessity of connecting the knowledge being assimilated with the already owned one.
SCORM gives possibility to define the LO sequence by dedicated script language.
Next, all the elements are compiled into a form consistent with SCORM. The created
product is finally analyzed by the teacher, who checks the efficacy of the didactic
material by referring to his educational experience in teaching the given subject. After
being accepted, the course is made available to the student through LMS/LCMS
mechanisms.

The aim of the discussed case study is to present how a domain representation
prepared on the basis of the proposed ontological model can be reused in relation to
different students. Parameters we can manipulate here are: ontology dimension —
influenced by the learning goal, concept selection — decided by the expected student’s
competence profile and the size of LO, determined on the basis of student’s cognitive
constraints analysis. The presented concept shows how in an uncomplicated way one
can incorporate the learning goal, cognitive characteristics and the learning model
into one, uniform system working in accordance with SCORM standard.

6 Summary

The level of ontological model's reusability allow for multiple usage in different
didactic contexts. This means that it is possible to adapt the model to pedagogical
requirements e.g. different didactic goals, adapt to different users through reproducing
their cognitive characteristics in the model and the possibility to adapt to the amount
of knowledge they possess. It is also possible to adapt to technical constraints, e.g.
internet connection or safety policy, through a proper choice of computer methaphors.
At the same time, the proposed formalization methods allow for a representation in
the form of a knowledge model of different domains, basing on the generic idea of a
semantic network.

The presented research shows that the concept of developing a general knowledge
model in the form of an ontology which could be used in different contexts, for
different kinds of knowledge and for different users is hard to do. One possibility of
handling this dilemma is developing effective mechanisms of adapting the knowledge
model to the requirements. The proposed approach, conform to the middleware
concept, aims at concerning factors characteristic for a given domain. The presented
ontological model and its management mechanism are placed between the knowledge
repository and DL system. Their main task is to transform digital computer metaphors
into education sequences sent to the student.
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Abstract. Peer-to-peer (P2P) systems enable users to build individual and
cooperating autonomous communities. Recently the peer-to-peer paradigm has
been proposed as a technological support for Distributed Knowledge
Management (DKM). DKM solutions allow an easy sharing of knowledge
created by Individual Knowledge Workers (IKWs) inside communities. In such
dynamic environments peers can frequently join or leave the network and
update their personal knowledge bases. In today’s ubiquitous information
society where users need to continue to work at any time from everywhere it is
becoming very important to support IKWs with semantic “always on” virtual
workspaces providing multi-task and knowledge handling capabilities. This
paper presents a semantic virtual office model and its JXTA implementation in
the K-link+ system. K-link+ is an ontology based P2P system for cooperative
work and knowledge management that provide users with virtual office
capabilities.

Keywords: Organizational knowledge management, distributed knowledge
management, peer- to-peer networks, ontology, virtual office.

1 Introduction

Collaborative P2P applications for knowledge management are increasingly
becoming popular. P2P systems permit an easy and quick creation of dynamic and
collaborative groups even composed of people from different organizations. Those
groups access and share knowledge interacting in both synchronous and asynchronous
way. Communities of practice (CoPs) can be formed according to this approach. A
CoP can be viewed as a group of people who share similar goals and interests [8].
They employ common practices, work with the same tools and express themselves in
a common language. Therefore, a CoP can be viewed as a virtual place where
individuals can produce and learn new concepts and processes from the community,
allowing the same community to innovate and create new knowledge. "Community is
the social dimension of the practice, the ideal context for creating knowledge. It is a
virtual space where the individuals learn, by sharing personal experiences and social
competences" [3].
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In this way, organization can become a community of communities, offering space
for creating autonomous sub-communities. To support these new requirements,
distributed knowledge management (DKM) has been proposed as a new vision of
knowledge management. This paradigm is based on the principle that different
perspectives within complex organizations should not be viewed as an obstacle to
knowledge exploitation, but rather as an opportunity that can foster innovation and
creativity. The two core DKM principles are:

e autonomy - communities of knowledge should be granted the highest possible
degree of semantic autonomy to manage their local knowledge, and

e coordination - the collaboration between autonomous entities must be achieved
through a process of semantic coordination, rather than through a process of
semantic homogenization [1].

P2P solutions seem to naturally fit the DKM requirements. A technological DKM
solution allows assembling and management of technological components can be
assembled and managed together. DKM solutions support easy creation and sharing of
knowledge available within virtual groups through collaboration. By collaboration we
mean the way through which a group of people work together beyond the walls of a
company or a department.

In today‘s ubiquitous information society more and more people work outside of
the traditional office for many hours of the day. Current technologies do not properly
support this new style of working and every day it is becoming harder and harder to
exchange information in a labyrinth of network connections, firewalls, file systems,
tools, applications, databases, voicemails, and emails. Individual Knowledge Workers
(IKWs) spend most of their time in finding and exchanging information or reaching
people, and very little is left to actually do productive work. In order to go beyond
these issues, many companies use strategies that include portals, extranets, VPNs, and
browser-based application strategies that at best have been only partially successful.

We argue that IKWs need a virtual workplace where the physical office can be
recreated and where everybody and everything is easily available from anywhere at
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