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Preface

The principal theme of MSN conferences is the development and deployment
of protocols, algorithms, systems, and applications for mobile ad-hoc and wire-
less sensor networks. Following the success of MSN 2005 held during December
13–15 2005 in Wuhan, China, MSN 2006 provided a forum for researchers and
practitioners working in related areas to exchange research results and share
development experiences.

MSN 2006 attracted 254 submissions. Each paper was reviewed by at least
two members of the Program Committee. The final program included 73 papers,
which covered a range of different topics, including routing, network protocols,
security, etc.

The Organizing Committee would like to thank the Advisory Committee
members Keith K.C. Chan, Marco Conti, Mario Gerla, Lionel Ni, and Jie Wu
for their support and guidance in the conference organization. We would like to
take this opportunity to thank all the authors for their submissions to the con-
ference. Many of them traveled great distances to participate in this symposium
and make their valuable contributions. Thanks to all the Program Committee
members for their valuable time and effort in reviewing the papers. Without
their help and advice this program would not be possible. Special thanks go
to the conference PC Vice-Chairs, Eric Fleury, Zhen Jiang, Soung-Chang Liew,
Yunhao Liu, Vojislav B. Misic, Amiya Nayak, Pedro M. Ruiz, Paolo Santi, and
Jingyuan(Alex) Zhang for their hard work in assembling the international PC
and coordinating the review process.

We appreciate the support from the invited speakers, Mario Gerla, Jie Wu,
Taieb Znati. Their keynote speeches greatly benefited the audience. Last but
not the least, we would like to thank the Local Organization Committee Chair,
Allan Wong, and all members for making the arrangements and organizing an
attractive social program.

December 2006 Jiannong Cao
Ivan Stojmenovic

Xiaohua Jia
Sajal K. Das
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Abstract. Wireless ad hoc and sensor networks need to deal with un-
stable links. In practice the link quality between neighboring nodes fluc-
tuates significantly over time. In this paper we evaluate the impact of
topology control on routing performance. We propose a dynamic version
of the XTC topology control algorithm. This simple and strictly local
protocol removes unreliable and redundant links from the network. By
means of physical experiments on an indoor mica2 testbed we study the
beneficial effects of topology control on source routing, one of the most
common routing schemes for ad hoc and sensor networks. In particular we
compare the performance of source routing with and without topology
control. Our results show that topology control reduces route failures,
increases network throughput, and diminishes average packet delay.

1 Introduction

Sensor networks ask for highly optimized protocols. In order to meet the demands,
we witness that more and more researchers acquit themselves of the orthodox lay-
ering hierarchy, pushing the envelope of their protocols with cross-layer design.
Abandoning layering (which after all is one of the most well-accepted principles
in networking) however comes at the cost of reusability. Moreover, it is not always
clear that an integrated cross-layer design has advantages over a well-defined lay-
ered interface. In this paper we consider the effect of eliminating unreliable connec-
tions at the link layer (a technique usually known as topology control) on higher
communication layers. Nowadays this task is often integrated into the network
layer, leading to complex routing protocols. We limit our study to non-mobile
wireless networks. Such networks are sometimes called mesh or rooftop networks.
In spite of being static, link qualities vary over several different time scales, from
seconds to hours, due to interference or mobile obstacles. This leads to frequent
network topology changes. Hence, if it comes down to implementing a real sys-
tem for wireless networks the network stack has to deal with the problems arising

� The work presented in this paper was partially supported by the National Com-
petence Center in Research on Mobile Information and Communication Systems
(NCCR-MICS), a center supported by the Swiss National Science Foundation under
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from unreliable communication links. In literature, many studies have been pub-
lished under the name of topology control trying to mitigate the effects of unstable
network connections [1,2,3,4,5]. So far, topology control has only been considered
from a theoretical point of view. Researchers have devised algorithms establishing
a subgraph of the initial network by dropping specific connections such that the
resulting topology features a variety of desired properties. However most topology
control algorithms are based on assumptions that are questionable in practice. Be-
sides too simplistic network models it is also often assumed that the nodes have de-
tailed information about their neighbors. Furthermore, the communication graph
is always supposed to be static; consequently, all proposed algorithms compute
their resulting topology only once. In practice there is no such thing as a perfect
topology since the underlying network graph changes over time. All these one-shot
solutions would need major adaptations in order to deal with dynamic networks.
Thus, despite the considerable body of research devoted to topology control and
the theoretical and simulation-based evidence of its effectiveness, to date there is
little experimental evidence that topology control can actually be used to circum-
vent the problem of unreliable links in wireless networks. Apart from the efforts
made in the field of topology control there have been attempts to cope with unre-
liable communication links directly on the network layer. Many routing protocols
for wireless networks were proposed trying to predict link stability based on signal
strength and to choose the “best” route using these predictions [6,7,8,9,10]. These
protocols have in common that their decisions are threshold based; that is, if the
link quality is above a fixed threshold the link is incorporated in a route. This can
result in failed routing attempts even if working paths exist. Sometimes unreliable
links need to be chosen in order to prevent the network from being disconnected.

In this paper we provide an implementation of the XTC algorithm [11] which
guarantees connectivity of the network while discarding unreliable communica-
tion links. We have extended the algorithm proposed in [11] such that it now also
copes with dynamic networks comprising fluctuating links. If we refer to XTC
throughout the rest of the paper we always refer to this extended version. The
algorithm is implemented on the mica2 sensor node platform which facilitates
rapid prototyping for wireless ad hoc networks. In order to examine the benefits
of XTC we evaluate the performance of source routing as a generic sample appli-
cation in wireless networks with and without XTC. The algorithm manages to
identify stable connections and thus preserves source routing from taking unreli-
able links. To be more specific, XTC decreases the number of route failures and
retransmission attempts and is therefore able to increase network throughput
and to lower average packet delay. Moreover, the omission of fluctuating links
(if not needed) by XTC only modestly increases average route lengths.

The remainder of the paper is organized a follows: Section 2 compares our
contributions with previous related work. In Section 3 an extended version of
the XTC algorithm is described that also copes with a dynamic environment. The
algorithm’s behavior in practical networks is the subject of Section 4. Section 5
concludes the paper.
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2 Related Work

The characterization of wireless links in different environments is analyzed in
[12,13]. Both papers identify the existence of “gray links”, links that are highly
variant and unreliable. One of the goals of topology control is to shield the up-
per layers from the problems arising from these unstable links. However, modern
topology control algorithms offer a multitude of other goals such as low node de-
gree, planarity, or reduced power consumption (nodes adjust their transmission
power level in order to save energy; a mechanism also known as power control).
In this work, we concentrate on unreliable links. Power control is orthogonal to
our solution and could be incorporated.

Most proposed topology control algorithms require hardware technology that
is not available today. The algorithms presented in [4,3,5,14] require knowledge
of exact node locations. Other work assumes that relative distance and direc-
tional information is available [2]. The protocol described in [15] needs the node
distribution to be uniform-random. All mentioned protocols operate on ideal-
ized radio models such as unit disk graphs. The simple XTC algorithm [11]
extended in Section 3 always maintains connectivity given a general weighted
network graph. In [16] a generalized version of XTC called k-XTC is presented;
this algorithms drops a communication link only if at least k alternative paths
exist. In [17] the RTC algorithm is proposed that slightly changes XTC such
that link qualities are determined randomly. In [18] the authors propose S-XTC,
an extended version of [11] implemented on Bluetooth enabled sensor nodes.

To the best of our knowledge, there exists no practical evaluation of the in-
fluence of topology control to wireless networks – with one notable exception
[19]. In [19] the authors provide an experimental study of the impact of variable
transmission power levels on link quality. Their protocol uses power control and
blacklisting to eliminate unreliable links but (in contrast to our work) does not
give any connectivity guarantees of the resulting topology.

In the domain of routing protocols several previous papers improve the pro-
posed protocols by predicting link qualities to enhance their performance. In
[8] and [20] preemptive route maintenance algorithms based on signal strength
are presented; they proactively initiate a new route discovery if a link on an ac-
tive route becomes worse that a given threshold. In [21] a metric is presented to
identify high-throughput routes when different links can run at different bitrates.
However, their metric does not consider packet losses and is thus complemen-
tary to our work. There exists a number of wireless routing algorithms collecting
per-link signal strength information and apply a threshold to avoid connections
with high loss ratios [6,7,8,9]. In contrast to our work this approach may elim-
inate links that are necessary for connectivity (if the threshold is too high), or
keep unnecessary bad-quality links (if the threshold is too low); both of these
are likely to be issues in networks with many “gray” links.

The authors in [22] propose the ETX metric predicting the number of re-
transmissions required using per-link measurements of packet-loss ratios. The
effectiveness of this approach is demonstrated by showing that the metric im-
proves Dynamic Source Routing (DSR) in an experimental testbed using WLAN
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XTC Algorithm

1: Update order ≺u over u’s neighbors

2: Request current orders from neighbors

3: Select topology control neighbors:
4: Nu := {}; Ñu := {}
5: while (≺u contains unprocessed neighbors) {
6: v := least unprocessed neighbor in ≺u

7: if (∃w ∈ Nu ∪ Ñu : w ≺v u)

8: Ñu := Ñu ∪ {v}
9: else

10: Nu := Nu ∪ {v}
11: }

technology. A major drawback of their solution is that the flooding initiated
during route discovery can generate a large amount of network traffic since in-
termediate nodes are required to retransmit an already forwarded route request
in case of a potentially better path. Consequently, network performance may
degrade drastically since a single route search can trigger multiple (in theory,
even exponentially many!) floodings—we have a broadcast storm.

3 XTC in Dynamic Networks

In [11] the XTC topology control algorithm was introduced exhibiting several
desirable properties. However, the algorithm assumes the underlying network to
be static. In this section we adapt the original algorithm to deal with dynamic
networks comprising unreliable links. The algorithm still consists of three main
steps: Neighbor ordering, neighbor order exchange, and link selection. Each node
repeats these three steps periodically in order to cope with changing topologies.
Although XTC is executed at all nodes, the following description assumes the
point of view of a network node u.

In the first step a node u updates its total order ≺u over all neighbors in the
network. From an abstract point of view, this order is supposed to reflect the
quality of the links to the neighboring nodes. The neighbors of u are thereby
arranged in ≺u with respect to decreasing link qualities. From an implementa-
tion point of view, node u first has to update the link qualities according to a
particular metric. In our experiments the applied metric is based on the packet
loss ratio of past transmissions. The XTC algorithm in [11] assumes that both
endpoints of a link agree on the quality of their connection. In reality this does
not have to be the case. Both endpoints can only judge the link quality from
their own perspective and thus may come to different results. Consequently, the
concerned nodes have to negotiate and settle on the same link quality value.

In the second step the neighbor order information is exchanged among all
neighbors. To limit communication overhead, node u only requests ≺v if it has
outdated order information from neighbor v.
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Fig. 1. On the left, the initial state of a sample network that consists of three nodes
u, v, and w is depicted including links picked by XTC (solid). The quality of link
(u, w) deteriorates from 5 to 2. The topology graph after an iteration of XTC at node
u is shown in the middle. On the right, it can be seen that the topology becomes
disconnected after w’s update cycle.

During the third step, node u locally selects the neighboring nodes for the next
iteration of the algorithm. For this purpose node u traverses ≺u with decreasing
link quality: “Good” neighbors are considered first, “worse” ones later. Node u
only builds a direct communication link to a neighboring node v if u has no
“better” neighbor w that can be reached more easily from v than u itself. For a
more detailed description of the third step we refer the interested reader to [11].

Besides the above mentioned issues related to the XTC algorithm itself, diffi-
culties arise from the fact that neighboring nodes are not attuned to one another.
In particular, we have to ensure that the properties of XTC as shown in [11] are
still valid in the presence of partially updated order information. In case of chang-
ing link qualities it is necessary that a node detecting a change, triggers other
neighbors to start another iteration of the algorithm to avoid temporary network
partition. The problem is illustrated by means of a simple network consisting of
three nodes u, v and w in Figure 1. The link quality values are depicted next to
all possible connections. Higher values thereby indicate better link quality. We
assume that all nodes have already executed i iterations of the algorithm at the
beginning of our examination. Furthermore, let ui

w≺uv denote node u after the
i-th iteration of XTC with the neighbor order w ≺u v. On the left hand side of
Figure 1 the network is in a consistent state where all nodes have finished itera-
tion i. The arrows pointing out of a node indicate the links selected by XTC and
solid lines show the resulting topology graph. In the middle, a snapshot of the
network is shown after node u finishes its (i + 1)-th update cycle. Note that the
link (u, w) got worse. Consequently, node u selected (u, v) in iteration i+1 to be
in the topology control graph. However, the connection between u and v is not
yet established since v has not executed iteration i + 1. On the right, Figure 1
depicts the situation after node w successfully completed the (i+1)-th iteration
of XTC resulting in an order v ≺w u. Using this order w drops the connection
link (u, w) which results in a temporary partition of the network. However, when
v has executed XTC as part of the completion of iteration i + 1 the topology
control graph will be connected again.

In order to obviate the above mentioned problem, a node detecting a change in
link quality of a particular connection informs its neighbors. If a node receiving
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such a trigger message is adjacent to the affected link or contains both endpoints
of the connection in its neighborhood it instantly executes XTC in order to
minimize the duration of potential network partition.

4 Experiments

For empirical study the XTC algorithm described in Section 3 was implemented
on the mica2 sensor node platform. On an office floor we set up networks of
different sizes and ran various experiments evaluating the practical impact of
topology control on source routing in wireless ad hoc and sensor networks.

4.1 Link Quality Metric

Defining a reasonable link quality metric is a fundamental requirement for a
physical implementation of the XTC algorithm. To specify such a metric it is
necessary to contemplate link characteristics of mica2 networks. Therefore, sev-
eral experiments were made on various networks evaluating the behavior of links
in different settings. It is a surprising result that even in segregated environ-
ments links do not have constant error probabilities over time. To exemplify
this, a setup consisting of two nodes exchanging 1000 messages in 30 minutes is
used of which 537 arrived. As can be seen in Figure 2 the link reliability worsened
in the course of the experiment. After transmitting approximately 620 packets
(of which 360 arrived at the receiver) packet loss increased drastically and the
link started to fail for up to 50 consecutive packets. Such breakdowns could be
observed in nearly all of our experiments.

Packet loss is a property which can be used to characterize the quality of a
wireless link1. Figure 3 shows a link quality indicator for this experiment based
on packet loss. This metric attempts to predict future packet loss based on past
transmission failures. To achieve a reasonably stable link quality indicator we
apply a moving average function on measured consecutive packet loss. Figure 3
shows that a moving average using 0.1 as weight for the current value leads to
a fluctuating link quality indicator (dotted). Using a weight of 0.01 results in
a more stable curve (solid). With this metric the lower link reliability during
the last third of the experiment leads to a distinct decrease of the link quality
indicator. Ultimately, the goal of the XTC algorithm is to avoid unreliable links.
Ordering neighbors according to a metric based on packet loss allows to achieve
this. Therefore, we decided to use this metric for all further experiments.

4.2 Source Routing and XTC

To evaluate the fitness of topologies created by XTC for real life purposes we
implemented a basic source routing protocol. This implementation was designed
1 We have also evaluated the Received Signal Strength Indicator (RSSI) as a potential

link metric. However it turned out that RSSI is no adequate link quality indicator
for our purposes. Details can be found in [23].
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Fig. 2. Consecutive packet loss while
sending 1000 messages over a link
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Fig. 3. Link quality indicator with
weight 0.1 (dotted) and weight 0.01
(solid)

to incorporate knowledge gained from the topology control algorithm. That is,
for route discovery only edges which are part of the current XTC graph are used.
Discovered routes are cached and reused until a route error occurs, independent
of whether all used links are still part of the XTC graph. This proceeding is
reasonable since the XTC graph changes over time. It always contains the cur-
rently most reliable links and thus it may occur that good links in the graph
are replaced by even better ones. Existing routes using the replaced edges may
still work perfectly well and should therefore not be discarded until message
transmissions start to fail.

4.3 Small Testbed

The first experiment with our implementation of XTC was run on a small net-
work of seven nodes placed in a zig-zag like topology shown in Figure 4. The
transmission power of the nodes was adjusted such that the topology featured
stable short links (solid) and unreliable longer links (dashed). It was set up in an
empty corridor where it was possible to minimize external interference. Over a
period of eight hours node 1 sent multi-hop ping messages to all other nodes in
the network. To evaluate the impact of topology control on this experiment we
measured the successful number of transmissions, route lengths, and necessary
route searches with and without XTC, respectively. Figure 5 shows the results
of this experiment. Since the network was designed to be reasonably stable,

1

2

3

4

5

6

7

Fig. 4. Test network consisting of seven nodes. Node 1 is the initiator of all communi-
cation in the network.
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Fig. 5. Evaluation of the small testbed with (gray) and without (black) XTC
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Fig. 6. Delay for successful message
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Fig. 7. Delay for successful message
transmission across the small testbed
with XTC

the number of successful transmissions is above 90% independently of whether
topology control was enabled or not. However, XTC manages to reduce trans-
mission failures to nearly all receivers. Especially the route stability to distant
nodes was improved as can be seen in Figure 5(a). Since source routing always
communicates over the first connection replying to a route request the risk of
having unstable, long links on the used path increases with the number of hops;
thus also the packet loss probability increases with increasing route length. XTC
does not hinder communication over fast edges but prevents source routing from
choosing unreliable links. Consequently, source routing on XTC uses the path
with minimal delay consisting of stable links. This is often achieved by replacing
one unreliable link with multiple high-quality links. Hence, the measured route
lengths on the XTC graph are generally longer than the ones chosen by pure
source routing (see Figure 5(b)). However, for most receivers the chosen paths
have similar lengths for pure source routing and the topology control assisted
version. The maximum average route length difference is 0.9 hops for the path
to node 6. For all other nodes the increase is less than 0.5 hops.

This small concession made to improve route stability pays off if the percent-
age of reusable routes is considered. With XTC route reuse is above 94% (cf. Fig-
ure 5(c)). Pure source routing reaches a reuse rate of 82%. This increased route
stability implies that less of the expensive route discoveries were needed which
in turn leads to an improved throughput. To evaluate this expected through-
put increase we performed an additional experiment. Node 1 sent 300 messages
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Fig. 8. Message throughput across the small testbed with (dotted) and without (solid)
XTC

as fast as possible—using end-to-end acknowledgments—to node 7 at the other
end of the network. We allowed three retransmissions per packet followed by
an unlimited number of route searches until node 7 could be reached again. We
measured the total transmission time for each data packet including time spent
on retransmissions and route discoveries.

Figures 6 and 7 show the measured delays for all packets with and without XTC,
respecively. In both scenarios the majority of all packets could be sent using the
cached route. These packets had a delay of 50 to 250 milliseconds depending on the
number of necessary retransmissions. For some packets the cached route failed and
thus, a new route discoverywas initiated.Due to the various timeouts of the routing
protocol their delay increased up to two seconds. Consequently, the average delay
dropped from 290 ms to 200 ms if XTC was active. The measured throughput as
depicted in Figure 8 was also generally higher if XTC was used for route discovery.
On average it increased from 3.45 to 4.98 packets per second which corresponds to
an improvement of more than 44%.

4.4 Office Floor Network

The promising results gained from the small testbed encouraged us to evaluate
XTC in a larger network. We therefore distributed 33 nodes on an office floor (see
Figure 9) and performed the same experiments as in the small testbed considered
in Section 4.3. Since these experiments were executed during day time with
numerous people working on the floor various real world effects such as moving
obstacles and temporary interference with other wireless devices occurred. Such
perturbations seem to have existed for example in the region of nodes 9, 10, and
28. We assume that the sources of this observed interference lie in the nearby
elevators and an adjacent student lab.

Figure 10 shows that XTC manages to decrease transmission failures. On
average the relative improvement is 11%. For the few nodes, such as 22, where
XTC results in a decreased routing performance the additional penalty is below
5%. Similarly, route reuse increased if XTC was active (cf. Figure 12). Figure 11
shows that the route length did not increase drastically with XTC. That is, the
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Fig. 9. Large scale experiment consist-
ing of 40 nodes spread out on an office
floor. Node 1 is the initiator of all data
communication.
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Fig. 13. Message throughput between node 1 and 23 in the office floor testbed with
(dotted) and without (solid) XTC

average hop count increases from 3.77 to 3.96. Analogous to the small testbed
experiment we also evaluated throughput gains induced by XTC. Figure 13
exemplifies the benefit of XTC by showing the performance measurements from
node 1 to 23. Without XTC the average throughput was 2.29 packets per second
and increases to 3.02 with XTC. This is a relative improvement of roughly 32%.
Summarized, the positive impact of XTC on source routing as seen in the small



Topology Control Made Practical 11

testbed also applies to this experiment. Especially, in the gray regions XTC
proved its usefulness and lead to improved throughput.

5 Conclusions and Future Work

In this paper we have presented a practical implementation of an extended ver-
sion of the XTC topology control algorithm which dynamically adapts to network
changes. Using a packet loss based metric unreliable links are identified and ex-
cluded while connectivity is maintained. The beneficial effect of XTC on source
routing—a common application in wireless networks—was first shown in a se-
cluded environment using a small number of nodes. We then verified the obtained
results in a real world scenario. Also in this environment XTC performed well re-
ducing packet loss and delay and thus leading to improved network throughput.

So far, the usefulness of XTC is only evaluated in non-mobile wireless net-
works. We believe XTC will also show its advantages in networks with mobile
nodes. In such environments link qualities change more frequently and thus it
is important to select reliable and long-living connections. Adapting XTC’s link
quality metric to incorporate link stability may be required. Another interesting
field of application are networks with high density. Due to the large amount of
potential paths from one node to any other there is a high probability of choosing
a route containing an unreliable link. Consequently, the ability of XTC to ex-
clude such links is important. Finally, the impact of XTC on other applications
than source routing is worth studying. For example, alarm systems with a low
tolerance toward communication failures or other data gathering applications
may also benefit from the XTC protocol.
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Abstract. Recent research shows that the traffic in public wireless net-
works is mostly transient and bursty. There is good reason to believe
that ad-hoc traffic will follow the same pattern as its popularity grows.
Unfortunately transient traffic generates route discoveries much more
frequently than the long-term, constant-bit-rate traffic, causing network
congestion problems for existing routing protocols. This paper describes
the design of a new routing algorithm, called ECBR, that uses hybrid
backbone routing in a manner that is well suited to workloads that in-
clude transient traffic. We explain three key features of our algorithm and
demonstrate their roles in greatly improving the performance compared
to existing reactive and backbone routing techniques.

Keywords: Transient Traffic, Mobile Ad Hoc Networks, Routing.

1 Introduction

It has been standard practice to evaluate mobile ad-hoc routing algorithms using
long-term, constant-bit-rate traffic [1,2,3]. A key characteristic of this workload
is that route discovery is infrequent with its cost amortized over a large number
of data packets sent using each route. If some connections are more transient
or traffic is more bursty, however, route discovery becomes more frequent and
the performance of existing algorithms degrades to an extent not anticipated by
previous constant-bit-rate studies.

In fact, there is good reason to believe that real ad-hoc networks will indeed
include transient and bursty traffic. Previous analyses of public wireless networks
in both academic and corporate environments [6, 7] have shown that users are
often passive and network traffic is bursty. In these studies, wireless sessions
were usually short-lived and the long-term connections that did exist were idle
much of the time. Similar studies of PDA users [8, 9] have shown that median
user-session duration is 5-6 minutes and that users switch access points every 1.8
minutes. Furthermore, applications such as web browsers and instant messaging
are inherently bursty. Message bursts from these applications are typically as
short as a few seconds and are often separated by long periods of inactivity.

We show in this paper that backbone approaches are better suited to transient
traffic than flat, reactive algorithms such as DSR. The reason is that when route

J. Cao et al. (Eds.): MSN 2006, LNCS 4325, pp. 13–24, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



14 K. Cai, M.J. Feeley, and N.C. Hutchinson

discovery is frequent, reactive algorithms flood the network with too many route-
discovery messages, triggering broadcast storms that render the entire network
temporarily useless. Backbone algorithms, on the other hand, confine routing to
the backbone, which is comprised of only a small subset of the network. As a
result, fewer messages are required to discover new routes, because route caching
is more effective and route-discovery broadcasts are forwarded by fewer nodes.

This paper describes a hybrid, backbone routing algorithm we have developed
called ECBR (end-point cache backbone routing). ECBR is similar to other back-
bone protocols such as DSRCEDAR and CBRP, but with three key differences
related to how it acquires and caches routing information. First, ECBR piggy-
backs additional information on each route-discovery reply message to prefetch
routes for multiple nodes. Second, ECBR uses timestamps on route-cache entries
to keep cached routing information current. Third, ECBR uses proactive, local
route adaptation and recovery to dynamically change inter-backbone-node links
without changing globally cached routes or dropping packets.

Our evaluation shows that ECBR can robustly handle a wide range of traffic
patterns, including both short-term and long-term connections. For transient
traffic, ECBR significantly outperforms DSR and a DSRCEDAR-like algorithm
we implemented for comparison purposes, called DSRX.

2 Related Work

In contrast to flat routing protocols such as DSR [4] and AODV [5], hierarchical
routing protocols minimize overhead by aggregating routing information and
reducing the range and frequency of route-discovery broadcasts. They differ in
the way they use the backbone to route packets. Some closely integrate routing
with the backbone construction algorithm itself, using proactivity in aspects of
both, while others layer a reactive algorithm such as DSR on top of the backbone
in a more modular fashion.

Hierarchical link-state protocols such as HSR [10] and HierLS [11] follow the
more integrated approach. They build multi-level and multi-hop clusters, and
then proactively maintain routes to all the other nodes in the network. This
integrated approach is complex and can thus be hard to implement. Another set
of integrated approaches are the spine-based algorithms from R. Sivakumar et
al. [12,13]. It uses only two layers in the routing hierarchy and assumes that the
radio network provides a reliable broadcast scheme.

In any case, the main potential drawback of integrated approaches such as
these is that by making the routing protocol proactive there is a high cost to
maintaining routing structures, particularly when nodes fail or move. The alter-
native to the integrated approach is to layer a reactive algorithm on top of the
backbone; this is the approach that ECBR and three other algorithms follow.

First, K. Xu et al. [14] propose a two-level, hierarchical, clustering algorithm,
called mobile backbone. It uses distinguished backbone nodes with more-powerful
radios that communicate directly with each other. This direct communication
simplifies the routing problem greatly compared to the environment we target.
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Second, M. Jiang et al. [15] describe a DSR-like routing algorithm on top of
a backbone, called CBRP. All nodes send periodic, heartbeat messages, which
are used to elect cluster heads and maintain cluster-membership lists. Cluster
heads also use these messages to build inter-cluster connections using gateway
nodes. CBRP uses a complex variant of DSR to route packets on this backbone.
If a destination is unknown or a route is broken, the cluster heads have to flood
the backbone using a combination of broadcast and unicast messages.

Third, P. Sinha et al. [16] propose a core-based routing algorithm, called
CEDAR, which includes various features designed to support QoS routing. Each
core node establishes tunnels with its neighbouring core nodes via three-hop
broadcast messages. CEDAR requires to modify the MAC layer and uses promis-
cuous mode to limit core-broadcast message propagation. P. Sinha et al. subse-
quently improved CEDAR by reducing its core broadcast overhead [17], in which
routing is performed by a standard, flat protocol layered on top of the core.
Their results show that the addition of the backbone improves the performance
of standard, flat algorithms such as DSR and AODV.

In many ways ECBR builds on earlier systems such as CBRP and DSRCEDAR.
What makes ECBR unique is the way it uses the backbone to improve the route-
cache effectiveness and thus reduce the frequency of route discovery and better
handle transient communication. It does this in three main ways. First, it uses pig-
gybacking to prefetch routing information into caches. Second, it uses timestamps
to flush out-of-date routes from caches. Third, it uses proactively maintained
neighbourhood information to adapt to changes in inter-backbone-node connec-
tivity without invalidating globally cached routes or dropping packets.

3 ECBR Routing Algorithm

ECBR is partly proactive and partly reactive. Its proactive component acts to
maintain a single backbone for the network. Routing, on the other hand, is
performed reactively in a manner similar to DSR, but where routes are confined
to follow the backbone.

ECBR selects certain nodes to act as cluster heads, called dominators; all other
nodes are called dominatees. The dominators cover the entire network and no
two dominators are in range of each other. A dominator uses its dominatees to
connect its cluster to the nearby clusters via either two- or three-hop paths.

Periodic heartbeat messages are used to maintain the clusters, their cluster
heads and inter-cluster links. Dominators store a list of in-radio-range domina-
tees in the dominatee ownership table (DOT). Dominators also store a connec-
tivity list containing paths to other dominators that are two or three hops away.
Similarly, dominatees store a list of in-range dominators and a connectivity list
containing paths to dominators that are at most two hops away.

The backbone is constructed using a variant of the message-optimal connected
dominating set algorithm [18]. Due to space limitation, please refer to our tech-
nique report [19] for the details of proactive backbone construction. The rest
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of this section is to describe the reactive routing protocol that delivers payload
packets from source nodes to their targets over an existing bakcbone.

3.1 Routing Caches

The two routing caches stored on dominator nodes are the dominatee routing ta-
ble, DRT, which caches dominatee-dominator pairings, and the backbone routing
table, BRT, which caches backbone-topology in the form of a list of connected
dominators. Dominators maintain their DRT and BRT caches reactively using
the content of messages they receive.

The DRT is updated by route-discovery reply messages, which typically in-
clude multiple dominatee-dominator pairings, due to the piggybacking feature
described in Section 3.3. The BRT is updated by every packet a dominator re-
ceives. Typically, the BRT accurately captures backbone topology and rapidly
adapts to backbone changes. These desirable properties derive from the fact that
backbone uses source routing for packet delivery.

3.2 Base Routing Scheme

ECBR uses a DSR-like routing protocol to discover and maintain backbone routes
using three types of control messages: route discovery, route reply and route nack.

A dominator triggers the route discovery procedure by unicasting a route
discovery message to each of its backbone neighbours when it cannot resolve a
path to a destination node requested by one of its dominatees. When another
dominator receives a discovery message, it first checks its DOT to determine
whether it has the target node in radio range. If not, it checks its DRT and BRT

to determine whether it caches a route to the target. If all of these checks fail,
it adds itself to the path-traveled list in the message’s header and forwards the
message to all of its backbone neighbours that are not yet listed in the path-
traveled list. When a dominator locates the target, it sends a reply message by
reversing the path-traveled list in the request message.

One optimization of ECBR is that a newly-initiated route-discovery message
is first propagated on the backbone following a spanning tree rooted at the
requesting dominator, as an attempt to reduce the number of redundant route-
discovery messages. If this fails, the subsequent route-discovery retries use the
above backbone broadcast scheme.

Whenever a dominator is unable to forward a packet to a neighbouring dom-
inator, it first deletes the corresponding backbone link from its BRT. Then, it
sends a route-nack message over the reverse path-traveled route back to packet’s
source dominator and each dominator that receives the route-nack message re-
moves the failed link from its BRT.

3.3 Three Optimizations

Cache Timestamping. A common problem with reactive caches is detecting
routes that become invalid when nodes move or fail. Using an outdated route
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for packet delivery may cause packets to be dropped. In ECBR this problem
primarily affects the accuracy of the DRT caches that record node location by
pairing nodes with their nearby dominators.

The DRT attacks this problem by using timestamps to estimate the fresh-
ness of cached pairings and then using this freshness as a heuristic to predict
accuracy. ECBR requires the dominatees to timestamp their heartbeat messages
and the dominators to record this information when receiving these messages.
These timestamps will be later propogated along the backbone using route-reply
messages and kept in dominators’ DRT tables.

When a remote dominator compares two possible dominator pairings for a
dominatee, the pairing with the most recent timestamp is a good estimate of the
current location of the dominatee. Each forwarding dominator also uses the DRT

timestamps to check whether it has a newer entry for the target than reflected
in the current route. If so, it updates the packet’s route accordingly. Since these
timestamps are orginated at the dominatees, there is no need to use any global
time synchronization algorithm in ECBR.

Timestamps are also used by the lower-level routing mechanism that connects
neighbouring dominators to each other. Often a pair of dominators have many
two- and three-hop paths that connect them. Connectivity lists that describe
these paths are timestamped by heartbeat messages. A dominator can thus pick
the connector with the most recent timestamp for packet delivery.

Piggybacked Cache Prefetching. The second key optimization in ECBR is
that route-discovery reply messages are padded to piggyback route information
for multiple targets. As a result, a single reply can resolve routes to many distinct
nodes, at the cost of a small marginal increase in reply-packet size, and thus many
subsequent costly route-discovery messages are avoided.

To implement piggybacking, every dominator maintains a vector timestamp
that records the last DOT update it received from every other dominator. Domi-
nators include this vector timestamp in route-discovery messages they originates.
When a target dominator receives a route request, it checks its entry in this vec-
tor to determine which of its DOT entries are not cached at the source. The
target then sends a reply that includes the vector timestamp and as many of
these entries as will fit in the message. Every node on the reply path repeats
this process using their own entry in the message’s vector timestamp until the
packet reaches its IP MTU limit. Each also extracts entries from the packet to
add to its own DRT.

Route Adaptation and Recovery. The final feature of ECBR routing is the
way it corrects for local failures. While the routing layer treats backbone links
between dominators as single paths when constructing routes, in reality each link
is a multi-path connection involving one or two connector nodes. Because there
are multiple low-level connections that can instantiate a upper-level path, the
low-level routing protocol is afforded flexibility when dealing with link failures.

The basic backbone routing between two dominators works as follows. An
upstream dominator checks its connection list for connections to the next
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dominator. If two-hop connections exist, the dominator chooses the connector
with the most recent timestamp, otherwise it chooses the connector of the most
recent three-hop link. The dominator then sends a unicast message containing
the payload to the connector. A two-hop connector directly sends the packet to
the target dominator, while a three-hop connector repeats the process to select
a second connector.

If a dominator or connector is unable to send the packet, it receives a MAC-
level error; connectors forward the error to their upstream dominator. The up-
stream dominator, which buffers recently sent packets, selects another connection
and tries again. Only when a statically-defined retry limit is reached or when no
connections is available is the error reported to the upper routing-level protocol.
This error initiates a route nack packet that is sent back to the source dominator,
and triggers an attempt to salvage the packet at that level.

4 Evaluations

4.1 The Scenarios

Our simulations use Glomosim [20] and the parameters are set as follows: band-
width is 2 Mb/s, radio frequency is 2.4 GHz and transmission range is 250 m.

Most of the evaluations are conducted with a total of 200 nodes randomly
distributed in an area of 1500m x 750m. We choose an area that is three times
larger than previous work [1, 2] to avoid the formation of chain-like backbones,
which would tend to favour backbone approaches.

Each simulation lasts 910 seconds. We avoid startup and shutdown effects
by waiting 50 seconds before opening the first CBR connection and by stopping
measurements 10 seconds before the end of the simulation. We use Random
Waypoint [4] to model mobility. The minimum speed is set to 1.0 m/s and the
pause period is set to 60 seconds. The maximum speed is set to 5.0 m/s in most
of the simulations to investigate performance in scenarios with human mobility.
However, in Sections 4.3 and 4.4, we examine ECBR performance for a variety
of faster velocities.

We adopt a multi-destination, varying-duration CBR traffic pattern, in which
a set of destinations are randomly selected to act as communication hot spots.
Source nodes are chosen randomly from the network and destinations are chosen
randomly from the list of hot spots. The duration of each CBR connection is a
parameter that we vary. We are thus able to simulate a wireless environments
where transient traffic exists. The size of each CBR packet is 256 bytes and
packets are generated at a fixed rate of 1 pkt/sec. We vary network load by
changing the number of concurrent CBR connections.

4.2 The Protocols

We compare ECBR to three other protocols, two versions of DSR that we call
SDSR and BDSR and a hierarchical protocol we built called DSRX. SDSR is the
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standard version of DSR while BDSR uses a bigger routing cache: 200 entries
instead of 64. We implemented DSRX as a model for a class of hierarchical
protocols that are similar to DSRCEDAR. It uses the same backbone algorithm
as ECBR but with a standard implementation of DSR built on top of it.

We compared DSRX to the reported performance of DSRCEDAR to determine
the extent to which our DSRX results might generalize. Our results show that
DSRX performance is similar to DSRCEDAR published results but in some cases
up to 5% worse. This difference is due to the fact that DSRCEDAR modifies
the MAC layer control messages and uses promiscuous mode to improve its core
broadcast efficiency.

Finally, we fix the DOMINATOR heartbeat interval at 0.5 s and DOMINATEE

heartbeat interval 5 s. In fact, the optimal setting for heartbeat intervals is 0.25
s for dominators and 2.5 s for dominatees in most of the cases we simulated. We
use a set of more conservative settings to avoid any biased results with values
carefully tuned to characteristics of our particular workload.

4.3 The Impact of Transient Traffic

This section varies three parameters: the number of hot spots, CBR duration,
and mobility, to examine the impact of transient traffic. All of the data reported
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is the mean of ten trials; the standard deviations are also presented. We only
show half of the symmetric deviation to avoid cluttering the figures.

Varying the Number of Hot Spots. Figure 1 shows the impact of varying
the number of hot spots from 10 to 60 (i.e., 5% to 30% of the nodes); the
number of concurrent connections is fixed at 40, connection duration at 10 s and
mobility at 1–5 m/s. ECBR outperforms the other algorithms in virtually every
situation; BDSR matches the performance of ECBR in the case of 10 hot spots.
The performance gap between ECBR and the other algorithms widens as the
number of hot spots increases.

Increasing Connection Lifetime. We also vary connection lifetime from 5 s to
50 s and fix the number of hot spots is fixed at 40. In this scenario, ECBR again
outperforms all the other protocols in every case. While ECBR’s performance
advantage narrows as connection duration increases, it provides the best packet
delivery ratio of 97% even at 50 s; the best of the others, BDSR performs at 94%.
With a more realistic scenario in which 25% of the connections are short-lived,
at 5 s, and the remainder long-lived, at 850 s, ECBR delivers 97% of packets
(std. dev.: 1.1%), BDSR 76% (std. dev.: 20%), SDSR 27% (std. dev.: 8%) and
DSRX 68% (std. dev.: 5%).

Increasing Mobility. We evaluate how these protocols handle transient traffic
under different mobility settings and show the results in Figure 2(a). We vary the
maximum node mobility between 0 m/s (no mobility) and 20 m/s. The number
of hot spots is fixed at 40, the number of concurrent connections at 20, CBR

lifetime at 10 s. ECBR again dominates the other algorithms by a substantial
margin, which suggests that ECBR is best able to keep track of topology changes.
We can also see that, with high mobility of 1-20 m/s, BDSR’s large cache can
harm its performance compared to SDSR.

4.4 Analysis of DSR’s Performance

The fundamental reason that causes both BDSR and SDSR to perform poorly is
that transient connections cause more route-cache misses than long-term ones do,
and thus generate more route-discovery messages that results in severe network
congestion.

Cache Misses. We count those real cache misses that indeed initiate network-
wide route discoveries. Our results show that the number of cache misses of
both DSRs increases significantly when either the connection duration decreases
or the number of hot spots increases. This is because, given a fixed network load,
reducing the CBR lifetime increases the number of connections in the network.
Cache misses are thus more likely to happen. Also, with more hot spots more
unique routes are used and thus route-caching is less effective. For example,
BDSR’s cache misses jump from 2152 to 6832 as the number of hot spots increases
from 20 to 30; SDSR’s increases to 8610 when there are only 20 hot spots in the
network.
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Mobility. Transient communication can worsen the well-known stale-cache
problem of DSR. This is because a cached route might become inaccurate next
time when the node uses it or provides it to other route discoveries due to topol-
ogy changes, especially when node mobility is high. We compare the algorithms
when node mobility varies from no-mobility to mobility chosen randomly be-
tween 1 and 20 m/s. The other parameters are the same as in Section 4.3 except
that we use only 10 hot spots and 10 concurrent CBRs so that none of the four
algorithms experience significant congestion.

Figure 2(b) present the number of times each algorithm attempts to use a
broken link between two nodes. When mobility is high, both BDSR and DSRX

are impacted by stale routes much more than ECBR or SDSR. The reason that
SDSR is better is that its caches are smaller than BDSR. High-mobility is a case
where big caches do not improve the performance of DSR.

4.5 Analysis of DSRX’s Performance

Our simulation results show that even the naive hierarchical algorithm, DSRX,
can consistently better handle transient traffic in high-congestion and low-
mobility scenarios. However, DSRX’s performance is always substantially worse
than ECBR’s. This section discusses the limitations of DSRX in details.

The Bottleneck Backbone. Even though the backbone is able to reduce the
range and frequency of broadcast route discovery messages, it confines both data
and control packets to the backbone. This not only results in less spatial reuse but
also makes the backbone the potential bottleneck for performance improvement.
For example, in the experiments where we vary the number of hot spots and
CBR duration, DSRX generates at least twice as much overhead as ECBR. This
amount of control packets together with data packets has already caused enough
congestion problem to break the backbone apart.

Stale Caches. We can also see from Figure 2(b) that DSRX suffers the most
from stale caches. This is because it simply lays DSR on top of the backbone
and thus drops as many data packets due to stale caches as BDSR at 5 m/s
maximum mobility. It is worse than BDSR as node mobility increases because
DSRX does not use the optimizations deployed in DSR such as gratuitous error
messages and promiscuous mode to alleviate the impact of outdated routes.

4.6 Detailed Evaluation of ECBR

ECBR outperforms both DSRs and DSRX by a substantial margin in all the
scenarios, regardless of the degree of contention and mobility. Figure 3 shows how
ECBR’s performance gain can be attributed to each of the three features that it
has adopted. It evaluates seven versions of ECBR under the same conditions as
the connection lifetime experiment in Section 4.3; the label indicates which of
the three features is enabled. If a feature is not listed it is disabled; ECBR BASE



22 K. Cai, M.J. Feeley, and N.C. Hutchinson

0102030405060
0

0.2

0.4

0.6

0.8

1

Connection Duration (S)

P
a
ck

e
t 
D

e
liv

e
ry

 R
a
tio

ECBR (std: [0.5%, 2.0%])
ECBR_P_T (std: [1.74%, 4.73%])
ECBR_T_R (std: [1.52%, 4.13%])
ECBR_T (std: [1.23%, 6.07%])
ECBR_P (std: [2.35%, 7.71%])
ECBR_R (std: [3.9%, 10.35%])
ECBR_BASE (std: [3.12%, 4.84%])

(a) PDR Gain

0102030405060
0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

x 10
5

Connection Duration (S)

P
ro

to
co

l O
ve

rh
e
a
d

ECBR (std: [4641, 9390])
ECBR_P_T (std: [8749, 21978])
ECBR_T_R (std: [7601, 22835])
ECBR_T (std: [11633, 37144])
ECBR_P (std: [10482, 32962])
ECBR_R (std: [20915, 61374])
ECBR_BASE (std: [19591, 29075])

(b) Overhead Gain

Fig. 3. Break-down of ECBR’s Performance Gain

excludes all three features. The labels for the features are P for piggybacked
prefetching, T for timestamped caches and R for proactive route adaptation and
recovery.

When each of the three features is examined in isolation, timestamped caches
provide the biggest PDR benefit, while prefetching alone reduces most of the over-
head. It results in more benefit, however, when piggybacking and timestamping
are combined. This behaviour is not surprising, as the features are largely com-
plementary. Prefetching puts more routes in caches and timestamping flushes
stale routes from them. Finally, using proactive route adaptation and recovery
alone always generates more protocol overhead because it keeps reporting route-
error messages back to the upstreaming dominator whenever a backbone link
breaks. However, when added to the other two features, we see that it not only
significantly increases PDR but also reduces the overall overhead. This behav-
iour shows that proactive, local route information allows ECBR to re-route many
packets that would otherwise be dropped. The danger with any such scheme is
that when delivery fails due to congestion not mobility or failure, salvaging can
increase overhead without improving PDR.

4.7 Discussion of ECBR Limitations

Scalability of Piggybacked Prefetching. The effectiveness of piggybacked
prefetching relies on the assumption that the marginal cost of increasing message
size is small compared to the benefit of having more routes cached. Therefore,
to evaluate the limits of piggybacking scalability, we simulate a high-mobility
(20 m/s), high-contention (40 hot spots) scenario while artificially constraining
the number of dominator-dominatee pairings that can be piggybacked. Due to
the IP MTU limit, the maximum number of piggyback entries that fit in a reply
packet is 69 and we vary this limit between 10 and 69 in this experiment. The
simulation results suggest that a network that was either twice as dense or in
which routes were twice as long might see PDR drop from 90% to around 88%
and see overhead increase by about 5%.
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Sending Rate (Bottleneck Issue). As a backbone approach, ECBR also
suffers from the bottleneck problem. Here, we investigates this problem further
by varying the sending rate from 1 pkts/s to 7 pkts/s. We use a static network
and only 20 long-term CBR connections, each of which lasts 850 seconds. This
setting makes the piggybacking and timestamping features of ECBR useless. The
results show that ECBR still shares the bottleneck problem with all the other
backbone approaches. Its performance starts to drop below 90% when sending
rate is at 4 pkts/s. At the sending rate of 6 pkts/s, it fails to deliver over 40%
of the data packets. This suggests that backbone approaches are not suitable
for long-term heavy-load network traffic. The source nodes should choose proper
ad-hoc routing algorithms adaptively according to its traffic type.

Network Area. Network area is another parameter that we held constant in
the previous experiments. We vary it between 1500 m x 250 m and 1500 m x
1500 m in this section. The other parameters are set to the same as the hot-
spot scenario in Section 4.3 except that the number of hot spots is kept at 60.
The simulation result show that ECBR’s performance gradually degrades from
99.3% to 90.5% as we increase the network area by six times. This is because
the backbone complexity grows as the network area increases; the number of
dominator nodes and backbone links increases proportionally to the increase of
network area. Therefore, the congestion impact of one route discovery packet
worsens in a bigger network since it is broadcast on the backbone. There are two
ways to alleviate this problem. One is to use a spanning tree for route discovery
on the backbone instead of broadcast, as ECBR does. Another is to make the
backbone small, which has been the research focus of MCDS in recent years.

5 Conclusion

This paper describes the design of a backbone-based, hybrid routing protocol
called ECBR that works well with transient traffic. The protocol has three novel
features. First, route information is prefetched into caches by piggybacking mul-
tiple routes in a single route-discovery reply message. Second, cache entries are
timestamped, providing a heuristic for discarding redundant, out-of-date routes
from caches. Third, cached routing information specifies only the backbone nodes
on the path to the target, leaving each backbone node free to select any two-
or three-hop path to the next backbone node on a route. Our algorithm sig-
nificantly out performs the others when connections are short, the network is
congested or mobility is high.

References

1. Broch, J., Maltz, D., Johnson, D., Hu, Y.-C., Jetcheva, J.: A Performance Com-
parison of Multi-hop Wireless Ad Hoc Network Routing Protocols. Mobicom ’98

2. Das S., Perkins, C., Royer, E.: Performance Comparison on Two On-Demand Rout-
ing Protocols for Ad Hoc Networks. Inforcom ’00



24 K. Cai, M.J. Feeley, and N.C. Hutchinson

3. Johansson, P., Larsson, T., Hedman, N., Mielczarek, B.: Routing Protocols for
Mobile Ad Hoc Networks - a Comparative Performance Analysis. MOBICOM ’99

4. Johnson, D., Maltz, D.: Dynamic Source Routing in Ad Hoc Wireless Networks.
Chapter 5, Mobile Computing. Kluwer Academic Publishers. 1996

5. Perkins, C., Royer, E.: Ad-Hoc On-Demand Distance Vector Routing. Second IEEE
Workshop on Mobile Computing Systems and Applications Feb., 1999

6. Balazinska, M., Castro, P.: Characterizing Mobility and Network Usage in a Cor-
porate Wireless Local-Area Network. MobiSys ’03. May., 2003

7. Balachandran, A., Voelker, G., Bahl, P., Rangan P.: Characterizing User Behavior
and Network Performance in a Public Wireless LAN. SIGMETRICS ’02. Jun., 2002

8. Henderson, T., Kotz, D., Abyzov, I.: The Changing Usage of a Mature Campus-
Wide Wireless Network. MobiCom ’04. Sep., 2004

9. McNett, M., Voelker, G.: Access and Mobility of Wireless PDA Users. Technical
Report CS2004-0728, Department of Computer Science and Engineering, Univer-
sity of California, San Diego. Feb., 2004

10. Iwata, A., Chiang, C.-C., Pei, G., Gerla, M., Chen T.-W.: Scalable Routing Strate-
gies for Ad Hoc Wireless Networks. IEEE Journal on Selected Areas in Communi-
cations. Aug., 1999

11. Ramanathan, S., Steenstrup, M.: Hierarchically-Organized, Multihop Mobile Net-
works for Multimedia Support. Mobile Networks and Applications. 1999

12. Das, B., Bharghavan, V.: Routing in Ad-hoc Networks Using Minimum Connected
Dominating Sets. ICC ’97. Jun., 1997

13. Das, B., Sivakumar, R., Bharghavan V.: Routing in Ad-hoc Networks Using a
Spine. Proceedings of the IEEE International Conference on Computers and Com-
munications Networks. Sep., 1997

14. Xu, K., Hong, X., Gerla, M.: An Ad Hoc Network with Mobile Backbones. ICC
’02. Apr., 2002

15. Jiang, M., Li, J., Tay Y.-C.: Cluster Based Routing Protocol (CBRP) Internet-
Draft, draft-ietf-manet-cbrp-spec-01.txt, 1999, Work in progress

16. Sinha, P., Sivakumar, R., Bharghavan, V.: CEDAR: a Core-Extraction Distributed
Ad-hoc Routing Algorithm. IEEE Journal on Selected Areas in Communications.
Aug., 1999

17. Sivakumar, R., Sinha, P., Bharghavan, V.: Enhancing Ad Hoc Routing with Dy-
namic Virtual Infrastructures. INFOCOM ’99. Aug., 1999

18. Alzoubi, K., Wan, P.-J., Frieder, O.: Message-Optimal Connected Dominating Sets
in Mobile Ad Hoc Networks. MobiHoc ’02. Jun., 2002

19. Cai, K., Feeley, M. J., Hutchinson, N. C.: Routing Transient Traffic in Mobile
Ad Hoc Networks. TR-2006-19, Department of Computer Science, University of
British Columbia. Sep., 2006

20. Zeng, X., Bagrodia, R., Gerla, M.: GloMoSim: A Library for Parallel Simulation
of Large-Scale Wireless Networks. PADS ’98. May, 1998



Comparison of Two Self-organization and Hierarchical
Routing Protocols for Ad Hoc Networks
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Abstract. In this article, we compare two self-organization and hierarchical rout-
ing protocols for ad hoc networks. These two protocols apply the reverse ap-
proach from the classical one, since they use a reactive routing protocol inside
the clusters and a proactive routing protocol between the clusters. We compare
them regarding the cluster organization they provide and the routing that is then
performed over it. This study gives an idea of the impact of the use of recursive-
ness and of the partition of the DHT on self-organization and hierarchical routing
in ad hoc networks.

Keywords: ad hoc networks, hierarchical routing, DHT, comparison, simulation.

1 Introduction

Ad hoc networks are composed of independent terminals that communicate via wire-
less interfaces. Every mobile node can move everywhere, disappear or appear in the
network at any time. In order to allow communications between any pair of nodes that
are not within communication range, intermediate nodes need to relay the messages. A
routing protocol is thus required to provide routes between any pair of nodes in the net-
work. Ad hoc networks have been becoming very popular these last years due to their
easiness of use and deployment (no infrastructure needed). Their applications range
from the network extension to spontaneous networks in case of natural disaster where
the infrastructure has been totally destroyed, to the monitoring and the gathering of data
with wireless sensor networks. Due to the dynamics of wireless networks and the termi-
nal specificities (limited memory size and computing capacities), the routing protocols
for fixed networks are not adapted. Ad hoc routing protocols proposed in the MANET
working group at IETF1 are all flat routing protocols, with no hierarchy. If flat routing
protocols (proactive2 and reactive3 routing protocols) are quite effective on small and
medium size networks, they are not suitable for large scale or very dense networks be-
cause of bandwidth and processing overheads they generate [18,8]. A common solution
to this scalability problem is to introduce a hierarchical routing.

1 http://www.ietf.org/html.charters/manet-charter.html
2 Nodes permanently keep a view of the topology. All routes are available as soon as needed.
3 Routes are searched on-demand. Only active routes are maintained.

J. Cao et al. (Eds.): MSN 2006, LNCS 4325, pp. 25–37, 2006.
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A hierarchical routing relies on a self-organization of the network in a specific par-
tition, called clustering: the terminals are gathered into clusters according to some cri-
teria, each cluster being identified by a special node called cluster-head. In this way,
nodes store full information concerning nodes in their cluster and only partial infor-
mation about other nodes. In addition to its scalable feature, such an organization also
presents numerous advantages as to synchronize mobile nodes in a cluster or to at-
tribute new service zones. Based on this partition, different routing policies are used in
and between clusters:

(i) either proactive routing in the clusters and reactive routing between the clusters,
which is the most common approach in the literature [5,7,16],

(ii) or reactive routing in the clusters and proactive routing between the clusters [17,11].

In this paper, we study the second approach of the hierarchical routing, i.e. using a
reactive routing in the clusters and a proactive routing between the clusters. Such a hi-
erarchical routing implies an indirect routing, i.e. the routing is performed in two steps:
the look-up step that locates the destination node and the routing step to directly join it.
Such an approach for hierarchical routing seems to us more scalable and more promis-
ing than the first one. Indeed, most of the clustering algorithms found in the literature
provide a constant number of clusters when the intensity of nodes increases [4,9,15].
Thus, when the node density increases, there are still O(n) nodes per cluster and using a
proactive routing scheme in each cluster implies that each node still stores O(n) routes,
which is not more scalable than flat routing.

As far as we know, nowadays, in the literature, only two works propose this re-
verse hierarchical routing approach. They mainly differ in the self-organized structure
they provide. The first one is called the density-based protocol [11] and uses a simple
clustering structure. The second one is SAFARI [17] and uses a recursive hierarchical
clustering structure. Both protocols use a DHT to perform the indirect routing.

In this paper, we compare SAFARI and the density-based protocol to analyze the im-
pact of the use of recursiveness in the self-organization. Comparisons are lead regarding
to the clustering structure provided and the quality of each indirect routing step (look-up
and final routing). We will see that the main differences concern the stabilization time
and the way the DHT has to be implemented over the resulting clustering structure.
The remaining of this paper is organized as follows. Section 2 summarizes the indirect
routing and the DHT principles. Section 3 briefly describes SAFARI and the ”density-
based” algorithm. Section 4 presents the simulation model. The cluster organizations
are analyzed and compared in Section 5 while Section 6 provides a comparison of both
routing steps and DHT utilization. Finally, in Section 7, we discuss some improvements
and future works.

2 Indirect Routing and DHT

The goal of this paper is to compare two ways of applying a proactive routing protocol
between clusters and a reactive routing protocol inside clusters. For such a hierarchical
routing, an indirect routing is required. Indeed, a proactive routing protocol between
clusters means that, knowing the cluster of the target node, the source node is able to
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route toward this cluster without any extra information. Then, once the message has
reached the destination cluster, it can reach the target node thanks to a reactive routing
protocol inside this cluster. Nevertheless, to be able to proceed like this, the source node
has to know to which cluster the target belongs to. This routing process thus needs a
preliminary step which allows the source node to learn the location of the target node.
Routing is thus performed in two steps: a first step called look-up which allows to learn
the location of the destination and a second step which sends the message toward this
location.

The most common tool used to performed an indirect routing is the Distributed Hash
Table (DHT). It allows to share routing information over the nodes of the network. In
this way, the required memory size on each node is minimized, which allows network
scalability. A DHT uses a virtual addressing space V . Each node u of the network is
assigned a ”virtual address” V Idu ∈ V as well as a partition of this virtual space. Let
denote by Iu the partition of V assigned to node u. A hash function associates the
identifier of every node v to a virtual keyv ∈ V (one says that the id of v is hashed
into the keyv ∈ V). v will then register its location at node y such that keyv ∈ Iy .
This allows to identify some rendezvous points: y is a rendezvous point for node v. The
hash function is known by every node of the network and may then be used by a source
to identify the rendezvous point that stores the location of the target node.

The routing process used by the source to reach the rendezvous point and then the
final node is either dependent or independent of the virtual space of the DHT. In DHT-
independent routing schemes, the virtual address is not used for the routing operation.
The nodes generally know their geographical coordinates, either absolute (by using a
GPS for example) or relative, that is the location information they associate to the key.
By performing hash(target), a node u gets the geographical coordinates of a rendezvous
area A. u then applies a geographical routing protocol to join a node v laying in A and
that is aware of the geographical coordinates of the target node. From it, node u is able
to reach the destination by performing a geographical routing once more [1,2,14].

In DHT-dependent routing schemes, the virtual space of the DHT is used not only for
locating but also for routing toward the destination. The virtual address is dependent of
the location. In this way, the consistency of the routing protocols rely on the consistent
sharing of the virtual addressing space among all nodes in the network. The routing is
performed over the virtual structure. In such scenarii, a node u performing hash(w)
gets the virtual address of the rendezvous point v. From it, u routes in the virtual space
to v and obtains the virtual address of w. Thus u is able to reach w by routing in the
virtual space again. The routing scheme used is generally a greedy routing: ”Forward
to the neighbor in the virtual space which virtual address matches the best the virtual
address of the destination”. This is for instance the case of Tribe [20] or L+ [3]. The
main challenge here is to disseminate the partitions of the virtual space in such a manner
that the paths in the virtual space are not much longer than the physical routes.

In most of the proposals, both indirect routing phases (look-up and final routing)
are performed in the same way, either in the physical network (for DHT-independent
routings) or in the virtual one (for DHT-dependent routings). SAFARI uses a DHT-
dependent routing scheme. In the density-based approach, each routing step is per-
formed in a different manner. The look-up is routed by using the virtual address of
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the rendezvous point (DHT-dependent) whereas the routing toward the final destination
is performed over the physical network (DHT-independent).

There exist many ways to distribute the virtual addressing space over the nodes of
the network, as it is strongly linked to the way the routing is attended to be performed.
Each proposal introduces its own way to distribute the virtual space. As we will see
in Section 3, SAFARI and the density-based algorithm strongly differ in the way they
distribute the partitions of the DHT addressing space. In SAFARI, the self-organization
of the network and the distribution of the DHT intervals are performed simultaneously
whereas in the density-based algorithm, both steps are distinct.

3 SAFARI and the Density-Based Algorithm

In this section, we describe the two protocols we have considered: the SAFARI pro-
tocol [17] and the density-based protocol [11]. We only give the main ideas and basis
of the clustering, locating and routing steps of the two protocols. For more details,
please refer to their respective references. Both protocols pursue the same goal to offer
a network organization allowing a scalable routing. We will see that the two protocols
strongly differ in the way they self-organize the network and in the DHT implemen-
tation. The density-based algorithm computes an organization with only one level and
distributes the DHT addressing space afterward. The SAFARI heuristic proposes a re-
cursive cluster hierarchy: nodes are grouped into clusters (cells or level-1 clusters),
clusters into super-clusters (super-cells or level-2 clusters) and so on. This hierarchical
structure is built simultaneously with the DHT implementation.

3.1 Density-Based Heuristic

Cluster formation: The cluster formation is based on a metric called ”density”, pre-
viously introduced in [10]. The density of a node u is the ratio between the number of
links4 in its neighborhood (links between u and its neighbors5 and links between two
neighbors of u) and the number of its neighbors. To compute clusters, each node locally
computes its density value and periodically broadcasts it locally to its neighbors. Each
node is thus able to compare its own density value to its neighbors’ density values and
decides by itself whether it joins one of them (the one with the highest density value)
or it wins and elects itself as a cluster-head. Figure 1 illustrates the cluster formation.
Node i has elected node h as its parent. In case of ties, the node with the lowest identity
(denoted Id henceforth) wins. This is the case in Figure 1 for instance for nodes j and
f which both have the same density value but as Id(f) < Id(j), node j joins node
f . A node’s parent can also have joined another node and so on (node c joins node
b which joins node h). A cluster extends itself until it reaches another cluster and the
cluster radius is thus not defined a priori. Clusters are then identified by the Id of the
cluster-head. By performing this joining process, we actually build a directed acyclic
graph (DAG). The clustering process builds clusters by building a spanning forest of
the network. One-level hierarchy is built.

4 There is a link as soon as two nodes are within transmission range.
5 Two nodes are neighbors if there exists a link between them.
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Fig. 1. Example of trees and clusters built by the density-based algorithm. Dashed links represent
the wireless links which do not belong to the DAG, arrows represent a link in a tree directed from
a node to its parent, cluster-heads appears in white.

Distributing the DHT addressing space [11]: In the density-based algorithm, the vir-
tual space V is shared in each cluster among the branches of the trees. V is first shared
by the cluster-heads between themselves and their children, proportionally to the size of
the subtree of each of them. Then, each internal node recursively shares, between itself
and its children, the partition given by its parent, and so one, till reaching the leaves of
the trees. This step has a time complexity in O(tree length). The tree length has been
proved to be bounded by a low constant [13].

Indirect routing [11]: In the density-based protocol, the two steps of the indirect rout-
ing are not performed in the same way. The first step (look-up and registration) is routed
in the DHT space, whereas the second step is performed in the physical space. The lo-
cation of nodes is the identifier of their cluster. The hash function returns one virtual
address which exists in each cluster. Each node registers its location in each cluster, at
nodes identified by the hash function. In this way, the location of every node in the
network is contained in each cluster. The look-up can thus be performed locally in a
cluster. Routing in the DHT logical space is done by using an interval routing over the
clustering tree. Interval routing allows to minimize information routing stored at each
node. As the partition of the DHT in each tree of the DAG, the interval routing provides
the shortest paths in the tree [19]. The second step of the indirect routing is performed
in the physical space: if the source and the target node are in the same cluster, a reac-
tive routing is performed by using an energy-efficient broadcasting operation described
in [12]. Otherwise, the target cluster is reached by using the path of clusters returned by
the inter-cluster proactive routing.

3.2 The SAFARI Project

Cluster formation: SAFARI provides a l-level hierarchy of cells. It is built recursively,
based on an automatic self-selection of nodes as cluster-heads (also called drums). At
the initializing step, nodes have to wait during a random time before deciding to self-
declare themselves as level-1 drums or not. A level-i drum may decide to up or down its
level according to how far it is from other level-(i + 1) and level-(i) drums. If a level-i
drum does not hear from any level-(i+1) drum within a distance lower than a threshold
depending on i, it self-declares itself as a level-(i + 1) drum. If two level-i drums are
within a distance lower than another threshold also depending on i, only the greatest
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Fig. 2. Example of a SAFARI cluster organization. Fundamental cells have the following co-
ordinates : A=[256 387 966], B=[102 387 966], C=[071 387 966], D=[308 659 966], E=[285
659 966], F=[003 741 966], G=[593 741 966]. Nodes S and D thus have the following DART:
S =([256 387 966];[308 659 966];[285 659 966];[003 741 966]);D =([256 387 966];[102 387
966];[071 387 966];[308 659 966];[003 741 966]).

Id remains a level-i drum, the other one becoming a level-(i − 1) drum back. A level-i
drum is also a level-j drum for all 0 ≤ j ≤ i. With such a process, level-i cells are
gathered into level-(i + 1) cells and so on. Plain nodes are seen as level-0 cells and the
unique highest level cell (level-l cell) gathers all the nodes of the network. Each level-i
drum joins a level-(i + 1) drum. All level-i drums joining the same level-(i + 1) drum
belong to the same level-(i + 1) cell. The radius of each cell is bounded, according to
its level to Di hops, i being the cell level. Each level-i drum periodically emits a packet
called beacon every Ti, Ti depending on the level i. The higher the drum level, the
longer the beacon emission period. These beacons are forwarded by all nodes within
h×Di hops, h being a constant. All nodes store all the beacons they forward in a Drum
Ad Hoc Routing Table (DART). This hierarchical algorithm gives a unique ancestry for
each node. Figure 2 gives a SAFARI cluster organization that has a recursive structure.

Distributing the DHT addressing space: Contrariwise of the density-based algorithm,
SAFARI distributes the DHT virtual addressing space when building the clustering
structure. Indeed, each node is assigned a coordinate based on the drum structure. If
COORD(di) is the coordinate of a level-i drum di and PARENT (di) is the level-
(i+1) drum joined by di, we have: COORD(di) = COORD(PARENT (di)).Rand
where Rand is a uniform random number. Level-0 drums (regular nodes) are leaves
in the hierarchy and their coordinate is COORD(d0) = COORD(PARENT (d0)).
Thus, all nodes in a fundamental cell have the same coordinate. The coordinates of
the nodes form the logical Id space V of the DHT. V is shared over every node of the
network while in the density-based, V is shared as many times as there are clusters.

Indirect routing: In SAFARI, both steps of the indirect routing, i.e. the look-up and
the routing toward the final target, are performed the same way in the DHT space.
The underlying idea of the look-up process is that generally, nodes communicate more
with other nodes that are close to them. When performing hash(v), the hash function
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returns k different coordinates for each level i (2 < i ≤ l), that is k ∗ (l−1) rendezvous
points. These coordinates will be used by v to identify the nodes at which it has to
register its location and by other nodes looking for node v. Node v will register its
coordinate k times in each level-i cell it belongs to, for i ranging from 2 to l (as every
node has the same coordinate in the same level-1 cell, nodes do not register in their
level-1 cell). As node coordinates are randomly chosen by the nodes themselves, the
coordinates returned by the hash function are not necessary hold by a node. Therefore,
nodes look for nodes in their DART which coordinate is the closest to the one returned
by the hash function. A node x looking for node v first sends a look-up request in
the level-1 cells that belong to the same level-2 cell than itself by selecting the closest
coordinate in its DART (let’s say node u). If it does not find any right rendezvous point,
it looks in level-2 cells, and so on, upping the level after each look-up failure. Otherwise,
u does the same to forward the request of node x till reaching the fundamental cell of
the rendezvous node r. There, the location is stored either by the drum of this cell, or
by a node in the cell, reached thanks to a reactive routing inside the fundamental cell (it
is not clear in SAFARI). If r knows the coordinate requested, it returns them to u which
will then be able to reach x by the same way it had reached r. If r does not know the
coordinate, x reiterates the look-up process at an upper level and so on.

4 Simulation Model

We use a simulator we developed in C language that assumes an ideal MAC layer, i.e.
it does not consider interferences and packet collisions occurring at the MAC layer.
Voluntarily, we did not use a network simulator which simulates a realist MAC layer
because, as we wish to compare two network layer protocols, we do not want to be
mistaken about their performances if any problem occurs at some lower layer. Nodes
are randomly deployed in a 1× 1 square using a Poisson Point Process (node positions
are independent) with various levels of intensity λ (in such processes, λ represents the
mean number of nodes per surface unit). Every node has the same transmission range
R. There is an edge between two nodes if and only if their Euclidean distance is at
most R (derived from the Unit Disk Graph model [6]). All the given results have a 95%
- confidence interval. Both algorithms are compared over the same samples of node
distribution.

Simulation parameters: In order to fairly compare both protocols, parameters have
been tuned similarly for SAFARI and the density-based algorithms. In SAFARI, the
cell radius Di and the periods of beacon transmission Ti need to be determined for
the lowest hierarchical level i = 1 and then, upper levels parameters are computed
from it. Previous simulations of the density-based algorithm have shown that it provides
a cluster radius between 3 and 4 hops [10]. Thus, in our simulations, we have fixed
D1 = 3 in SAFARI in order to get similar level-1 clusters in both protocols. Note that
D1 = 3 is also the value set by the authors of SAFARI in [17]. Still in order to compare
both protocols, we assume that the packets exchanged in the density-based protocol
are emitted every T1 time units (period of level-1 beacons transmission in SAFARI).
In SAFARI, at the initializing step, nodes have to wait during a random time drawn
in [0..X ]s before deciding to self-declare themselves as a drum or not. For all these
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parameters, we used the same values as the authors of SAFARI, i.e. T1 = 2s, X = 5s
and a SAFARI node registers its location k = 3 times at each level.

5 Cluster Formation

In this section, we provide an analysis of the differences and similarities of both pro-
tocols regarding the cluster formation. As already mentioned, the main difference be-
tween both protocols is that the density-based algorithm provides a 1-level hierarchy
whereas SAFARI builds a recursive hierarchy of l levels. Nodes in the density-based
algorithm only use two-hop-away information (to compute their density value and then
to elect their parent) while level-i drums in SAFARI need information in their DART,
collected up to Di+1 hops. Thus, to build fundamental (level-1) clusters, nodes need
to collect information up to D1 hops. In order to fit different kinds of topologies and
environments, the radius of clusters in the density-based algorithm is not set a priori
whereas in SAFARI, the maximum radius Di of level-i clusters has to be previously
fixed (1 ≤ i ≤ l).

In the density-based algorithm, each new node entering the network checks its neigh-
borhood, computes its density value and elects its parent. The algorithm stabilizes pretty
quickly in a time proportional to the cluster radius [13]. In SAFARI, at the initializing
step, nodes have to wait during a random time before deciding to self-declare them-
selves as drums or not. Moreover, the drum selection decision is based on the DART
and thus on the beacons emitted by the drums. The stabilization time is thus linked to
the initializing random back-off and also to the beacon frequency Ti (thus T1 for the
fundamental cells).

We have compared by simulation the clusters built by both protocols. The simula-
tion model is described in Section 4. Note that, in both cases, because of the clustering
algorithms, only the node degree impacts the cluster/drum characteristics of the cluster-
ing structures6. The network expansion only impacts the number of hierarchical levels
built by SAFARI: between 3 and 4 levels for a 500-node topology with radius node
set higher than 0.1 and between 2 and 3 levels otherwise. We will see later that this
number of levels strongly impacts the stabilization time and the look-up performances
in SAFARI.

Table 1 shows the different cluster characteristics we computed for different values
of R that correspond to different values for the mean degree. In order to fairly compare
these two protocols, all these data concern only the features of the level-1 clusters for
SAFARI. The diameter of a cluster is the maximum number of hops between any pair
of nodes of this cluster. Results show that clusters present similar average character-
istics whatever the node degree (similar amount of clusters and diameters). However,
even if the average values are similar, we can note that the density-based algorithm
is much more stable as the clustering stabilization time and its standard deviation σ
shows. Note that SAFARI does not stabilize at every time. This is due to the fact that,
at the initialization step, the first drum that appears in the network is the one which
random waiting time has expired the first. The cells are henceforth built according to
the order of the waiting time periods of the nodes. As this waiting period is random, the

6 Therefore, in topologies like grid or chain, clusters features remain the same.
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Table 1. Some cluster characteristics for both metrics over a 500-node Poisson distribution and
for different values of R (which gives different values of δ)

δ 15.7 18.8 22.0
Density SAFARI Density SAFARI Density SAFARI

# clusters 11.70 16.2 10.08 12.6 8.06 11.4
Diameter 4.99 4.67 5.52 4.62 5.50 4.76
Clustering stabilization time 5.27 107.67 5.34 113.41 5.33 91.95
σ(Clustering stabilization time) 0.63 132.41 0.74 135.56 0.85 123.69
DHT stabilization time 11.29 107.67 11.52 113.41 12.07 91.95

δ 25.1 28.3 31.4
Density SAFARI Density SAFARI Density SAFARI

# clusters 7.03 9.10 6.15 8.10 5.57 7.40
Diameter 5.65 4.83 6.34 4.77 6.1 4.73
Clustering stabilization time 5.34 90.55 5.43 60.61 5.51 61.97
σ(Clustering stabilization time) 0.99 111.18 1.21 115.58 1.44 118.69
DHT stabilization time 12.02 90.55 12.29 60.61 12.51 61.97

clusters formed in the network may not be distributed in a good way, i.e. it is possible
that nodes have to up and down their levels many times before stabilizing, which may
take a long time. It is also possible that a node oscillates between two different levels
trying to respect all conditions of the level selection algorithm. As long as a node os-
cillates, the network never stabilizes. The clustering stabilization time is given in time
units in Table 1. It represents the number of steps required before the cluster formation
has stabilized. For SAFARI, results have been considered into computations only when
the algorithm converges. We can notice that, for the density-based algorithm, the node
intensity in the network does not impact the stabilization time. SAFARI is much longer
to stabilize than the density-based heuristic (between 12 and 20 times longer) and that
the clustering stabilization time of SAFARI fluctuates a lot as the standard deviation
σ(clustering stabilization time) shows.

The DHT stabilization time, also given in Table 1, represents the number of steps re-
quired before both the clustering structure has stabilized and the DHT addressing space
has been shared between nodes. Note that for SAFARI, this corresponds to the clus-
tering stabilization time as both operations are performed simultaneously. Contrarily,
the density-based algorithm needs some more steps to distribute the virtual addressing
space over each cluster. Nevertheless, note that this number of additional steps remains
low and constant as it is equal to twice the tree depth which is bounded by a constant.

6 Look-Up and Routing

In this section, we provide analysis and comparisons of the lookup and routing steps
of both algorithms. In the density-based heuristic, the look-up is performed inside a
cluster by performing an interval routing over the different branches of the clustering
tree [11]. As the cluster diameter is generally low (as seen in Section 5), the look-up
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Table 2. Comparison of SAFARI and the density-based algorithm for the routing steps

δ 15.7 18.8 22.0
Density SAFARI Density SAFARI Density SAFARI

# look-up Requests 1 1.71 1 1.82 1 1.78
Look-up Success 100% 95.70% 100% 92.20% 100% 90.90%

Look-up length 2.96 14.94 3.07 12.56 3.15 10.68
Route Length 5.69 7.28 6.67 5.87 6.37 6.17
Global Route Length 11.61 37.16 12.81 30.99 12.67 27.53

δ 25.1 28.3 31.4
Density SAFARI Density SAFARI Density SAFARI

# look-up Requests 1 1.79 1 1.58 1 1.54
Look-up Success 100% 85.80% 100% 90.50% 100% 91.00%

Look-up length 3.16 10.36 3.21 8.63 3.24 5.04
Route length 6.75 5.88 6.61 5.73 6.66 5.09
Global Route Length 13.07 26.60 13.03 22.99 13.14 15.17

step is expected to need only a few hops to reach the rendezvous point, unlike SAFARI
in which a rendezvous point may be everywhere in the network.

Moreover, if we assume a static network, the look-up in the density-based algorithm
always succeeds, which may not be the case in SAFARI. This is due to the fact that
level-i drums send their beacons to nodes in the level-i cells in the same level-(i + 1)
cell than themselves. Thus, in a hierarchy with 3 or more levels, all nodes do not receive
all beacons from all drums and do not have the same information in their DART. When
a node d (see Figure 2) wants to register, it hashes its own identifier and sends its
registration request to the node u which coordinate is the closest to the one returned
by the DHT. u will do the same to forward the request of node d till reaching the
fundamental cell of a rendezvous node h. Thus, node h is the node reached from the
DART of node d. But as nodes have different information in their DART, when a node s
locating in another level-2 cell wants to find node d, it will reach an eventual rendezvous
node n from its own DART which would not have been previously contacted by node d.
Thus the look-up fails. The bigger the number of levels of the network, the greater the
chances that a source does never find any node responsible for storing the coordinate of
the destination node.

Table 2 gives several features of look-up and routing steps for both algorithms. As
in SAFARI, if a look-up request fails, a node reiterates the look-up operation toward
another potential rendezvous node at the upper level, we give the mean number of tries
before a success (i.e. the average level a query has to visit before succeeding). This
number is given only for the look-up steps that finally find the coordinate of the des-
tination node. The mean number of needed look-ups and the look-up success ratio in
SAFARI depend on the number of hierarchical levels SAFARI built, as explained be-
fore. If 2 levels are built, every look-up query succeeds, as every node has the same
DART. The look-up route length is the mean number of hops a query has to do before
reaching the rendezvous node. As the look-up queries are routed inside a cluster in the
density-based algorithm and in the whole network in SAFARI, the look-up paths are
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Table 3. Comparison of SAFARI and the density-based algorithm

Density-based SAFARI
Hierarchy Simple Recursive
Metric density + ID Random time + ID
Cluster radius automatic fixed
Level fixed (= 1 for routing) l levels (automatic)
Convergence fast and ensured variable and not ensured
Registration Once in each cluster k ∗ (l − 1) times in the network
Lookup Success Ratio 100% Depends on the number of levels

obviously shorter in the density-based approach. The routes length is the path length of
the message from the source to the destination in the second step of the indirect routing.
The global route length is the total number of hops that a message from the source have
to do before reaching the final destination. It is the sum of twice the look-up path length
and the route length. Indeed, the query has to make a round trip before the source be
able to route toward the destination. We can also note that the look-up paths in SAFARI
are much longer than the paths in the second step of the indirect routing, which is not
the case in our approach. Note that the route length also depends on the network expan-
sion. The more expanded the network, the higher number of hops in average between
the source and the destination. For the same reasons, the look-up path in SAFARI also
depends on the network diameter, but, as the clusters are based only on local informa-
tion, they do not depend on the network diameter. Since the density-based algorithm
routes look-up queries inside a cluster, the look-up paths in the density-based algorithm
are the same whatever the network expansion. Thus, even if the look-up path is about
half of the global route, this will not be the case when the network will grow as the
look-up path length is constant. Then, in a very expanded network, the look-up path
length will become negligible before the routing path length whereas in SAFARI, the
look-up path length will remain important before the global route length. Finally, be-
cause of SAFARI stabilization problem, we did not run simulations for more expanded
networks to verify this feature.

7 Conclusion

In this article, we have compared the two only protocols proposing a hierarchical rout-
ing protocol for ad hoc networks based on a proactive routing between clusters and a
reactive routing in clusters. One of them presents a recursive hierarchical organization
whereas the other one presents a single level hierarchy. These two algorithms have dif-
ferent features that greatly impact the performances of the built structure and of the
routing. The recursive structure and the partition of the DHT in SAFARI seem to make
the routing more complex and lead to low performances compared to a simple cluster
organization and to a natural distribution of the hash table. We summarize in Table 3 the
main differences between both protocols. As we noticed, both algorithms build equiva-
lent clusters (level-1 clusters for SAFARI) in terms of diameter and size. Nevertheless,
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the SAFARI algorithm has shown stabilization failures as it can be very slow to con-
verge because of oscillation of the levels of the drums. Moreover, the look-up proposed
by SAFARI does not guarantee to find the coordinate of the destination node and, even
when it succeeds, the look-up path is much longer than the physical path from the
source to the destination, which implies latency, weakness and useless energy spent and
may lead to scalability problems. At the opposite, the density-based algorithm presents
a good behavior compared to SAFARI since it has been proved to stabilize in a low
and constant time. Moreover, the look-up queries always succeed and the look-up path
length remains low as queries are routed locally.

For future works, we intend to pursue the comparisons i) in term of message com-
plexity (ii) by evaluating the performances of this hierarchical routing in an ad hoc
environment based on a more realistic MAC layer (i.e. that takes collision into account)
and iii) by studying the behavior of each of the algorithm in the context of mobility.
Nevertheless, since even in a static and ideal MAC environment, SAFARI presents sev-
eral failures, we are not very optimistic. Finally, we also intend to compare the perfor-
mances of this kind of hierarchical routing with a classical ad hoc flat routing protocols
(like OLSR or AODV) and with a hierarchical routing using a proactive routing inside
clusters and a reactive routing between clusters.
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Abstract. Location-based multicast protocol for mobile ad hoc networks
is proposed in this paper. A network is divided into grids according to geo-
graphical location information and the grid network is divided into a high-
channel subnetwork and a low-channel subnetwork according to labels of
grids, where the destination set is divided into subsets according to its
source node. Then destination nodes are partitioned into groups by using
location information, the multicast routing is done in label order for each
group. The proposed protocol does not require the maintenance of a dis-
tribution structure(e.g., a tree or a mesh). A forwarding node only uses
information about positions of its destinations and its own neighbors to
determine next hops that packet should be forwarded to and is thus very
well suited for highly dynamic networks. Proposed protocol is scalable.

1 Introduction

A mobile ad hoc network(MANET) is self-organizing, dynamic topology network
formed by a collection of mobile nodes through radio links. Many applications of
mobile ad hoc networks rely on group communication. Communication during
disaster relief, networked games, and emergency warning in vehicular networks
is common example for these applications. As a consequence, multicast plays an
important role in mobile ad hoc networks and has received significant attention
in recent years. A number of multicast protocols for ad hoc networks have been
proposed, most of them maintain some forms of distribution structure for the de-
livery of multicast. They can be broadly classified into tree-based protocols and
mesh-based protocols. The tree-based protocols, such as AMRoute [13], MZR[3],
ADMR[6], and DRMR [15], only provide one path between a pair of source and
receiver. The union of paths to all receivers forms a multicast tree. In mesh-
based approaches, there may be multiple paths between a sender and a receiver.
This redundancy provides increased protection against topological changes. Ex-
amples of mesh-based multicast routing protocols for mobile ad hoc networks
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are DCMP[2], CAMP [4], NSMP[8], and ODMRP [9]. Performance comparison
study demonstrates that tree-based protocols have lower data packet delivery
ratio and worse composite performance than mesh-based ones in a mobile sce-
nario [11]. Knowledge about geographical positions of nodes has been used in
[12] to improve ODMRP[9] with mobility prediction and in [7] to limit flooding
when a multicast group member resides in one specific area. In dynamic source
multicast(DSM), each node floods the network with information about its own
position, thus each node knows positions of all other nodes in an ad hoc network.
A sender of a multicast packet then constructs a multicast tree from position
information of all receivers. This tree is efficiently encoded in the header of a
packet. Position-Based Multicast(PBM) [10] is a generalization of existing uni-
cast routing algorithms, which use geographic positions of participating nodes
for the forwarding of packets. The key advantage of PBM is rules for splitting of
multicast packets and repair strategy for situation where there exists no direct
neighbor that makes progress toward one or more destinations. PBM only in-
cludes all addresses of destinations in the header of multicast packets, it does not
give the strategy of organization of all destinations and the selection of neigh-
bors only depends on the distance, scalability remains open problems. A scalable
team multicast is proposed in [14].

In this paper, a geographic position-based multicast protocol is proposed, a
network is divided into grids, the proposed protocol utilizes location information
to classify a destination set and to select a host in each grid. The grid structure
is successfully used to sort a destination node set and to direct transmission of
multicast packets.

This paper is organized as follows. Section 2 presents the scheme of construc-
tion and label assignment of 2D grid; Section 3 gives a position-based unicast
routing protocol; In section 4, we present a multicast routing protocol; Section
5 concludes the paper and proposes further works.

2 Construction and Label Assignment of 2D Grid

It is assumed that each node knows its own physical location, i.e., its precise
geographic coordinates, which may be obtained by using the Global Positioning
System(GPS)[5] and whenever a node receives its own location by deploying GPS
in user terminals, it will flood its location information to all other nodes. The
location service technology will be discussed in a special paper. The geographic
area of a MANET is partitioned into 2D logical grids as shown in Fig. 1, in
which each square is called a grid zone. Each grid is a square of size d×d, where
d is side length of grids. Let r be the transmission of a radio signal. The smaller
value of d means more number of gateways in the network, which will in turn
imply a higher overhead of delivering packet and more broadcast storm. If d is
too large, the radio signal of a gateway host will have difficulty in reaching places
outside of the grid, and thus a gateway-to-gateway communication is unlikely
to succeed. Selection of d is related to r and routing protocol. In this paper, we
define the relation of d and r as r = 2

√
2d as shown in Fig. 2, which guarantees
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Fig. 1. Logical grid to partition a physical area
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Fig. 2. The relation of transmission of radio signal r with side length d of a grid

a host in a grid to reach any host in its eight neighbor grids. This is convenient
for selection of the gateway in a grid.

In this section, we will propose a label assignment scheme for grid topology
and prove that this assignment scheme will provide the shortest unicast routing
path in grid hops for any given pair of source and destination nodes. Suppose
the address of a grid in 2D region is represented by its integer coordinate (x, y),
where the lower left grid is (0, 0). Each grid u is assigned a label l(u). The label
assignment function l for an m× n grid region can be expressed in terms of the
x− and y−coordinates of grids as follows:

l(x, y) =

{
y ∗ n + x if y is even,

y ∗ n + n − x − 1 if y is odd
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Each logical grid u in Fig. 1 is assigned a label l(u). Fig. 3 shows an example
in an 6 × 5 grid region, in which each grid is represented by an integer. We
assume that every grid can communicate with its eight neighbors directly, labels
effectively divide a grid network into two kinds of sub-networks. A high-channel
subnetwork can be used to communicate from lower-labeled grids(gateways) to
higher-labeled grids (gateways), for an example in Fig. 4(a); A low-channel sub-
network can be used to pass messages from higher-labeled grids(gateways) to
lower-labeled grids(gateways), such as in Fig. 4(b). Multicast communication
will use labels for message routing. If the label of a destination zone is greater
than the label of its source zone, the multicast routing always takes place in the
high-channel subnetwork, otherwise, it will take the low-channel subnetwork.

Y
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12 13 14 15 16 17

23 22 21 20 19 18

X
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Fig. 3. 6 × 5 grid network with label

(a)High-channel subnetwork
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(b)Low-channel subnetwork

Fig. 4. The high-channel and low-channel subnetwork in 6 × 5 grid network
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3 Unicast Routing Protocol

Three major issues should be considered in designing a routing protocol, that is
route discovery, packet relay, and route maintenance. In route discovery, loca-
tion information is used to determine the quality of a route. A node in an ad hoc
network obtains its location from a system such as the Global Positioning Sys-
tem(GPS). In location-unaware protocols, the route discovery is done by a blind
flooding, it easily leads to cause broadcast storm problem. Location-based multi-
cast schemes in [7] use forwarding zones to avoid network-wide flooding, since its
forwarding zones are too large, there may still exist a lot of unnecessary flooding
packets within a forwarding zone and it does not give a solution how to select a
relay host, when a source cannot reach its destination. This problem will be solved
in this paper. We assume that a source node knows locations of all its destinations.
Location service will be discussed specially in another paper. A source node will
forward a packet to a neighbor node that is closest to its destination node. Loca-
tions of a source and its destination are used to confine the forwarding range. The
same procedure is repeated until a destination node is reached.

In unicast routing protocol, routing is performed in a grid-by-grid manner
through grid gateways. If a gateway leaves its original grid, a behavior similar
to the ’hand off’ procedure in cellular systems will take place. In this case, a
gateway passes its routing information to the next gateway. Each gateway keeps
the information of nodes in its grid zone, and has a rule to determine a node
in which grid to forward packet to. Only local information, instead of global
information, is used to forward a packet. We will consider two issues in our
protocol design, one is that as less as possible nodes are searched in each step of
message routing. Another is that a route path is as short as possible.

We assume that each source node can get the position of its destination by
location service mechanism. So a route to a forwarding zone is determined by the
location of a sender and coordinates of its destination. We define the distance
between two grids u = (x1, y1) and v = (x2, y2) as d(u, v) = max{|x1 − x2|,
|y1−y2|}, a forwarding grid is selected by computing distances between neighbors
of current grid and the grid with destination node in, then select a grid with the
minimum distance to the destination as a forwarding grid.

Let V be a set of all grids in a network. Finding a deadlock-free unicast
algorithm for 2D grid is to define a routing function R1 : V × V → V that uses
two subnetworks in such a way to avoid cycle routing. Here two grids (i0, j0) and
(i1, j1) are neighbors(8-neighbors), i.e., max{|i0 − i1|, |j0 − j1|} = 1. One such
routing function, for a source node in grid u and a destination node in grid v, is
defined as R1(u, v) = w, such that w is a neighbor grid of u, and if l(u) < l(v),
then we have the following equation:

d(w, v) = min{d(z, v) : l(z) ≤ l(v) and z is a neighboring grid of u},
or if l(u) > l(v), then we have the following equation:

d(w, v) = min{d(z, v) : l(z) ≥ l(v) and z is a neighboring grid of u}.
If more hosts satisfy the condition, we only select anyone of them.
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Fig. 5. Unicast routing in the high-channel and low-channel subnetwork of 6 × 5 grid

Unicast communication uses labels for routing. Examples of unicast routing
in high-channel subnetwork and low-channel subnetwork are shown in Fig. 5.
All possible routes from a source host in grid s (l(s) = 1) to a destination host
in grid d(l(d) = 28) in high-channel subnetwork are shown in Fig. 5(a), where
all routes are only from hosts in a low label grid to hosts in a high label grid;
All possible routes from a source host in grid s (l(s) = 23) to a destination
host in grid d(l(d) = 6) in low-channel subnetwork are shown in Fig.5(b), where
all routes are only from hosts in high label grid to hosts in low label grid. The
packet is forwarded one hop closer to its destination at each step and the route
is along the shortest path between a source and its destination in grid level.

4 Multicast Routing Protocol

For multicast routing from source node S to destination node set D, the algo-
rithm has two parts: message preparation and routing. The first part splits the
destination set for a message into more subsets in two steps. In the first step, the
destination set D for a message generated at node S is divided into two subsets
DH and DL such that DH contains all destination nodes with grid value l higher
than the grid with S and DL nodes with grid value l lower than the grid with S.
Destination nodes in DH are sorted in ascending order by using their grid label
l as a key. The same is done for DL, but in descending order. In the second step,
destination set DH and DL are divided into more groups respectively, which
depend on the distance of grids with corresponding destination nodes in DH

and DL. The second part determines the path followed by the message until all
destination nodes in each group are reached. The routing is performed by using
unicast routing protocol in the order of labels in each group. For simplicity of
presentation, a grid and the nodes in it are denoted by the same label, the dis-
tance of two nodes means the distance of two grids with two nodes respectively
in what follows.
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Algorithm 1. Multicast routing from S to destination set DH(or DL)

1. Let node dn, n = 1, 2, . . ., be nth node in DH in ascending order(or DL in
descending order). If d(d1, d2) > d(S, d2), then d1 and d2 are in different
groups, else d1 and d2 are in the same group.

2. Assume that the first n nodes in DH(or DL) have been classified into different
groups Gi, 1 ≤ i ≤ k, and let gi be the node with the maximum sequence
number(the minimum sequence number) in Gi, if d(dn+1, gi) > d(dn+1, S)
for 1 ≤ i ≤ k , then dn+1 is in new group Gk+1 and k + 1 ⇒ k, else dn+1

belongs to Gm , where d(dn+1, gm) = min{d(dn+1, gi)|1 ≤ i ≤ k} , and
n + 1 ⇒ n.

3. If n < |DH |(or n < |DL| ), then go to 2.
4. S send the packet to the first node in Gi with unicast routing algorithm,

1 ≤ i ≤ k.
5. For each Gi in parallel, let |Gi| = ki, gj ∈ Gi, 1 ≤ j ≤ ki,

For j = 1 to ki − 1
send packets from gj to gj+1 with unicast routing algorithm.

Here we will discuss time complexity of algorithm 1, we have |DH | destination
nodes. In step 1, we needs constant time O(1); the time complexity of step 2 is
k, where k is the number of groups and k ≤ |DH |. Step 2 and step 3 will repeat
at most DH times. So if |DH | = n1, the time complexity of step 2 and step 3 in
algorithm 1 is n1 +(n1 −1)+(n1 −2)+ . . .+1 = n1×(n1+1)

2 . Time complexity of
sorting DH is O(n1

2) . Total time complexity of partitioning destination nodes
DH is O(n1

2). The hops of any unicast routing in step 4 and step 5 are no
more than the diameter d of the network, so time complexity of step 4 and
step 5 is O(dn1). The total time complexity of algorithm 1 to destination DH

is O(n1(d + n1)). If |DL| = n2 , then the time complexity of algorithm 1 to
destination DL is O(n2(d + n2)).

The performance of proposed multicast routing algorithm is dependent on
location distribution of destination nodes. In order to reduce its time cost in 2D
grid, destination set DH and DL can be further partitioned. The set DH can be
divided into two sets, one contains nodes whose x coordinates are greater than
or equal to that of source node S and another contains remaining nodes in DH .
DL is partitioned in the similar manner. The algorithm 1 is used to four subset
simultaneously, the time complexity can be reduced.

Consider an example as shown in Fig. 6, where source node S is 15 and there
are 11 destination nodes in destination set D, where D = {0, 12, 35, 22, 9, 26, 31, 5
, 6, 18, 29}. DH is represented as {18, 22, 26, 29, 31, 35} in ascending order, DL

as {12, 9, 6, 5, 0} in descending order. We use algorithm 1 to DH , in step 1,
since d(18, 22) > d(15, 22), 18 and 22 belong to different groups, let G1 = {18}
and G2 = {22} ; In step 2, let dn+1 = 26, since d(22, 26) < d(15, 26), and
d(18, 26) > d(18, 15), so 26 belongs to G2, that is G2 = {22, 26} , repeat step 2
to group all destination nodes into G1 = {18, 29, 31} and G2 = {22, 26, 35}. DL

can be grouped into G1 = {12},G2 = {0, 9} and G3 = {5, 6}.
Destination nodes are in ascending order for each group in destination set

DH and in descending order for each group in destination set DL, the message
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Fig. 6. An example of partitioning destination set into different groups in 6 × 5 grid
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Fig. 7. Multicast routing in different groups in 6 × 5 grid

is routed by using unicast routing protocol for each pair of successive destination
nodes in each group. Examples of multicast routing paths are shown in Fig. 7.

5 Conclusion

In this paper, we propose a multicast routing paradigm for mobile ad hoc net-
works. The new routing scheme is based on geographical location information
of hosts, first, a network is divided into grids, and the grid network is divided
into high-channel subnetwork and low-channel subnetwork according to labels
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of grids. Second, a destination set is partitioned into two subsets by its source
node, then destination nodes in each set are classified into groups; After that, the
multicast routing for each group is done in label order for each group. The pro-
posed protocol does not require the maintenance of a distribution structure(e.g.,
a tree or a mesh). A forwarding node only uses information about positions of
destinations and its own neighbors to determine next hops that a packet should
be forwarded to and is thus very well suited for highly dynamic networks. The
proposed protocol is scalable. The performance simulation of proposed protocol
is under way by using NS-2 simulator. We will further investigate the robustness
of the multicast routing.
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Abstract. Location-based routing techniques, greedy routing and face routing, 
route data by using the location information of wireless nodes. Greedy routing 
efficiently routes data in dense networks by giving short hop paths, but it does 
not guarantee message delivery. Face routing has been designed and combined 
with greedy routing to achieve both transmission efficiency and guaranteed 
message delivery. The existing face routing algorithms mainly works on three 
types of planar graphs: Gabriel graph, relative neighborhood graph, and 
Delaunay triangulation. One major observation is that each transmission in face 
routing only can pass message over a short distance, resulting in that the 
existing face routing traverses long hop paths to destinations. In this paper, we 
present a Skip Face Routing (SFR) to reduce the face traversal cost incurred in 
the existing approaches. By using simulation studies, we show that SFR 
significantly increases routing performance.  

1   Introduction 

In location-based routing, geographical locations of networked nodes are used to 
guide data forwarding. Location-based routing and location-awareness techniques 
have been extensively studied in the literature for sensor and ad hoc networks [2-9, 
11-13, 21-25], and a summary can be found in [10, 20]. One desired property of these 
algorithms is to deliver message through short routing paths. Unit disk graph (UDG) 
is a generally accepted model for wireless ad hoc networks (or sensor networks) [5, 
15], in which all nodes have the same maximum transmission distance and this 
distance is normalized as one unit. Consequently, a network with the node set V is 
represented by a unit disk graph UDG(V), in which an edge euv exists if the Euclidean 
distance d(u, v) between u and v is not greater than one unit. 

One type of location-based routing algorithms is based on the greedy principle [2], 
that is, when a source sends data to a destination, the source forwards the data to its 
neighbor which has the shortest distance to the destination. In greedy routing, each 
transmission shortens the distance from the node holding the message to a destination, 
and the reduced distance after one message transmission is known as progress [1]. Let 
MaxP denote the average maximum shortened distance towards destinations for all 
transmissions. Two simple strategies, called most forward within radius (MFR) and 
random neighbor forwarding (RNF) [11, 12, 13], use the concept of progress, but 
without detailed descriptions at the system level. The first location-based routing, 
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Cartesian routing, was proposed in [2], and based on the greedy principle. Instead of 
using progress, compass routing [3] uses the direction angle to guide data forwarding. 
Greedy routing is proved to be an efficient algorithm for dense networks in terms of 
hop’s lengths of routing paths. However, greedy routing fails if a forwarding node 
encounters a void (a large area without node) on its routing direction, which may 
occur frequently in sparse networks and in environments with obstacles. 

To guarantee message delivery, face routing [3] has been proposed. Face routing 
partitions the graph into a set of faces along the line connecting the source node and 
the destination, and delivers messages along these faces. Face routing was later 
combined with greedy routing to improve the average-case performance (e.g., average 
path length) in the two algorithms, greedy-face-greedy (GFG) [4, 5] and greedy 
perimeter stateless routing (GPSR) [6]. For dense networks, the paths found by GFG 
and GPSR are close to the shortest hop paths. However, both the algorithms are not 
worst-case efficient. Adaptive face routing (AFR) [7] is known as the first algorithm 
that combined face routing and the greedy algorithm with a worst case guarantee. In 
the two follow up papers [8, 9], two algorithms, GOAFR and GOAFR+, were 
proposed with both asymptotically worst case optimal and average case efficient. 

Internal and shortcut-based routing (ISR) [22] differs from the preceding 
algorithms in the way of which underlying topology graphs are used in routing. In 
ISR, the nodes in the connected dominating set [26, 27] of a network topology graph 
are used to route data. ISR also introduced a skipping technique by which a node can 
skip some nodes during face traversal. However, this technique requires two-hop 
neighbor information for each node, resulting in a high transmission overhead. In 
[24], the authors proposed a Morelia test to generate a planar graph based on the 
Gabriel graph of a network with a longer average edge length. By using the graph 
obtained from the Morelia test, the average path length in face routing is reduced by 
10%. However, similar to ISR, this test needs two-hop neighbor information of each 
node. 

Face routing only works on a planar graph which is defined as a graph with no two 
edges crossing one another. For a given UDG(V), three planar graphs (sub-graphs of 
UDG(V)) are commonly used: Gabriel graph GG(V), relative neighborhood graph 
RNG(V), and unit Delaunay triangulation UDel(V). If two nodes are connected by an 
edge on a planar graph, they are called planar neighbors. In the existing face routing, 
one constraint is that each face traversal message at a node can only be forwarded to a 
planar neighbor of the node. This constraint has a major drawback as follows. 

As illustrated in Fig. 1, a source s sends data to a destination d. When v receives 
the forwarding message from s, v performs face traversal along the path v → w → x 
→ y →… to bypass the void. In the existing approaches, even though x is a direct 
neighbor of v (the dotted circle denotes the transmission radius of v in Fig. 1), the 
message is sent from v to w, and then from w to x, which uses an extra transmission 
from w to x. For networks with voids, one intuition is that these additional 
transmissions may be significant comparing with the total number of transmissions 
along routing paths. This intuition is enhanced in Fig. 2, which shows the average 
lengths of all edges in GG(V), RNG(V), UDel(V), and UDG(V), and the average 
maximum progress (MaxP) obtained from networks with different densities (specified 
by the average degree). The average edge lengths in Fig. 2 implicitly indicates the 
average distance achieved by each transmission using the existing face routing on 
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GG(V), RNG(V), and UDel(V). However, it can also be observed that the average 
lengths of edges in UDG(V) and MaxP are much larger than those in GG(V), RNG(V), 
UDel(V). This observation implies that for a face with fixed boundary length, the total 
number of transmissions required to traverse the face by using the existing approaches 
is much larger than the optimal transmission number. 

                 . 
 

In this paper, we present a Skipping Face Routing (SFR) algorithm working on GG 
to reduce the total number of transmissions associated to face traversal. The basic idea 
of SFR is to define a set of conditions by which a node can skip some intermediate 
nodes during face traversal. The major contribution of this paper is as follows: 

• In SFR, we define a set of sufficient conditions by which a node decides if it can 
skip one or more intermediate nodes in face traversal. One of desired properties of 
SFR is that each node in SFR only needs to know locations of its one-hop 
neighbors, and therefore, no additional communication overhead is required. 

• SFR can be embedded in GFG [4, 5] with minor modifications.  
• The simulation studies show that SFR can save up to 40% of the total number of 

transmissions required by the existing pure face routing algorithms. The 
simulation studies also show that GFG embedded with SFR can save up to 30% of 
the total number of transmissions required by the original GFG. 

The rest of the paper has been organized as follows. We introduce some basic 
terms and derive skipping conditions in Section 2. The detailed descriptions of SFR 
are given in Section 3. Simulation studies are presented in Section 4. Finally, we give 
some concluding remarks in Section 5. 

2   Terminology and Skipping Conditions in Face Traversal 

Planar Graphs: Face routing can only be applied on a planar graph. Let V denote a 
set of nodes in a network, and UDG(V) represent the network. To planarize a 
UDG(V), a deduced sub-graph of UDG(V), called Gabriel graph (GG), is employed. 
The Gabriel graph on a UDG(V) is defined as a graph GG(V) so that for each edge euv 

in UDG(V), euv is in GG(V) iff the circle with euv as a diameter does not contain any 
node other than u and v. For an edge euv in GG(V), nodes u and v are called Gabriel 
neighbors. Two additional planar graphs, relative neighborhood graph (RNG) and 
unit Delaunay triangulation (UDel), are also used. An RNG on UDG(V) is defined as 
a graph RNG(V) so that for each edge euv in UDG(V), euv is in RNG(V) iff there is no 
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node w ∈ V such that d(u, w) < d(u, v) and d(w, v) < d(u, v). A triangulation of a 
given node set V is a Delaunay triangulation if the circum-circle of each of its 
triangles does not contain any node of V in its interior [18]. Given a Delaunay 
triangulation of V, UDel(V) is the graph obtained by removing all edges of the 
Delaunay triangulation that are not in UDG(V). 

Faces in Planar Graphs: The edges in a planar graph partition the network area into 
a set of faces [2, 3]. There are two types of faces: interior face and exterior face. The 
former is the continuous area bounded by one or more closed edge paths. The latter is 
the unbounded area outside the network graph. In Fig. 3, the network area is 
partitioned into three faces, F1, F2, and, F3, where F3 is an exterior face. 

Face Traversing: We employ Right-Hand Rule or Left-Hand Rule to traverse a face. 
In Right-Hand Rule, a person explores a face by keeping her right hand on the walls 
(edges) and she will eventually visit all edges on the face. We define a face traversing 
method as trav(vs, vr, rule, vi), where vs is the message sender, vr is the recipient, rule 
is Right- or Left-Hand Rule, and vi is the node initiating the face traversal. For 
example in Fig. 3, starting from u, to traverse F1 by Right-Hand Rule, u sends v a 
message trav(u, v, Right, u), and v is called next visited node with respect to u by 
Right-Hand rule. When v receives this message, v sends a message trav(v, w, Right, u) 
to the node w. Repeating this step, F1 can be traversed counterclockwise. 

 

Fig. 3. Face partition and traversal 

Single Node Skipping Condition 
We discuss conditions in which a node can skip some intermediate nodes during face 
traversal. All the results in this section are obtained by using Right-Hand rule during 
face traversal and the discussion is based on GG. Similar results hold for Left-Hand 
rule too. Due to the space limitation, the proofs of all Lemmas are ignored. 

Assume that node x knows the locations of its one-hop neighbors, and a node u is 
the next traversed node of x during face traversal. From viewpoint of x, if x can skip u 
and sends the traversal message to node v depends on the two conditions as follows:  

• C1: by which x can determine if u and v are Gabriel neighbors of each other. 
• C2: by which x can determine if v is the next traversed node with respect of u. 

Let (u, v) denote the circle with the line segment connecting u and v as its 
diameter, and c(u, v) the center point of (u, v). We have Lemma 1 to answer 
Condition C1.  

 

Lemma 1: Let u and v be two neighbors of a node x. If d(x, c(u, v)) + d(u, v)/2 ≤ 1, x 
can determine whether u and v are Gabriel neighbors of each other.  
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To derive Condition C2, we define some terms as follows. For an edge euv in GG(V), 
let ⊥(euv, v) denote the perpendicular line of euv through v. ⊥(euv, v) partitions the 
network plane into two half planes (Fig. 4). Let ⊥+(euv, v) denote the half plane 
(shaded area in Fig. 4) not containing u. We have the following Lemma. 

Lemma 2: For two nodes u and v which are Gabriel neighbors of each other, u can 
not have a Gabriel neighbor located in the half plane ⊥+(euv, v). 

 
Fig. 4. Half plane of line ⊥(euv, v) in the derivation of skipping conditions 

 

Fig. 5. Two cases of the searching space (shaded areas) of u with respect to x 

Then we derive the skipping condition (Condition C2). Let (u) denote the unit disk 
centered at u, and ⎯ →⎯

ux denote a ray starting at u through x. Considering Fig. 5(a), 
assume that u is the next visited node with respect to x. Node x scans its covered area 
by rotating ⎯→⎯

ux  clockwise (keeping u stationary) until find the first encountered node v 
which is a Gabriel neighbor of u. This step is called Gabriel neighbor scan process of 

⎯→⎯
ux  performed by x (denoted by scan( ⎯ →⎯

ux , x)), and the angle ∠xuv is called scan 
angle. Then we need to find a condition by which x can determine if v is the next 
visited node with respect to u based solely on x’s local knowledge. Assume that v is 
the node obtained by using scan( ⎯→⎯

ux , x) in Fig. 5(a). We draw two lines ⊥(euv, v) and 
⊥(eux, x), and then define decision region of u (denoted by Ω(u)) as follows. 

• Case 1: If the two lines intersect at a point w within the scan angle and located in 
(u), Ω(u) is defined as the trapezium wxuv (the shaded area in Fig. 5(a)). 

• Case 2: If not the case 1, let w1 denote the intersected point of ⊥(euv, v) and (u) 
located in the scan angle ∠xuv, and let w2 denote the intersected point of ⊥(eux, x) 
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and (u) located in ∠xuv. Ω(u) is defined as the area enclosed by line segments 
w1v, vu, ux, xw2, and arc w2w1 (the shaded area in Fig. 5(b)). 

Then we give the single node skipping condition in Lemma 3 as follows. 

Lemma 3: For the nodes x, u and v shown in Fig. 5, u is the next visited node with 
respect to x, and v is the node found by the scan process scan( ⎯→⎯

ux , x). If decision 
region Ω(u) is fully contained by (x) and there is no node in Ω(u), x can determine 
by using its local knowledge that v is the next visited node with respect to u.  

Multiple-node Skipping Condition 
The preceding section gives the condition in which a traversal message skips one 
intermediate node. In many applications, nodes are densely deployed so that it is 
possible to skip over multiple nodes. Hence, we derive the multiple-node skipping 
condition for nodes with one-hop neighbor information. First, assume that a node s, 
which holds a traversal message, determines that s can skip (k – 1) nodes, and the 
traversing sequence without skipping is s → s1→ … → sk-2 → x → u. Then we obtain:  

Lemma 4: For the sequence of nodes s → s1→ s2 → … → sk-2 → x → u given above, 
let v be the node found by the scan process scan( ⎯→⎯

ux , s). Then if the decision region 
Ω(u) is fully located in (s) and there is no node located in Ω(u), s can determine by 
its local knowledge that v is the next visited node with respect to u. 

From Lemma 3, a node s can find the next skipped node s1. By using Lemma 4 
repeatedly, the node s can find a sequence of skipped nodes satisfying Lemma 4. This 
process ends if no node can be found. Then, s sends the message to the last node in 
the skipping sequence. Let SKIP denote the multiple-nodes skipping algorithm for a 
node with one-hop neighbor information and its pseudo-code is given in Algorithm 1. 

 
 
 
 
 
 
 
 
 
 

 

 

Avoidance of Infinite Loop 
SKIP may return a list containing infinite number of nodes in a special situation 
illustrated in Fig. 6. In the figure, the face is bounded by a node sequence L' = x → 
u→ v → w. However, starting at x and using SKIP, the returned sequence L will 
repeat L' infinite number of times. One solution to avoid an infinite sequence is that 
the sequence L stops adding a newly found node r when r is in L. However, this 
solution will lose a chance in which x can skip more nodes. As illustrated in Fig. 7, a  

1: Input:  a node s which holds the current traversing message 
2: Output: a list L of nodes that will be traversed from s in the visited order 
3: BEGIN 
4:     u ← the next visited node of s; x ← s;  
5:     for (true)  
6:         append u at the end of to the list L; 

7:         v ← the node found by the scan process scan(
⎯→⎯
ux , s); 

8:         if( (Ω(u)⊂ (s)) && (Ω(u) contains no node))  then { x ← u;            u ← v;}  // Lemma 4  
9:         else  break; 
10:         end if    
11:     end for      
12: END 

Algorithm 1. Multiple-nodes skipping algorithm (SKIP) for nodes with one-hop neighbor information 
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true skipping sequence is x → u → w → u → v. If using the preceding solution, x 
transmits its message to w, instead of to v. 

 
 

To avoid infinite sequences and not miss skipped nodes, a skip halting rule is given 
as follows. Let L denote the sequence found by SKIP so far, and L = s1→ s2 →…→ 
sk–1. For any two consecutive traversing node sk and sk+1 obtained by SKIP, if sk = si 
and sk+1 = si+1 for some i < k, then sk is appended at the end of L and SKIP is 
terminated.  

3   Skipping Face Routing (SFR) 

Double-Direction Face Traversal  
There are two methods to traverse a face: single-direction traversal and double-
direction traversal. In the former, Right-Hand rule or Left-Hand rule is used. The 
existing approaches use single-direction traversal (Fig. 8). On the other hand, the 
latter applies both Right-Hand rule and Left-Hand rule concurrently (Fig. 9). Single-
direction traversal has one drawback: longer face traversal time.  

 
 

Termination Condition of SFR for Double-Direction Face Traversal 
In SFR, a node involved in a face traversal uses a traversing message MSG(source, 
destination, trav(…)), where the source is the node trying to communicate to the 
destination, and trav(…) is the traversing method defined in Section 2. For example 
in Fig. 9, a traversing message sent by u is MSG(s, d, trav(u, x, Left, u)). To avoid 
traversing a face many times, each node receiving MSGs must check a termination 
condition, by which a node decides if the received MSGs can be discarded.  
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The termination condition can be stated as follows. For two Gabriel neighbors u 
and v receiving two traversing messages, if the message at u will traverse v next and 
the message at v will traverse u next, these two messages are discarded by u or v 
depending on which node transmits its traversing message first. If u transmits its 
traversing message to v first, then v discards both the messages and stops its 
transmission to u. If v transmits first, u discards both the messages. As illustrated in 
Fig. 10, a double-direction face traversal is started at a node s and the two traversal 
messages MSG(s, d, trav(v, w, Left, s)) and MSG(s, d, trav(y, w, Right, s)) reach the 
node w. According to the termination condition, w determines completion of face 
traversal and discards both the messages. 

The preceding termination condition only considers the situation in which no SKIP 
is used and will fail when SKIP is applied. As shown in Fig. 11, u sends a traversal 
message to y (skip v, w, and x), and z sends a message to v (skip y, x, and w). Since 
these two messages do not meet at an intermediate node, by using the termination 
condition, it is possible that the face will be traversed forever. We remedy this 
problem by adding a special field in each traversal message containing the list of 
nodes which are skipped by the message sender. Then a typical message of node u in 
Fig. 11 is MSG(s, d, trav(u, y, Left, vi, [v, w, x])), where [v, w, x] is the skipping node 
list between u and y. When the nodes v, w and x overhear this message, they store the 
message locally but not forward the message. Then, after v receives the message 
MSG(s, d, trav(z, v, Right, vi, [y, x, w])) from z, v can use the termination condition to 
determine whether to forward the new message. 

4   Performance Evaluation 

We compare the performance of SFR with the existing approaches by using 
simulation. The metric used in the comparison is the total number of transmissions to 
complete face traversals. Two sets of simulation results are presented for different 
algorithms. In the first set of experiments, we compare performance of two face 
routing algorithms, SFR and FACE [3], during face traversal. In the second set of 
experiments, we embed these algorithms in GFG and evaluate their performance. 

4.1   Comparison of Total Number of Transmissions in Face Routing  

The first experiment shows the total number of transmissions related to face traversal 
for two face routing algorithms: SFR and FACE. To make a fair comparison, for each 
UDG(V), FACE are applied to three planar graphs, GG(V), RNG(V), and UDel(V),  
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derived from UDG(V). FACE algorithms applied on these graphs are denoted by  
F-GG, F-RNG, and F-UDel, respectively.  

Simulation is done by using a routing-level simulator, operating on a set of 
randomly generated networks. In each sample network, nodes are randomly 
distributed in a 20 × 20 square area such that the average degree (the average number 
of neighbors for all nodes) is g. We vary the value of g to observe the relationship 
between the number of transmissions and the network density. All nodes have an 
identical transmission radius 1. These sample networks are called base networks. To 
simulate the performance of face traversal, we create a 5 × 10 rectangular void at the 
center of each base network. All the nodes in a void are removed, which guarantees 
that the average degree of the remaining nodes is unchanged in the rest of network 
area. All reported results are computed by taking the average value of 20 sample 
networks. For simplicity, we omit the collisions involved in data transmissions. 

Fig. 12 shows the total number of transmissions related to traversing the faces 
created by the rectangular voids, and Fig. 13 shows the average distance achieved by 
all transmissions. The x-axis denotes the average degree of sample networks. 
According to Fig. 12, F-UDel performs best, and followed by those of SFR, F-GG, and 
F-RNG in a decreasing order. In addition, we have the following comparison results. 

  
 
 
 
 
 
 
 
 
 

 

Comparison between SFR and F-GG 
In sparse networks (g = 10), SFR reduces approximately 25% of the total number of 
transmissions required by F-GG. In dense networks (such as g = 45), these reduction 
percent of SFR comparing with F-GG can be up to 40%. Since each node, performing 
SFR and F-GG, requires its one-hop neighbor information only, SFR has the exact 
performance gain stated above comparing with F-GG. In addition, F-RNG performs 
worst among all these approaches. This is because RNG is a sub-graph of GG and 
RNG is sparser than GG in terms of the edge density. 

 

Comparison between SFR and F-UDel 
F-UDel reduces 15% to 30% of the number of transmissions of SFR in networks with 
various densities. However, UDel(V) can not be constructed locally. By other words, 
the construction of UDel(V) requires global knowledge of the network topology, and 
the construction cost is therefore very high (not realistic). A localized Delaunay 
triangulation LDel was proposed in [16] with a construction cost no more than (37q + 
13p + 100)n bits data transmission, where p is the number of bits to represent a node 
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location, q is the number of bits to present a node ID, and n is the total number of 
nodes in the network. Meanwhile, LDel does not have non-trivial upper bounds on 
maintaining LDel(V). Since the constructed graph of LDel is very similar to UDel(V), 
we use its construction cost as an achievable cost to construct UDel(V). On the other 
hand, SFR only requires (p + q + 1)n bits data transmission to construct GG(V), which 
is much smaller than the construction cost of UDel and LDel. 

From Fig. 12, we observed that the higher the network density is, the larger the 
percentage of saved transmissions can be achieved by SFR. The transmission 
distances of F-GG and SFR decrease when the network density increases. This 
observation results in the positive slopes of the F-GG and SFR curves in Fig. 12. 

4.2   Comparison of Total Number of Transmissions in GFG Routing 

In the second set of experiments, we embed the face routing algorithms discussed in 
Section 4.1 in GFG routing [4, 5] and evaluate their performance. GFG routing 
switches between two modes: greedy mode and face mode. The currently adopted 
algorithm in face mode is FACE [3]. Therefore, we compare SFR embedded in GFG 
routing with the original GFG. Similar to the notations of the algorithms in Section 
4.1, in this section, we use SFR, F-GG, F-RNG, and F-UDel to denote the GFG 
routing embedded with these five algorithms, respectively.  

Simulation is performed on a set of sample void networks generated from the base 
networks stated in Section 4.1. To simulate the performance of GFG routing, for each 
base network with a fixed average degree, we randomly place m number of 1.5 × 1.5 
square voids within the network area, and all the nodes in the voids are removed. The 
value of m is varied from a list {10, 15, 20, 25, 30, 35, 40}. Fig. 14 shows Gabriel 
graphs of three sample void networks with 15, 25, and 35 voids, generated from three 
base networks with g = 10. Using these void networks is because in practical 
applications, due to node mobility and existence of obstacles, the networks shown in 
Fig. 14 are more realistic than networks with uniformly distributed nodes.  

 
 
 
 
 
 
 
 

 

Fig. 14. Void networks generated from base networks with average degree 10 

For each void network, we randomly select 100 source-destination pairs, perform 
the five GFG algorithms for these node pairs, and record the total transmission 
number. The experimental results are shown in Fig. 15 for networks with different 
void number and different density. All reported results are computed by summing up 
the total transmission numbers generated by 10 sample void networks.  

Since all the compared algorithms perform the same algorithm in greedy mode, the 
differences of total transmission numbers among these algorithms are generated from 
the transmissions associated to face mode. According to Fig. 15, performance of  

(a) Network with 15 voids (b) Network with 25 voids (c) Network with 35 voids 
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F-UDel is superior to all other algorithms, and followed by SFR, F-GG, and F-RNG. 
In addition, we have following observations.  
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Fig. 15. Total number of transmissions in GFG embedded with four algorithms 

First, in sample networks with a small number of voids, the performance gain of 
SFR is not significant comparing with F-GG. This is because the total number of 
transmissions is dominated by the transmissions in greedy mode, which are same 
for all compared algorithms. Second, for void networks generated from the base 
networks with a fixed average degree, the larger the number of voids in the 
network, the higher the performance gain can be obtained by using SFR. The 
reduced transmissions by using SFR can be up to 30% of the total transmission 
number of SFR-GG. Third, network density has no significant impact on the 
relative ratio between the total transmission numbers of two compared algorithms, 
but has a significant impact on the total transmission numbers for each algorithm. 
The higher the density of a base networks, the smaller the total number of 
transmissions required by each algorithm. 

5   Concluding Remarks 

Face routing has been designed to guarantee message delivery and played an 
important role in wireless ad hoc and sensor networks. The existing face routing 
algorithms have a major drawback: longer traversal paths. This drawback is caused by 
the short average transmission distance among Gabriel neighbors or RNG neighbors. 
Even though face routing applied on unit Delaunay triangulation traverses a face with 
a relative long average transmission distance, the construction and maintenance cost 
of unit Delaunay triangulation is very high. 
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In this paper, we propose a face routing techniques, Skipping Face Routing (SFR), 
to overcome the problem in the existing approaches. In SFR, each node knows the 
locations of its one-hop neighbors only. According to the simulation studies, SFR 
outperforms the existing face traversal approaches in terms of total number of 
transmissions. For dense networks, the reduced total number of transmission by using 
SFR can be up to 40% of the total transmissions in the existing approaches on Gabriel 
graph. Furthermore, SFR can be embedded in GFG routing and have significant 
performance gain (up to 30% transmission saving) comparing with the existing GFG 
in networks with a large number of voids. 
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Abstract. Wireless sensor networks have attracted great attention in research 
and industrial development due to their fast-growing application potentials. 
Most of the existing geographic routing algorithms for wireless sensor networks 
are based on maintaining one-hop neighbors on the sensor node, leading to a 
well-known void problem. In this paper, we demonstrate that we can improve 
routing performance by storing more neighbors (called spatial neighbors) on 
the sensor nodes so as to avoid the void problem. We propose a neighborhood 
discovery algorithm and a neighborhood maintenance strategy to collect and 
maintain the spatial neighbors for each node. Based on the spatial neighbors on 
each node, we propose an Anti-Void Geographic Routing algorithm. Simulation 
results show that the AVGR routing algorithm outperforms the typical routing 
algorithm GPG/GPSR, especially in networks with more voids. 

1   Introduction 

A Wireless Sensor Network (WSN) consists of a collection of communicating nodes, 
which are placed across a distributed geographical area. Each node is incorporated 
with one or more sensors for measuring parameters or identifying control states in the 
environment, collecting real-time data, or extracting value-added information to the 
sink nodes. This new kind of networks exhibits a number of advantages over tradi-
tional sensing methods and is becoming increasingly popular in military applications 
and other risk-associated applications[1]. 

A popular routing algorithm for WSNs that has been widely studied is geographic 
routing[2,3,4]. In a geographic routing scheme, a source node knows the location of the 
destination node, either by acquiring it from a GPS device[3] or a location service[5], or 
by computing it using a hash function in a data-centric storage scheme[6]. Each node 
in the WSN maintains the information of its neighbors by adopting Neighborhood 
Discovery Protocol. Data packets are greedily forwarded to the neighbor node which 
is closer to the destination than the current node. This process is repeated until  
the packet reaches the destination. In a non-localized routing algorithm, each node 
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maintains an accurate description of the overall network topology to compute the next 
hop, so that the routing path with global minimal hop count can be found. However, 
considering the scalability and pragmatic issues of a large WSN with an arbitrary 
number of nodes, each node decides the next hop based only on its one-hop neighbors 
(localized information) in most of the existing routing algorithms[2,3,7,8]. Thus, the 
aforementioned geographic greedy forwarding process might suffer from the so called 
void problem, that is, a packet gets stranded at a node whose one-hop neighbors are 
all further away from the destination. 

Since the geographic routing algorithms explore the geographic greedy forwarding 
process in the neighbor list of each node, existence of more neighbors for each node 
might increase the chance to avoid the void problem. In this paper, we demonstrate 
that we can avoid the void problem of the traditional geographic routing algorithms 
by maintaining the information of the spatial neighbors (defined in Section 3) other 
than one-hop neighbors on each node, while only increasing the storage and memory 
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edges and vertices of the communication graph of WSN, respectively.  
The contribution of the paper is threefold. First, we introduce the definition of the 

spatial neighbor of a node and construct an efficient neighborhood discovery algo-
rithm and an efficient neighborhood maintenance strategy. Second, we propose the 
AVGR algorithm with two greedy packet forwarding strategies and AVGR can im-
prove the performance of the geographic routing by avoiding the void problem. Third, 
we conduct simulation studies in NS2[9] to evaluate the performance of our routing 
algorithm and compare it with GPG/GPSR algorithm. Our simulation results indicate 
that AVGR always outperforms GPG/GPSR, especially when there are more topology 
voids in the network. In some cases, the hop count of the routing path found by 
AVGR is only half of that found by GPG/GPSR. 

The remainder of this paper is organized as follows. Section 2 introduces the re-
lated work of geographic routing algorithms. Section 3 presents some preliminary 
definitions and observations of our AVGR algorithm. In Section 4, we construct the 
spatial neighborhood discovery and maintenance algorithm and propose our AVGR 
algorithm. In Section 5, we conduct simulated experiments to evaluate the perform-
ance. Finally, we conclude the paper briefly and outline some of our future research 
directions. 

2   Related Work 

The early proposals of geographic routing algorithm, suggested about a decade ago, 
purely adopted the geographic greedy forwarding process[10,11,12]. Thus, when suffer-
ing the void problem, these routing algorithms could not guarantee the messages be 
delivered to the destination.  

To overcome the limitation of the early algorithms, there have been later sugges-
tions to guarantee the message delivery[2,13]. In literature [13], the authors proposed 
the first geographic routing algorithm called Face Routing, which does guarantee 
delivery. Face Routing proceeds towards the destination by exploring the boundaries 
of the faces of a planarized network graph, employing the local right hand rule (in 
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analogy to following the right hand wall in a maze). Face Routing guarantees to reach 
the destination after O(n) steps, n being the number of network nodes. However, if n 
becomes very large, Face Routing may be very in-efficient because the hop count of 
the routing path may be very large. To improve the performance of Face Routing, 
Bose et al. [2] described a Greedy-Face-Greedy (GFG) algorithm that guarantees de-
livery of messages in MANETs. The transformation of this algorithm into a protocol 
named Greedy Perimeter Stateless Routing (GPSR) was later presented by Karp and 
Kung[3]. GFG/GPSR combines both the geographic greedy forwarding process and 
the right hand rule. It can switch between two of them when necessarily. GFG/GPSR 
also provides delivery guarantees and is somewhat more efficient in the average case 
than Face Routing, though it does not outperform Face Routing in the worst case. 
Literature [14] studied the geographic routing issues and proposed a Distance Updat-
ing Algorithm (DUA) in a relaxed environment, where all the sensor nodes need to 
send packets to a common specified sink node. DUA replaces the right hand rule by 
distance upgrading and eliminates the void problem, so that it can find routing path 
with smaller hop count than GFG/GPSR. However, DUA is not flexible enough to 
support the typical sensor network application in [15]. Our Anti-Void Geographic 
Routing algorithm is related to the routing algorithms above.  

3   Preliminaries 

In this section we introduce some preliminary definitions and observations for our 
AVGR algorithm. The key contribution of AVGR algorithm is that we can avoid the 
void problem based on the spatial neighbors (to be discussed in Section 3.3) of each 
sensor node. Since the definition of spatial neighbor relies on some other definitions, 
we will introduce them one by one. 

3.1   Planarized Graph 

Because the concept of the face (to be discussed in Section 3.2) is defined on a planar 
graph that has no crossing links, we assume the sensor network is planar. Although a 
randomly deployed WSN may not be planar, we can planarize the network graph by 
using the Gabriel Graph (GG) [17], the Relative Neighborhood Graph (RNG) [18], or 
Restricted Delaunay Graph (RDG) [19]. These graph constructs provably yield a con-
nected, planar graph so long as the connectivity between nodes obeys the unit-disk 
assumption. Without loss of generality, we adopt GG graph in our cases. 

A sensor network can be modeled as a graph G=<V, E, E’>, where V represents the 
set of all the sensor nodes, and E represents the set of all the edges between two nodes 
when they are within each other’s communication range, and E’ represents the set of 
all the edges that after the graph being planarized.  

Definition 1. Two nodes u, v are mutually called one-hop neighbors if and only if 
Evue ∈Δ ),( . Denoting )(eδ  as the set of the two vertices of edge e, given node u, the 

one-hop neighbors of u can be defined as 
( )

}{)()(
}{)()(

ueuHN
ueEe

−=
≠∧∈ φδ

δ . 
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Definition 2. Two nodes u, v are mutually called planar neighbors if and only if 
'),( Evue ∈Δ . Denoting )(eδ  as the set of the two vertices of edge e, given node u, the 

planar neighbors of u can be defined as 
( )

}{)()(
}{)()( '

ueuPN
ueEe

−=
≠∧∈ φδ

δ . 

Observation 1. Since the planarization of WSN does not change the unit-disk as-
sumption, we have EE ⊆' . 

Observation 2. Planarization of WSN may increase the hop count between one-hop 
neighbors. 

In a planar graph, denoting ),( vud  as the minimal hop count between any two nodes, 

we have 1),( =vud if and only if '),( Evu ∈ . For any Evu ∈),(  but '),( Evu ∉ , we have 

1),( >vud . Taking the GG graph in Fig.1 as an example, all the four nodes are in the 

communication range of each other. However, edge ),( CA  is removed to eliminate 

the crossing links. As a result, even though A, C are mutually one-hop neighbors, 
their hop count 2),( =CAd . 

    

                          Fig. 1. The GG graph                        Fig. 2. Faces in a planar graph 

3.2   Faces of a Graph 

In order to clarify the definition of the face of a graph, we introduce the notation for the 
right hand rule first. We note three nodes v1, v2, v3 fulfilling the right hand rule as 
Right(v1, v2)=v3, where Vvvv ∈321 ,, , and v3 is the first planar neighbor of v1 that inter-

sects with the counter-clockwise rotating radial centered at v1 and started from 21vv . 

Definition 3. A sequence of nodes ),,...,,( 121 nn vvvvf −=  is called a face if and only if: 

(1) 11,),( '

1 −≤≤∈+ niEvv ii ; (2) '

1 ),( Evvn ∈ ; (3) 21,),( 21 −≤≤= ++ nivvvRight iii ; 

(4) 11),( vvvRight nn =− and 21 ),( vvvRight n = . 

For instance, in the planar graph as shown in Fig. 2, node P only has one face and A 
has three adjacent faces. Node that the boundary node M of the network has two adja-
cent faces. One of them is the inner face formed by nodes M-L-K-O-A-N-C. The other 
one is the out face formed by nodes M-C-D-E-F-G-H-I-J-K-L. 
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Definition 4. Two nodes are mutually called face neighbors if and only if they are on 
the same face. Denoting Γ  as all the faces in the planar graph and )( fσ  as the set of 

all the nodes on face f, given node u, the face neighbors of u can be defined as 

( )
}{)()(

}{)()(
ufuFN

uff
−=

≠∧Γ∈ φσ
σ . 

Observation 3. The geographic greedy forwarding process can avoid the void prob-
lem by using the information of the face neighbors. 

Taking Fig. 2 as an example, suppose node A need to send data packet to node F. Based 
on the information of one-hop neighbors, A greedily forwards the packet to P, which is 
the nearest to F among the one-hop neighbors of A. However, when the packet is for-
warded to P, there comes the void problem that there is no one-hop neighbor of P closer 
to F than P itself.  As a result, the routing path found by GPSR is A-P-A-O-J-I-H-G-F, 
which is 8 hops. On the other hand, by adopting the definition of face neighbors, we can 
see that F is the face neighbor of A, and there is no void between A and F. If A has 
maintained the information of its face neighbors, it can directly forward the packet to F 
along a shorter side of the face A-B-C-D-E-F. which is only 5 hops.  

Observation 4. Combing the one-hop neighbors of a node together with its face 
neighbors can reduce the hop count of the routing path. 

As we have explained in the above example, based on the information of the face 
neighbors we can find a 5-hop routing path from A to F. However, node C is one-hop 
neighbor of node A. We can short cut the path directly from A to C other than trace 
along the reversed face A-B-C, further shortening the routing path to 4 hops. 

3.3   Spatial Neighbors 

Learning from the properties in Observation 3 and Observation 4, we define the spa-
tial neighbors of a node by combining its one-hop neighbors with its face neighbors 
as follows. 

Definition 5. The spatial neighbors of a node u can be defined as =)(uSN  

( ) ( )
}{)()()()(

}{)()(}{)()(
ufeuFNuHN

uffueEe

−=
≠∧Γ∈≠∧∈ φσφδ

σδ . 

In literature [16], the authors also proposed a definition for spatial neighbors. How-
ever, their definition is different from ours. The spatial neighbors defined here in-
clude both the one-hop neighbors and face neighbors. Therefore, they have good 
properties of Observation 3 and Observation 4. We can construct routing algorithm 
based on our spatial neighbors to avoid the void problem and reduce the hop count of 
the routing path. 

Observation 5. The average number of one-hop neighbors for a node is )
2

(
v

e

n

n
O , 

while that of its spatial neighbors is )
2

4
(

+− ve

e

nn

n
O , which is acceptable for a 
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localized routing algorithm. The parameters ne and nv are the numbers of edges and 
vertices of the communication graph of WSN, respectively.  

It is obvious that the average number of one-hop neighbors of a node equals to its 

average node degree, which is )
2

(
v

e

n

n
O . As is proved in 16, the average size of a face 

is )
2

2
(

+− ve

e

nn

n
O , and the average number of spatial neighbors is 

)
2

2

2
(

v

e

ve

e

n

n

nn

n
O ⋅

+−
, which can be simplified as )

2

4
(

+− ve

e

nn

n
O . 

4   Anti-void Geographic Routing 

In Section 4, we introduce all the components of our AVGR algorithm, including 
spatial neighborhood discovery, spatial neighborhood maintenance, and packet for-
warding strategies. 

4.1   Spatial Neighborhood Discovery 

The spatial neighbors of a node are composed of one-hop neighbors and face 
neighbors. The purpose of the spatial neighborhood discovery process is to identify 
all these two kind of neighbors. Since the one-hop neighbors can be easily identified 
by exchanging beacons with immediate neighbors once, we focus on the process for 
face neighborhood discovery.  In order to reduce the communication overhead of the 
face neighborhood discovery process, we adopt a two-stage method. First, an initiator 
node is elected by a distributed leader election algorithm to initiate the discovery 
process. After that, the initiator node will create the discovery message to discover the 
neighborhood for all the nodes on the same face. 

Applying the Gabriel planarization method[17], each node v not only knows who 
their one-hop neighbors are, but also who among them are its planar neighbors. 
Adopting the right hand rule on the planar neighbors of each node, we can identify 
all the faces in the planar graph. We assume that there are no two sensor nodes lo-
cated at the same coordinates. Therefore each node can be uniquely identified by its 
coordinates. By adopting the distributed leader election algorithm in each ring or on 
each face[20], we can elect the left-down most node as the initiator node to initiate the 
face neighborhood discovery process. That is, the node on a face with the minimal x-
coordinates is the initiator node; if there are more than one node with the minimal x-
coordinates, the node with minimal y-coordinates is the initiator node. 

The elected initiator node creates a discovery message and the discovery message 
is forwarded by each node on the face adopting the right hand rule. As the discovery 
message traverses the face, the coordinates of the nodes it has traversed are added to 
the message. After the discovery message finishes traversing the face, all nodes’ loca-
tions on the face are collected and the complete discovery result traverses the same 
face another time to inform every node on the face. Then the node can obtain the 
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information of all its spatial neighbors by combing all its one-hop neighbors and face 
neighbors. 

The spatial neighborhood discovery process is executed only once as soon as the 
sensor network is deployed. Even though the topology of the sensor network is dy-
namic and the spatial neighbors of each node may keep changing, we can construct 
an efficient spatial neighborhood maintenance mechanism so as to localize the updat-
ing of the spatial neighbors. We introduce the spatial neighborhood maintenance 
mechanism in the following part. 

4.2   Spatial Neighborhood Maintenance 

Although in most cases the sensor nodes are not mobile, we cannot assume that the 
spatial neighbors of each node will stay constant all the time. This is due to the inher-
ently dynamic nature of sensor networks, involving node failures, new nodes joining 
the network, etc. In this section, we discuss how to effectively maintain the spatial 
neighbors of each node without global information exchange. 

Similar to other geographic routing algorithms, every node in AVGR periodically 
broadcasts a beacon packet to its neighbors. This periodic beaconing is used for ex-
changing location information between neighbors. Authors of [7] argue that the bea-
coning rate can be very low when nodes inside the sensor network are stationary or 
slow moving. Moreover, piggybacking[2] methods can also be exploited to reduce this 
beacon overhead. In AVGR, each node keeps an ExpireTime parameter for each one-
hop neighbor to timeout this neighbor. If the beacon of any one-hop neighbor can not 
be heard after a certain timeout, it will be removed from the one-hop neighbor table. 
If the beacon of a new one-hop neighbor is heard, it will be added to the one-hop 
neighbor table. 

Whenever a changed node joins or leaves the network, the appearance or disap-
pearance of its periodical beacons will inform its one-hop neighbors, called influ-
enced nodes. Then the spatial neighbors of all the influenced nodes should be re-
discovered. This operation can be described in a three-step manner. Firstly, the influ-
enced node re-computes its planar neighbors based on the new one-hop neighbors. 
Secondly, if the planar neighbors of the influenced node get changed, the influenced 
node sends a probing message to repair the broken face. Note that, in order to reduce 
the overhead of this repairing operation, the probing message is forwarded towards 
the direction of the changed node by adopting the right hand rule or contradictory 
right hand rule. Finally, when the face gets repaired, the left-down most influenced 
node on the face will act as the initiator node to forward an updating message adopt-
ing the right hand rule. When the updating message has toured around the face, the 
face neighbors of each node have been refreshed. Fig. 3 illustrates the spatial 
neighborhood maintenance process when node B is eliminated from the graph. 

As Fig. 3 shows, we assume that node B leaves the network. Node D, C, M, N, A 
are all one-hop neighbors of node B, and they are all influenced nodes. However, only 
the planar neighbors of node C, N, A get changed. Both node A and node C find that 
the original face A-P-A-O-J-I-H-G-F-E-D-C-B is broken. As the dashed arrows show, 
both of them send out a probing message towards the direction of node B to repair the 
face. As a result, node A sends out the message by adopting the contradictory right 
hand rule while node C sends out the message by adopting the right hand rule.  
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Because node A is on the left of node C, when A gets the probing message from node 
C, it will initiate the updating message to tour along the path P-A-O-J-I-H-G-F-E-D-
C-N-A. Note that, even though the planar neighbors of node N also get changed and 
the face N-A-B and N-B-C are broken, there are no other planar neighbors for node N 
to repair the broken face. As a result, no probing message is initiated by node N, and 
the information of face N-A-B and N-B-C can be deleted. 

 

Fig. 3. Spatial neighborhood maintenance process when node B is eliminated from the graph 

As is described above, when a node joins or leaves the network, the topology up-
dating message only needs to be forwarded to a small part of all the sensor nodes. The 
number of nodes involved in the spatial neighborhood maintenance process is propor-

tion to the number of spatial neighbors of the node, which is )
2

4
(

+− ve

e

nn

n
O  in aver-

age. We can conclude that our spatial neighborhood maintenance strategy is efficient 
and does not need global periodic broadcasts. 

By adopting the spatial neighborhood discovery and spatial neighborhood mainte-
nance process, we can temporally store the local topology information on each node. 
Next we will discuss how to make use of this local topology information to effec-
tively forward the packet to the destination. 

4.3   Greedy Forwarding 

As we have introduced in section 3, spatial neighbors of each node have many good 
properties. Taking full advantage of the spatial neighbors leads to great improvement 
of our AVGR routing algorithm. We discuss the packet forwarding strategies in this 
section and introduce the improved performance of our AVGR algorithm by simula-
tion results in section 5. 

In order to clarify the greedy forwarding process, we give some notations first. 
Suppose there is a node u that has a packet to be forwarded to a destination. Learned 
from Observation 3, node u should lookup its spatial neighbors to find the node v, 
which has the shortest Euclidean distance to the destination node. Because the face 
information is maintained on node u, it is easy for node u to find the minimal hop 
count path from u to v, noted as uvP . Learned from Observation 4, path uvP  should be 

short cut as uvP
~

 if possible. Noting node w as the next hop for node u in the path uvP
~

, 

then node u has the following two different greedy forwarding strategies: 
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Greedy 1: Just forward the packet to node w. 
The basic idea of this forwarding strategy is to forward the packet to the face that 

contains the spatial neighbor closest to the destination. This process is repeated until 
the packet gets to the face containing the destination. Finally, the packet is forwarded 
along the minimal hop count path on the face to the destination. 

Greedy 2: Forward the packet directly to node v along the path uvP
~

. 

The basic idea of this forwarding strategy is to directly forward the packet to the 
spatial neighbor closest to the destination. This process is repeated until the packet 
finally gets to the destination. 

Since it is hard to tell which is better between Greedy 1 and Greedy 2, we will 
evaluate them by simulations in the next section. 

5   Simulation Results and Evaluation 

In this section, we present the results of our simulation study. We evaluated the 
performance of our AVGR algorithm and made a comparision with GPSR[21]. The 
performance of the routing algorithm is mearsured by the hop count of the routing 
path. We also investigated the effects of some parameters such as the communication 
distance from the source node to the destination node and the node density. 

In our simulation, the sensor nodes are distributed in a region δ, according to the 
uniform distribution. A communication graph is generated under the assumption that 
all the nodes have the same transmission range ρ. A summary of the communication 
and sensor network parameters and their default values is presented in Table 1. 

Table 1. Parameters of communication and sensor network 

Parameter Symbol Default value 
Coverage of sensor network δ 500 by 500 
Number of sensor nodes N 200-500 
Transmission range ρ 50 
Communication distance D 200-400 

We simulated different kind of routing algorithms and strategies, including GPSR, 
GREEDY1, GREEDY2, and OPTIMUM. Both GREEDY1 and GREEDY2 are 
AVGR oriented algorithm with packet forwarding strategy Greedy 1 and Greedy 2 
separately. In OPTIMUM, the routing path is the minimal hop path found by global 
flooding in the overall network. Because global flooding is very expensive in 
distributed systems, it is not practical in a real sensor network. We just use the 
performance of OPTIMUM as a benchmark for comparison. We generate 30 
connected network instances for each simulation and spawn 100 communications in 
each network instance. The average performance for each communication in each 
network topology is measured and the overall performance is obtained as an average 
over all the 30 topologies. In order to evaluate the performance of the routing 
algorithms under the condition with different topology voids, zero to two artificial 
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voids are randomly placed in the area. The artificial void is a rectangular with a 
default area size of 50 by 100. All the node in the void are eliminated from the 
network. 

5.1   Impact of Communication Distance 

The first set of simulated experiments aims at evaluating the performance of the rout-
ing algorithms with different communication distance D. The communication distance 
is the Euclidean distance between the source and the destination, and it reflects how 
far it is from the source node to the destination node. In order to make the communi-
cation distance controllable, for each communication we temporarily add distance-
specified source node and destination node pair into the network. In this experiment, 
we fix the number of sensors N to 300. The results are depicted in Fig. 4. 

 
Fig. 4. Performances according to different communication distance 

From Fig. 4, it is obvious that AVGR always outperforms GPSR, especially when 
adopting the Greedy 2 forwarding strategy. The Greedy 2 forwarding strategy is better 
than the Greedy 1 forwarding strategy. Fig. 4(a) shows that even though there is no 
artificial void, AVGR also performs better than GPSR when the communication dis-
tance is increasing. This is because the topology void inevitably exists due to the 
randomly deployed sensor nodes. As the communication distance D increases, it is 
more likely to meet with a void when forwarding a packet from the source node to the 
destination node. Combining the results of Fig. 4(b) and Fig. 4(c), we can conclude 
that GPSR performs very poor in case of topology voids. However, AVGR-
GREEDY2 performs much better than GPSR by avoiding the void problem under the 
condition that there are more topology voids. 

5.2   Impact of Node Density 

Since the topology of the sensor network is affected greatly by the node density, we 
investigate how the node density will affect the performance of the routing algo-
rithms. In this experiment, the distance of each two communication nodes is fixed to 
300, and varying the number of nodes N, and hence node density. The results are 
depicted in Fig. 5.  

From Fig. 5, it is obvious that AVGR still always outperforms GPSR. GPSR is very 
density sensitive. In the case that there are two artificial voids in a 200-node sensor 
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network, the routing path found by GPSR is two times longer than that found by 
AVGR-GREEDY2. That is because, the lower the node density is the more the topol-
ogy voids might come into being. However, when the node density is large enough, 
both GPSR and AVGR perform closely to OPTIMUM. This is reasonable, because 
when there are enough nodes, any kind of greedy routing algorithm will get enough 
nodes to make a decision to choose a more suitable next hop for packet forwarding. 
Summarized from all the three figures in Fig. 5, AVGR-GREEDY2 performs nearly 
the same even though there are more topology voids. This once again proves that 
AVGR can avoid the void problem, and it is more suitable than GPSR for WSNs with 
low node density. 

 
Fig. 5. Performances according to different node density 

6   Conclusions 

This paper proposed a new geographic routing algorithm that can avoid the void 
problem of existing routing algorithms for WSNs. It produces more efficient routing 
paths than the traditional GFG/GPSR algorithm. Furthermore, No global periodic 
broadcasts are required to maintain the routing paths. The algorithm can respond to 
topology changes instantly with localized operations. Our future research work 
include more efficient data structure for the spatial neighbors and more efficient 
neighbor lookup algorithm for the AVGR algorithm. 
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Abstract. The correctness of a routing protocol consists of two kinds of
properties: safety and liveness. Safety properties specify that every route
found by the protocol is well formed, while liveness properties specify
that useful routes will eventually be found and data messages be eventu-
ally delivered to recipients. Many safety properties for routing protocols
have been verified; however, the verification of liveness properties was
overlooked. This paper stresses the importance of liveness properties of
routing protocol and presents a formal verification of the DSR (Dynamic
Source Routing) protocol dealing with both safety and liveness proper-
ties. The results are checked with Isabelle/HOL/Isar.

1 Introduction

DSR[1] is a MANET (Mobile Ad hoc Network) routing protocol. MANET is
a kind of wireless network in which nodes cooperate by forwarding messages
to each other so that communication beyond transmission range is achieved.
Since MANET is completely self-organizing and self-configuring with no need of
existing network infrastructure, its protocols tend to be complicated and formal
verification of these protocols is indispensable.

There are a number of formal verifications for MANET routing protocols[2–6].
As shown in Table 1, none of these researches covers liveness properties, and all
of them can only deal with network with limited number of nodes.

Although being difficult to prove, liveness properties are important for MANET
routing protocols. The liveness property proved in this paper is of the following
form: ?σ |= �♦?P ↪→ �♦?Q, in which ?P specifies the moment when a data mes-
sage is sent and ?Q specifies the moment when the data message is received. The
liveness property means: if a data message is sent infinitely often, then it will be
received infinitely often. The establishment of this liveness property assures peo-
ple that the routing protocol will never enter a trap in which no data message can
be delivered.

This paper contributes by presenting a formal verification of the DSR protocol
dealing with both safety and liveness properties. The liveness result is obtained
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Table 1. A comparison with previous works

Work Protocol Tool
Arbitrarily
many nodes?

Properties Conclusion

[2] AODV SPIN (Model checking) No (35 hops) Safety AODV is loop free

[3] DSR SDL No (5 nodes) Safety
whether Route Request table cor-
rectly updated after receiving a
RREP

[4] WARP SPIN (Model checking) No (5 nodes) Safety protocol reliability can be checked

[5] GPSAL SMC (Model checking) No (5 nodes) Safety GPSAL is loop free

[6] AODV Athena No (4 nodes) Safety
route stability will be violated if
attacks exist

This
paper

DSR
Isabelle/HOL
(Theorem proving)

Yes (N nodes)
Safety
and
liveness

DSR is loop free;
data can be transmitted success-
fully in DSR

using a liveness proof approach devised by ourselves[7]. The results in this pa-
per are checked with Isabelle/HOL/Isar[8,9]. Scripts are available on demand.
Because of theorem proving technology we used, all the results are about net-
works with arbitrarily many nodes. Such kind of results is not achieved by the
researches in Table 1. And this comprises the second contribution of ours.

The rest of this paper is organized as follows. Section 2 introduces the de-
finition of concurrent systems. Section 3 gives the formal description of DSR.
Section 4 describes the safety properties of DSR. Section 5 presents the liveness
proof. Section 6 concludes.

2 Concurrent Systems

In proving safety properties, only finite executions need to be used. The system
state is identified with the finite execution, which is written as τ and represented
as lists of events[10]. These events are arranged in reverse order of happening.
Which event is to happen in next step is decided according to current system
state.

In proving liveness properties, infinite executions should be considered. An
infinite execution is written as σ, which is of type nat ⇒ ′a. The event happened
at step i is σ i and usually abbreviated as σi. The first i events of an infinite
execution σ can be packed into a list in reverse order to form a finite execution.
Such a packing is written as [[σ]]i.

A routing protocol can be viewed as a concurrent system. A concurrent system
is often written as cs and its type is ( ′a list × ′a) set. The expression (τ, e)
∈ cs means that the event e is legitimate to happen under the system state τ ,
according to cs. The notation (τ, e) ∈ cs is abbreviated as τ [cs> e. The set
of valid finite executions of a concurrent system cs is written as vt cs, which is
inductively defined. The expression τ ∈ vt cs means that the finite execution τ
is a valid finite execution of cs. The expression τ ∈ vt cs is usually abbreviated
as cs 
 τ . The operator 
 is overloaded, so that cs 
 σ can express that σ is a
valid infinite execution of cs. Fig. 1 presents previous definitions.
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constdefs i-th :: (nat ⇒ ′a) ⇒ nat ⇒ ′a (-- [64, 64] 1000)
σi ≡ σ i

consts prefix :: (nat ⇒ ′a) ⇒ nat ⇒ ′a list ([[-]]- [64, 64] 1000)
primrec [[σ]]0 = []

[[σ]](Suc i) = σi # [[σ]]i

constdefs may-happen :: ′a list ⇒ ( ′a list× ′a) set ⇒ ′a ⇒ bool (- [-> - [64,64,64] 50)
τ [cs> e ≡ (τ, e) ∈ cs

consts vt :: ( ′a list × ′a) set ⇒ ′a list set
inductive vt cs intros

vt-nil [intro] : [] ∈ vt cs
vt-cons [intro] : [[τ ∈ vt cs; τ [cs> e]] =⇒ (e # τ) ∈ vt cs

consts derivable :: ′a ⇒ ′b ⇒ bool (- � - [64, 64] 50)
defs (overloaded)

fnt-valid-def: cs � τ ≡ τ ∈ vt cs

inf-valid-def: cs � σ ≡ ∀ i. [[σ]]i [cs> σi

Fig. 1. The definitions of concurrent system

3 Overview and Formalization of DSR

3.1 DSR Overview

DSR is an on-demand reactive routing protocol. As shown in Fig. 2, DSR consists
of two main processes: Route Discovery and Route Maintenance. Route Discovery
is used by source nodes to find routes before sending data messages. Routes found
by each source node are stored in route caches for later use. Route Maintenance
is used to keep the routes in route caches up to date.

When a source node S 1 initiates a Route Discovery process, it broadcasts
a Route Request message �RREQ D qid [S ]�S ,0, in which D is the destina-
tion node and qid is a number generated by S to uniquely identify this request
message. The [S ] is the address list field of this Route Request message. On
receiving a Route Request message, each intermediate node, such as A and B,
appends itself to address list field before rebroadcasting. In this way, when a
Route Request message reaches the destination node D, a route from S to D is
already accumulated in its address list field. In Fig. 2, this accumulated route is
[S ,A,B ,D ]. And the destination node D will send a Route Reply message �RREP
qid 2 [D ,B ,A,S ]�D ,S, in which the source route field [D ,B ,A,S ] is obtained by
reversing the address list field of the original Route Request message. The Route
Reply is transmitted by unicast along the source route back to the source node
S. The 2 in �RREP qid 2 [D ,B ,A,S ]�D ,S is called segments left field, which
means the number of nodes still to be visited before the message reaching its
destination. Each intermediate nodes will decrease the segments left field by 1
before forwarding the message.

Data from S to D is sent by S in a Data message �DATA dat 2 [S ,A,B ,D ]�S ,D,
in which dat is the data content. Each node along the path [S ,A,B ,D ] is

1 In this paper, nodes are represented by capital letters such as S, D, A, B.
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responsible for checking whether the Data message is indeed received by the
next node. A link-layer acknowledgement will facilitate such a checking. The
sender treats the link to the next node as ‘broken’ if it does not receive any
acknowledgement in a certain period of time. Suppose node B detected such a
break, it will send a Route Error message �RERR B D 1 [D ,B ,A,S ]�B ,S back
to source node S. On receiving this message, node S will remove the ‘broken’
route [S ,A,B ,D ] from its route cache.

Route Request
(Boradcast)

S A B D

S,0RREQ D qid [S,A]
S,0RREQ D qid [S,A,B]

D,SRREP qid 2 [D,B,A,S]

D,SRREP qid 1 [D,B,A,S]

D,SRREP qid 0 [D,B,A,S]

Route Reply
(Unicast)

S,0RREQ D qid [S]

S,DDATA dat 2 [S,A,B,D]

B,SRERR B D 1 [D,B,A,S]
B,SRERR B D 0 [D,B,A,S]

S,DDATA dat 1 [S,A,B,D]

Route Error
(Unicast)

Data
(Unicast)

Route
Discovery

Route
Maintenance

Fig. 2. The basic operation of DSR

3.2 DSR Formalization

Messages and Events. DSR nodes are identified with natural numbers, while
the number 0 is reserved for broadcast address:

types Node = nat — nat expresses natural number.

As shown in Fig. 2, there are four kinds of messages: Route Request, Route Reply,
Data and Route Error. Accordingly, Msg-body is defined as follows:

types Qid = nat — Qid expresses the identification of a Route Request message.

types SegLeft = nat — SegLeft expresses the segments left field.

typedecl Dat —
Dat expresses the data content in a Data message, which is de-
clared as an abstract type.

datatype Msg-body =

RREQ Node Qid Node list — Route Request

| RREP Qid SegLeft Node list — Route Reply

| DATA Dat SegLeft Node list — Data

| RERR Node Node SegLeft Node list — Route Error

And messages are formalized as an Isabelle type Msg:

datatype Msg = MSG Node Node Msg-body
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Therefore, the general format of a message is MSG S D m, in which S and D
are source and destination nodes, m is the message body. With the following
translation, MSG S D m can be rewritten more compactly as �m�S ,D:
translations 
m�S ,D � MSG S D m

The events that may happen in DSR are divided into six kinds:
datatype event =

Send Node Msg — Send A msg: node A sends a message msg.

| Recv Node Msg — Recv A msg: node A receives a message msg.

| Move Node real×real — Move A (x , y): node A moves to a new position (x , y).

| Disturb real×real real —
Disturb (x , y) p: a disturbance happens at position (x , y)
with the power p.

| DatNdSnd Node Node Dat — DatNdSnd S D dat: node S wants to transmit some data
dat to node D.

| DatRcvd Node Node Dat — DatRcvd D S dat: node D receives some data dat from S.

In addition, natural number N is used to express the number of nodes:
consts N :: nat

Since there is no restriction on the upper limit of N, node number in our formal
treatment of DSR can be arbitrarily large.

DSR. DSR is formalized as a concurrent system dsr, whose type is (event list
× event) set. The dsr consists of fourteen rules. The conclusion of each rule is
of form (τ, e) ∈ dsr, which means event e is eligible to happen under the system
state τ .

The dsr uses observation functions to obtain some information of current
system state so as to decide which event is eligible to happen in next step. In
order to indicate how the observation functions are constructed, an observation
function sendbf is explained in detail in the following paragraph. The other
observation functions used by dsr are briefly explained in Table 2.

When a node wants to send some data to a destination node, if this node has
no route to the destination node, it will store the data in a local buffer before
initiating a Route Discovery. This buffer is called send buffer, which is formalized
as function sendbf. The value of sendbf varies with system states and nodes. So
the send buffer of node S at current system state τ is written as sendbf (τ, S )
and it is defined as follows:
consts sendbf :: (event list × Node) ⇒ (event × nat) list

recdef sendbf measure (λ(τ, S). length τ) — The sendbf is defined recursively.

sendbf ([], S) = [] — Initially, the send buffer is empty.

sendbf (DatNdSnd S ′ D dat # τ, S) =
(if S ′ = S ∧ (DatNdSnd S D dat, 0 ) /∈ set (sendbf (τ, S))
then if |sendbf (τ, S)| < MaxCacheSize then (DatNdSnd S D dat, 0 ) # sendbf (τ, S)

else (DatNdSnd S D dat, 0 ) # butlast (sendbf (τ, S))
else sendbf (τ, S))

—

When event DatNdSnd S ′ D dat happens and ‘S ′ = S ∧ (DatNdSnd S D dat, 0 ) /∈ set
(sendbf (τ, S))’, which means the happened event is DatNdSnd S D dat and it happens
for the first time, if ‘|sendbf (τ, S)| < MaxCacheSize’, which means the size of the send
buffer of node S does not reach the maximum, S puts (DatNdSnd S D dat, 0 ) in the head
of its send buffer ( (DatNdSnd S D dat, 0 ) # sendbf (τ, S) ); Otherwise, S removes the
last element of its send buffer, then puts (DatNdSnd S D dat, 0 ) in the head of its send
buffer ( (DatNdSnd S D dat, 0 ) # butlast (sendbf (τ, S)) ).
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Table 2. The explanation of some observation functions

Function Explanation

recvq (τ , A) :: Msg list recvq (τ , A) is the reception buffer of node A at current system state τ .

cache (τ , S , D) ::
Node list list

cache (τ , S , D) returns the routes to node D in the route cache of node S
at current system state τ . Its content is like [[S ,A,B ,D ], [S ,E ,F ,D ]], which
expresses that S has two routes to D, ‘SABD ’ and ‘SEFD ’.

ranqid (τ , S , D) :: Qid
ranqid (τ , S , D) returns a new Qid, which has never been used by the Route
Request messages sent from node S to node D.

pdREQ (τ , A) :: Msg set
pdREQ (τ , A) is the set of Route Request messages which have been received
by node A, but have not been disposed (retransmitted or replied).

pdREP (τ , A) :: Msg set
pdREP (τ , A) is the set of Route Reply messages which have been received by
node A, but have not been retransmitted.

pdERR (τ , A) :: Msg set
pdERR (τ , A) is the set of Route Error messages which have been received by
node A, but have not been retransmitted.

pdDAT (τ , A) :: Msg set
pdDAT (τ , A) is the set of DATA messages which have been received by node
A, but have not been disposed.

pdDD (τ , A) :: Msg set
pdDD is used specifically to initiate a Route Error message. pdDD (τ , A) is
the set of DATA messages which have been received by node A, but have not
been used to initiate a Route Error message.

nodelist � segleft :: Node

When a Route Reply, Route Error or Data message is transmitted, the SegLeft
field in the message decreases step by step. The node that should receive this
message in next step, called next receiving node, can be figured out through
SegLeft and Node list. Function � is used to calculate the next receiving node.

nodelist � segleft :: Node Function � is used to calculate the next hop of next receiving node.

sendbf (Send A 
RREQ D qid ndl�
S ′,0 # τ, S) = (if A = S ∧ S ′ = S

then map (λx . if (∃dat ′. x=(DatNdSnd S D dat ′,0 )) then (fst x ,1 ) else x) (sendbf (τ,S))
else sendbf (τ, S))

—

When event Send S 
RREQ D qid ndl�S ,0 happens, which means node S broadcasts a

Route Request message to find routes to node D, S changes (DatNdSnd S D dat, 0 ) into
(DatNdSnd S D dat, 1 ) in order to avoid sending repeated Route Request messages.

sendbf (Send A 
DATA dat segl ndl�
S ′,D # τ, S) = (if A = S ∧ S ′ = S

then [x ∈ sendbf (τ,S). x �= (DatNdSnd S D dat, 0 ) ∨ x �= (DatNdSnd S D dat, 1 )]
else sendbf (τ, S))

—
When event Send S 
DATA dat segl ndl�S ,D happens, S removes (DatNdSnd S D dat,

0 ) and (DatNdSnd S D dat, 1 ) to avoid sending repeated Data messages.

sendbf (e # τ, S) = sendbf (τ, S)

— The happening of any other event does not affect the send buffer.

The concurrent system dsr is inductively defined as follows:

consts dsr :: (event list × event) set inductive dsr intros
Node-can-move-randomly: (τ, Move A (x , y)) ∈ dsr

—
Event Move A (x , y) may happen under any system state τ . It means that any node
can move randomly in the network.

disturb: (τ, Disturb (x , y) p) ∈ dsr — Any disturbance may happen in any position.

data-need-send-anytime: (τ, DatNdSnd S D dat) ∈ dsr

— Any data dat may need to be transmitted from one node to another node.

recv-msg: msg ∈ set (recvq (τ, A)) =⇒ (τ, Recv A msg) ∈ dsr

— Any node may receive the message that is in its reception buffer.

originate-route-request: [[(DatNdSnd S D dat,0 ) ∈ set (sendbf (τ,S)); cache (τ,S ,D) = []]]
=⇒ (τ, Send S 
RREQ D (ranqid (τ, S , D)) [S ]�S ,0) ∈ dsr

—
If (DatNdSnd S D dat, 0 ) is in the send buffer of node S, which means that S needs
to transmit some data dat to node D and S has no route to D ( cache (τ, S , D) = []
), S may broadcast a Route Request message to find routes to D.
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forward-request: [[
RREQ D qid ndl�S ,0 ∈ pdREQ (τ, B); B �= D;

(S , qid, D) /∈ set (recvdREQ (τ, B)); B /∈ set ndl; |ndl| < N − 1 ]]
=⇒ (τ, Send B 
RREQ D qid (ndl@[B ])�S ,0) ∈ dsr

—

When node B receives a Route Request message ( 
RREQ D qid ndl�S ,0 ∈ pdREQ (τ,

B) ), if it is not the destination node (B �= D), it extracts the address list (ndl) from
the message. If B has not received this message before ( (S , qid, D) /∈ set (recvdREQ
(τ, B)) ), and it does not exist in the address list (B /∈ set ndl), and the length of the
address list is less than N − 1 (|ndl| < N − 1 ), B may rebroadcast this Route Request
message with the address list appended with its own address.

reply-route-request: 
RREQ D qid ndl�S ,0 ∈ pdREQ (τ, D)

=⇒ (τ, Send D 
RREP qid ( |ndl@[D]| − 2 ) (rev (ndl@[D]))�D ,S) ∈ dsr

—
When destination node D receives a Route Request message, D may send a Route Reply
message to the source node S, using the reversal of the address list as its source route.

forward-rrep: 
RREP qid segl ndl�D ,S ∈ pdREP (τ, ndl�segl)

=⇒ (τ, Send (ndl�segl) 
RREP qid (segl − 1 ) ndl�D ,S) ∈ dsr

—
When an intermediate node receives a Route Reply message and it is the next receiving
node, it may retransmit the message with segments left (segl) decreased by 1.

send-data: [[(DatNdSnd S D dat, 0 ) ∈ set (sendbf (τ, S)) ∨
(DatNdSnd S D dat, 1 ) ∈ set (sendbf (τ, S)); cache (τ, S , D) �= []]]

=⇒ (τ, Send S 
DATA dat ( |cache (τ, S , D)!0 | − 2 ) (cache (τ, S , D)!0 )�S ,D) ∈ dsr

—
If node S needs to transmit some data dat to node D and it has route(s) to D, it may
send out a Data message using the first route as source route.

forward-data: [[
DATA dat segl ndl�S ,D ∈ pdDAT (τ, ndl�segl); segl �= 0 ]] =⇒
(τ, Send (ndl�segl) 
DATA dat (segl − 1 ) ndl�S ,D)∈dsr — Similar to forward-rrep.

receive-data: 
DATA dat 0 ndl�S ,D ∈ pdDAT (τ, D) =⇒ (τ, DatRcvd D S dat) ∈ dsr

—
When a node D receives a Data message, which comes from node S and its data content
is dat, event DatRcvd D S dat may happen.

forward-data-error : [[
DATA dat segl ndl�S ,D ∈ pdDD (τ, B); segl �= 0 ;

B = (ndl�segl); nexthop = (ndl�segl); ¬ adj τ B nexthop]]
=⇒ (τ, Send B 
RERR B nexthop ( |ndl| − segl − 2 ) (rev ndl)�B ,S) ∈ dsr

—
When transmitting a Data message, if a node B finds the link to its next hop has broken
( ¬ adj τ B nexthop ), B may send a Route Error message to the source node S.

forward-rerr : 
RERR B C segl ndl�B ,S ∈ pdERR (τ, ndl�segl) =⇒
(τ,Send (ndl�segl) 
RERR B C (segl − 1 ) ndl�B ,S)∈dsr — Similar to forward-rrep.

forward-data-error-s: [[
DATA dat segl ndl�S ,D ∈ pdDD (τ, S); ¬ adj τ S (ndl�segl)]]

=⇒ (τ, Send S 
RERR S (ndl�segl) 0 (rev ndl)�S ,S) ∈ dsr

—
When transmitting a Data message, if the source node S finds the link to its next hop
has broken, S may send a Route Error message to itself to remove the broken route.

4 Safety Properties of DSR

The discovered routes should have at least the following safety properties:

– Any discovered route is loop free. Namely, all the nodes in the route are
distinct.

– Any discovered route contains at least two nodes.
– Any discovered route contains at most N nodes.
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– The first node of any discovered route is the source node.
– The last node of any discovered route is the destination node.

The theorem sfp can formally express these safety properties:
[[dsr � τ ; r ∈ set (cache (τ, S , D))]] =⇒ distinct r ∧ 2≤|r | ∧ |r |≤N ∧ hd r=S ∧ last r=D

The first premise dsr 
 τ means that τ is a valid finite execution of dsr. The
second premise r ∈ set (cache (τ, S , D)) means that r is a route to node D in
the route cache of node S.

The conclusion of the theorem sfp is the conjunction of five parts, which
correspond to the above five safety properties respectively. The distinct r means
that r is loop free. The 2 ≤ |r | means the length of r is not less than 2. The
|r | ≤ N means the length of r is not more than N. The hd r = S means that
the first node of r is the source node S. The last r = D means that the last node
of r is the destination node D.

Since the proof of sfp is not difficult, we do not dwell on it.

5 Liveness Property of DSR

5.1 Embedding LTL

LTL (Linear Temporal Logic) is widely used for the specification and verification
of concurrent systems[11]. A shallow embedding of LTL is given in Fig. 3 to make
sure the property proved in this paper is indeed a liveness property.

The type of LTL formulae is defined as ′a tlf. The expression (σ, i) |= ϕ
means that LTL formula ϕ is valid at moment i of the infinite execution σ. The
operator |= is overloaded, so that σ |= ϕ can be defined as the abbreviation of
(σ, 0 ) |= ϕ. The always operator � and eventual operator ♦ are defined literally.

An operator 〈-〉 is defined to lift a predicate on finite executions up to a LTL
formula. The temporal operator ↪→ is the lift of logical implication −→ up to LTL

types ′a tlf = (nat ⇒ ′a) ⇒ nat ⇒ bool

consts valid-under :: ′a ⇒ ′b ⇒ bool (- |= - [64, 64] 50)
defs (overloaded) pr |= ϕ ≡ let (σ, i) = pr in ϕ σ i
defs (overloaded) σ |= ϕ ≡ ((σ::nat ⇒ ′a), (0::nat)) |= ϕ

�ϕ ≡ λ σ i. ∀ j. i ≤ j −→ (σ, j) |= ϕ
♦ϕ ≡ λ σ i. ∃ j. i ≤ j ∧ (σ, j) |= ϕ

constdefs lift-pred :: ( ′a list ⇒ bool) ⇒ ′a tlf (〈-〉 [65] 65)
〈P〉 ≡ λ σ i. P [[σ]]i

constdefs lift-imply :: ′a tlf ⇒ ′a tlf ⇒ ′a tlf (-↪→- [65, 65] 65)
ϕ ↪→ ψ ≡ λ σ i. ϕ σ i −→ ψ σ i

constdefs last-is :: ′a ⇒ ′a list ⇒ bool
last-is e τ ≡ (case τ of Nil ⇒ False | (e1 # t) ⇒ e1 = e)

translations (|e|) � last-is e

Fig. 3. A shallow embedding of LTL
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level. For an event e, the term (|e|) is a predicate on finite executions stating that
the last happened event is e. Therefore, the expression 〈(|e|)〉 is an LTL formula
saying that event e happens at the current moment.

5.2 Liveness Description

Theorem send-will-recv formally expresses the liveness property of DSR:
[[dsr � σ; PF dsr {|F S D dat, E S D dat, M |} σ]]

=⇒ σ |= �♦〈(|DatNdSnd S D dat|) && expath S D〉 ↪→ �♦〈(|DatRcvd D S dat|)〉

The first premise of send-will-recv means that σ is a valid infinite execution
of dsr. The second premise of send-will-recv is a parametric fairness assump-
tion, which can ensure that the concurrent system dsr runs fairly. In unfair
executions, some events may be enabled infinitely many times, but never hap-
pen. This parametric fairness assumption is necessary to prevent such occasions
from happening. The detailed explanation of parametric fairness is described in
[7].

The conclusion of send-will-recv is a reactivity property, which is a kind of
liveness property[11]. The conclusion says that if some data dat, which needs to
be transmitted from S to D, is delivered to the network layer of node S infinitely
many times and there is at least one path between S and D each time, the data
dat will be received by D infinitely many times.

5.3 Liveness Proof

In [7], a rule react-rule is presented to prove liveness properties. This paper uses
another liveness proof rule react1-rule2:
[[REACT1 ?cs ?TR ?N ?P ?Q; ?cs � σ;

PF ?cs {|(λτ. |cur-tr ?TR ?N ?P z τ | ), (λτ. last (cur-tr ?TR ?N ?P z τ)), ?N |} σ]]

=⇒ σ |= �♦〈?P〉 ↪→ �♦〈?Q〉

If let ?cs = dsr, ?P = (|DatNdSnd S D dat|) && expath S D, ?Q = (|DatRcvd D S dat|),
the rule turns into the following form:
[[REACT1 dsr ?TR ?N ((|DatNdSnd S D dat|) && expath S D) (|DatRcvd D S dat|); dsr � σ;

PF dsr {|(λτ. |cur-tr ?TR ?N ((|DatNdSnd S D dat|) && expath S D) z τ | ),

(λτ. last (cur-tr ?TR ?N ((|DatNdSnd S D dat|) && expath S D) z τ)), ?N |} σ]]

=⇒ σ |= �♦〈(|DatNdSnd S D dat|) && expath S D〉 ↪→ �♦〈(|DatRcvd D S dat|)〉
In this way, it is only needed to prove the first premise, REACT1, in order

to prove theorem send-will-recv, which is the formal expression of the liveness
property.

Fig. 4 shows the definition of the locale REACT1. It can be seen that it is only
needed to prove the path assumption of REACT1 in order to prove REACT1.
path: [[?cs � τ ; ?P τ ]] =⇒ |?TR τ | < ?N ∧ ?Q ((?TR τ) @ τ) ∧ ?cs � (?TR τ) @ τ

According to the above discussion, we know: ?cs = dsr, ?P τ = (|DatNdSnd S D dat|)
τ ∧ expath S D τ , ?Q (?TR τ @ τ) = (|DatRcvd D S dat|) (?TR τ @ τ). In order to prove the
path assumption, it is only needed to find a finite event list ?TR τ , which can
2 In fact, the two rules are similar, and they can be converted each other.
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locale REACT1 =
fixes cs :: ( ′a list × ′a) set
and TR :: ′a list ⇒ ′a list
and N :: nat
and P :: ′a list ⇒ bool
and Q :: ′a list ⇒ bool
assumes path: [[cs 
 τ ; P τ ]] =⇒ |TR τ | < N ∧ Q ((TR τ ) @ τ ) ∧ cs 
 (TR τ ) @ τ

Fig. 4. The definition of REACT1

lead to the desired Q-state (the event DatRcvd D S dat happens) from current
P-state (the event DatNdSnd S D dat happens and there is at least one path
between S and D currently).

We have successfully found such a finite event list ?TR τ for an arbitrarily
large network. The following paragraphs take a four-node MANET as an example
to show how to find such a finite event list. Fig. 5 illustrates the four-node
MANET, in which node S neighbors with node A, node A neighbors with node
B, and node B neighbors with node D.

Fig. 5. An illustration for a four-node MANET

There are three cases when the event DatNdSnd S D dat happens (node S
wants to transmit some data dat to node D). Fig. 6 shows the state transition
diagram.

Firstly, if node S has at least one route to node D in its route cache, and the
first one is unbroken,3 S will send out the Data message using this route. Let
?TR τ be the process of transmitting this Data message:
?TR τ1 = [DatRcvd D S dat, Recv D m(0 ), Send B m(0 ), Recv B m(1 ), Send A m(1 ), Recv A

m(2 ), Send S m(2 )].
4

Secondly, if node S has no route to node D in its route cache, S will begin
to discover routes to D, and will be able to find at least one unbroken route
because there is at least one path between S and D (expath S D τ). Then S
begins to transmit the Data message using the newly discovered route. The
process of transmitting Data message is the same as the first case. Let ?TR τ
be the process of discovering route and transmitting the Data message:
?TR τ2 = ?TR τ1 @ [DatNdSnd S D dat, Recv S rep(0 ), Send A rep(0 ), Recv A rep(1 ), Send

B rep(1 ), Recv B rep(2 ), Send D rep(2 )] @ [Recv D req(S ,A,B), Send B req(S ,A,B), Recv B

req(S ,A), Send A req(S ,A), Recv A req(S), Send S req(S)].
5

3 It is assumed that nodes choose the first route to send Data messages.
4 m(?) is the abbreviation for �DATA dat ? [S ,A,B ,D ]S ,D.
5 rep(?) is the abbreviation for �RREP qid ? [D ,B ,A,S ]D ,S;

req(?) is the abbreviation for �RREQ D qid [? ]S ,0.
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Thirdly, if node S has at least one route to node D in its route cache, but the
first one is broken, S will transmit the Data message using this broken route.
The transmission will fail and a Route Error message will be sent back to S.
And then S will remove the broken route from its route cache.

After removing this broken route, the situation will be one of the above three
cases again. If all routes in the route cache of node S are broken, S will remove
all of them because the size of the route cache is finite. In the end, S will discover
a good route to transmit the Data message successfully.

According to the above discussion, such a finite event list ?TR τ can be
found and its length is finite because both the size of the route cache and
the number of nodes are finite. So the path assumption of REACT1 can be
proved.

DatNdSnd S D dat
(The second case)

DatNdSnd S D dat
(The third case)

0

DS

1

DB1

DD2

DB2

DatRcvd D S dat

DA1

DA2

DD1

QS

QD2

RA1

QA1

RA2

QA2

QB1

QB2

QD1

RB1

RB2

RS1

DatNdSnd S D dat
(The first case)

ES

EDB

EEA2

EEB

EDA2

EDA1

EEA1

EES1
S,0Recv A RREQ D qid [S]

S,0Send S RREQ D qid [S,A]

S,0Recv B RREQ D qid [S,A]

S,0Send B RREQ D qid [S,A,B]

S,0Recv D RREQ D qid [S,A,B]

D,SSend D RREP qid 2 [D,B,A,S]

D,SRecv B RREP qid 2 [D,B,A,S]

D,SSend B RREP qid 1 [D,B,A,S]

D,SRecv A RREP qid 1 [D,B,A,S]

D,SSend A RREP qid 0 [D,B,A,S]

D,SRecv S RREP qid 1 [D,B,A,S]

S,DSend S DATA dat 2 [S,A,B,D]

S,DRecv A DATA dat 2 [S,A,B,D]

S,DSend A DATA dat 1 [S,A,B,D]

S,DRecv B DATA dat 1 [S,A,B,D]

S,DSend B DATA dat 0 [S,A,B,D]

S,DRecv D DATA dat 0 [S,A,B,D]

B,SSend B RERR B D 1 [D,B,A,S]

S,DSend S DATA dat 2 [S,A,B,D]

S,DRecv A DATA dat 2 [S,A,B,D]

S,DSend A DATA dat 1 [S,A,B,D]

S,DRecv B DATA dat 1 [S,A,B,D]

B,SRecv A RERR B D 1 [D,B,A,S]

B,SSend A RERR B D 0 [D,B,A,S]

B,SRecv S RERR B D 0 [D,B,A,S]

S,0Send S RREQ D qid [S]

Fig. 6. The state transition diagram

6 Conclusion

It is shown in this paper that both safety and liveness properties of the DSR pro-
tocol can be formally verified and the results can be applied to arbitrarily large
networks. The proofs have been mechanically checked using Isabelle/HOL/Isar
to increase confidence. In the future, the same technology will be used to treat
secure MANET protocols.
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Abstract. Ad-hoc and cellular networks have received great attention in recent 
years. To accommodate the large number of users and traffic over a large 
geographic area, cellular networks could take advantage of the infrastructure-
less ad-hoc networks to provide extended service. One of the key issues in the 
integration of cellular and ad-hoc networks is to find some mobile nodes as 
proxies to relay the messages from base stations to destination nodes. In this 
paper, a scalable proxy relay routing protocol (SRP) is proposed to increase the 
total throughput of the system. In the strategy, the base station always sends 
data to the destination node through the selected proxy nodes which has 
minimum transmission delay. We demonstrate the advantage of our scheme 
over other current schemes such as UCAN and DST through simulation. The 
results have shown that the scheme outperforms other related schemes in terms 
of throughput and end-to-end delay.  

Keywords: Ad-hoc network, cellular network, proxy, relay. 

1   Introduction 

In recent years, the integration of cellular network and ad hoc networks has attracted 
much attention as the downlink bottleneck in a cellular network becomes severe with 
the explosive increase of the number of mobile users [6][10]. Terminals with dual 
access interfaces could act as relay nodes to route the data. Those nodes could have a 
wider bandwidth when operating in ad hoc mode. For example, IEEE 802.11b offers 
the bandwidth up to 11Mbps while 802.11a offers bandwidth up to 54Mbps. It would 
be beneficial for such integration. An integrated cellular and ad hoc architecture, 
multi-hop cellular network, is illustrated in Figure 1.   

One important issue in the integrated networks is to improve the throughput of the 
whole system by relaying the messages  through proxy nodes, which have a much 
higher downlink channel rate[1][12]. Some related protocols have been proposed, 
such as the Unified Cellular and Ad Hoc Network Architecture (UCAN) [7] and 
Distributed Spanning Tree Protocol (DST) [3]. In UCAN, relay architecture is used to 
handle the routing. It also proposed two proxy nodes discovery schemes: greedy 
proxy discovery and on-demand proxy discovery. The DST utilizes a transmission 
tree in the order of downlink channel rates to assist the data forwarding. In UCAN 
and DST, the downlink channel rate of each mobile node assigned as the weight of a 
path is the criteria of choosing the appropriate transmission route. 
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Fig. 1. Integrated Cellular and Ad-Hoc Networks 

Neither of the above protocols considered the transmission delay from a mobile 
node to the base station. As we know, the more hops there are, the larger the delay 
and the more packet loss. So the system Quality of Service (QoS) cannot be 
guaranteed. Although both UCAN and DST increase the whole system throughput, 
the relay path might not be efficient. There is also flooding problems in UCAN’s on-
demand proxy discovery. In this paper, an efficient scalable proxy routing protocol 
(SRP) is proposed to improve the performance. The protocol not only increases the 
whole system throughput, but also reduces the delay by selecting the shortest path 
from a base station to the selected cluster leader which further relays the message to 
the destination nodes. The scheme outperforms other schemes, UCAN and DST, in 
both throughput and end-to-end delays.  

The rest of the paper is organized as follows. Section 2 introduces the background 
and related works. Section 3 elaborates the proposed scalable proxy routing  
protocol. Section 4 gives the performance evaluation though simulations. We finally 
summarize the paper in Section 5. 

2   Related Work  

Cellular network is a communication system that provides a wireless connection to 
the public switched telephone network and Internet. It can accommodate a large 
number of users over a large geographic area within a limited frequency spectrum[9]. 
Cellular technologies vary from analog networks to digital networks. Currently, most 
a cellular network employs digital technology to improve the system quality and 
services. Typical present cellular networks include GSM, GPRS, CDMA, WCDMA, 
etc. Wireless Ad-hoc network is a temporary wireless mobile network which is 
organized by a collection of wireless mobile devices without the aid of any 
established infrastructure [5][8]. Wireless Ad hoc networks are normally used for 
specific strategic purposes, such as military deployment, emergency task force 
operation, and business conferencing activities where it is hard to have a fixed 
infrastructure. In those cases, a collection of mobile hosts with wireless network 
interfaces may form a temporary network.  
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The downlink bottleneck in cellular network becomes severe as the number of 
mobile users is exploding. All mobile users request the transmission from the base 
station no matter how their channel conditions are. Some users are far from the base 
station and have poor downlink channel condition. Traffic to those mobile nodes 
having weak downlink channel conditions would further increase the burden of the 
cellular system due to frequent retransmissions. In [7], Luo and Ramjee et al. 
proposed a Unified Cellular and Ad-Hoc Network Architecture (UCAN). It defines 
two kinds of proxy discovery. One is called greedy proxy discovery. The other is 
called on-demand proxy discovery.  

 
                                 (a)                                                                   (b) 

Fig. 2. Greedy and on-demand proxy discovery 

In greedy proxy discovery of UCAN, a mobile node always sends the route request 
message to the neighbor node having the best downlink channel rate. Suppose the 
numbers represent the downlink channel rates, the route request for Node A and E are 
shown in Figure 2(a). The problem of greedy discovery is that greedy proxy discovery 
cannot always find the mobile node with the best channel condition as the proxy. For 
example, in Figure 2(a), Node A sends the Route Request to B since B has better 
channel condition. The procedure continues till D declares itself as the proxy.  But in 
this scheme, A is unaware of F which has much better channel condition than D. In 
on-demand proxy discovery, a mobile node floods the route request to look for a node 
with higher downlink channel rate to be its downlink relay proxy. The process is 
shown in Figure 2(b). Node A initiates a route request message. This message is 
forwarded to all neighbors of A, i.e. B and E. When B receives this message, it 
compares its own downlink channel rate with the one included in the received 
message. B finds that it has a better downlink channel rate than A. B sends the 
message to the base station to request to be a proxy. C, F and D do the same thing 
when they find their downlink channel rates are higher than the node that forwards the 
message to them.  The base station will pick up a node which has the best downlink 
channel rate from all nodes that sends the proxy request messages.  

There are two problems in this protocol. First, a large number of flooding messages 
in this scheme will cause severe congestions. Second, because the base station always 
chooses the node with the highest downlink rate as the proxy, the number of hops 
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from the proxy to the destination node is ignored. In Figure 2(b), the base station 
selects D as the proxy of A. The number of hops from the D to A is 3.  Although the 
downlink rate of B is slightly weaker than D, it is only one hop away from A. We 
would prefer B rather than D. This algorithm could not handle such situation. 

Another related protocol is the Distributed Spanning Tree protocol (DST) which 
was proposed in [3]. This protocol generates a transmission tree in the order of 
downlink channel rates. Each node has a parent node having a higher downlink 
channel rate. The base station is the root of this tree. Messages from the base station 
are always relayed by the parent node till it reaches the destination node. Figure 3 
shows the topology tree. 

 

Fig. 3. DST protocol 

The problem of DST is whenever there is a node moving out of the current parent 
and moving into a new region, the topology of the tree has to be updated as illustrated 
in Figure 3(b) and (c). Figure 3(b) shows the changes in the topology tree when F 
moves away from the range of B and moves into the range of C.  Figure 3(c) shows 
the changes of topology tree when F moves into the range of D. The DST is not 
efficient when the mobile speed is high because it has to spend much time on 
updating the topology tree.  Another problem is if the difference of downlink channel 
rates among all nodes is very big, e.g. from 1kbps to 500kbps, the depth of the 
topology tree would be very big. In other words, the message would be relayed many 
times. The fading of signal would be substantial. The third problem is this scheme can 
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ensure that the message is always relayed through the node with high downlink channel 
rate, but it cannot guarantee the transmission path from the base station to the 
destination is the one with minimum transmission delay among all other possible paths. 

3   Scalable Proxy Routing 

3.1   Motivation 

The problem in UCAN is flooding messages and inefficient relay proxy. The problem 
in DST is time-consuming and unnecessary relay. In order to solve those problems, 
we present a new scalable proxy routing protocol. The proposed routing protocol has 
two steps. The first step is to cluster the nodes and select cluster leaders which have 
the highest downlink rates among all of its m-hop-away neighbors. And the second 
step is to discover a shortest path from the base station to each cluster leader. 

         

Fig. 4. Shortest path from base station to cluster leaders 

The cellular network integrated with an ad-hoc network can be viewed as a 
directed graph G = (V, E). Here V is the set of cluster leaders and the base stations.  E 
is the set of edges between the cluster leaders. Each edge is weighted by the 
transmission delay from the base station to the cluster leader or from one cluster 
leader to the other cluster leader.  

It is obvious that w( u, v)>=0 for each edge(u, v) E. By executing the variation of 
Dijsktra’s algorithm [11], a shortest path from the base station to each cluster leader can 
be found. An example is shown in Figure 4. When any one mobile node wants to 
download data from the base station, it sends a request to its cluster leader. And then 
cluster leader relays this message to the base station through the shortest path. 

Before the waiting timeout, the base station will send back an acknowledge- 
ment message to the cluster leader. Meanwhile the cluster leader sends the 
acknowledgement message to the destination node which initialized the route request 
 

     Base station 
 

Cluster leader 
 
          Mobile node 
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Fig. 5. Two-hop away cluster 

message. It is obvious that the system throughput will be improved by the proposed 
routing algorithm because of the assistance of ad-hoc networking. Also, the base 
station always takes the shortest path to send data to the cluster leaders.  

3.2   Protocol Description 

The first step in the protocol is to select local leaders in small clusters. The clusters 
will also be formed when the leaders are elected. Those local leaders having the best 
channel merit among all other nodes in a cluster. This channel merit could be 
anything meaningful for the network. For example, it could be the downlink channel 
rate or the channel signal quality. This implementation uses channel downlink rate as 
the channel merit to choose local leaders from all of nodes in a local range. The range 
of a cluster is determined by the maximum hops through which the local-leader 
declaring message could be relayed. Once the local leaders have been set, the second 
step is to find a shortest path from the base station to all local leaders operating by 
applying Dijsktra’s algorithm. Whenever a mobile station wants a route from the base 
station, it will send a request to its local leader. The local leader replies this request by 
an acknowledgement message if there is a shortest path to the base station. 
Meanwhile, the local leader sends a communication request to the base station 
through that shortest path. Before the waiting time out, the base station sends an 
acknowledgement back to the cluster leader. The cluster leader will notify the 
destination mobile station to be ready for the coming transmission.   

Local leader selection in m-hop-away range 
Each mobile node exchanges the message of its own downlink channel rate with all of 
its neighbors. If a mobile node finds that it has the best downlink channel rate either 
among its neighbors or among the neighbor nodes of its neighbors, it will declare 
itself as a cluster leader by broadcasting a cluster-leader declaration message. Any 
node that receives this message checks its own m-hop-away neighbor table. If the 



90 N. Yang and G. Fan 

node sending the cluster-leader declaration message is the node having the best 
channel rate, it will reply to this message to be under the leadership of the node 
broadcasting the cluster-leader declare message.  

Figure 5 shows the process when node S is selected to be the cluster leader of node 
B, C, E, G and D. S finds itself having the best downlink channel rate, 8, among its 
two-hop-away neighbors B, C, D and E when S checks its neighbor table. S 
broadcasts the cluster-leader-declare message to all of its neighbors. Nodes B, C, E, G 
and D reply to this message to become members of S’s cluster because S is the node 
with the best downlink channel rate in their two-hop-away neighbor tables.  

 

Fig. 6. Two-hop away cluster 

There is a special situation if we change the downlink channel rate of F from 4 to 9 
as illustrated in Figure 6. When D checks its two-hop-away neighbor table, it finds F 
has a higher downlink channel rate than S. In this situation, D checks if the downlink-
channel rate difference between F and S is over a threshold t. If the difference is 
smaller than t, D will select S as its cluster leader because S has much better downlink 
channel rate than F. Suppose we set the threshold to be 5. Since the downlink channel 
rate difference of F and S is 1 that is smaller than 5, so D replies the cluster-leader 
declaration message from S to accept S as the cluster leader. 

Shortest path discovery 
The hybrid a cellular network and ad-hoc network can be viewed as a directed graph 
G = (V, E) as mentioned before. Again, V is the set of local leaders and base stations. 
E is the set of edges between the cluster heads. The direction is always from the base 
to cluster leaders and from one cluster leader with higher downlink channel rate to the 
other one with lower downlink channel rate. Based on Dijstra’s algorithm, we can 
always find a shortest path, i.e. the smallest delay from the base station to any one of 
cluster leaders. Figure 7 shows the process of shortest path discovery. The source 
node is the base station. The destination nodes are cluster leader 1, 2, 3 and 4. Each 
time, the discovery routine starts from BS station to find a route to each destination 
with the smallest delay. 
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Fig. 7. Shortest route discovery 

Cluster leader maintenance  
Changes in the shortest path can be caused by one of the following situations: a) a 
cluster leader node moves out of current cluster range; b) the downlink channel rate of 
some nodes change substantially due to movements; c) a node moves out of current 
cluster range and become the node having the greatest downlink channel rate among 
its m-hop-away neighbors. 

If a cluster leader node moves out of current cluster range, its one-hop neighbor 
nodes will notice its missing. Those nodes broadcast this message to all of their m-
hop-away neighbors to resume cluster leader selection. The new cluster leader nodes 
send messages to the base station to report the changes. The substantial change of 
downlink channel rate will be noticed because each node broadcast the downlink 
channel rate message periodically. When a node moves into a cluster, it decides to 
join the cluster or declares itself as a new cluster leader through exchanging messages 
with its one-hop-away neighbors. If the new node has a larger downlink channel rate 
than the current cluster leader, it declares itself as the new cluster leader and 
broadcasts this messages.  

Shortest path maintenance 
The shortest path is updated only when there is a change of any one of cluster leaders. 
Current cluster leaders send a message to the base station periodically. When the base 
station finds that new nodes have appeared or that an old one has disappeared, the 
base station executes the shortest path discovery to generate new paths.  

4   Performance Evaluation 

In this section we present an experimental analysis to compare the proposed algorithm 
with UCAN’s on-demand proxy discovery algorithm and DST algorithm. We use the  
QualNet, a network simulation software developed by Scalable Network Technologies, 
as the simulation tool. For all experiments in this project, we use the Constant Bit Rate 
(CBR) as application traffic. The propagation model is two-ray propagation path loss. 
IEEE 802.11 is the MAC layer protocol. Initially, all nodes are placed randomly in a 
square of 1500 square meters. Each node moves in the random waypoint model [4]. In 
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our model, each mobile node inside this area is coved by the cellular transmission range 
of the base station with various downlink channel rates. The parameters used in the 
experiment are as shown in Table 1. In the first three experiments, we compare the total 
throughput of three protocols (SRP, DST and UCAN). In the fourth experiment, we 
compare the end to end delay of the three protocols based on various numbers of hops 
from the cluster leader to the destination node. 

Table 1. Parameters in the simulation 

Experiment 
Number 

Network 
Size 

Concurrent 
Flows 

Mobility 
Speed 

Number 
# hops 

1 various 1 1m/s to 10m/s 2 

2 50 nodes various 1m/s to 10m/s 2 

3 50 nodes 5 various 2 

4 50 nodes 5 1m/s to 10m/s various 

We first control the value of network size from 25 nodes to 150 nodes placed in a 
square of 1500 by 1500 meters and study the network throughput. Only one CBR flow 
is used in this experiment.  Figure 8(a) shows the result.  In the figure, we can see that 
our protocol achieves the highest throughput with different network sizes. The average 
throughput is 70% higher than that of UCAN and 30% more than that of DST.  
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Fig. 8. Network throughputs and delay performance 
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In the second experiment, we increase the total number of concurrent CBR traffic 
from 2 to 10. The network size is fixed at 50 nodes. Figure 8(b) shows that our 
protocol always gets the highest throughput when the number of concurrent flows 
increases from 2 to 10. Our protocol improves the system throughput by 72% of 
UCAN and 37% of DST.  

In the third experiment, we increase the maximum mobile speed of each node from 
2m/s, 5m/s, 9m/s, 16m/s, 20m/s, to 30m/s. A total of 50 nodes are placed randomly in 
each experiment. Figure 8(c) shows the result. It is shown the SRP achieves the 
highest throughput when the mobile stations moves at different speeds. In other 
words, the SRP has high tolerance of mobility in the networks.  

In the last experiment, we control the maximum number of hops a cluster leader 
can reach. We increase the maximum hops from the destination node to its cluster 
leader from 2 to 10 in increments of 2. As in Figure 8(d), the result shows that the 
SRP protocol has the minimum end-to-end delay as the number of hops increases. 
DST has small delay when the number of hops is small. However, when the number 
of hops increases, it has to spend much more time on maintaining its topology tree. 
The delay of DST becomes very noticeable.    

5   Conclusion 

This paper presented a scalable proxy routing protocol for hybrid cellular and ad hoc 
networks. The protocol utilizes mobile stations as proxy to relay messages from the 
base station to destination nodes to avoid the bottleneck of downlink channels. The 
protocol shows advantages over some previous protocols such as UCAN and DST. It 
improves the flooding problem in UCAN’s on-demand proxy discovery and the non-
shortest path problem in DST. The simulation results also show that the proposed 
scheme can achieve higher system throughput and lower end to end delay than 
previous schemes.  
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Abstract. This paper presents ORAL, a new on demand routing protocol in 
mobile ad hoc network, which incorporates the on demand source routing, local 
repair and MPLS like label switching to achieve higher throughput at the ex-
pense of reasonable overhead. ORAL separates the routing and forwarding ex-
plicitly: in the former process a label switch path and corresponding traversed 
node sequence, e.g., the source route, are constructed and maintained similar to 
DSR except the label signaling embedded in control packets. In the latter proc-
ess, packet forwarding is based on label matching and switching rather than 
destination address or prefix searching and matching which is well-known 
computationally intensive. Integrating label and refined source route, ORAL 
can control the route table size equal to the amount of actively communicating 
nodes if no other optimization is deployed. Numerous simulation experiments 
show that ORAL achieves significant higher throughput in comparison with 
other protocols like DSR and AODV but with much less protocol overhead than 
AODV though a bit more than DSR. 

1   Introduction 

Mobile ad hoc network (MANET) is composed of variable wireless devices that can 
move freely and interconnect with each other via multi-hop connections without any 
pre-configuration and infrastructure support. This style network is suitable for various 
scenarios such as search-and-rescue and disaster-and-relief and so on. 

Routing in such network is a fundamental issue that has received considerable con-
cern in recent years. However, the characteristics of MANET make the design of 
efficient routing protocol a challenge task. First, due to node movement, the whole 
network including both network topology and traffic condition is quite dynamic. Sec-
ond, in MANET, every node may act as a router. But this relaying operation should 
take as less resource as possible because of the essential limit of power and comput-
ing capacity at each node. In addition, there may be no optimization for forwarding at 
nodes as the routers in Internet do. Third, bandwidth is still a scarce resource, so to 
reduce overhead is important for all routing protocol in MANET. 

In this paper we present a novel routing protocol called ORAL which integrating 
on demand source route, local repair and MPLS-alike label switch to meet the above 
requirements together. 
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On demand source route, originated by DSR [1], has been shown to be suitable for 
MANET. Using this type routing mechanism, node should only discover and maintain 
the routes to the communicated peers and only respond to the change related with 
these routes. No local repair is deployed in DSR make it simple, but also leads to 
some performance loss. Combining local repair and source route, ORAL gains obvi-
ous greater packet delivery ratio and further promotes throughput. 

Label switch, borrowed from MPLS, multi-protocol label switch [2], is a promising 
technology used in Internet. One original design aim of MPLS is to pro-vide faster 
forwarding based on label matching and switching than address or prefix matching 
which is well known computationally intensive. This advantage is trivial in Internet 
due to the optimal hardware implementation in router to improve the address match-
ing operations. For MANET, however, this merit is more significant since the router 
here is just a common node without any special optimization.  

Integrating label and refined source route, moreover, ORAL can control the total 
amount of route table equal to the number of actively communicating nodes, not ex-
ceed the network size, if no other optimization like multi-path is used. Like MPLS, 
the use or distributing of label is completely local and independent among nodes. The 
use of label instead of node address in packet forwarding, make the whole network 
design quite flexible and scalable. 

The rest of the paper is organized as follows: section 2 provides a brief survey of the 
routing protocols and label switch mechanism used in MANET. Section 3 presents 
ORAL protocol including the operations in routing and forwarding process. Section 4 
shows that ORAL is loop-free. The experimental setup and results are shown in section 
5 and 6 respectively. Finally, the conclusions and future work are given in section 7. 

2   Related Work 

There have mainly three categories of routing protocols in MANET so far: on de-
mand, proactive and the hybrid ones. Using reactive protocol such as AODV [3] or 
DSR, a node discovers (or re-constructs if necessary) the route to another node only 
when it wants to communicate with that node.  

In opposite, proactive protocol such as DSDV [4], OLSR [5] and TBRPF [6], re-
quires node to maintain routes to all reachable nodes at any time, and the periodic 
exchange of route information is used to keep route table up-to-date. Using this type 
protocol, obviously, node can easily determine whether a node is reachable and the 
corresponding route if it is reachable. However, this type protocol also incurs a con-
stant and significant overhead though many routes may not be used at all.  

The last category is the hybrid ones such as ZRP [7], SHARP [8], which divide the 
network into different zone and maintain or search a route to another node according 
to the location of the target node, e.g., whether in the same zone or not. In addition, 
hierarchical protocols such as ZHLS [9] are also proposed, though to maintain an 
efficient hierarchical structure in dynamic network is still challenge.  

Considerable efforts aim to improve the above basic protocols, such as route cache 
used in DSR [1]. In OLSRv2 [10], the designers also propose to exchange only partial 
route information and other protocol, i.e. FSR [11], requires the node to maintain the 
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proactive route table in a reactive update fashion, to reduce the control overhead. In 
addition, DART [12] explores the use of dynamic address allocation and address 
aggregation based routing to reduce the overhead of proactive protocols. 

Though there have numerous routing protocols proposed for MANET, no system 
work has been done to embrace the label switch mechanism. A label switched packet 
forwarding architecture for ad hoc network is proposed in [13], with major focus on 
enhancing MAC protocol assuming that a standard label signaling protocol is used. In 
[14], a wireless ad hoc label switching protocol WALS is proposed, which focuses 
mainly on multi-path transmission. The work most closed to us is in [15], where Lilith 
is proposed to address the inter-operation issue over heterogeneous networks via wire-
less ad hoc mode with MPLS. However, these works do not detail the incorporation 
between MPLS with routing protocol in MANET and the intuitive integration is in-
sufficient. ORAL, to our best knowledge, is the first to describe in detail the incorpo-
ration among on demand source route, local repair and label switch to provide loop 
free route and better performance with a bit more protocol overhead. 

3   Description of ORAL 

Operations in ORAL comprise routing and forwarding process where the latter is to 
transmit data by means of label switching and the former is to discover and maintain 
route via three basic control packet, e.g. route request, reply and update packets, 
termed as RREQ, RREP and RRUP respectively. Except the broadcast of route re-
quest, both reply and update packets are send via unicast fashion.  

ORAL shares the most common assumptions with other protocols as follows: each 
node has a unique identifier, referred to as node address in general, within the entire 
network; all channels are symmetric and lastly, all route update can be transmitted 
reliably except that the used link is unavailable (i.e. broken).  

The channel assumption is required because of the bidirectional communication in 
the construction of LSP. Though strict, this assumption is still reasonable and accept-
able due to the widespread use of 802.11 based wireless devices, which always need 
two-way handoff in data transfer. Moreover, all updates are only sent to neig-hbor 
node, when all links are symmetric, the last assumption implies that no data can be 
transmitted successfully over the route where update fails to be transferred. 

3.1   Fundaments 

In route table, each entry represents a route to a destination node and composed of a 
label component and a route component. Each label component contains outbound 
label (oLabel), next hop and destination address and a list of upstream neighbor of the 
nodes taking use of the label.  Route component stores the post route, the node se-
quence from the current node to destination. Each route entry is index-ed by a label. 
We will back to why choose post route than entire path in section 3.3.3. 

After created, a route or label is active before it becomes unavailable due to time-
out or invalidated by a link broken event or route update packet. And a label is acti-
vated after it has been used to send data successfully. Furthermore, an entry is called 
valid when it is active and activated with non-empty post route, only valid route can 
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respond route request at intermediated nodes. Moreover, a node is to say that has an 
available route to a destination if such route to that node exists and active. 

Consider a path S…XAY…D, we refer to node X and Y as the upstream and 
downstream neighbor of node A and path segment S…X and Y…D as the preceding 
and post path respectively. In this paper we use the term route and path interchangea-
bly. In addition, every node in S…X or Y…D is called the upstream or downstream 
node of A respectively. Finally, besides the source and destination node, the sending 
node of a packet is defined as the node sending it immediately, for example, when a 
packet arrives A, its sending node is X. Obviously, different from source or destina-
tion, sending node changes dynamically along the transmission of the packet. The 
extension required by ORAL at packet header includes a label and the address of 
sending node. 

3.2   Forwarding Phase 

Forwarding process handles the data packets from other nodes or the upper layer such 
as transport layer. When a node receives a packet from transport layer, it first tries to 
find an active route by searching route table with the destination address, similar to 
other protocols.   If such entry is found, the packet is sent to the next hop specified in 
the found route after its ORAL extension is created and filled with the oLabel of the 
entry and the address of the node itself. Otherwise, the node buffers the packet and 
enters into routing phase to find an available route. 

The great difference between ORAL and other protocols is in relaying data packet 
from other nodes. When such packet arrives, node first attempts to get the route ac-
cording to the label specified in the extended header. For example, in current ORAL, 
node uses the label as index to get corresponding element of the route table imple-
menting by an array as the route. After this, the following operations such as to trans-
mit or buffer the packet is the same as above.  

The most distinguishing feature here is that node is to match a route entry with the 
incoming label rather than to search the route table based on the destination address, 
which is computationally intensive without special optimization when the route table 
size is very large such as in a network with large size or a great many of flows.  In the 
opposite, the label matching and switch in ORAL is a trivial operation no matter how 
large the route table size is, reducing the required resource, speeding up packet for-
warding and finally resulting in the decrease of transmission delay and the promotion 
of throughput. 

3.3   Routing Phase 

Routing phase is to discover and maintain available routes to desire targets when 
needed. As many on demand protocols, this phase in ORAL also comprises route 
discovery and maintenance.  

Route discovery is called when a node needs to communicate with another node 
but without any appropriate route available.  And route maintenance is called when 
the status of a route should be changed, i.e., the route will be deleted or updated upon 
the arrival of new route to the same target with more preferable property or the old 
route is already expired by link broken. The use of update packet, hence, is not only to 
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invalidate the unavailable route as done by route error packet in DSR or AODV, but 
also to propagate the new alternative or better route if exists. 

In follow we first discuss the handle of route request and reply packets in route 
discovery, then describe the local repair and handle of route update packet in route 
maintenance and finally, some comments are given on why we prefer the post route 
than entire path. 

3.3.1   Route Request 
A route request packet mainly includes the initiator addresses, destination address, 
and a partial route composed of the nodes the RREQ already traversed, which, at the 
beginning, contains only the initiator node and is revised further by intermediate 
nodes. 

When a node has data transferred to another node but has no available route, it will 
enter into route discovery scheme and may initiate new route request. After a route 
request is sent, node should wait for a specified interval, during which no extra RREQ 
is allowable to be sent to the same destination even when additional data to that node 
comes (these data will be buffered). If no reply is received during the waiting period, 
however, the node should rebroadcast the request and the new waiting time length is 
twice as the old one until it reaches the maximum permitted length. This exponential 
back-off algorithm is to limit the protocol overhead.  Finally the node should delete 
all data in buffer to the target node if no route is returned after the maximum permis-
sion waiting period.  

When a node receives a RREQ, it will reply the request if it is the destination or it 
has a valid route to the target. Or else, it should append its own address to partial path 
and re-broadcast the request.  Of course, a node should handle the same request only 
once and the request that has too long partial path, i.e., exceeds the maximum hop 
count, should be saliently discarded. 

3.3.2   Route Reply 
A reply packet is launched when node decides to respond a route request as it is the 
intended destination or it has a valid route to the intended target node.  

The basic reply packet mainly contains a label and a complete path. If this reply is 
initiated at the destination, the label is a reserved self-indication label, SIL, and the 
complete path is the partial path recorded in route request adding the destination ad-
dress. Or else, when an intermediate node responds a request, the label is the index of 
the route element to the target node, and the complete path is the partial path in route 
request and the post route, concatenating by the intermediate node itself. A limitation 
here is that the constructed path must be loop-free and the total length no more than 
maximum hop count. 

When a reply arrives, the intermediate node needs to update its route table in case 
that no route to the destination or the existing route is unavailable or not as good as 
the one carried in RREP with respect to some metrics such as path length or QoS and 
so on.  The change to a new route must be propagated via route update packets to all 
upstream neighbors. Now all data in buffer to the target can be sent by means of the 
new coming route and the request to the destination can be deleted. 
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Nodes except the first node of the complete path should relay the reply to the up-
stream neighbor specified in the complete path after change the label to the index 
label of the relative route at sending node.  

3.3.3   Local Repair and Rout Update 
Currently, no neighbor detection is deployed except when data transfer is failure, the 
link between current node and the next hop is regarded as broken. Local repair is 
called to remedy the broken route. The node first inactivates the route. And then a 
new route discovery process is executed to find an alternative path. During this repair 
period, all arriving data to the repaired target are buffered. If repair is failed, all buff-
ered data and the route entry are deleted, or else, the route is now set to active and the 
update should be propagated to all upstream neighbors. 

We now discuss the handle of route update packet. A route update packet includes 
the latest post route of the updated route and the label indexing the entry at the send-
ing node. In addition, a flag is carried in RUPP to indicate whether this packet is to 
invalidate the route or just to advocate a new path. Note here that the IP address of 
current sending node is in the source address field in IP header update packet. 

A node needs to invalidate a route upon the following three conditions: the route is 
timeout, or a local repair is completed but still no alternative route is found or an 
arriving RUPP indicates that the route is already invalid. Similarly, an update to alter 
a route is invoked after a node replaces one route with new outbound label or path 
when a local repair succeeds to find a route, or a better route is found or an arriving 
RUPP indicates the change of the route. 

When a route update packet is received, the node must update the matched route 
entry. A route is a match to an update packet when the next hop of the route entry is 
the source of RUPP; the outbound label is the same as label carried in RUPP and the 
destination is also the same as the target address specified in RUPP.  

If the update is to invalidate route, the match route is deleted. If the update is just 
to modify current route, otherwise, the post route must be changed according to the 
update packet. In both cases, if some upstream neighbors exist, this change should be 
further propagated via new update packets. 

In order to avoid possible loop, before a node updates the post route, it must first 
ensure that the new route has not included itself. If the node is already in the new 
path, the only allowable operation is to invalidate current route even the received 
update is to change route. We will back to this issue in section 4.  

Finally we emphasize that the use of post route is indispensable and crucial for the 
control of route table size. Suppose, at some time, node C has a route to E with post 
route DE, which is created with complete path ABCDE. Now a request for E from 
node F with partial path FGK arrives, if C decides to respond this request with path 
FGKCDE, it is no need to create a new entry to store the path FGKC DE but only to 
add K into the upstream neighbor list of the already existing entry. This, as result, 
make the total route table size in ORAL proportional with the amount of actively 
connected nodes, rather than the number of active flows, superior to these protocols 
like DSR choosing to store the complete path. 
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3.4   Example 

Now we give an example to illustrate the above scheme with topology shown in 
Fig.1, where the node pair connected by solid line can communicate directly. Initially, 
every node has an empty route table. The operations similar to other protocols as DSR 
are omitted or discussed curtly. 

A
H

B
I J

F G

L C D E

 

Fig. 1. Network Topology 

At time t0, node A needs to connect with node G but no route is available, then A 
broadcasts its request to G, now the partial path is with A only. This request is further 
propagated to node B, C, H and so on. 

Suppose at time t3, G receives the request at the first time and decides to reply 
rather than propagate the request. Without loss of generality, suppose the request is 
with partial path as ABCDEF. Then G sends a RREP with SIL and the complete path 
ABCDEFG back to node F via unicast fashion. 

Table 1. The route table status at time t6 

Node 
# 

Upstream Destination Next hop Out La-
bel 

Post 
route 

A # G B LG(B)  BCDEFG 
B A G C LG (C) CDEFG 
C B G D LG (D) DEFG 
D C G E LG (E) EFG 
E D G F LG (F) FG 
F E G G SIL G 

Table 2. The packet extension content 

When packet arrives When packet leaves Node # 

Label Node Address Label Node  Address 

A # # LG(B) B 
B LG(B) B LG(C) C 
C LG(C) C LG(D) D 
D LG(D) D LG(E) E 
E LG(E) E LG(F) F 
F LG(F) F SIL G 
G SIL G # # 

At time t4, F receives the RREP. F allocates a new entry to store the route and sets 
the destination and next hop as node G, the oLabel as SIL and post route as “G”. 
Suppose the entry is indexed by a new label, LG(F). Here, LX(Y) indicates the label 
allocated by node Y to index the route to node X. Finally, F changes the label in 
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RREP to LG(F) and relays it to node E. And now the route in F is in active. If there 
has some data to G in buffer, F can send them and then activate the entry. Similar 
operation is executed at node E, D, C, B and A along the propagation of RREP. A will 
not to further propagate the reply if that no request to G is stored at A. Table 1 sum-
marizes the final route entries from node A to F. 

At time t7, node L also needs communication with G. assuming the route at node C 
is still available and already activated. Then once node C receives the request, it can 
respond a reply with path LCDEFG and label LC(G) to node L. And the request is no 
longer propagated. Now the upstream list at node C changes to “B, L”. 

Table 2 gives the ORAL extension at packet header upon a data packet arrives at 
and leaves a node from A to G along the path ABCDEFG. When packet first come to 
network layer from upper layer like transport layer at node A, no ORAL extension 
exists and finally at node G, no further forwarding is needed so that the ORAL exten-
sion is removed. We do not present the more detail operations which are quite similar 
to existing routing protocol except the embedding label switch process. 

4   Route Loop  

This section sketch the property that ORAL is loop-free, in the sense that every loop 
can be detected before the route is formed stably, that is , no RREP or RUPP is 
propagated along the route, provided all assumptions in section 3 are satisfied. 

In fact, only two types of control packet RREP and RUPP can construct or alter a 
route. Firstly, if a route is constructed by RREP only, this case is the same as the route 
construction in DSR. And now every node receiving RREP has a complete view 
about the route, it can easily determine whether the route contains a loop or not.  

One could be noted that update packet is used to maintain the latest status of exist-
ing route as consistent as possible across the entire network. Thus, at the very begin-
ning, routes are only constructed by means of RREP, which is already shown to be 
loop-free. So in follow we only consider the form of loop upon a loop-free route. 

Secondly, if at least a RUPP takes part in the construction or alteration of a route, 
loop may incur since RUPP only gives the post route rather than entire path. 

A loop can be formed as follow: consider two different node A and B, for a in-
tended target, A at some time becomes the downstream node of node B but before this 
fact is known by B, a request for the same target from A reaches B and invokes its 
response, then a loop between A and B incurs. The key point here is that B responds a 
request from one of its downstream nodes, which must be prohibited to avoid loop. 
Finally, B is placed in the revised route after A accepts the reply from B.  

Furthermore, the handle of route update prevents the loop from keeping perma-
nently. After a route is modified, node must inform the update to its upstream 
neighbors unless the node has no upstream neighbors or all of them are unreachable. 
In the latter case, obviously, the loop has no effect since the route is already unavail-
able though may not be discovered. For the former, however, we can ensure that, B, 
the upstream node of A, must receive an update with the mistaken route initiated at 
node A in future. Then B finds that it is already in the new route, so node B chooses 
not to modify the route, but to invalidate and delete it, resolving the loop. 
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Comments: first, the major drawback here is that ORAL can not guarantee instanta-
neous loop-freedom and a packet may still arrives at a node at most twice, wasting 
bandwidth resource. Actually, this problem also exists in salvaging packets in DSR. 
Second, the control packets interchanged between the form and resolve of route loop 
have no use for packet forwarding and incur only the waste of network resources. 
Finally, we note that using complete path to solve the route loop is a difficult task and 
requires nontrivial overhead under several strict constraints. Due to space limitation, 
however, the detail discussion is omitted. 

5   Experiments Setup 

We have evaluated the performance of ORAL using GlomoSim ver 2.03 [16].  In 
simulation, all nodes have a uniform radio range of 250m and place over a rectangu- 
lar area of 1000m*1000m except the case of 25 nodes is in 500m*500m. The move-
ment is according to the random waypoint model. The values of pause time used are 
from 100s to 500s with step 100s. Besides, the static topology is also explored.  

We compare ORAL with two on-demand protocols DSR and AODV, all at net-
work layer. In addition, the MAC layer uses 802.11 at 2 Mbps. All flows are CBR 
with packet size kept at 512 bytes. The run time of each simulation is 600s. We run 
each simulation using five different seeds and the final results are the average. We 
also perform the experiments with different traffic type such as FTP or the mixture of 
FTP and CBR, and similar results are obtained but not presented here. 

The following metrics are used: 
Average Packet delivery ratio: the ratio between the number of packets sent out by 

the sender application and the number of packet correctly received by the target. 
Control packet overhead: the number of control packets sent out during the simu-

lation. The packet is counted once it has been transmitted. Thus, for a control packet, 
it may be counted multiple times in the case of traversed over more than one hop. 

Average transmission cost: the ratio of total number of transmitted data packets at 
all nodes over the number of packets received successfully at all destinations. This 
metric, actually, is the average transmission cost per packet.  

6   Results and Analysis 

In this section we discuss the results under different node count, flow count and mo-
bility. Fig.2 presents the experiment results under different node count from 25 to 100 
with step 25 when all traffic is 30 CBR flows and the pause time is 200s. Fig.3. gives 
the experiment results under different node mobility where the pause time from 100s 
to 500s with step 100s at the scene of 50 nodes and 30 CBR flows. The results of 
pause time 600s refers to the case of static topology. Fig.4. shows the experiments 
results under different flow count from 10 to 50 CBR flows when the node count is 50 
and pause time 200s. 

From these figures, several conclusions can be drawn: first, ORAL has much 
greater packet delivery ratio at most cases over the other two protocols, which is very 
good for improving the system throughput. 
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Fig. 2. Results under different node count 
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Fig. 3. Results under different node mobility 
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Fig. 4. Results under different flow count 

Along with the increase of node count, though some decrease, ORAL still gains the 
best delivery ratio except when count is up to 100, where AODV gets 0.9% more ratio 
but at the expense of about 30% more control overhead than ORAL.  

No matter how large the pause time is, ORAL always gets the much highest deliv-
ery ratio than DSR and AODV, only when the topology is static shown as pause time 
600s, DSR get the same delivery ratio as ORAL. 



 An On-Demand Routing Protocol in Ad Hoc Network Using Label Switching 105 

Along with the increase of flow count, the delivery ratio of AODV decreases and 
of DSR increases. In all cases, however, ORAL always outperforms than DSR at most 
about 10% and at least about 5% though both ORAL and DSR deploy similar source 
route mechanism. 

Second, the higher throughput of ORAL is at the expense of larger overhead. DSR 
always gains the shortest average transmission cost per data packet and needs the least 
amount of control packet. AODV, in the opposite, almost needs the largest number of 
control packets and the increase with respect to the growth of flow count, mobility or 
node count is also the fastest. Especially in the case of different flow count, this in-
crease is close to linear. ORAL stays at the balance point between AODV and DSR. 
The control overhead of ORAL is larger than DSR but less than AODV. Along with 
the increase of network dynamic, ORAL also consumes more resource but at much 
less increase rate compared to AODV. 

The major drawback of ORAL is that it always has the greatest transmission hop 
count per data packet. In the worst case, ORAL has about two more hops than DSR 
and 1.5 more hop than AODV and on average, one more hops than DSR and 0.7 hops 
more than AODV. Local repair, we believe, plays an important role in the higher 
throughput and longer transmission hop since the remedy at intermediate node resists 
a large number of packet loss but these packets are transmitted over an alternative 
path which is longer than the broken route because at current ORAL, the shortest path 
selection policy is use. 

7   Conclusions and Future Work 

Routing is a key issue in mobile ad hoc network. We present a new on demand ad hoc 
routing protocol taking use of MPLS like label switch. ORAL separate the protocol 
behaviors into routing and forwarding phases, while the former is to discover and 
maintain the label switch path, as well as the traversed node sequence, e.g., source 
route, similar to other on-demand protocol especially DSR. In the forwarding process, 
however, ORAL use label switch rather than destination address or prefix matching to 
find the intended route, fastening the packet forwarding and finally improving system 
performance.  

ORAL is scalable with respect to network dynamics. Integrating label and post 
route mechanism, a refined source route, ORAL can limit the route table size not 
exceed the amount of active nodes, rather than the greater network size or the amount 
of active flows, given no optimization such as multi-path route is deployed. 

We implement ORAL in simulation and compare it with two other on-demand pro-
tocols, DSR and AODV. The results show that ORAL outperform much greater than 
DSR and AODV with protocol overhead much less than AODV but a bit more than 
DSR. The main drawback is the consistent relative larger hop count for the data 
packet transmission by ORAL compared to the other two protocols, which will be 
further examined in future work.  
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Abstract. A mobile ad-hoc network (MANET) is one consisting of a set of mo-
bile hosts capable of communicating with each other without the assistance of 
base stations. It is necessary to use bandwidth effectively because MANET has 
limited bandwidth. In this paper, we propose SMGS in which each node esti-
mates its expected life time and if its ELT is larger than that of current gateway 
it becomes a candidate node. When a source node establishes a path, in each 
grid the candidate node will take the route request and be a gateway node for 
the each source node. The node that is expected to stay the longest time in the 
grid is selected so that we can reduce frequent gateway handoff, packet loss, 
and handoff delay. 

Keywords: Geocasting, routing, ad-hoc network, gateway. 

1   Introduction 

According to the advancement in portable computing devices and wireless communi-
cation, it is possible to communicate for mobile devices. One research issue that has 
attracted a lot of attention recently is the design of mobile ad-hoc network (MANET). 
MANET is one consisting of a set of mobile hosts capable of communicating with 
each other without the assistance of base stations. Applications of MANETs will 
occur in many situations such as battle fields or major disaster areas, where networks 
need to be deployed immediately but base stations or fixed networks infrastructures 
are not available. Network topology of MANET isn’t fixed because nodes in MANET 
move continuously. So we cannot utilize wired routing protocols for MANET and 
need a new routing protocol.  

Many routing protocols have been proposed for MANET. Among them, protocols 
using location information [1-6] have been researched to reduce network overhead. To 
use these protocols, they assumed that each node knows its current location informa-
tion provided by positioning devices such as global positioning systems (GPS).  

LAR (location aided routing)[1] proposes an expected zone using location  
information of destination provided by past communication records. If it has no  
                                                           
*  "This research was supported by the MIC(Ministry of Information and Communication), 

Korea, under the ITRC(Information Technology Research Center) support program super-
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communicationrecords, it uses flooding routing protocol as like AODV. The expected 
zone is the circular region. And LAR protocol also proposes request zone which is 
rectangle including source and the expected zone. The request zone is used to confine 
the zone to be searched for a route from source to destination. When a source node 
wants to send data, it sends a RREQ (route request) packet first. If the node, which is 
located in the request zone, receives a RREQ packet, it forwards a RREQ packet. If 
not, it discards a RREQ packet. LAR protocol can reduce network overhead caused 
by route discovery process by the method to restrict the packet broadcasting area. But 
LAR protocol still has network overhead problem because all nodes in the request 
zone also use broadcasting scheme though the range of route discovery is restricted.  

GRID[2]  protocol partitions LAR’s request zone into small grids, each as a square. 
One mobile node is elected as the leader of the grid. It is termed gateway and respon-
sible for route discovery, packet relay and route maintenance. When the gateway node 
leaves out the grid, it transfers routing table to a next gateway node. GRID protocol is 
more efficient than LAR protocol. Only one of several nodes in the grid is responsible 
for communication, so it can reduce network overhead. But the gateway node can 
have traffic concentration problem which can lead to network partition or disconnec-
tion. And GRID protocol generates delay to elect gateway when a gateway node 
leaves its grid. If a gateway node leaves its grid while it transmits data, it would lead 
to data packet loss.  

In this paper, we present a source-based multiple gateway selection routing proto-
col (SMGS). Each node estimates its expected life time (ELT) in the current grid and 
if its ELT is larger than that of the current gateway node it can be a candidate node of 
the grid. When a source node builds a path to the destination, a candidate node at that 
moment of each grid will take the route request from the source node. Because the 
gateway of each source is the node that is expected to stay longest time in that grid, 
we can reduce the frequent grid changes. The proposed SMGS can avoid traffic con-
centration on a gateway node so that it is able to distribute power consumption to each 
node of the ad-hoc network.  

The rest of this paper is organized as follows. Section 2 explains the proposed 
SMGS protocol and Section 3 shows our experimental results. In Section 4, we con-
clude this paper. 

2   Source-Based Multiple Gateway Selection Routing Protocol 

2.1   Structure of Grid-Based Routing Protocol 

Grid based routing protocols partition whole area into many small grids and elect one 
gateway node in each grid which is responsible for communication. Routing is per-
formed in a gird-by-gird manner through gateways. Grid based routing protocols can 
eliminate the broadcast storm problem that is associated with existing protocols when 
searching for new routes. The GRID[2] protocol is a representative protocol among 
grid based routing protocol. The node, which is the closest node at the geographical 
grid center, is elected as a gateway. The gateway node broadcasts GATE message 
periodically. 
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GRID route discovery procedure begins when a source node S sends RREQ (route 
request) as in Figure 1. If nodes, which receive RREQ packets, are satisfied with the 
following conditions, the nodes discard RREQ packets.  

1) Nodes are out of zone like node I. 
2) Nodes in the request zone receive duplicated RREQ packets. 
3) Nodes are not gateway or destination node. 

GRID can utilize network resource more efficiently than other protocols by reduc-
ing the number of control packets. Disconnection or network partition can occur be-
cause one gateway node is in charge of whole communication coming to its grid. In 
Figure 1, gateway node B broadcasts a RREQ packet and node E receives the RREQ 
packet. Node E first checks whether it is located in the request zone or not. Then node 
E rebroadcasts the RREQ packet and saves a reverse path point to the previous grid. 
The RREQ packet is forwarded and sometimes later a node D receives the RREQ 
packet. 

  

 

Fig. 1. RREQ forwarding 

 
In Figure 2, as the destination D receives the RREQ, it responds a RREP (route re-

ply) packet by unicasting to source S. This packet follows the reverse path that was 
established by the RREQ packets. Each gateway establishes an entry in its routing 
table indicating the next grid leading to destination D. The route discovery process 
has been finished when node S receives a RREP packet. And the path is established. 

When a gateway leaves its current grid, it should broadcast a RETIRE (g, T) 
packet, where g is the grid coordinate where it served as a gateway and T is the rout-
ing table. Other nodes in this grid, on hearing this packet, will inherit the routing table 
T and broadcasts a BID (Broadcast ID) packet including the distance from the node to 
geographical center in order to compete as a gateway node. Those nodes which re-
ceived the BID packet compare with its own distance and if the node’s distance is 
larger than distance in received the BID packet, the nodes stop broadcasting the BID 
packet. If not, the node broadcasts continually own BID packet. After the time de-
fined in advance expires, if only one node broadcasts the BID packet, the node is 
elected as a gateway node and broadcasts GATE message. This hand-off procedure 
has problem when gateway node is transmitting data packet. This protocol needs time 
to elect new gateway, that is why packet loss can occur during that time.  
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Fig. 2. RREP forwarding 

2.2   The Proposed SMGS Routing Protocol 

In this section, we present SMGS (source-based multiple gateway selection routing) 
protocol based on grid mechanism. Our proposed protocol can reduce network over-
head as like GRID protocol and can solve problems which GRID protocol has. SMGS 
protocol can reduce the number of gateway hand-off, so it can reduce data packet loss 
rate and time delay for electing gateway. SMGS also can distribute traffic to several 
gateway nodes by multiple gateway election.   

We assume SMGS protocol has the following conditions. First, each node knows 
its current location by using positioning device (e.g., GPS). Each node can calculate 
moving velocity by comparing current location with past location and can acquire the 
expected life time (ELT) value which is remained staying time before its leaving out 
the current grid. ELT value indicates the node's predicted staying time in current grid 
and is derived as (1). 

V

S
ELT =

(S = remained distance from the grid boundary, V=node velocity) 
(1) 

Second, node transmission range must include neighbor grid like Figure 3. Each 
gateway node must be able to listen periodic GATE and CANDIDATE messages 
which are broadcasted from the neighbor grids.  

In SMGS protocol, we elect the node which has largest ELT in the grid to be a can-
didate node. If a RREP packet passes this node, it changes to be a gateway node. 
 

 

 

Fig. 3. Gateway signal transmission range 
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Data is forwarded by gateway nodes. And with the concept of the candidate node we 
can solve delay and packet loss problem which is originated from hand-off. The can-
didate node is elected as Figure 4. In Figure 4-a, node S is sending data through estab-
lished path (S-A-D). Some time later, several nodes that have larger ELT value than 
that of gateway appear in the grid (Figure 4-b). They become CANDIDATE nodes 
and broadcast CANDIDATE packets periodically. Candidate nodes compare own 
ELT with other candidate node’s ELT values. If ELT in the candidate packet is larger 
than own ELT, the candidate node stops broadcasting. Else the node continues to 
broadcast candidate packets. As shown in Figure 4-c, only one candidate node re-
mains finally. 

Table 1. Terminologies of SMGS 

ELT The node’s remained time until it leaves out current grid. 

Gateway node 

In the grid, the node which can forward route discovery packet and 
data packets and maintain route for a specific source. A gateway 
node broadcasts GATE message periodically. In a grid, there can be 
multiple gateways. 

Gateway 
candidate node 

A node that its ELT is the largest in the grid at that moment. It 
broadcasts CANDIDATE message periodically. 

GATE message 
The packet broadcasted by a gateway node (node ID, location, 
ELT). 

CANDIDATE message 
The packet broadcasted by a candidate node (node ID, location, 
ELT) 

GATE_CHANGE 
message 

When a gateway is changed (hand-off), a changed gateway node 
sends this packet. 

 
In SMGS, a source node broadcasts a RREQ packet for establishing route as shown 

in Figure 5. If a gateway node, which is out of request zone as node I receives the 
RREQ packet, the node discards the RREQ packet. If a candidate node (or a gateway 
node when there is no candidate node in the grid) that receives the RREQ packet and 
it is not duplicated packet, the node records source address and sequence number in 
its routing table in order to check duplicated RREQ packet. It records its grid number 
(not node id) in the RREQ packet and forwards the RREQ packet. When the node, 
that is neither a candidate node (or gateway node) nor a destination node receives the 
RREQ packet, the RREQ packet is discarded. SMGS protocol can reduce the number 
of hand-off by electing the nodes which have largest ELT value to be gateway nodes 
when the RREP packet comes back. The RREQ packet is forwarded until RREQ 
packets arrive at the destination node. 

A destination node receiving a RREQ packet replies with a RREP packet. As 
shown in Figure 6, destination node D sends the RREP packet to node E which is a 
gateway node in grid 2 because it received only GATE packet from grid 2. If the 
destination node D receives CANDIDATE and GATE packets from grid 2, it sends 
the RREP packet to a candidate node in grid 2. Node E received both GATE and 
CANDIDATE packets from grid 3 which is its backward grid of grid 2. So node E 
elects candidate node B to be a gateway in grid 3 by sending the RREP packet to node 
B which is a candidate node in grid 3. If there are several candidate nodes in  
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backward grid, RREP is sent to the candidate node which has the largest ELT value 
among them. The Route discovery process will be finished after the RREP packet 
arrives at source node S. 

In the conventional GRID protocol, node F is elected to be a gateway node in grid 
3 even if node B is expected to stay longer than node F in grid 3 when a new source 
node initiates a connection. In GRID protocol, once a gateway node is decided, it 
continuously serves before it leaves out the grid. In SMGS protocol, at the moment 
that any source node starts its route discovery procedure, the node which is expected 
to stay the longest at each grid, is elected to be a gateway so that the selected gateway 
can serve the connection with little handoff possibility. 
 

 
     Fig. 4-a                                       Fig. 4-b                                    Fig. 4-c 

Fig. 4. Candidate node election 

 

 

Fig. 5. RREQ forwarding 
 

 

Fig. 6. RREP forwarding 
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SMGS protocol can also reduce time delay and data packet losses caused by fre-
quent hand-off. In SMGS, when a gateway node of a certain data flow leaves out the 
grid, hand-off will occur. Hand-off procedure is shown in Figure 7. Node A and node 
C node transmit data to node D and F through path 1 (A-B-F) and path 2 (C-B-D) 
respectively. Node E is a candidate node which has the largest ELT value in the grid. 
If ELT value of node B comes to be smaller than ELT_limit value. It means that B 
will leave out the grid before long. Therefore node B sends its routing table to a can-
didate node E (Figure 7-b). When node E received routing table from node B, it 
broadcasts the GATE_CHANGE packet to report that it becomes a new gateway node 
in this grid (Figure 7-c). If node A and node C receive the GATE_CHANGE packet, 
they establish new route using node E as a intermediate node (Figure 7-d). In GRID 
protocol[2], hand-off mechanism leads to delay for electing gateway. Therefore, if the 
gateway node that is sending data packets leaves out grid, disconnection can occur 
temporarily during the time of electing gateway. SMGS protocol solves problems 
such as packet loss and delay for electing gateway, which are caused by gateway 
hand-off, by carrying out handoff procedure in advance through the method to predict 
the time when a gateway leave out its grid. 
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Fig. 7. Procedure of gateway handoff 

 
SMGS protocol presents multiple gateway election algorithm. There can be multi-

ple gateway nodes in each grid in SMGS protocol unlike GRID protocol. Multiple 
gateway election procedure is as follows.  



114 S.-J. Yoo and B.-J. Lee 

In Figure 8-a, we assume node A in grid 7 is transmitting data packet to node F 
through the following path (A-E-F). Node B in grid 4 broadcasts a RREQ packet 
when it wants to transmit data to node C. At this time, candidate node G, which has 
the largest ELT in grid 5 and is not a gateway node, will be responsible for forward-
ing a RREQ packet (Figure 8-b). If it has no candidate node at the moment, it means 
that the gateway node E has the largest ELT and node B sends a RREQ packet to a 
gateway node E. So the RREQ packet is forwarded to the destination node C. And 
destination node C received the RREQ packet sends a RREP packet. When the RREP 
packet arrives at the source node B, Route discovery process has been finished and 
the source node B sends data packet to the destination node C. At this time there are 
two gateway nodes (G, E) in grid 8 (Figure 8-d).  
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Fig. 8. Multiple Gateway Election 

 
In GRID protocol, regardless each node’s ELT time, once a node is selected as a 

gateway node. It serves all data flows from different sources until it leaves out the 
grid. If traffic is heavy in grid 5, traffic concentration problem can occur at node E 
and node E consumes its battery rapidly. But SMGS protocol can prevent rapid bat-
tery power consumption at one certain node because multiple gateway nodes can exist 
in a grid. Multiple gateway election procedure is simple as shown in Figure 8. SMGS 
protocol elects the node that has the longest predicted staying time in its grid at the 
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moment so that for each flow of the source-based gateway will serve relatively long 
time compared with GRID. 

3   Simulation Results 

In this paper, we used the ns-2 simulator for evaluating performance. We compared 
the performance of SMGS with the GRID. The simulation model is explained in  
Table 2.  

Table 2.  The Simulation Model 

Simulation area 1000 * 1000 m 
Grid region 100 * 100 m (one hundred of grids) 
Mobile node 50 ~ 600 (Each node knows its location) 
Moving velocity 10~30m/s (36 ~ 108 km/h) 
The number of connection 10 ~ 50 
Traffic 1Mbps CBR traffic 
ELT_limit 0.3 

 
The first simulation experiment compared average gateway lifetime of two ap-

proaches (SMGS, GRID), by varying node velocity. For this experiment it is assumed 
that the number of mobile nodes is 100; the number of connections is 50. Figure 9 
shows, SMGS protocol shows 20% increased gateway lifetime compared to GRID. 
Because in SMGS node sojourn time in its grid is considered to elect gateway node by 
using ELT value so that the number of handoff can be reduced. Network overhead can 
also be reduced because the amount of control packets that are originated when hand-
off occurs is reduced. 

 

 

Fig. 9. Gateway lifetime varied by velocity 
 

The second simulation experiment compared average gateway lifetime of two ap-
proaches (SMGS, GRID), by varying node the number of nodes. For this experiment 
it is assumed that the node velocity is 10m/s; the number of connections is 50. In 
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GRID protocol, gateway lifetime does not change significantly the number of nodes 
because GRID protocol elects a node which is the closest from geographical center in 
grid to be a gateway. On the other hand, in SMGS protocol, gateway lifetime is 
changing significantly as the number of nodes is increasing because the possibility to 
elect a node having comparatively long sojourn time in grid as a gateway is larger 
than grid. 

 

 

Fig. 10. Gateway lifetime varied by the number of nodes 
 

The third simulation experiment compared the average number of gateway nodes 
by varying node the number of connections. For this experiment it is assumed that the 
node velocity is 10m/s; the number of nodes is 600. In Figure 11, the average number 
of gateway nodes in each grid increases as the number of nodes attempting to com-
municate in SMGS. When the number of connections is 50, the average number of 
gateway nodes in SMGS is about 2.4 times as many as GRID. SMGS relieves discon-
nection problem caused by node energy shortages because it makes power consump-
tion to be distributed to multiple gateways in each grid by using multiple gateway 
election method. Therefore, the more number of connections there are in grid, the 
more gateway nodes there will be. 

 

 

Fig. 11. The number of average gateway nodes varied by the number of connections 
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The fourth simulation experiment compared amount of data transmission per gate-
way node by varying the number of connections. For this experiment it is assumed 
that the node velocity is 10m/s; the number of nodes is 600. As shown in Figure 12, in 
SMGS amount of data transmission per gateway slowly increases as the number of 
connections increases because SMGS allows multiple gateways to be elected in a 
grid. But in GRID, although the number of connections increases, the number of 
gateway node in one grid is just one. So the gateway node suffers from heavy traffic. 
In Figure 12, we can know that the amount of data transmission per a gateway node 
was reduced below 50% of GRID when the number of nodes was larger than 25. 

 

          

Fig. 12. The amount of data transmission per gateway varied by the number of connections 

 
Finally, we fixed the number of connections (50) and velocity (10m/s). The num-

ber of nodes increases from 50 to 300. We compared the amount of data transmission 
per a gateway. In the GRID protocol, although the number of nodes was increased, 
only one gateway node forwards data packet. However SMGS protocol distributed 
data packet processing to several gateway nodes. And the more number of nodes there 
are, the number of gateway nodes there are also.  

 

 

Fig. 13. The amount of data transmission per gateway varied by the number of nodes 
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4   Conclusion 

In this paper, we present SMGS (source based multiple gateway selection routing 
protocol) which elects multiple gateways by using ELT. SMGS protocol solves net-
work overhead problem caused by control packet broadcasting. It also solves discon-
nection and network partition problems through multiple gateway election method. It 
reduces gateway election time delay by using candidate nodes and also reduces data 
packet loss and transmission delay, which occur during gateway handoff, by electing 
new gateway before old gateway leaves out its grid. As we can see the experimental 
results, In SMGS protocol, the amount of average traffic that a gateway node should 
handle is below 50% compared to GRID protocol so that we can avoid rapid power 
consumption of gateway nodes. And gateway lifetime also increases by 20% com-
pared to GRID because we take node’s staying time into consideration to elect a 
gateway. So the number of handoff is reduced.  
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Abstract. Field surveillance is one of the most important applications for wire-
less sensor networks. Many sensors are deployed in a region of concern to de-
tect any potential targets. On the contrary, intelligent target looks for the best 
path to traverse the sensing field for fear of being detected and leads to defunct 
surveillance. In this paper, we focus on how an intelligent target traverses the 
sensing field. We model this traversing problem, design, implement and evalu-
ate a number of path-finding algorithms. Different from previous works which 
assume complete information of the sensing field, we assume that the target 
only can detect part of the sensor network in its detection radius. This makes the 
proposed methods more practical. Extensive experiments with a target and a 
sensor network confirm the validity of the approach. 

1   Introduction 

Sensor networks are usually deployed to monitor a region. Their foreseeable applica-
tions include protecting and monitoring military, environmental, safety-critical, or 
domestic infrastructures and resources [1]. Networked sensors measure signals at a 
given sampling rate to produce a time series data that are processed by the sensor 
nodes. The sensor nodes obtain energy measurement accounts for the behavior of the 
target. Giving the energy, processing the series, and possibly fusing the information 
between different sensor nodes, the sensor network may detect the target traversing the 
sensing field. If the target is intelligent, such as an enemy at battlefield, the target may 
search for a “better” traversing path to escape from being detected. So there is a couple 
of opposite notions between sensors and the target: monitoring and anti-monitoring, 
detection and anti-detection. Many works point out and analyze the vulnerability of 
sensor networks about Denial of Service [2, 3]. Some works look for the best path for 
the target [4, 5, 6]. However, almost all previous works are based on complete infor-
mation of sensor deployment. Different from previous works, in this paper we focus on 
how the target traverses the sensing field with incomplete information. 

To evaluate the probability of the target being detected, the authors in [3, 4, 7, 8] 
introduced the notion of exposure. In [3], exposure is defined as the net likelihood of 
detecting a target. Exposure in [4] is defined as signal energy gathered by the sensor 
node. Both of the papers compute the exposure and find the least exposure path with 
Dijkastra’s single-source single-destination algorithm. The author of [7] relates the 
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exposure of a path to the distance from the path to the sensors and finds two kinds of 
paths: the maximal breach path and the maximal support path. Exposure in [8] is 
defined as the total energy that the sensors gathered when the target moves following 
the path. All of these works are based on complete information while ignoring the fact 
that the target cannot know the entire deployment of sensor network in reality. In this 
paper we propose to search for traversing path based on incomplete information.  

As sensors can detect the traversing target, the target can find the deployed sensors, 
too. Depending on the application and type of target, there are several ways to detect 
sensor nodes. Practically the target may detect any sensors with different probability. 
We refer to detection problem as detection probability. Obviously, the larger the de-
tection probability is, the more information of deployment the target knows.  The 
notion of detection probability will be explicated in detail in section 3. In this way 
complete information in previous works only is a special case of our model. 

Obtaining reliable location information is essential to many location-aware tasks in 
sensor networks such as detection, tracking and mobility management. Fortunately, it 
is easy to gather such information by the Global Positioning System (GPS) [9]. Since 
our traversing algorithms rely on location information, we have implemented the 
location procedure as the initial step. In this localization approach, sensor nodes know 
their coordinates either from satellite information or pre-deployment. The target also 
knows it location and destination in advance, where it needs to go. 

The reminder of this paper is organized as follows: Section 2 introduces concept of 
exposure of the path. In section 3, we propose five path-finding algorithms. Section 4 
presents the results of our experiments. After analyzing the experimental results, we 
conclude the paper with section 5. 

2   Metrics of the Path 

We propose two metrics to evaluate the path: exposure and length. Similarly to [4] 
and [7], we define exposure as the energy collected by sensors. Exposure of the given 
path measures the probability of being detected when a target follows the path. Expo-
sure varies with the path the target follows. However, it is not obvious as to which 
path is the least exposure. The length is considered as the distance the target travels to 
its destination. In fact, some paths are short but traverse the part of region with high 
exposure, other paths are long while traverse the part of low exposure. An intelligent 
target prefers the path with low exposure and short length as well. 

2.1   Exposure 

Sensor generally has widely different theoretical and physical characteristics. Thus, 
numerous models of varying complexity can be constructed based on application 
needs and device features. As the sensing ability diminishes as distance increases, we 
express sensing model S at an arbitrary point p for a sensor s: 
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Where d(s, p) is the Euclidean distance between the sensor s and the point p, and 
positive constants λ and k are technology- and environment-dependent parameters. 
Therefore, the closer the target is near to the sensor, the more dangerous its status. 

In order to introduce the notion of exposure in sensor fields, we first define the 
Sensor Field Intensity for a given point p in the sensor field F. Depending on the 
application and the type of sensor models at hand, the sensor field intensity can be 
defined in several ways. Here, we present a model for the sensor field intensity Near-
est-Sensor Field Intensity (IN). Nearest-Sensor Field Intensity IN(F ,p) for a point p in 
the field F is defined as the sensing measure at point p from the nearest sensor in F, 
i.e. the sensor that has the smallest Euclidean distance from point p. IN can be ex-
pressed as: 
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where smin is the nearest sensor to p. 
Suppose a target T is moving in the sensor field F from point p(t1) to point p(t2) 

along the path p(t). The Exposure for a target T in the sensor field during the interval 
[t1,t2] along the path p(t) is defined as: 

ince p(t) = (x(t), y(t)),  

2.2   Length 

The length of the path is the total Euclid distance of adjacent point on the path when a 
target T is moving in the sensor field F from point p(t1) to point p(t2) along the path 
p(t). The length of the path is defined as: 

3   Path-Finding Algorithm 

Assume that a sensor network is pre-deployed to establish field surveillance by  
sensing existence and activities of any target. Although sensors carry on tasks coop-
eratively with each other, a target behaves adversely with the sensor network. An 
intelligent target, equipped with an omni-directional detector, attempts to detect the 
immediate environment it resides, such as finding out where the sensors are and what 
are their sensing capacities. We use detection probability to express the ability of the 
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target. Practically the target can detect the sensor nearby with high probability than 
remote one. Define the distance from the target t to a point p as d(t,p), and detection 
probability of t at p as P(t,p). P(t,p) generally diminishes as d(t,p) increases. The spe-
cific function of P(t,p) depends on the type of target. A Gaussian function can model 
most generic targets. 
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where 0>σ , and is a manufacture-dependent parameter, and it denotes the detection 
ability of the target. P(t,p) represents the probability the target detect the sensor at 
point of p. Without loss of generality, we use it as the detection function of target in 
our simulation. 

3.1   Voronoi Diagram 

In order to reduce the complexity when finding traversing path with less exposure and 
shorter length, we resort to some technique of partitioning 2-D plane. In the previous 
works [7, 8], the authors make use of grid to approximate exposure integrals. Here, 
we utilize Voronoi diagram, which has been re-invented, used, and studied in many 
domains. According to [10], the Voronoi diagram is a fundamental construction de-
fined by a discrete set of sites. The Voronoi diagram partitions the plane into a set of 
convex polygons such that all points inside a polygon are nearest to only one site. The 
boundary segment of a Voronoi region is called the Voronoi edge. The intersection 
point of two or more Voronoi edges is called the Voronoi vertex. The path of the least 
exposure with respect to Nearest-Sensor Field Intensity exactly lies on the polygon 
edges. This prompts us to find the least exposure path traversing along the Voronoi 
polygon edges. Fig 1(a) shows an example of the Voronoi diagram for a randomly 
placed sensor network. 

3.2   LVD and Its Update 

An intelligent target tries to find out the sensors nearby with probability as Formula 
(6), and it can detect the sensor if the probability is larger than a threshold. Further-
more the detection probability is independent of direction because of an omni-
directional detector. In this work, we denote the range of successful detection above 
the threshold as detection radius (rD). rD is usually longer than sensors can detect, but 
it is relatively smaller than the diameter of the sensing field. Then, it reacts by hiding 
itself or finding the best path to its destination based on some criteria, such as mini-
mal exposure and/or shorter path. Due to the role of adversary, a target cannot expect 
information relay and gathering from surrounding sensors. Instead, such a target can 
only rely on the partially available information in its detection scope. Thus, the target 
can only figure out a partial imprecise Voronoi diagram based on those exposed sen-
sors. We call this partial Voronoi diagram Local Voronoi Diagram (LVD). As shown 
in Fig 1 (b), the target, represented as the pentagon in the centre of the circle, com-
putes LVD of the eight sensors exposed. Note that the LVD is different from the cor-
responding part of the Complete Voronoi Diagram (CVD). 
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When the target moves along the polygon edge, it may detect more newly exposed 
sensors. Thus it needs to update LVD at time and reevaluate the condition of monitor-
ing. According to the properties of Voronoi diagram [11], the update of LVD includes 
adding the peripheral polygon edges when new sensors are detected in the circumja-
cent region. As shown in Fig 2, if the target (the pentagon) moves to a new location 
along the arrow, it detects S7 and modifies LVD by adding two dotted lines as poly-
gon edges. At the same time, the target loses sight of S0, S4, S5 and S6. However, the 
information can still be retained if needed.  
 

 

   
(a)    (b) 

Fig. 1. Voronoi diagram of a set of sensors in a plane 
 

 
Fig. 2. An example of LVD update 

3.3   Base Path-Finding Framework 

In this section, we investigate a path-finding approach based on LVD. According to 
the density of sensors, there are three situations to be considered. First, if a target does 
not detect any sensor, there is no LVD to construct. So the exposure of any path is 
zero. Apparently, the path can be a straight line from the current site to its destination. 
Next, if the target detects only one sensor, the moving direction should change to the 
perpendicular of the line from the current site to the sensor. Otherwise, if the target 
detects more than one sensor, it needs to construct a local Voronoi diagram, to evalu-
ate the exposure and to select a favorite path to traverse. 

The path-finding algorithm is described as follows. First, the intersecting points of 
polygon edges and the LVD contour are denoted as Vertex Candidates (VCs). For 
example, there are seven VCs as shown in Fig 1 (b). Second, we compute the  
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exposure and length along the path from the center to these VCs, based on which the 
best path can be determined. Finally, the target is moving towards the Selected Vertex 
(SV). During the move, upon detection of any newly exposed sensor, the procedure 
will be repeated. The base path-finding algorithm is described in Fig 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Pseudo-code of the base path-finding algorithm 

 
In this algorithm, proximity is used to measure the relative closeness to the destina-

tion. The function to compute proximity will be defined later. Variable Ψi is intro-
duced as a priority indicator for VCi to be selected as the next point to move. Here we 
define Ψi as: 

where the length is normalized by the field dimension; and μ  is a regulative parame-

ter and its influence on performance of the path selection will be discussed later. 

3.4   Proximity Definition 

In the base path-finding framework above, we need to compute the proximity of VCs. 
In this section we propose five different functions defined to compute proximity to be 
used in the path-finding algorithms.  

ii

i
i ExposureLength

Proximity

+
=Ψ

*μ
 

(7) 

Base path-finding algorithm 
a) Let s be the source and d the destination; let Vcur = s 
b) Loop while Vcur ≠ d 
c)   Compute a LVD centered at Vcur ; 
d)   Search all intersecting points of polygon edges   

and LVD contour as VCi, (i=1,…,n) 
e)  For each Voronoi edge within LVD, let 

weight(e) be the least exposure of that particu-
lar line segment with IN used as its sensing in-
tensity function.  

f)   For each VCi , compute Ψi: 
i) calculate Proximityi at VCi; 
ii) find the least exposure path, PminE, from Vcur to 

VCi with Dijkastra’s single-source shortest 
path algorithm, based on weight(e) 

iii) compute Ψi = Proximityi / (μ*Lengthi+Exposurei) 
where, Exposurei =  weight(e), e∈PminE 
      Lengthi =  len(e), e∈PminE 

g)   Decision-making: Select SV=VCk, where Ψk Ψi  
for all 1 i n.  

h)   Move the target towards SV along the selected path 
until detection of newly exposed sensor; record 
the location as a new Vcur, go to step (b); 

i) End of loop 
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Suppose the target starts from the current vertex (Vcur), and goes to the destination 
vertex (Vdest), see Fig 4 (a). We can express the forwarding direction contribution with 
three basic schemes: angle, forwarding length, and distance to the destination. Thus 
we introduce three measures of proximity as Angle Preference (AP), Distance Prefer-
ence (DP), and Forward Preference (FP), as shown in Fig 4 (b), (c), and (d), respec-
tively. We also introduce two hybrids of these preferences: ADP as the combination  
 

  
(a)                         (b) AP 

  
(c) DP                     (d) FP 

  
 (e) ADP                  (f) FDP 

 

Fig. 4. Definitions of various algorithms 
 

Table 1. Definition of Proximity function 
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of AP and DP, and FDP as the combination of FP and DP, as shown in Fig 4 (e) and 
(f). The definition of all these proximities is summarized in Table 1. 

The algorithms described above borrow ideas from the corresponding geographical 
routing algorithms [12, 13, 14]. AP is similar to compass routing, DP greedy routing 
and FP most-forwarding routing. Thus they have the similar properties. Morin [13] 
proved that greedy routing guarantees the target moves to the destination if the under-
lying structure is Delaunay triangulation. The compass routing guarantees reach of the 
destination if the topology is Delaunay triangulation [14]. The most-forwarding rout-
ing works for all triangulations, i.e. it guarantees the target move to the destination as 
long as a triangulation is used as the underlying structure [12]. Based on analysis 
above, the notion of proximity based on LVD provides guarantees on the feasibility of 
our framework. 

4   Experimental Results 

In order to gain a better understanding of LVD-assisted traversing, we have per-
formed a wide range of simulation studies. In this section, we present several interest-
ing results and discuss their implications and possible applications. 

The main simulation platform is written in C++. The visualization and user inter-
face elements are currently implemented with Visual C++ and OpenGL libraries. 
Network Simulator (NS2) and CrossBow® MICAZ sensor nodes are also used to ver-
ify the sensing models and the qualitative performance of the exposure model in a 
realistic environment. The sensor field in our experiments is defined as a 500 * 500 
square. N sensor nodes are randomly deployed in the region.  

For simplicity  parameters k and λ of sensing model in Formula (1) are set to 2 
and 1, respectively. Suppose an intelligent target starts at midpoint of the left edge 
and monitored by the networked sensors. It searches for traversing path with our algo-
rithms to its destination, the midpoint of the right edge. As shown in Fig 5, we calcu-
late the traversing path with AP, FP, DP, ADP, and FDP, respectively. All methods 
are based on locally available information.  

The target selects the path based on the information within the range of rD, which 
has a great impact on the performance of algorithms. We conducted 50 independent 
trials and the outcome is averaged. Shown in Fig 6 (a), when rD is zero, a target is not 
aware of any sensor deployed, therefore, has no choice but moving straightforward to 
the destination. With rD increases, the target is able to obtain more information, and 
can choose a better traversing path. When rD increases over 550 ( 5250≈ ) or so, it 
can find the best traversing path due to available global information. 

Fig 6 (a) also illustrated that the exposure of all algorithms decreases as rD grows, and 
the curve becomes smooth when rD adds up to 300 or so. This phenomenon can be due to 
the fact that the target can detect most part of the sensors’ deployment when rD reaches 
about half of the field edge. Besides, FDP exhibits a significantly lower exposure. 

Different from the exposure, the length increases proportionally to rD, as shown in 
Fig 6 (b). This is because of the fact that the target would like to take a longer path to 
steer clear of the close-by sensors. The length of all algorithms is unit when rD is zero. 
Then the length grows as rD augments from zero. Among the five algorithms with 
incomplete information, FDP performs better than the other four. 
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Fig. 5. A snapshot of the experimental result (N=50, rD=320, μ=0.5) 

As to path-selecting criterion of Formula (7), we examine on performance impact 
with variable parameter μ. Given the same deployment of the sensors, we perform the 
traversing procedure with different values of μ. Empirically, μ has little influence on a 
sparse-deployed sensor field, therefore, 110 sensors are placed in the region. We con-
duct fifty trials with different settings of μ. And the averaged exposure and length are 
presented in Fig 7. It suggests that if μ is set larger, the selected path emphasizes a 
shorter length but has a larger exposure. If  is set near zero, a path with less exposure 
becomes a favorite. This behavior may be explained that the target makes a detour to 
keep off sensors. Fig 7 shows there is a trade-off between the exposure and the length. 
And parameter μ can be used as an adjustor to adapt to needs of real applications. 

Suppose to deploy more sensors randomly in the region of 500*500, the density of 
sensor nodes really has an influence on path-finding algorithms too. Generally for 
sparse fields, there are a wide range of least exposure paths that can be expected from 
uniform random deployments. As sensor density increases in the field, the least expo-
sure value and path length tend to stabilize as Table 2 shows, including the average, 
standard deviation (SD) and relative standard deviation (RSD) of exposure and length 
for 50 such cases. This effect can be observed from the diminishing RSD as the num-
ber of sensor increases. The results suggest that there is a saturation point after which 
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randomly placing more sensors does not significantly impact the least exposure in the 
field. In our experiments we have observed that as the number of sensors increase, the 
least exposure path generally gets closer to the bounding edges of the field, and the 
path length approaches the half field perimeter value. This behavior is caused by the 
fact that sensors are only allowed to exist in the field and thus the boundary edges of 
the field are generally farther from the mass of sensors. 

 

 

  
(a) 

 

 
(b) 

Fig. 6. Performance vs. Detection Radius (N=50, μ=0.5) 

 

 
Fig. 7. FDP Performance vs. μ (N=110, rD=320) 
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Table 2. Path-selecting Performance vs. N (FDP, rD=320, μ=0.5) 

Sensors Exposure Length 

 Avg. SD RSD Avg. SD RSD 

10 0.18 0.1041 57.83% 1.17 0.1389 11.87% 

30 0.42 0.0778 18.52% 1.20 0.1261 10.50% 

50 0.80 0.1637 20.46% 1.26 0.1659 13.16% 

70 1.34 0.1674 12.49% 1.23 0.0963 7.83% 

90 1.62 0.2646 16.33% 1.20 0.0734 6.12% 

110 2.66 0.4026 15.13% 1.28 0.0927 7.24% 

5   Conclusion and Future Work 

In this paper, the typical behavior of an intelligent target has been thoroughly studied. 
We focus on how an intelligent target traverses the monitoring region. With modeling 
of this anti-detection problem, we propose and evaluate a number of path-finding 
algorithms. Different from the previous works, we investigate the case with a realistic 
assumption. That is, the target only can detect part deployment of the sensor network. 
Experimental results showed the effectiveness of the path-finding algorithms. These 
path-finding algorithms are the enormous menace to the quality of surveillance in 
sensor networks. Hiding techniques may be a good idea for sensor networks against 
being detected. The key idea is to hide the sensor network from the scope of intelli-
gent target, like the natural immune system covered on the sensor networks. In the 
near future, we would like to make effort on hiding technology in each phase – ini-
tialization, surveillance and reporting phase respectively. 
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Abstract. In this paper, an efficient Fibonacci series based hierarchical proto-
col- HFTM (Hierarchical Fibonacci Tree Multicast) is proposed for application-
layer multicast. It adopts the idea of layer and cluster to construct multicast 
group members into a hierarchical architecture. During the cluster formation, it 
considers the underlying network properties to reduce packet delivering on 
costly links. In each cluster, a Fibonacci multicast tree is constructed by recur-
sively partitioning the member sequence into two halves with different length. 
Moreover, the size of cluster is taken into account in order to obtain a balanced 
architecture. The considering of underlying network properties and the con-
struction of Fibonacci multicast tree improve the delay performance of the 
novel protocol. The simulation shows that HFTM is an efficient and scalable 
application-layer multicast protocol. 

1   Introduction 

Multicast is an efficient delivery mechanism in one-to-many data transfer applica-
tions. Network-layer multicast [1, 2] is a native multicast. It is efficient because of its 
best-effort multi-point content delivery over the internet. However network-layer 
multicast is limited to ‘islands’ of network domains because of its inherent drawbacks 
[3]. It lacks ubiquitous multicast support among all internet service providers. So 
network-layer multicast had not been adopted widely in the past decade. 

At first, some alternative schemes [4, 5, 6] were proposed to try to address the 
above problem. But these schemes still depended on routers unavoidably. In this 
situation, application-layer multicast was proposed [7, 8, 9, 10, 11]. 

Application-layer multicast is a different kind of multicast. It builds a multicast ar-
chitecture by having the end hosts self-organize into logical overlay networks. It of-
fers multicast function by unicasting on underlying links. As shown in Figure 1, one 
of the dominant differences between application-layer multicast and network-layer 
multicast is that the multicast packets are replicated and forwarded by end hosts in-
stead of intermediate routers. It demonstrates that excessive identical packets induced 
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by end host replicating and forwarding will occupy network resources. Therefore one 
motivation is to build appropriate topologies to improve the scalability and the effi-
ciency of application-layer multicast. 

 
 
 

 
 

(a)        (b) 

Fig. 1. (a) Network-layer multicast;  (b) Application-layer multicast. Node 1, 2, 3 and 4 are end 
hosts. Node A and B are routers. The dotted lines represent peers on the overlay. 

According to overlay topology design, current proposed application-layer multicast 
protocols can be classified into three flavors: the mesh-first, tree-first and implicit ap-
plication-layer multicast protocols. 

Take NARADA [7] and ALMI [8] as examples of mesh-first application-layer 
multicast protocol. NARADA firstly organizes the multicast group members into a 
mesh topology and then constructs a spanning tree whose root is the multicast source. 
To guarantee robust, every multicast group member maintains a state list about all 
members. But this condition compromises the scalability of NARADA. ALMI con-
structs a MST (Minimum Spanning Tree) among members which reduces mainte-
nance cost. 

YOID [9] is a case of tree-first application-layer multicast protocol. It firstly builds 
a shared data delivery tree among members. The tree structure is easy to construct and 
has logarithmic scaling behavior. Its drawback is a direct control over every aspect of 
tree structure and this will result in high costs. Host Multicast [10] is another case of 
tree-first application-layer multicast protocol. 

NICE [11] and CAN-based multicast [12] is two representatives of implicit appli-
cation-layer multicast protocol. CAN-based multicast is based on a special infrastruc-
ture - Content-Addressable Network (CAN). CAN is an overlay network whose con-
stituent nodes form a virtual d-dimensional Cartesian coordinate space. Each member 
owns its individual distinct zone in this space. The “flooding scheme” is used to mul-
ticast packets. Unlike CAN-based multicast, NICE is hierarchical infrastructure. It in-
volves several layers and each layer has a set of clusters. Each cluster has a cluster 
leader. The cluster members only communicate with each other in their own cluster. 
So NICE is a scalable protocol. However, it does not consider underlying topology 
when running hierarchy and clusters. This compromises the delay performance. 

Therefore designing an efficient application-layer multicast protocol is still an open 
problem. We propose a novel application-layer multicast protocol based on Fibonacci 
series-HFTM (Hierarchical Fibonacci Tree Multicast). It is a hierarchical multicast. 
Each layer includes some clusters. Each cluster has a cluster leader. The members in 
each cluster are constructed into a Fibonacci multicast tree by a Fibonacci series 
based multicast algorithm [13]. 

The rest of the paper is organized as follows: Section 2 gives the detail of Fibo-
nacci tree. Section 3 provides the detail design of the protocol--HFTM. Simulation 
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evaluations and performance comparisons between NICE, CAN-based multicast and 
HFTM are provided in Section 4. Section 5 concludes the paper. 

2   Fibonacci Multicast Tree 

2.1   Detail Design  

In HFTM, an innovation is the use of Fibonacci multicast tree. In each cluster, a Fibo-
nacci multicast tree is created by using a Fibonacci series based multicast algorithm. The 
input of the algorithm is a cluster member sequence constructed with some special means 
(described in the next section). This algorithm adopts the idea of Fibonacci series to parti-
tion the members sequence into parts with different sizes. The Fibonacci series { }if  sat-

isfies the following condition: 
0 1 1 2=0,   =1;   = + ,      1n n nf f f f f if n− − > . It guarantees the 

root of Fibonacci multicast tree serves for the members as many as possible. 

Algorithm 1 ( Fibonacci series based multicast): 
Input: member sequence 

1 2= , ,..., Kd d dΦ , 
sd is the cluster leader which serves 

as the source node, 
sd ∈Φ . The number of members in Φ  is K . 

1n nf K f +≤ <  

Output: a multicast tree constructed for all members in Φ    
1 If ( 2K = ) 

sd send packets to the only destination; 

2 If ( 2K > )  Φ  is partitioned into two subsequences 
1Φ  and 

2Φ  where 
sd  is  

in the larger subsequence and the smaller one includes 
2nf −  members; 

2.1 If (
2ns f −> ) {

21 1 2 3, , ...,
nf

d d d d
−

Φ = ; 
2 2 22 1, ,...,

n nf f Kd d d
− − ++Φ = ;}    

Else {
21 1 2, ,...,

nK fd d d
−−Φ = ;

2 2 22 1, , ...,
n nK f K f Kd d d

− − +− + −Φ = ;} 

2.2 If (
2ns f −> ) { 

sd  firstly sends packets to 
1d , then 

1d  is in charge of mul-

ticasting in 
1Φ  and 

sd  is in charge of multicasting in 
2Φ ; }  

Else { 
sd  firstly sends packets to 

2 1nK fd
−− + , then 

sd  is in charge of multi-

casting in 
1Φ  and  

2 1nK fd
−− +  is in charge of multicasting in 

2Φ ;} 

3 Multicast packets from 
1d  to all members in 

1Φ  and from 
sd  to all members 

in 
2Φ  (or multicast packets from 

sd  to all members in 
1Φ  and from 

2 1nK fd
−− +  

to all members in 
2Φ ) by recursive calls Algorithm 1. 

Figure 2 shows an example of Fibonacci multicast tree achieved by this algorithm. 

2.2   Analysis 

In the process of Fibonacci multicast tree building, each member in sequence is proc-
essed once. Obviously, the time complexity of tree building is ( )O K , where K  is the 

number of members in the initial input sequence. 
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The following is the analysis of time complexity in the process of multicast packets 
to K  members by using the Fibonacci series based multicast algorithm. Several nota-
tions used in this section are given first. L  denotes the propagation time on an overlay 
link and t  is the packet processing time on each end host. For simplicity, L  is sup-
posed to be same for each overlay link. ( )T K   denotes the time used to multicast a 

packet from one source to K  destinations. Obviously, ( )T K  is a monotonous increas-

ing function of K . When packet multicast begins, the source firstly sends the packet 
to the partition node. It takes L t+  seconds to deal with the packet. As a result, the ini-
tial member sequence is divided into two sub-sequences.  

 
 
 
 
 
 
 

Fig. 2. The multicast tree achieved by the Fibonacci series based multicast algorithm on mem-
ber sequence 4,6,5,3,7,2,1,0Φ = . 

28, 6, 3nK n f −= = = , the source node is node 0. 

Because of the recursive character of this algorithm, ( )T K  is expressed as 

{ }2 2( ) max ( ) , ( )n nT K T f L t T K f− −= + + − , where (1) 0 T = and (2)T L t= + .  

If 
1n nf K f +≤ < , { }2 2( ) ( ) , ( )n nT K max T f L t T K f− −= + + −  

{ }2 1 2( ) , ( )n n nmax T f L t T f f− + −≤ + + −  

{ }2 1 2( ) 2 , ( 2 )n n nmax T f L t T f f− + −≤ + + −  
In addition, we have  

1 2 1 32n n n nf f f f+ − − −− = +   
From the above equation, it is easily to obtain  

1 1 22n n n nf f f f− + −≤ − <  
So { }{ }2 3 1( ) ( ) 2 , ( ) 2 , ( )n n nT K max T f L t max T f L t T f− − −≤ + + + +  

{ }2 3 1( ) 2 , ( ) 2 , ( )n n nmax T f L t T f L t T f− − −= + + + +  

{ }2 1( ) 2 , ( )n nmax T f L t T f− −= + +  
In addition, { }1 2 1( ) ( ) 2 , ( )n n nT f max T f L t T f+ − −≤ + +  

So the following two expressions can be achieved:   
{ }1 4 3( ) ( ) 2 , ( )n n nT f max T f L t T f− − −≤ + +  

{ }2 5 4( ) ( ) 2 , ( )n n nT f max T f L t T f− − −≤ + +  
Then, if 

1,n nf K f +≤ <  { }2 1( ) ( ) 2 , ( )n nT K max T f L t T f− −≤ + +  

{ }5 3( ) 2( 2 ), ( )n nmax T f L t T f− −≤ + +  

......≤  

0

24 3

5

1

6 7
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( 2 )
2

n
L t≤ ⋅ +  

Moreover, 1

25

n

nf
ϕ= + , where 1+ 5

= 1.62
2

ϕ ≈ ( proved in [14]) 

2 2 2

1
log log + log 5

2nf n ϕ≈ ⋅  

2 2

2
2

1
log log 5

2 1.44(log 1.16)
log

n

n

f
n f

ϕ

−
≈ ≈ −  

In addition, we have 
1n nf K f +≤ <   

So we can obtain 
21.44(log 1.16)n K< −  

2( ) ( 2 ) 0.72 log ( 2 )
2

n
T K L t K L t≤ ⋅ + ≤ ⋅ +  

From the above analysis process, a conclusion is obtained that it takes 
2(log )O K  time 

to multicast a packet to a member group by using the Fibonacci series based multicast 
algorithm, where K  is the number of members. 

3   HFTM Design 

The hierarchy and cluster in NICE are proved effective in improving the scalability 
and efficiency of application-layer multicast. But NICE does not consider the under-
lying topology characteristic when clustering. This will induce improper partition 
which wastes resource. Focusing on this problem, HFTM makes some improvements. 
It introduces a new conception: local area. Local area means that end hosts in it all at-
tach to the same router directly or through several local network components (e.g. the 
hubs or switches). The following is the detail design of HFTM. 

3.1   Hierarchy Design 

The multicast members belong to several local areas. In each local area, group mem-
bers are partitioned into different clusters with the size between k  and 3 1k −  where k  
is a constant. When the number of unassigned end hosts is smaller than k , these re-
maining members form one cluster. Unlike NICE, we use k =6 in our experiment. 
Every cluster has a cluster leader. It is achieved by using the probe scheme. The 
leader has the minimum maximum distance to all other members in the cluster.  

The members in each local area are divided into different layers. They all firstly lie 
in the lowest layer called 

0L , then the cluster leaders in layer 
0L  compose higher 

layer 
1L . The members in layer 

1L  continue to be partitioned into clusters and their 

leaders go on acting as members in layer 
2L  and so on. The hierarchy will continue 

until the number of members is not larger than 3 1k − . The cluster leader in the highest 
layer is considered as the core of the local area. Then these cores of local areas are 
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partitioned into clusters and form layers with the same method above. Ultimately, we 
achieve a final core serve as the root of the whole hierarchical architecture.  

3.2   Cluster Member Construction 

In NICE, the leader is responsible for delivering the packet to all its members in turn. 
This means is not very efficient because the delivery can only be performed serially. 
Unlike NICE, in each cluster, HFTM adopts the Fibonacci series based multicast al-
gorithm to organize the members into a Fibonacci multicast tree which is a shared-
tree. 

Before the Fibonacci series based multicast algorithm is performed, the members 
of the cluster should be organized into a member sequence. When members of a clus-
ter all belong to the same local area, the delay distance of logic link from each mem-
ber to the cluster leader is defined as the weight of these members (these values have 
been got when selecting leader). Then these members are sorted into a sequence (i.e. 
the input of the algorithm) with a descending order of the delay distance value. This 
guarantees that the most time-cost end host is treated first. It makes the total delay 
performance better. Moreover, if the members of a cluster do not belong to the same 
local area, the organizing method is different. In this case, in each cluster, member 

im  

should maintain two parameters: 1) 
in : the number of the members of the local area it 

belongs to; and 2) 
id : the delay distance of logic link from itself to the cluster leader. 

The value of 
in  has been achieved when selecting leader in local area and is main-

tained by the core of local area. The value of 
id  is achieved by using the same method 

as above. 
maxn  denotes the maximum of 

in  and 
maxd  represents the maximum of 

id  

in the cluster. Then there is 
max max

(1 )i i
i

n d
w

n d
β β= + − , where β  is a balance factor. 

We use β =0.4 in our experiment in order to give greater weight to delay distance. 

The parameter 
iw  is adopted as the weight of the member 

im . The cluster members 

are sorted into a sequence with a descending order of 
iw  value. In decision of mem-

ber’s weight, it considers not only the delay distance but also the size of local area. 
This avoids the situation that the resulting tree is seriously unbalanced. It is the bene-
fit of HFTM compared with NICE. 

3.3   Cluster Maintenance 

HFTM employs the refresh messages to follow the membership alterations in the 
group. The maintenance paths are defined as the overlay paths that carry the refresh 
messages. Now the comparison of worst-case cluster maintenance overheads created 
by all the cluster members in HFTM and NICE are stated. The sizes of the largest 
clusters in HFTM and NICE are 

13 1k −  and 
23 1k −  respectively, and 

1 22k k= . The 

worst-case cluster maintenance overheads appear in the largest clusters for both 
HFTM and NICE. Suppose each refresh message has r bits. In NICE, the alteration of 
an end host should be noticed to all other cluster members. Hence the worst-case  
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cluster maintenance overhead in NICE is 
2 2(3 1)(3 2)r k k− − . However, in HFTM, 

each end host constructs the maintenance paths with its direct upstream member and 
its direct child members. Therefore the worst-case cluster maintenance overhead in 
HFTM is

12 (3 1)r k − . It shows that the maintenance overheads created in HFTM are 

much less than the ones in NICE. As a result, the less control traffic contributes to a 
shorter delay to multicast the data packets in the HFTM. 

New Host Joins: A set of Rendezvous Points RPS are supposed to exist in the HFTM 
protocol. When a new end host v wants to join in the group, it uses the DNS of RPS to 
find the closest Rendezvous Point 

rRP  and sends it JOIN REQ. 
rRP  then searches the 

closest local core (say 
al ) to v in its local core list and informs it the v’s join. 

al  then 

checks all its member lists of clusters in all layers which it joins in order to find the 
closest cluster member to v. In NICE, the new end host needs to enquire each closest 
member in each layer of the hierarchy architecture. The existence of local core lists 
achieves the less maintenance traffic created in HFTM than NICE. After new end host 
joins the right cluster, the number of cluster members is increased by one denoted by 

newK . The leader will make some modifications depending on the value of 
newK . The 

old number of members is represented by K  and there exists 
1n nf K f +≤ < . We will 

simply build a direct link between the new end host and the leader until 
1new nK f +> . 

Once there is 
1new nK f +> , new leader should be chosen among all current cluster 

members including new joining end hosts and a new Fibonacci multicast tree is con-
structed. 
Member Departure: When a host H  leaves the multicast group, it sends a Remove 
message to the leader. The leader then computes the current number of member de-
noted by 

newK . When H  is leader or 
new nK f< , new leader is selected first and then 

the Fibonacci tree is reconstructed for current cluster members. Otherwise, H  is just 
deleted from the member sequence. 

3.4   Architecture Analysis 

The analysis of HFTM architecture is given by formulating it. Let the multicast group 
with n members be

0 1 1{ , ,..., ,..., }( [0, 1])i nG g g g g i n−= ∈ −  and the source set with S  
sources be 

0 1 1{ , ,..., ,..., }( [0, 1])j SS s s s s j S−= ∈ − . Denote the overlay path between the 

source js and the group member 
ig  as 

j is g− . The set of packet forwarders with 

F forwarders on 
j is g−  is denoted as { }0 1 1, ,... ,..., ( [0, 1)m FF f f f f m F−= ∈ − . Suppose 

the overlay path 
j is g−  covers L underlying physical links. The delay experienced 

by a packet p at the time t through the path 
j is g−  is 

11 1

0 0 0

( , ) ( , ) ( , )
mj i

FL L
pr tr e

l l fs g
l l m

d p t d d p t d p t
−− −

−
= = =

= + + , where pr
ld  is the propagation delay of 

the l-th physical link, ( , )tr
ld p t is the packet delay in the l-th physical link at the time t 
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that includes the transmission delay in the link and the packet queuing delay at the 
router connecting to the link, and ( , )

m

e
fd p t  is the packet processing delay (i.e., the 

delay to replicate and forward the packet) at the end host fm. The average multicast de-

lay of packet p from the source 
js  at the time t is 

1

0,
( , )

( , )
1

j ii j

j

n

s gi g s

s

d p t
d p t

n

−

−= ≠=
−

. In 

order to achieve the short average multicast delay, we can decrease 
1

0

L
pr

l
l

d
−

=

, 
1

0

( , )
L

tr
l

l

d p t
−

=

 

and 
1

0

( , )
m

F
e
f

m

d p t
−

=

. 

The HFTM protocol makes as many local area links as possible to transmit the 

multicast packets which contribute to a shorter 
1

0

L
pr

l
l

d
−

=

. In addition, the data transfer-

ring on the costly links between different local areas is reduced so that more network 
resource is reserved for data traffic. Moreover, the hierarchy and cluster divides the 
whole group into several “mini-groups”. It greatly decreases the periodical group 
maintenance traffic among group members that belong to different “mini-groups” and 

therefore 
1

0

( , )
L

tr
l

l

d p t
−

=

 is decreased. Because the cluster members are constructed into 

a Fibonacci multicast tree, the height of the whole HFTM hierarchical architecture is 
decreased than that of NICE. As a result, the number of forwarders on the path 

j is g−  can be reduced so that 
1

0

( , )
m

F
e
f

m

d p t
−

=

is decreased. Hence the average end-to-

end delay in HFTM is proved to be decreased than that in NICE. 
Moreover, the case of the asymmetrical distribution of group members among local 

areas is also considered. It is improved by taking the size of local area into account. 

4   Simulation Evaluation 

4.1   Model Design 

We use the well-known tool NS-2 [15] to accomplish our simulation experiments. 
The backbone network in the simulation is shown in Figure 3. It is the well-known 
MCI ISP backbone that is a representative backbone model of Internet used in many 
researches. The backbone includes 19 routers. The end hosts in multicast group are 
connected to routers directly or indirectly. In the simulation, the bandwidth of links in 
the backbone network is 1000Mbps and the bandwidth of links in the local area is 
100Mbps. The cost of each link in backbone network is a random integer between 20 
and 40. The cost of each link in the local domains is a random integer between 1 and 
4. The simulation traffic is the 1.5Mbps MPEG-1 video streams. 

In the simulation, performance comparisons are given among three application-
layer multicast protocols: NICE, CAN-based multicast and HFTM. To facilitate the 
comparison, the following classical metrics are adopted: 1) Average End-to-end De-
lay (AED): it is the ratio of the sum of end-to-end delay from a multicast source to 
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each group member to the number of group members; 2) Average Link Stress (ALS): 
it is the ratio of the sum of times that identical packet copies traverse over the under-
lying links to the number of links in the group; 3) Average Cost Stretch (ACS): it is 
the ratio of the sum of the consuming costs of packets multicasting to all the members 
to the sum of group members. 

4.2   Comparison Results 

Two simulations are done to compare the performances of different protocols along 
the AED, ALS and ACS metrics. The first simulation is to observe the AED, ALS, 
ACS performances of different protocols when the number of group members varies 
from 50 to 600 and the number of sending sources is 1. 
 
 
 
 
 
 
 
 

Fig. 3. The experimental MCI ISP backbone network used in the simulation 

Figure 4 illustrates the comparison of AED performances of the three application-
layer multicast protocols. The curves show that the flooding routing in CAN-based 
multicast incurs much longer AED than the other two protocols. HFTM achieves bet-
ter AED performances than NICE because of the architecture characters of HFTM. 
The introduction of local area reduces the packet delivering along the costly links 
across different local areas. In addition, the size of cluster in HFTM is larger than in 
NICE. So it decreases the height of the whole tree architecture. Hence, the existence 
of the local area and the Fibonacci multicast tree in HFTM results in its better AED 
performance. 

Figure 5 illustrates the ALS performances of the three protocols. HFTM achieves 
better ALS performances than NICE. In NICE, the packets are distributed to each 
cluster member by the cluster leaders. The outgoing links of cluster leaders in some 
higher layers usually suffer from large link stress. However, in the HFTM, the burden 
of cluster leaders is shared by other cluster members through the use of the Fibonacci 
multicast tree. Hence, the ALS of HFTM is less than NICE. In CAN-based multicast, 
the flooding routing is used to multicast packets to group. This flooding routing 
scheme evenly distributes the data traffic and link stress among all the links. It en-
ables CAN-based multicast to achieve the smallest ALS. 

Figure 6 gives the ACS performance comparison of the three protocols. The curves 
have similar trends with the AED curves in Figure 4. The curves reflect the consum-
ing cost of each member of the three protocols. For the same reasons as above, the 
ACS of HFTM is the lowest one in the three protocols and the ACS of NICE is less 
than CAN-based multicast. Moreover, the designs of NICE and CAN-based multicast 
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neglect the underlying network properties. It results in the packet delivering transfer-
ring more costly links and some redundant links in the two protocols. HFTM reduces 
the consuming cost of each member by considering the underlying network proper-
ties. The ACS performance of HFTM is the best because of its architect characters. 
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Fig. 4. The AED performances of the three protocols with the increasing number of members in 
the group 

In the second simulation, the AED, ALS and ACS performances of the three proto-
cols are observed under the situation that the number of the sending source varies and 
the number of group members is always 100. The additional sources are determined 
randomly.  

Figure 7(a) illustrates the AED performances of the three protocols when the num-
ber of sending source varies from 1 to 10. The relation of the curves in Figure 7 is 
similar with that in the Figure 4. The flooding scheme leads the CAN-based multicast 
to create the lowest AED performance. The cluster construction and the consideration 
of the underlying network properties in HFTM make that the data packets take less 
delay to reach group members than in NICE. 
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Fig. 6. The ACS performances of the three 
protocols with the increasing number of mem-
bers 
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Figure 7(b) illustrates the AED performances of the two protocols when the num-
ber of sending sources varies from 30 to 50. Because the value of CAN-based multi-
cast in this case is very large, its curve is not plotted in Figure 7(b). The simultaneous 
traffic sent by all sources cause the heavy traffic in the network. In NICE, more clus-
ter leaders suffer from the heavy traffic because it neglects the underlying network 
properties. However, in HFTM, the existence of Fibonacci tree distributes some traf-
fic load to more members. 
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(a)                                                           (b)    

Fig. 7. The AED performances with the increasing number of sending sources. There are 100 
members. (a)the number of sources varies from 1 to 10;(b) the number of sources  varies from 
30 to 50. 

In the second simulation, the comparison of link properties of the three protocols is 
shown in Table 1. The figures illustrate that HFTM is more efficient and scalable in 
term of ALS than NICE. Moreover, in HFTM, few links are used than in CAN-based 
multicast that makes more resources are reserved for the data transmission.  

Table 1. The comparison of link properties of the three protocols 

Protocol ALS No. of actual links used 
CAN-based multicast 1.464 197 
NICE 3.122 130 
HFTM 1.854 123 

The simulations illustrate that HFTM is the most efficient one in term of AED met-
ric among the three protocols. Its delay performance can satisfy the demands of real-
time streams. Moreover, its ALS performance is better than that of NICE. Hence, the 
integrated performance of HFTM is better than the other two protocols. 

5   Conclusion 

Current application-layer multicast protocols have some inherent drawbacks. Focus-
ing on the performance limitations of NICE, a novel application-layer multicast  
protocol based on the Fibonacci series–HFTM is proposed. In HFTM, a hierarchical 
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architecture is constructed by partitioning the group members into several clusters and 
layers. It adopts the Fibonacci series based multicast algorithm to organize cluster 
members. In addition, the underlying network properties are considered when con-
structing clusters. It alleviates the problem of redundant packet transferring on costly 
links. For the above characters of HFTM, its delay performance is improved. The 
simulation results show that HFTM has its benefits compared with traditional solu-
tions and it is an efficient and scalable application-layer multicast protocol. 
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Abstract. It is now commonly accepted that the unit disk graph used to model
the physical layer in wireless networks does not reflect real radio transmissions,
and that the lognormal shadowing model better suits to experimental simula-
tions. Previous work on realistic scenarios focused on unicast, while broadcast re-
quirements are fundamentally different and cannot be derived from unicast case.
Therefore, broadcast protocols must be adapted in order to still be efficient un-
der realistic assumptions. In this paper, we study the well-known multipoint relay
protocol (MPR). In the latter, each node has to choose a set of neighbors to act as
relays in order to cover the whole 2-hop neighborhood. We give experimental re-
sults showing that the original method provided to select the set of relays does not
give good results with the realistic model. We also provide three new heuristics
in replacement and their performances which demonstrate that they better suit to
the considered model. The first one maximizes the probability of correct recep-
tion between the node and the considered relays multiplied by their coverage in
the 2-hop neighborhood. The second one replaces the coverage by the average of
the probabilities of correct reception between the considered neighbor and the 2-
hop neighbors it covers. Finally, the third heuristic keeps the same concept as the
second one, but tries to maximize the coverage level of the 2-hop neighborhood:
2-hop neighbors are still being considered as uncovered while their coverage level
is not higher than a given coverage threshold, many neighbors may thus be se-
lected to cover the same 2-hop neighbors.

1 Introduction

Nowadays, wireless networking has become an indispensable technology. However, the
most deployed technology, known as WiFi, is too restrictive, as users must stay near to
fixed access points. Therefore, the latter must be sufficiently deployed and correctly
configured to offer a good quality of service. Moreover, there exists some more unusual
situations where an infrastructure may be unavailable (e.g., rescue areas). The future
of this technology probably lies in wireless ad hoc networks, which are designed to be
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functional without any infrastructure. They are defined to be composed of a set of mo-
bile or static hosts operating in a self-organized and decentralized manner, which com-
municate together thanks to radio interfaces. Hosts may be either terminals or routers,
depending on the needs of the system, leading to a cooperative multi-hop routing.

Broadcasting is one of the most important communication task in those networks,
as it is used for many purposes such as route discovery (e.g., OLSR [1]) or synchro-
nization. In a straightforward solution to broadcasting, hosts blindly relay packets upon
first reception to their neighborhood in order to fully cover the network. However, due
to known physical phenomena, this leads to the broadcast storm problem [2]. More-
over, this is a totally inefficient algorithm, because most of the retransmissions are not
needed to ensure the global delivery of the packet, and a huge amount of energy is thus
unnecessarily wasted. Many other algorithms have been proposed in replacement. Some
of them are centralized (a global knowledge of the network is needed), while the oth-
ers are localized (hosts only need to know their local neighborhood to take decisions).
Obviously, the latter better fit to ad hoc networks and their decentralized architecture.

All the proposed broadcast schemes have always been studied under ideal scenario,
where the unit disk graph is used to model communications between hosts. In this
model, two hosts can communicate together if the distance between them is no more
than a given communication radius, and packets are always received without any error.
Recently, this model has been highly criticized as it does not correctly reflect the be-
havior of transmissions in a real environment [3]. Indeed, signal strength fluctuations
have a significant impact on performance, and thus cannot be ignored when designing
communication protocols for ad hoc and sensor networks. Unfortunately, this has been
the case until now for broadcast protocols.

In this paper, we consider the well-known multipoint relay protocol (MPR) [4], used
for broadcasting in ad hoc networks, under a more realistic scenario where the proba-
bility of correct reception of a packet smoothly decreases with the distance between the
emitter and the receiver(s). We thus replace the unit disk graph model by the lognormal
shadowing model [5] to simulate a more realistic physical layer, and provide experi-
mental results. As they demonstrate the need for a more suitable algorithm, we also
propose several modifications to MPR in order to maximize the delivery ratio of the
broadcast packet, while minimizing the number of needed retransmissions. By experi-
mentation, we show that these new versions are much more efficient than the original
one under the considered realistic scenario.

The remainder of this paper is organized as follows: we first provide the definitions
needed by our models, while in Sec. 3 a detailed description of MPR is proposed. In
Sec. 4, we provide an analysis of the behavior of the original algorithm used in MPR
with the realistic physical layer. We then describe in Sec. 5 new algorithms that better
fit the latter. We finally conclude in Sec. 6 and give some directions for future work.

2 Preliminaries

The common representation of a wireless network is a graph G = (V,E), where V is the
set of vertices (the hosts, or nodes) and E ⊆ V 2 the set of edges which represents the
available communications: there exists an ordered pair (u,v) ∈ E if the node v is able
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to physically receive packets sent by u (in a single-hop fashion). The neighborhood set
N(u) of the node u is defined as {v : (u,v) ∈ E ∨(v,u) ∈ E}. The density of the network
is equal to the average number of nodes in a given communication area. Each node u is
assigned a unique identifier (this can simply be, for instance, an IP or a MAC address).

We assume that nodes are aware of the existence of each neighboring node within a
distance of 2 hops (we call this a 2-hop knowledge). In ad hoc networks, the neighbor-
hood discovery is generally done thanks to small control (HELLO) messages which are
regularly sent by each host. A 2-hop knowledge can easily be acquired thanks to two
rounds of HELLO exchanges: nodes can indeed insert the identifiers of their neighbors
in their own beacon messages.

In our mathematical model, the existence of a pair (u,v) ∈ E is determined by the
considered physical layer model and depends on several conditions, the most obvious
one being the distance between u and v. In the most commonly used model, known as
the unit disk graph model, a bidirectional edge exists between two nodes if the distance
between them is not greater than a given communication radius R (it is assumed that
all nodes have the same communication radius). In this model, the set E is then simply
defined by:

E = {(u,v) ∈V 2 | u �= v ∧ dist(u,v) ≤ R}, (1)

dist(u,v) being the Euclidean distance between nodes u and v.
This model, while being well spread, cannot be considered as realistic. Indeed, it

is assumed that packets are always received without any error, as long as the distance
between the emitter and the receiver is smaller than the communication radius. This
totally ignores random variations in the received signal strength, while it was demon-
strated that their impact is really significant.

These fluctuations generate erroneous bits in the transmitted packets. If the error rate
is sufficiently low, these bits can be repaired thanks to correction codes. However, if it
is too high, then the packet must be dropped and a new emission must be done. This
supposes the existence of an acknowledgement mechanism (ACK packets) that cannot
be used in broadcasting tasks due to the really high number of emitters. Our work thus
only relies upon the probability of correct reception, which is influenced by a lot of
factors (e.g., power of emission, distance with the receiver(s), presence of obstacles).
We suppose that all nodes have the same transmitting radius, so the power of emission
does not have to be taken into account here.

To consider the signal fluctuations, we change G into a weighted graph where each
edge (u,v) ∈ E holds the probability p(u,v) of correct reception between the two nodes
u and v. To determine these probabilities, we chose to consider the lognormal shadowing
model [3] in our simulations. We used an approximated function P(x) described in [6]:

P(x) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1− ( x

R )2α

2 if 0 < x ≤ R,

( 2R−x
R )2α

2 if R < x ≤ 2R,

0 otherwise,

(2)

α being the power attenuation factor, and x the considered distance. Fig. 1 illustrates
this model with R = 100 and α = 4.
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Fig. 1. Unit disk graph and lognormal shadowing models (R = 100, α = 4)

We assume that each node u is able to determine the probability p(u,v) of correct
reception of a packet that would be sent to a neighbor v. The gain of this knowledge
may be simply achieved thanks to beacon messages: based on the quantity of correctly
received HELLO packets, v is able to determine an approximated value of p(u,v). Node
v may then include this value in its own beacon messages.

One of the major criticisms of the unit disk graph model is that it does not model the
presence of obstacles between nodes. The lognormal shadowing model neither consid-
ers them, but we argue that it is sufficient enough for simulations. The most important
factor is the weighting of edges by reception probabilities, the method used to distrib-
ute the latter is not important to compare protocols in general cases. A realistic model
would be mandatory to simulate existing situations and to extract exact values. But
in real cases, an obstacle would decrease the probability held by the corresponding
edge and would thus be detected by nodes when counting HELLO messages (if such
a method is used). This means that in those cases, the broadcast algorithm would use
‘real’ probabilities and its behavior would be adapted to the situation.

The two previous physical models introduce two different behaviors:

– In the unit disk graph model, one has to maximize the length of each hop so that
a single emission is able to reach as many mobiles as possible. The quantity of
needed emitters is thus greatly reduced.

– In the lognormal shadowing model, maximizing the length of each hop leads to
smaller probabilities of correct reception, but minimizing them leads to a lot of
spent energy.

Some papers have already been published about routing in a realistic environment.
Amongst them, DeCouto et al. [7] and Draves et al. [8] investigate the question of rout-
ing metrics for unicast protocols in wireless networks with a realistic physical layer: the
key insight in most of this work is that hop-count based shortest-path routing protocols
result in transmissions over long links. While this reduces the hop-count of routes, it
also decreases the received signal strength at the receiver of these links, leading to very
high loss rates and low end-to-end throughput. These papers also propose other routing
metrics which incorporate link-quality (e.g., in terms of error, congestion).

To the best of our knowledge, this paper is the first one to consider broadcasting over
a realistic physical layer. Broadcast fundamentally differs from unicast, and leads to a
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different tradeoff between the length of each hop and the number of relays. Indeed, in
a broadcast process, a node can rely on the redundancy introduced by other emitters.
Further relays may thus be selected without decreasing the final delivery ratio. This is
not possible in routing, as a given emitter is the only one able to transmit the packet
to the next hop. The redundancy of broadcasting must be fully considered in order to
improve the performance of the underlying protocol.

3 Related Work

As stated in Sec. 1, the easiest method for broadcasting a packet is to have all nodes
forward it at least once to their neighborhood: this method is known as blind flooding.
However, such a simple behavior has huge drawbacks: too many packets are lost due to
collisions between neighboring nodes (this can lead to a partial coverage of the network)
and far too much energy is consumed. Many other solutions have been proposed to
replace it, and an extensive review of them can be found in [9].

Among all these solutions, we have chosen to focus on the multipoint relay protocol
(MPR) described in [4] for several reasons:

– It is efficient using the unit disk graph model.
– It is used in the well-known standardized routing protocol OLSR [1].
– It can be used for other miscellaneous purposes (e.g., computing connected domi-

nating sets [10]).

In this algorithm, it is assumed that nodes have a 2-hop knowledge: they are aware of
their neighbors (1-hop distance), and the neighbors of these neighbors (2-hop distance).
Its principle is as follows. Each node u that has to relay the message must first elect
some of its 1-hop neighbors to act themselves as relays in order to reach the 2-hop
neighbors of u. The selection is then forwarded within the packet and receivers can thus
determine if they have been selected or not: each node that receives the message for the
first time checks if it is designated as a relay node by the sender, and if it is the case, the
message is forwarded after the selection of a new relaying set of neighbors. A variant
exists where nodes proactively select their relays before having to broadcast a packet,
and selection is sent within HELLO messages.

Obviously, the tricky part of this protocol lies in the selection of the set of relays
MPR(u) within the 1-hop neighbors of a node u: the smaller this set is, the smaller
the number of retransmissions is and the more efficient the broadcast is. Unfortunately,
finding such a set so that it is the smallest possible one is a NP-complete problem, so a
greedy heuristic is proposed by Qayyum et al., which can be found in [11]. Considering
a node u, it can be described as follows:

1. Place all 2-hop neighbors (considering only outgoing links) in a set MPR′(u) of
uncovered 2-hop neighbors.

2. While there exists a 1-hop neighbor v which is the only common neighbor of u and
some nodes in MPR′(u): add v to MPR(u), remove its neighbors from MPR′(u).

3. While the set MPR′(u) is not empty, repeatedly choose the 1-hop neighbor v not
present in MPR(u) that covers the greatest number of nodes in MPR′(u). Each time
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u

v1 v2

v3

w1 w2

w3

w4

v4

Fig. 2. Applying MPR at node u: MPR(u) = {v1,v3}

a new node is added to MPR(u), remove its neighbors from MPR′(u). In case of
tie, choose the node with the highest degree.

An example of this heuristic is given in Fig. 2, starting with MPR(u) = /0. The node
v1 is the only one able to reach w1, so it is added to MPR(u) and nodes w1 and w2 are
removed from MPR′(u). No other mandatory 1-hop neighbor of u exists, so other relays
are selected according to the number of nodes in MPR′(u) they cover. Nodes v2 and v4

cover only one node in MPR′(u) , while node v3 covers at the same time w3 and w4, so
v3 is chosen and added to MPR(u). The set MPR′(u) being empty, no other nodes are
selected. We finally have MPR(u) = {v1,v3}.

Being the broadcast protocol used in OLSR, MPR has been the subject of miscel-
laneous studies since its publication. For example in [12], authors analyze how relays
are selected and conclude that almost 75% of them are selected in the first step of the
greedy heuristic, so that improving the second step is not really useful. This conclusion
seems correct, as long as the unit disk graph model is used.

4 Original Greedy Heuristic

4.1 Graphs Generation

In this section, we provide results about the performance of MPR over our considered
realistic physical layer, the lognormal shadowing model. We chose not to use a general
purpose simulator in order to focus on the area of our study: we thus implemented
algorithms and models in our own simulator, so that we had to decide how to generate
‘realistic’ graphs considering the realistic model.

We chose to consider the method cited in Sec. 2, which is based on HELLO mes-
sages. Neighborhood information is stored in a table which is regularly cleaned in order
to remove too old entries. An entry is too old when the corresponding host has not sig-
naled itself since a given amount of time, that we denote by x. Beacon messages are
regularly sent by each host to signal itself. Let us denote by y the time between two
HELLO messages (we have x > y). A node u sees a neighbor v if it has received at least
one HELLO message during the last y seconds. The probability pn(u,v) for this event
to occur is equal to:

pn(u,v) = 1−p(u,v)
x
y . (3)
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(b) Transmitting nodes.

Fig. 3. Performance of MPR with the two considered physical models

For each directional edge, a random number is thus drawn to determine if it exists.
This way, when a node u is aware of the existence of a neighbor v, it can decide to send
messages to the latter. Of course, u cannot be ensured that its messages will reach v. We
can easily conclude that long edges have a high probability to be unidirectional while
short edges have a high probability to be bidirectional.

All the results were obtained with the following parameters. The network is static
and always composed of 500 nodes randomly distributed in a uniform manner over a
square area whose size is computed in order to obtain a given average density. Edges
are created using the method previously described, and for each measure, we took the
average value obtained after 500 iterations. We fixed the communication radius to be
equal to 75 in both physical models. An ideal MAC layer is considered to isolate the
intrinsic properties of the selected relays: collisions of packets could skew both results
and analyses.

4.2 Experimental Results

We provide in Fig. 3(a) the delivery ratio of MPR using the two considered physical lay-
ers. When using the unit disk graph model, a total coverage of the network is achieved
as MPR is a deterministic algorithm. However, this is no more the case with the log-
normal shadowing model due to the multiple errors of transmission: the delivery ratio
is under 70% for each considered density, and is as low as 55% for a density d = 15.

This poor performance can be explained by the fact that, as highlighted by Busson
et al. in [12], the chosen relays are located at the limit of the communication range,
where the probability of correct reception is low. This is confirmed in our experiments,
as illustrated by Fig. 4: the average distance between a node and its multipoint relays is
almost equal to 68, while the maximal communication range is 75. Moreover, [12] also
states that 75% of the relays are chosen during the first step: this means that, when a
relay does not correctly receive the message, there is a risk of 75% that this relay was
the only one able to reach an isolated node, which will thus not receive the message,
potentially leading to a partition of the network.
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We also provide in Fig. 3(b) the percentage of nodes which correctly received and
then relayed the message. It is interesting to note that this percentage is different with
the two models. Indeed, as only nodes which received the message are taken into ac-
count, one would have expected to observe the same values in both cases. This means
that the needed number of relaying nodes does not linearly vary with the number of cov-
ered nodes: obviously, only a few relays are needed to cover a high number of different
nodes, but a larger number is needed to cover the last few remaining ones.

5 New Heuristics for MPR

As illustrated in the previous section, the original greedy heuristic used by Quayyum
et al. in [4] is not suitable for a realistic physical layer. An average delivery of 70% is
indeed not sufficient for most of applications, and an alternative solution must thus be
used.

In this section, we propose miscellaneous replacement heuristics in order to improve
the performance of MPR. They aim at maximizing the average coverage, while min-
imizing the number of needed relays (and thus the energy consumption). In all our
proposals, the first step of the original heuristic which allows isolated 2-hop neighbors
to be covered is kept (it is mandatory), only the second step is replaced.

We keep notations introduced in Sec. 3. Thus, considering a node u, the set MPR(u)
contains the multipoint relays chosen by u, while the set MPR′(u) contains 2-hop neigh-
bors of u not yet covered.

5.1 First Proposal: Straightforward Approach

As previously explained, the low delivery ratio of MPR is caused by the too high dis-
tance between a node and its relays. The latter having little chance to correctly receive
the broadcast packet, they also have little chance to be able to relay this packet and thus
to cover the 2-hop neighbors of the emitter.

A first and straightforward idea could be, when choosing a relay, to balance the
coverage it offers and its probability to correctly receive the packet. Thus, at each step
considering a node u, a score can be computed for each potential relay v. The node with
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u

v

v

w

w

w

Fig. 5. A case where the node u has to select its multipoint relays between its neighbors v1 and v2
(MPR(u) = /0,MPR′(u) = {w1,w2,w3}

the highest score is selected and placed in MPR(u). We denote by cu(v) the additional
coverage offered by v to u:

cu(v) = |MPR′(u)∩N(v)|. (4)

The score obtained by v at a given iteration for a node u, denoted by su(v), is thus
defined by:

su(v) = cu(v)×p(u,v). (5)

In simple terms, the additional coverage offered by v is weighted by its probability
to correctly receive the broadcast packet. In Fig. 5, the score su(v1) of v1 is equal to
3×p(u,v1).

5.2 Second Proposal: Clever Approach

The previous heuristic, while being more suitable for a realistic environment than the
original one, still has an obvious flaw: it still takes into account additional coverage in
a too simple way. One can thus easily imagine a situation where a very distant 1-hop
neighbor would offer an additional coverage such that the latter would compensate a
low probability of correct reception. In this case, this neighbor would be selected as
relay while its probability to correctly receive the packet, and thus to be able to relay
it, would be very low. One can also imagine a situation where the distance between the
relay and the 2-hop neighbors it covers would be very high, such that the re-emission
of this relay would have little chance to reach these 2-hop neighbors.

We propose to extend the concept used in the first proposal, by taking into account the
probabilities of correct reception between the potential relay and the 2-hop neighbors
it covers. We thus replace the additional coverage offered by a relay by the average
probability of correct reception by 2-hop neighbors. We thus obtain:

su(v) = p(u,v)×
i=|cu(v)|

∑
i=1

( p(v,wi)/ |cu(v)| ). (6)

This way, multipoint relays offering a low coverage in terms of probabilities have
little chance to be selected. In Fig. 5, the score su(v1) of v1 is now equal to p(u,v1)×
((p(v1,w1)+ p(v1,w2)+ p(v1,w3))/3).
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Fig. 6. Performance of the different heuristics using the lognormal shadowing model

5.3 Third Proposal: Robustness Approach

In the previous proposals, as soon as a 2-hop neighbor has a non-null probability to be
covered, it is removed from MPR′(u). This removal is done even with a very low prob-
ability, which in this case may be meaningless. It can be more interesting to consider a
2-hop neighbor as covered when its probability to correctly receive the broadcast packet
is over a given threshold, in order to increase the delivery ratio.

We thus propose to keep the score computation used in the previous heuristic, while
modifying how 2-hop neighbors are removed from MPR′(u). For such a 2-hop neighbor
w of u, its removal from MPR′(u) is done only if its coverage level tu(w) is over a given
threshold. The value of tu(w) is given by:

tu(w) = 1−
i=|MPR(u)|

∏
i=1

p(vi,w), (7)

p(vi,w) being equal to 1− p(vi,w). In simpler terms, the coverage level of a 2-hop
neighbor is equal to its probability to correctly receive the packet from at least one of
the chosen relays.

Still considering Fig. 5, if the nodes v1 and v2 are selected as relays, then the coverage
level tu(w3) of w3 is equal to 1− (p(v1,w3)× p(v2,w3)). Several relays can thus now
be selected to cover the same set of 2-hop neighbors, in order to increase the delivery
ratio.

5.4 Performance

We provide in Fig. 6 the performance of the new heuristics presented in this section,
considering the lognormal shadowing model. We use the same parameters as in Sec. 4.

Not surprisingly, we observe in Fig. 6(a) that the new heuristics lead to a far better
delivery ratio than the original algorithm. This improvement is of course due to the use
of the probabilities of correct reception given by the physical model. As expected, the
second heuristic offers a higher percentage of covered nodes simply because it prevents
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Fig. 7. Performance of the third heuristic for varying thresholds and a density d = 30

too far neighbors to be selected as relays. Considering the density d = 30, the original
heuristic only covers 67% of nodes, against 81%, 85% and 98% for our three proposals.
The delivery ratio has thus been greatly improved, as aimed by our heuristics.

As illustrated by Fig. 6(b), the third heuristic, used with a threshold equal to 0.5,
requires the participation of 28% of the receiving nodes for the density d = 30 to provide
a delivery ratio of 98%. This may seem a high value compared to other curves, but
considering the results given in Fig. 3 with the unit disk graph model, one can observe
that values are almost the same for the original heuristic. This means that the number of
chosen multipoint relays for a given node is approximately the same, but their choice is
of better quality.

We finally provide in Fig. 7 the performance of the third heuristic for different values
of the threshold parameter, considering a density d = 30. As expected, the delivery ratio
is proportional to the value of the threshold while the number of relays is inversely
proportional to it. Choosing a threshold equal to 1 is almost useless as a total coverage
can nearly be achieved with a value between 0.4 and 0.5 with far less relaying nodes.
Using a threshold of 0 does not lead to a null delivery ratio, because the first step is still
applied to cover isolated nodes.

6 Conclusion

From the variety of results presented, we can observe that a realistic physical layer leads
to miscellaneous problems while broadcasting. The MPR protocol is a good example:
while being very efficient with the unit disk graph, its delivery ratio is not sufficient for
most applications with a realistic model. While this study focused on MPR, we believe
that other main broadcasting methods, such as dominating sets, will exhibit the same
flaws. However, some small modifications, which takes into account probabilities of
correct reception, may correct these flaws. Thus, the new heuristics we presented for
MPR keep the principle of the protocol, only the selection process of multipoint relays
is modified. The latter, while being approximately as many as in the original heuristic,
are generally better chosen and provide a higher delivery ratio.
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More generally, a huge amount of work is left to be done about this subject. As pre-
viously stated, other well-known algorithms will probably need to be modified in order
to provide correct performance. Other mechanisms, such as the neighbor elimination
scheme [13], may be of prime importance in the quest for the optimal tradeoff between
robustness and efficiency. Other aspects of communications, such as neighborhood dis-
covery protocols must also be studied and probably adapted to realistic environments.
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13. Stojmenović, I., Seddigh, M.: Broadcasting algorithms in wireless networks. In: Proc. Int.
Conf. on Advances in Infrastructure for Electronic Business, Science, and Education on the
Internet (2000)



On Improving Wireless Broadcast Reliability of Sensor
Networks Using Erasure Codes

Rajnish Kumar1, Arnab Paul2, Umakishore Ramachandran1, and David Kotz3

1 College of Computing, Georgia Tech, Atlanta, GA 30332
2 Intel Corp., Hillsboro, OR 97124

3 Computer Science Depratment, Dartmouth College, Hanover, NH 03755

Abstract. Efficient and reliable dissemination of information over a large area is
a critical ability of a sensor network for various reasons such as software updates
and transferring large data objects (e.g., surveillance images). Thus efficiency
of wireless broadcast is an important aspect of sensor network deployment. In
this paper, we study FBcast, a new broadcast protocol based on the principles of
modern erasure codes. We show that our approach provides high reliability, often
considered critical for disseminating codes. In addition FBcast offers limited data
confidentiality. For a large network, where every node may not be reachable by
the source, we extend FBcast with the idea of repeaters to improve reliable cov-
erage. Simulation results on TOSSIM show that FBcast offers higher reliability
with lower number of retransmissions than traditional broadcasts.

1 Introduction

We consider the problem of information dissemination in wireless sensor networks
(WSN). This is an important domain of research because of the multitude of potential
applications such as surveillance, tracking and monitoring. WSN nodes are resource
constrained, and thus they are initially programmed with minimal software code, and
are updated whenever needed. For such on-demand programming, broadcast is typically
used to disseminate the new software, making broadcast-efficiency a very important as-
pect of WSN deployment.

An efficient wireless broadcast scheme must solve two key interrelated challenges:

(i) Messaging Overhead: Traditionally, each node of a WSN rebroadcasts any new data
packet, resulting in too many unnecessary transmissions [14]. For example, if a soft-
ware update of k packets is to be sent over a WSN of n nodes, potentially k times
n broadcasts could be sent out. The larger the number of broadcasts, the more cumu-
lative power is consumed because of the communication. Furthermore, the increased
messaging overhead introduces more collisions and thus affects the channel reliability.

(ii) Reliability: The reliability of message dissemination is a key requirement for a
sensor network to function properly. For example, in case of a global software update,
if the software at all nodes are not updated reliably, the collected data may become
erroneous, or the network may run into inconsistent state. To avoid such problems,
reliable code dissemination becomes important. But, empirical results establish that
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c© Springer-Verlag Berlin Heidelberg 2006



156 R. Kumar et al.

wireless channels are often lossy [2], and in presence of channel loss and collisions,
achieving high reliability becomes difficult.

So far, two baseline approaches have been proposed in the literature, viz., deter-
ministic and probabilistic flooding [13]. It turns out that simple deterministic flooding
protocols are quite inefficient to address the issues mentioned above. In a probabilis-
tic approach, each node randomly decides whether or not to broadcast a newly seen
data packet. These baseline approaches do not assume any extra information about the
networks. Several variants and optimizations over these two baseline schemes have also
been introduced [14,16,5]. Typically, these derivatives either assume some structural in-
formation about the networks, e.g., the knowledge of the network neighborhood, inter-
node distances, views on the possible local clusters and so on, or, the protocols rely upon
additional rounds of messages, such as periodic ‘‘Hello” packets, and ACK/NACK
packets following every broadcast.

However, it may not often be possible to depend on any additional information
for reasons that are specific to sensor networks. For example, the nodes may not be
equipped with GPS, or deployed in an area with very weak GPS signals. The informa-
tion on neighborhood, distance, location, etc., may continue to change due to mobility
and failures. The periodic ‘‘gossip” becomes expensive to support because of the trans-
mission overhead incurred and dynamic nature of WSN.

Instead of a protocol that relies completely on controlling the communication, our
intuition is to aid the messaging with computational pre/post-processing. The emerging
hardware trend suggests that future sensors would have significant computing power.
For example, devices such as an iMote have up to 64 KB of main memory and can
operate at a speed of 12 MHz. Extrapolating into the future, the motes will soon possess
as much computing resources as today’s iPAQs. However, while processor efficiency
(speed, power, miniaturization) continues to improve, networking performance over the
wireless is not expected to grow equally, merely because of the physical ambient noise
that must be dealt with. Thus trading processor cycles for communication can offer
many-in-one benefits in terms of smaller messaging overhead, less collision, enhanced
reliability and reduced power consumption. Following this intuition, we propose a new
baseline protocol that is based on a fundamentally different principle, that of the forward
error correcting codes (FEC). 1

The contributions and the findings of this paper can be summarized as follows:

(i) We present a new design principle for wireless broadcast in sensor networks. The
idea is to combine erasure coding with probabilistic broadcast technique. Founded on
this FEC principle, the new WSN broadcast protocol, FBcast, offers high reliability
at low messaging overhead. The new scheme also provides additional confidentiality.
FEC has earlier been used for asynchronous data delivery and IP multicast in wired
networks, but to the best of our knowledge, ours is the first work to explore the viability
of applying FEC in wireless sensor networks that have unique requirements and packet
loss characteristics substantially different from wired networks. Ours is a vanilla data

1 Erasure codes are a class of encoding; a data packet (seen as a collection of small blocks) is
blown up with additional redundant blocks (such as parity checksums) so that if some blocks
are lost due to any kind of noise (external signal, faults, compromises), the original packet may
still be reconstructed from the rest.
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dissemination protocol that assumes no extra information about the underlying network.
As we observe through our experiments, the transmission characteristics (such as signal
strength and packet loss) vary fairly randomly as one goes radially outward from a
data source; thus common assumptions, such as regular signal strength distribution over
concentric circles or sphere, that are made by many of the other protocols do not hold
true in reality. Using FEC based vanilla protocols in such a scenario becomes quite
useful.

(ii) We compare FBcast with probabilistic broadcast through simulation studies us-
ing the TOSSIM simulator [4]. Protocol efficiency can be evaluated over more than
one axis, each of which can be potentially traded for another, e.g., reliability can be
enhanced at the cost of extra messaging overhead, or spatial density of the sensors and
so on. Thus a point-by-point fair comparison between these approaches may not always
be possible. However, our experiments do suggest that, FBcast performs better over a
larger parameter space formed by the metric-axes.

(iii) We propose FBcast with repeaters to disseminate code over large area network.
Over a multi-hop network, especially in sparse network deployment, traditional broad-
cast reliability decreases as one goes away from the data source. We extend the basic
FBcast protocol with the idea of repeater nodes. Where to place the repeaters without
much network information is a challenge. We present a novel heuristic to solve the
repeater placement problem. We compare the performance of the extended FBcast pro-
tocol against a similar variant of probabilistic protocol, and find the new protocol more
effective in increasing the broadcast coverage.

The paper is organized in the following way. Section 2 looks at the motivation and
related broadcast protocols to place our work in context. Section 3 provides details
of FBcast protocol. It also explains the encoding scheme used. Section 4 presents the
implementation details of FBcast and simulation results.

2 Background and Related Work

Baseline Approaches: So far, the data dissemination techniques for wireless networks
can be divided into two major approaches, deterministic or probabilistic broadcasts.
Simple flooding [10] is the most naive implementation of the first class. However,
naively re-broadcasting can easily lead to broadcast storm problem [14], and hence
the need for controlled density-aware flooding and multicast algorithms for wireless
networks [1]. Simple flooding (depending on the placement of neighboring nodes)
also suffers from the severe inefficiency that the effective additional coverage of a new
broadcast can be as low as 19% of the area of the original circle that a broadcast can
effectively reach.

Variants and Optimizations: Several other optimizations can be applied to these base-
line schemes. For example, pruning is the strategy of selectively suppressing the broad-
cast activity. The objective here is to find out exactly a set of nodes (that will broadcast
data) so that no other node need to rebroadcast. These nodes constitute a Flooding Tree.
Finding a minimal flooding tree is NP-complete [6]. The Dominant Pruning (DP) al-
gorithm is an approximation to finding the minimal flooding tree [6]. Lou and Wu pro-
posed further improvements over DP that utilize two-hop neighbor information more
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effectively than DP [7]. Again, the neighborhood information is maintained by peri-
odic gossiping that add additional transport overhead. Garuda [12] provides reliable
downstream data broadcast using a minimum dominating set of core nodes, which pro-
vides a loss recovery infrastructure for remaining nodes. The overhead incurred by core
selection and maintenance in Garuda may make it an expensive solution for dynamic
networks.

Similarly, since collision is a critical obstacle, one intuition is to have many of the
nodes stay off from transmissions, and thus create a virtual sparser topology that will
have less collisions. Irrigator protocol and its variants are based on this idea [11]. For
a comparative and comprehensive survey of these protocols, the reader can refer to a
related work[16]. PSFQ [15] uses hop-to-hop error recovery by injecting data packets
slowly, while neighbor nodes use NACK-based fast repair. On a similar note, Trickle
[3] combines epidemic algorithms and density-aware broadcast towards code dissemi-
nation in WSN.

FBcast, as a base approach, provides another alternative to simple deterministic and
probabilistic broadcasts. Other smart adaptations such as location-aware retransmis-
sion, maintaining neighborhood and routing information are expected to boost its per-
formance. Rate-less erasure codes, such as Fountain codes, form a critical ingredient
of our approach. They were first proposed as a tool for efficient multicasting. Later
on, versions of such codes have been shown as useful tool for Peer to Peer file shar-
ing and download purposes [9]. FBcast applies the idea of fountain encoding with the
previously known scheme of probabilistic gossip, to achieve high reliability without
the extra messaging overhead, in the domain of wireless networking where bandwidth,
power and reliability are very critical issues to be addressed.

3 FBcast Protocol

Figure 1 and 2 pictorially represent FBcast broadcast protocol. The data to be dissemi-
nated consists of m packets. The source blows up these m packets into n packets, using
the encoding scheme described below, and the encoded data is injected in the network.
Each recipient rebroadcasts a packet, if it is new, with a probability p. When a recipient
node has received enough data packets ( k ≥ m ). The exact value of k depends on
the specific encoding scheme used. for decoding, it reconstructs the data and passes it
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to the application. In order to encode and decode (using FEC) the nodes would need
to know a random seed from which the rest of the code parameters can be generated
using a pseudo random number generator. We assume that this seed and the generator
(typically a very light-weight algorithm) is shared by all nodes.

Erasure codes provide the type of encoding that is needed to accomplish the protocol.
In particular, it is desirable that the codes have following properties. (i) The ratio n/m
(also known as the stretch factor) can be made arbitrarily large or small flexibly. In
other words, one can generate as many redundant packets as needed, by a decision that
can be taken online. (ii) There is no restriction on the packet length. (iii) Both encoding
and decoding should be inexpensive.

Standard erasure codes, such as the Reed-Solomon codes, are inflexible in the first
two aspects, and are quite inefficient in performance. Although these codes allow any
desired stretch factor, this can only be done statically. It is not easy to change n and k
on the fly during the application runtime for the following reasons. First, these codes
require that every time the stretch factor is to be readjusted, a new code needs to be
defined and disseminated to all the participating nodes. Second, the code length para-
meter n is always upper bounded by the order q of the underlying field; every time a
higher stretch factor needs to be applied, a great deal of meta-information needs to be
disseminated and computational overhead incurred. Third, the size of a symbol, i.e., the
number of bytes treated as one unit of information, is also upper bounded by the field
size; for a field size q, the largest unit of information treated at one time can be at most
log q bits. In our setting, the size of one packet is essentially the symbol length of the
code being used, and thus essentially the chunk of data that can be handled at one time
is limited by this a priori fixed parameter. For a comprehensive discussion regarding the
kind of problems posed by standard codes, the reader can refer to the works of Luby,
Mitzenmatcher et al. [8].

Fortunately, a modern class of erasure codes solves these problems effectively. These
are called Fountain codes. The category-name fountain is suggestive - when one needs
to fill up a cup of water from a fountain, there is no need to bother about which particular
droplets are being collected, rather just enough number of drops to fill in the glass would
be sufficient. Not all Fountain codes are equally flexible. The candidate ones that we
are particularly interested in are the Luby Transform codes (LT codes [8]), Raptor and
Online codes. We are interested in the codes that are rateless, i.e., can produce on-the-
fly a fountain of encoded blocks from k original message blocks. For a pre-decided
small number ε, only k = (1 + ε)m number of data blocks out of this fountain suffice
to reconstruct the original document. Moreover, there is no limitation on the symbol-
size, i.e., the packet length - any number of bytes can be considered as a single unit of
information. An example of a rate-less code is the Luby-Transform codes [8]. Our idea
is to generate the blocks and sprinkle them over to the neighbors who would re-sprinkle
a small fraction of the fountain.

The main benefit of data encoding is three fold. (i) Enhanced reliability, which is
achieved by adding extra information encoded in the data packets. Thus, if a node has
noisy reception, it may not be able to receive all the data packets, yet, it can generate
the original data. (ii) Data encoding decreases transmission overhead. Because of the
redundancy, the recipients do not need to retransmit all the packets; each transmits
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only a few of what it receives, thus alleviating contention for the shared channel. (iii)
The scheme provides data confidentiality as an extra benefit. Because of the shared
nature of the wireless channel, confidentiality is often a requirement in wireless network
deployment. To encode and subsequently decode the same data, the sender and receiver
need to have a shared random seed. Hence, no eavesdropper can decode the information
from the wireless channel.

4 FBcast Evaluation

We have implemented the communication aspect of FBcast protocol in TinyOS, i.e.,
we account for only packet transmission and reception. Though we do not implement
the data encoding and decoding in TinyOS, we utilize our experience of fountain code
implementation, discussed below, on Linux to tune the FBcast parameter (stretch fac-
tor). While we explore the effect of encoding/decoding control parameters upon FBcast
reliability, we do not evaluate their effect on the energy consumption or computational
latency they add to the broadcast because of the focus of this paper. To understand the
protocol behavior, we simulated FBcast using TOSSIM [4] for different network sizes.
For comparative study, we also implemented traditional probabilistic broadcast, pbcast
in TinyOS.

We have looked at three aspects of FBcast and pbcast: reliability, transmission over-
head, and latency. Reliability is measured as the percentage of motes that receive the
original message being disseminated. If a mote receives only some of the injected pack-
ets, it may not be able to reconstruct the original data; we assume this to be true for both
FBcast and pbcast. Transmission overhead is the sum total of transmitted packets on all
the nodes during the simulation time. The simulation time is kept long enough such that
retransmissions by every mote is complete. Latency is the average time when motes are
able to reconstruct original data after receiving enough packets, and it does not include
the data encoding or decoding time. For FBcast, latency is the expected time when
motes have received k packets, and for pbcast it is the expected time when motes have
received all the injected packets.

The FBcast parameters are set as follows: m = 10, n ∈ {20, 40, 60}, k = 14, and
p is adjusted in proportion to n. More precisely, p varies from 1/n to 8/n, thus, for
n=20, p is varied from 0.1 to 0.4. Putting this in words, the number of packets in the
original data is 10. With a stretch factor of 2, FBcast encodes the data to 20 packets
and injects them at the source. Our experiments reveal that a factor of 1.4 is sufficient,
i.e., a mote that receives at least 14 distinct packets, can reconstruct the original data.
In case of simple broadcast, only 10 packets are injected. For FBcast, value of p is kept
proportionally low as n is varied. For n = 20 and p = 0.4, a mote is expected to
retransmit 8 out of 20 new packets it receives. The retransmission overhead here thus
becomes equivalent to that of pbcast with p = 0.8. For pbcast experiments, due to
absence of any encoding or decoding, n = m.

A few words about the implementation of Fountain code. Our experience of imple-
menting fountain codes suggests that by choosing m′ ≈ 1000 (number of message sym-
bols) and n′ ≈ 6000 (number of encoded symbols), data can be reliably reconstructed
from k′ ≈ 1400 symbols. However, a bunch of symbols can be coalesced together to
form a packet, e.g., by coalescing 100 symbols one generates message blocks of size



On Improving Wireless Broadcast Reliability of Sensor Networks 161

m = 10 packets and encoded blocks of size n = 60 packets. The memory requirement
is also within the limits of present motes. For example, to implement LT codes (a class
of fountain codes), one needs to have in memory a bipartite graph of size n′× log(m/δ)
(see Theorem 13 in [8]). δ is a small constant (e.g., δ = 10−3 gives us very high accu-
racy in the decoding). Thus, for the parameter set we have presented in this paper, and
the most space-efficient representation of the data structures, the memory requirements
would be a little over 60 KB, which is clearly not far from the current limits. More-
over, it is expected that the main memory will soon touch the limits of megabytes, thus
paving for more time-efficient representations of the structures for these algorithms.
In our TOSSIM experiments, we simulated a network of mica2 motes. These motes
presently have only 8 Kilobytes of memory, not enough for a full-scale implementa-
tion. However, devices such as iMotes already have 64 KB memory, and it is only fair
to assume that very soon, enough space will be available on these motes for running
both OS and the applications of this order.

Results Summary. FBcast and pbcast both can achieve reliability close to 100%, but
FBcast can do so for larger window of variation in the mote density, and at lower trans-
mission overhead than pbcast. Also, while pbcast exposes only the forwarding proba-
bility to control its behavior, FBcast exposes the forwarding probability and the stretch
factor as control. Thus FBcast can be adapted more flexibly to suit different deploy-
ment densities and reliability requirements. The repeater variants of pbcast and FBcast,
designed for large network deployments, both have higher reliability compared to their
original counterparts. However, FBcast variant is easier to configure and it attains more
than 99% reliability for various deployment parameters at lower transmission overhead
compared to the pbcast variant.

The rest of this section is organized as follows. First, after explaining the network
model used, we start with simple experiments, where there is no rebroadcast, and ob-
serve the possible benefits of using FEC. Then we add probabilistic retransmissions to
increase the reliability and increase the broadcast coverage. We also explore different
ways in which FBcast can be configured. Finally, we add the idea of repeaters in FBcast
to overcome the limitation observed for FBcast without repeaters, namely, broadcasting
over a very large area.

4.1 Network Model and Assumptions

Unless specified otherwise, the following experiments are based on the empirical radio
model supported in TOSSIM, where every link is used as a lossy channel with loss
probability based on empirical data. Instead of a perfect radio model, we use the em-
pirical radio model because it allows us to see the effect of packet loss upon broadcast.
TOSSIM provides a Java tool, LossyBuilder, for generating loss rates from physical
topologies. The tool models loss rates observed empirically in an experiment performed
by Woo et al. on a TinyOS network [2]. LossyBuilder assumes each mote has a trans-
mission radius of 50 feet. Thus, each mote transmits its signal to all nodes within 50 feet
radius range, and the quality of received signal decreases with the increase in distance
from the transmitter. Given a physical topology, the tool generates packet loss rates for
each pair based on the inter-mote distance.



162 R. Kumar et al.

1 3 5 7 9

11
S1

S3

S5

S7

S9

S11

1 3 5 7 9

11

S1

S3

S5

S7

S9

S11

8-10

6-8

4-6

2-4

0-2

Fig. 3. Topographical picture of reliability for two typical runs showing how the reliability de-
creases as we move away from the grid center. 121 motes placed on 11x11 grid with inter-mote
spacing of 5 feet.

For experiments that use the empirical radio model, we use a grid-based topology
to get the loss pattern. By varying the grid size, inter-mote distance is varied, thus af-
fecting the loss probability. The data source is assumed to be at the grid center because
of the nature of the experiments. For experiments that use the simple radio model, the
transmission loss probability between any two motes is the same for all mote pairs.
Nodes are assumed to be located such that each node can listen to all the other nodes. In
TOSSIM, network signals are modelled such that distance does not affect their strength,
thus making interference in TOSSIM generally worse than the expected real world be-
havior. However, due to the TinyOS CSMA protocol, the probability of two motes,
within a single cell, transmitting at the same time is very very low.

4.2 FBcast Without Any Rebroadcast

We distinguish between rebroadcast and retransmission that we will maintain through-
out the rest of the discussion. Whenever a node transmits the same message that it has
transmitted in the past, we refer to the event as a retransmission. However, when a
node is broadcasting a message that is received from another node, the event is called a
rebroadcast.

We first consider the case when a single source broadcasts a message and there is no
other rebroadcast following this event. However the source may retransmit the message
multiple times. Reliability is defined as the fraction of nodes that are able to receive (re-
construct) the original message. Thus, reliability depends on packet loss, which in turn
depends on multiple factors, including the bit-error rate and interference at the receiv-
ing node. Since there is no rebroadcast, there will be no interference. Results (omitted
because of lack of space) show that using FEC improves reliability compared to simply
re-injecting the original packets multiple times, but without any extra mechanism, or
rebroadcasts, it does not provide enough reliability.

If we look at the number of packets being received at different motes, because of
the probabilistic nature of channel error, the resulting topological distribution pattern
for successful reception is quite dynamic across different simulation runs. Topologies
obtained for two typical runs are shown in Figure 3. There exists a set of concentric
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Fig. 4. Pbcast performance for 121 motes deployed on a 11x11 grid with varying inter-mote
spacing (x-axis)
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Fig. 5. FBcast (with probabilistic rebroadcast) performance for 121 motes deployed on a 11x11
grid with varying inter-mote spacing (x-axis)

bands of motes that receive similar number of packets, but the bands are not circular,
nor are they identical across different runs. The bands are neither circular nor repeatable
because of the nature of wireless medium and mutual interferences. This means there is
no simple way in which we can divide a large area into smaller cells and put a broadcast
server into each cell to provide reliability in a large area. Hence, we resort to another
intuitive alternative to increase reliability, i.e., by doing a probabilistic rebroadcast at
intermediate motes.

4.3 FBcast with Probabilistic Rebroadcast

When a node is allowed to do probabilistic rebroadcast of new packets, the results show
that for the same deployment of 121 motes as before, we can do reliable broadcast
to all the motes even at higher inter-mote spacing (than mere 2 feet) is achievable by
increasing the forwarding probability at intermediate motes. Both Pbcast (probabilistic
broadcast variance without FEC) and FBcast (FEC variant) achieve complete reliability,
but as shown in Figures 4 and 5, FBcast achieves higher reliability (Figure 4-A and 5-A)
than Pbcast at lower transmission overhead (Figure 4-B and 5-B).

Let us represent the forwarding probability p as α/n, where α is the number of
forwarded packets, and n is the original number of packets. At first glance, it may
appear that for a given α, say p = 10/n, FBcast always gives higher reliability than
Pbcast. But if we look closely, we find that there is no direct correlation in the reliability
of Pbcast and FBcast for the same α in p. For example, with p = 10/n, and spacing
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Source:
Transmits 10 packets

Pkt loss prob = 0.1

First hop:
Receives 9 pkt

Forwards 9 pkt (p = 10/10)

Second hop
Receives 8 pkt

Forwards 8 pkts

PBcast scenario: Number of retransmissions is 17 packets

Source:
Transmits 40 packets

Pkt loss prob = 0.1

First hop:
Receives 36 pkt

Forwards 9 pkt (p = 10/40)

Second hop
Receives 8 pkt

Forwards 2 pkts

FBcast scenario: Number of retransmissions is 11 packets

Fig. 6. Transmission overhead comparison of Pbcast and FBcast for a simple topology

of 10 feet, Pbcast has better reliability than FBcast, but at spacing of 8 feet, FBcast
gives better reliability. This can be explained if we look at the transmission overheads
of Pbcast and FBcast that are shown in Figures 4-B and 5-B.

Contrary to intuition, we see that at p = 10/n, at spacing of 10 feet, Pbcast transmits
about 10 packets per mote, while FBcast transmits only about 4 packets per mote. We
expected both Pbcast and FBcast to incur same amount of transmissions, i.e., about 10
packets per mote (p being 10/n). The amount of transmissions explain why FBcast
has lower reliability than Pbcast. But to understand why FBcast has lower transmission
than Pbcast for the same α, we can look at a simple model shown in Figure 6. The three
motes, placed in a straight line with one-hop spacing, incur only 11 retransmissions
in the case of FBcast, compared to 17 extra transmissions (due to rebroadcast) in the
case of Pbcast. This is because though we limit the number of extra transmissions by
changing α, the amount of new packets received at distant hops is not proportional to
n for Pbcast and FBcast, thus FBcast does fewer transmissions due to rebroadcasting.
Also, we have observed that at higher inter-mote spacing, the number of transmissions
for Pbcast decreases and the curve becomes similar to what we show in the case of
FBcast.

From the above results, we learn that FBcast can provide higher reliability than Pb-
cast for similar amount of retransmissions; but it may not necessarily mean that FB-
cast will provide higher reliability than Pbcast for same α. Still, the reliability is lim-
ited at higher inter-mote spacing. How much is it possible to stretch the reliability by
increasing FBcast’s stretch factor? To answer this, we look into the results shown in
Figure 7.

For a deployment of 121 motes with 10 feet inter-mote spacing, we can achieve close
to 100% reliability at higher stretch factors (e.g. 6) and at high forwarding probability,
shown in Figure 7. As expected, increasing stretch factor improves the reliability and
also increases the number of retransmissions. Also, for same the stretch factor, increas-
ing the forwarding probability improves the reliability. However, for stretch factor of
2 (n = 20), we observe that reliability first improves, peaks at p = 16/20, and then
it goes down rapidly. To understand this anomaly, we look at the effect of the rate of
broadcast at the data source.
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Fig. 7. Effect of stretch factor on reliability. Mote spacing = 10 feet. 121 motes deployed on a
11x11 grid. Forwarding probability is varied along x-axis.

Consider two extreme cases: first, when the source packets are inserted into the net-
work at a very slow rate, and second, where data packets are being inserted without
much delay between the transmissions. At a slow rate of source broadcast, there is less
interference, and thus higher reliability, compared to the case where data packets are
being inserted rapidly. The interference becomes more severe in the presence of prob-
abilistic rebroadcast at the intermediate motes. This is because, when there is a large
number of new packets being inserted at the source, there is an increase in the number
of retransmissions at the other nodes, and this leads to collision due to hidden terminal
problems or other interference issues.

The effect of interference is also observed in our experimental results shown in
Figure 8, where we compare the reliability of FBcast with n = 20 for 121 motes de-
ployed at 10 feet inter-mote spacing. When the data source injects roughly one packet
per second, we observe that reliability suffers heavily at high forwarding probability:
though the number of retransmissions shown in Figure 8-B is very high, the number of
successful receipt is low (see Figure 8-A). However, when the data source slows down
the rate of packet broadcast (a packet roughly every 2 seconds), the reliability increases
continuously until it reaches 100% at higher forwarding probabilities. The amount of
transmission overhead increases, but so does reliability, indicating that the interference
effect is subdued because of the slower rate of source data broadcast. The effect of in-
terference is less apparent for higher stretch factors because of the basic property of
FEC-based data recovery, i.e., even if some of the packets are lost due to interference,
other motes will be able to reconstruct the original data.

Need for FBcast Extension. From the above results, it is clear that FBcast can be
adapted more flexibly to suit different deployment densities and reliability require-
ments. However because of the number of parameters involved, the complexity of
packet loss characteristics, and the probabilistic nature of FBcast, there is no simple
expression that captures FBcast reliability for different parametric settings and network
conditions. In the following discussion we explore how we can achieve high reliability
for various network sizes without dynamically adapting the stretch factor or forwarding
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Fig. 8. The effect of injection rate: how interference causes the reliability to drop at higher for-
warding probability, though the amount of retransmissions increases as expected

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

p = 1/40 p = 2/40 p = 4/40

FBcast Forwarding probability

R
el

ia
bi

lit
y

s = 6

s = 10

Fig. 9. Performance of FBcast (n = 40, p =
2/40) with repeaters for 441 motes deployed with
inter-mote density s = 6’ and 10’

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0.2 0.4 0.6 0.8

Repeater Probability (rp)

R
el

ia
bi

lit
y

s = 6

s = 10

Fig. 10. Performance of pbcast (p =
0.8) with repeaters for 441 motes de-
ployed with inter-mote density s = 6’
and 10’

probability. In doing so we look at the limitation of FBcast in covering large deploy-
ments, which leads to our solution using repeater extensions.

4.4 Protocol Extension with Repeaters

In the experiments in the Section 4.3, all the motes are within the broadcast range of
the source (referred to as single-hop experiments). The network topology used here is
once again a grid of motes, but unlike the earlier single hop experiments, here the mote
density is kept the same while increasing the number of motes, thus expanding the de-
ployment area. For example, a grid of 441 motes deployed with inter-mote spacing of
s = 10’, will cover 200’ X 200’ area. With increase in the deployment area, the number
of hops between the data source and the peripheral motes increases, realizing the effect
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of multi-hop communication. In the presence of such multi-hop communication, we
want to measure the reliability of pbcast and FBcast protocols. For the following exper-
iments, pbcast is set with p = 0.8 because pbcast with lower forwarding probability
value has very low reliability. Experiments reveal that even though, FBcast provides
higher reliability than pbcast, the reliability decreases with increasing deployment area.
The fraction of motes being able to reconstruct the original data decreases with increase
in the deployment area. There are two possible reasons for this result. First, hidden ter-
minal problem is more severe here than in the single-hop experiments. For example, for
a small deployment area, the source mote was found to be able to inject all 10 pack-
ets, but for a larger deployment area, the source mote had to retry injecting the original
packets several times. Second, the peripheral motes are able to receive only a few or no
packets.

Because of channel loss and probabilistic retransmission, as we go away from the
data source in the center, the number of received packets decreases. This is observed in
single hop scenario also (see Figure 3), but it is more evident for multi-hop scenario.
For these experiments, the inter-mote spacing is 10’. With 441 motes placed uniformly
in a 200’x200’ area, the figure shows the number of packets received in different zones.
For pbcast, with p = 8/10, the broadcast coverage is less than 5% of the area. As we
increase n, we observe an increase in the coverage. But increasing n also has inher-
ent cost (encoding/decoding cost), a very high n may not be the desirable engineering
choice. Also, even with n = 60, the coverage is less than even 20%. Next, we explore
how extending FBcast with repeaters extends the broadcast coverage.

A repeater is a mote that reconstructs the original data and acts as the data source,
thus injecting the encoded data packets. For pbcast, being a repeater just means retrans-
mitting the original data packets, and for FBcast, being a repeater means decoding the
received packets to reconstruct the original data, encoding the data again to generate n
packets, and re-injecting all the packets. Hence, only a mote that has received at least
k packets can be a repeater. We design and evaluate an FBcast protocol with repeater
motes. For a fair comparison of pbcast and FBcast, we also develop a repeater variant
of pbcast and compare it with FBcast.

FBcast Extension with Repeaters. Because of unknown data source mote, unknown
network topology and radio behavior, and probabilistic nature of the broadcast, a priori
placement of repeaters is not desirable. A repeater should be selected dynamically, and
such a selection poses a question: how can a mote decide to be a repeater based on the
received packets? If the condition for being a repeater is very relaxed, there may be
too many motes serving as repeaters (over-coverage), and if the condition is very tight,
there will be too few repeaters to cover the whole area (under-coverage). Our repeater
algorithm strikes a balance by utilizing the rate of packet receptions and the number of
received packets.

The repeater algorithm works as follows. Every mote calculates how long it should
listen before it decides about becoming a repeater, call this time is the listen window. At
the end of a listen window, if a mote has enough packets to construct original data, but
less than a threshold number of packets (kth), the mote becomes a repeater. By having
threshold check as a condition, we ensure that not every mote becomes a repeater, but
only those that are able to receive a small fraction of the injected packets. This threshold
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condition will be satisfied by a band of motes, as it is clear from the one-hop results;
around the data source, there exist concentric bands of motes with similar number of
received packets. To ensure that not all motes in a particular band become repeates,
we carefully randomized the length of initial listen window. Listen window consists of
two parts: first part is the expected time when a mote will receive the threshold number
(kth) of packets, and the second is a random duration from 0 to t ∈ [0, tk], where tk
is the duration between reception of first and kth packets. The length of listen window
affects the latency of packet dissemination in large area. For faster propagation, the
listen window can be reduced; though the flip side of this choice is an increase in the
number of repeaters per unit area.

Figure 9 shows the results of FBcast deployed over a coverage area of 200’x200’
with motes spaced every 10’ along the grid points. Reliability is plotted on the Y-axis
against the forwarding probability on the X-axis. We present the results for 2 different
spacings, s = 6′ and s = 10′. We see that for most of the cases the attained reliability is
very high, except for one instance (because of the probabilistic nature of the protocol).
The algorithm parameters are set as follows: n = 40, p = 8/40, and kth = 21. The
value of threshold packet count, kth is important. Since a mote becomes repeater only if
it receives packets between k and kth, setting kth too close to k decreases the probability
of a mote becoming a repeater.

In Figure 11A we show the topographical coverage attained by FBcast with repeater;
for the chosen setting, complete coverage of the 200’x200’ area is attained. Most of the
motes receive more than 21 packets. We found that setting kth = 1.5k for mote deploy-
ments with 10’ spacings or less enables this complete coverage. Figure 11B shows the
position of repeater motes.

pbcast Extension with Repeaters. For pbcast, typically there is no way for a mote to
know how far it is located from the data source (unless some extra information such as
location about the neighborhood is provided). Thus, in this variant we assign a prede-
fined probability (rp) of being a repeater to any mote that has received 10 packets.
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Figure 10 shows that pbcast with repeaters can provide complete coverage of the
deployment area, albeit at the cost of high repeater probability. For rp = 0.6, the re-
liability is 85% for inter-mote spacing of s = 6′, but the reliability goes below 10%
for spacing of s = 10′ (sparser mote density). Increasing the repeater probability helps
achieving high reliability for sparser deployments, but that also increases interference;
high values of rp essentially amounts to data flooding, and the consequent interfer-
ence leads to the well known broadcast storm situation [14]. At an inter-mote spacing
of 10’, we noticed more than 99% coverage only for very dense repeater deployments
(rp > 0.8).

Protocol Comparisons. The repeater variants of pbcast and FBcast both have higher
reliability compared to their original counterparts. For sparser deployment, pbcast
yields high reliability only with very high repeater probabilities, thus causing high
transmission overhead. FBcast (with the aid of listen window and threshold number
of received packets) is able to control the number of repeaters while ensuring more than
99% reliability for various deployment parameters.

5 Conclusion

We have presented a new broadcast protocol that exploits data encoding technique to
achieve higher reliability and data confidentiality at low overhead. The simulation ex-
periments show that with increased network density, traditional broadcast become quite
unreliable, but FBcast maintains its reliability. The forwarding probability parameter
of FBcast can be tuned to decrease the number of transmissions with higher density.
FBcast with repeaters allow nodes to reconstruct the original data and then re-inject the
new packets into the network (when the number of received packet falls below a thresh-
old). FBcast trades off computation for communication. The data encoding (source)
and decoding (recipients) consume computation cycles, but since computation is or-
der of magnitude less power-expensive than communication, we expect to save power.
Also, considering the computation needs of the encoding scheme, FBcast is suitable for
computationally rich nodes. Based upon the continuing trend we believe that today’s
handhelds are tomorrow’s motes, and FBcast will be quite suitable for future WSN.
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Abstract. Wireless mesh networks have emerged to be one of the promising ap-
plications of ad hoc networks. The idea of installing multiple radio interfaces at
each mesh router allows a mesh network to better utilize the available wireless
bandwidth, but at the same time complicates the issue of route selection. In this
paper, we propose a novel metric that measures the bandwidth and cost ratio of
each route. Based on this metric, a Cost-Aware Route Selection (CARS) scheme
is proposed to improve the overall throughput of a mesh network. The simula-
tion results confirm that our scheme is able to better utilize the limited wireless
resource and improves the overall network throughput by more than 95% with
different types of traffic and communication patterns when it is compared against
the past route selection schemes.

1 Introduction

Wireless Mesh Networks (WMNs) have emerged as one of the most promising applica-
tions of ad hoc networks. By connecting inexpensive mesh routers with multiple radios
wirelessly, WMNs can quickly provide broadband networking infrastructure for large
business enterprizes and bring Internet access to residence in rural areas.

To take full advantage of WMNs, many research issues, such as backbone construc-
tion, cross-layer design, multi-channel MAC, and fault tolerance [1], are yet to be ad-
dressed. Among them, routing is perhaps one of the most important topics. At first
glance, since WMNs are considered as a special type of ad hoc network, it seems ap-
propriate to use one of the routing protocols originally developed for ad hoc networks
[2] for WMNs. However, such an approach overlooks the following three key differ-
ences between research in WMNs and traditional ad hoc networks, and is thus likely to
result in poor performance.

– Node classification - Traditional ad hoc networks are formed by nodes that are
commonly assumed to be homogeneous in terms of the hardware/software configu-
ration and degree of mobility. In contrast, wireless mesh networks are composed of
two distinct types of nodes - mesh routers and mesh clients. Mesh routers, similar
to conventional wireless access points, are generally assumed to be built using in-
expensive parts, to be stationary, and to be connected to an external power supply.
Notice that most mesh routers are not connected directly to the wired backbone. If
a mesh router is connected to the wired backbone, we referred it as the gateway or
gateway mesh router in particular. The mesh clients, such as laptops and handheld

J. Cao et al. (Eds.): MSN 2006, LNCS 4325, pp. 171–184, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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PDAs with wireless LAN [3] capability, run on their own batteries and move at
moderate speed.

– Multiple antennas - To increase the capability of WMNs, mesh routers can be
equipped with multiple radio interfaces. Each interface can adopt one of the three
wireless standards: IEEE 802.11a [3], 802.11b [3], and 802.11g [3]. The differ-
ent standards present distinct by different physical characteristics, particularly with
regard to their radio spectrum, transmission rate, and transmission radius. This im-
mediately presents two challenges for the protocol design. First, the topology of
WMNs is no longer a simple graph. Depending on which radio interfaces are avail-
able, a mesh router can have several different sets of neighbors. Second, the chan-
nels used by different radio interfaces can interfere with each other if the portion of
the radio spectrum used by these interfaces overlap with each other.

– Adaptive transmission rate - In most research on ad hoc networks, the unit disk
model is used [4,5]. In this model, the transmission rate between two nodes within
a predefined transmission range is assumed to be a constant. However, it is known
that the transmission rate between two wireless LAN entities can automatically step
down if the quality of the link between them degrades. For instance, depending
on the distance between two nodes, the transmission rate of a IEEE 802.11b link
can be either 11Mbps(0m - 50m), 5.5Mbps(51m - 62m), 2Mbps(62m - 68m), or
1Mbps(68m - 85m) [6].

These differences further complicate the issue of routing in WMNs. In [7], it was
shown that finding the optimal route in a multi-radio WMN is NP-hard. As the first step
toward solving this problem, most previous proposals [7,8,9,10,11] suggested different
metrics that can be used to help identify the best one out of a set of candidate routes. It
is expected that by using these metrics for route selection, the overall throughput of the
mesh network can be improved.

In this paper, we propose a novel route selection scheme is proposed, namely Cost-
Aware Route Selection (CARS), for WMNs. Unlike the past route selection schemes,
which are primarily based on the quality of links in a route, the new scheme takes
the interference cost and traffic aggregation into consideration. By selecting the route
with the best bandwidth and cost ratio from a set of candidates, the limited wireless
resources (i.e., the available channels for mesh routers) can be better utilized. This will
automatically lead to better overall network throughput. The simulation results show
that the proposed CARS scheme significantly improves the overall network throughput
by more than 150% in the case of burst traffic and the number of connections by more
than 95% in the case of constant bit rate traffic.

The remainder of this paper is organized as follows. In Section 2 we review the
existing route metrics and route selection schemes for WMNs are required. The pro-
posed route metric and scheme are described in Section 3 and the simulation results
and analysis are provided in Section 4. Finally, the chapter concludes by summarizing
the research and pointing out the future research directions in Section 5.

2 Survey of Existing Route Selection Schemes in WMNs

Routing is one of the most fundamental issues in WMNs. In the past, several metrics
were proposed for multi-hop wireless networks in order to measure the quality of a
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route. In [10], the Expected Transmission Count (ETX), which is based on link layer
frame loss rates, was used to locate a path with higher throughput in a multi-hop wire-
less network. However, ETX does not take into account the bandwidth of links in a path.
In addition, ETX does not give preference to channel diversity.

In [12], a link quality source routing (LQSR) protocol was proposed which selects a
route according to a specified link quality metric. LQSR is an extension of the dynamic
source routing protocol [13]. In [12], three different link quality metrics: ETX, per-
hop round-trip time, and per-hop packet pair, were evaluated and compared, along with
LQSR. However, LQSR was designed primarily for nodes with a single radio interface.

In [11], the authors promoted the uses of multiple radio interfaces at each mesh
router for the improvement of network capacity. Since then, most research on WMNs
has adopted this idea. However, while such configurations enable a mesh router to si-
multaneously transmit and receive packets, it also complicates the selection of routes.
It has been shown that finding the optimal route for a given source-destination pair with
the best radio and channel in a multi-radio WMN is an NP-hard problem [7].

In [11], a multi-radio LQSR (MR-LQSR) was proposed for mesh routers with mul-
tiple radio interfaces. MR-LQSR incorporates several performance metrics. The Ex-
pected Transmission Time (ETT), which is essentially the expected time to transmit a
packet of a certain size over a link, is introduced to measure the quality of a link. ETT
accounts for both packet loss rate and link bandwidth. The Weighted Cumulative Ex-
pected Transmission Time (WCETT) is used to measure the quality of a path. WCETT
is a combination of the Summation of ETT (SETT) and Bottleneck Group ETT (BG-
ETT), which is the sum of expected transmission time of a bottleneck channel. WCETT
takes into account both link quality metric and the minimum hop-count. Depending on
the parameter set for SETT and BG-ETT in WCETT, MR-LQSR generally achieves a
good tradeoff between delay and throughput. However, MR-LQSR does not consider
interference, as the authors assumed that all the radio interfaces on each mesh router
are tuned to non-interfering channels. In reality, the number of available channels is
limited, so when multiple traffic flows are running on the network the impact of inter-
ference should not be overlooked.

In [8], a centralized channel assignment and routing algorithm were proposed. The
proposed heuristic improves the aggregate throughput of WMNs and balance loads
among gateways. For the channel assignment algorithm, load balancing is the first cri-
terion assessed. The routing algorithm used both shortest path routing and randomized
routing.

In [7], in order to solve a joint channel assignment and routing problem, a traffic
flow based channel assignment was proposed to maximize the bandwidth allocated to
each traffic aggregation point, subject to the fairness constraint. Unlike the heuristic
approach in [7,8] took into account the interference constraints at each mesh router in
the formulation of the joint channel assignment and routing. As a result, the proposed
algorithm was able to increase overall throughput.

The authors in [7,8,9] do not consider the use of scheduling in the event of multiple
links being assigned to the same channel. In their algorithms, the mesh routers may
need to buffer data packets, introducing extra hardware requirements for mesh routers.
Moreover, these algorithms do not consider some of the physical characteristics inherent
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in the IEEE 802.11 standards, such as an adaptive transmission rate and the existence of
multiple neighboring sets for a multi-radio mesh router due to the different transmission
ranges of the radios.

3 Cost-Aware Route Selection

3.1 Motivation

Prior studies [8,11] have pointed out the shortcomings of the shortest-path routing ap-
proach in WMNs. As a result, most of the proposed route selection schemes for WMNs
such as [10,11] are instead based on the quality of links in a route. While these schemes
favor routes with higher throughput, they do not take into account the cost of a route.
As a result, in cases where multiple active connections are present, these schemes do
not scale up well and tend to produce lower overall throughput in multi-radio WMNs.

Figure 1 shows 5 candidate routes between source S and destination D. The values
of various metrics for these candidate routes, including the shortest-path, SETT, and
BG-ETT, are presented in Table 1. As can be seen, the shortest-path will select path 2
or 4, since these two routes consist of only 3 hops; SETT will favor path 4 because it
has the lowest value of SETT among all routes (In general, SETT tends to favor shorter
paths.); and BG-ETT will favor path 3 because of its radio diversity. However, none
of these metrics considers the channel diversity, as the impact of interference has not
been treated as one of the primary factors for route selection. Another drawback of
these metrics is that their route selections are based solely on the individual traffic flow
instead of multiple simultaneous flows. As a result, none of these metrics will be in
favor of traffic aggregation, which will lead to better utilization of wireless resources
(i.e., channels).

Given a set of candidate routes, the problem of route selection in WMNs can be
considered as a resource allocation problem, where the limited resource is the wireless
medium. When a route is an active, it prevents the mesh routers close to it from access-
ing the channels used by the active route due to the impact of co-channel interference.
This limits the available routes for nearby mesh routers for other connections. In this
paper, a new route selection scheme, namely Cost-Aware Route Selection (CARS) will
be proposed. In this scheme, the interference cost of a route is measured quantitatively.
By choosing the route with the highest bandwidth and cost ratio, the overall network
throughput can be improved. In the following subsections, this approach will be ex-
plained in detail.

3.2 Problem Formulation

The assumptions below were made for the WMN in which the route selection scheme
is expected to operate. Note that these assumptions do not conflict with any of the IEEE
802.11 specifications, and the frame format in the specifications is never changed.

– All mesh routers in WMNs are stationary.
– Assume that each mesh router has a set of 802.11 radio interfaces. The type of a

radio interface can be either 802.11a [3], 802.11b [3], or 802.11g [3].
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Fig. 1. 5 candidate routes from source S to desti-
nation D

Table 1. Performance metrics in Figure 1

path ID route hop throughput SETT BG-ETT

1 s-1-2-3-d 4 2Mbps 8ms 4ms

2 s-12-13-d 3 1Mbps 7.0ms 4.0ms

3 s-4-5-6-d 4 3Mbps 5.32ms 2.66ms

4 s-7-8-d 3 2Mbps 4ms 4ms

5 s-9-10-11-d 4 3Mbps 6.0ms 3.0ms

Table 2. Physical characteristics

802.11b 802.11g 802.11a

Maximum rate 11Mbps 54Mbps 54Mbps

Outdoor trans. range 300 feet 250 feet 175 feet

Indoor trans. range 100-150 feet 100-150 feet 100-150 feet

Non-overlapping ch 1, 6, 11 1, 6, 11 1 - 12

Spectrum 2.4GHz 2.4GHz 5GHz Fig. 2. The state transition diagram of radio in-
terface

– A radio interface is always in one of four MAC states: SENDING, RECEIVING,
IDLE and IDLE with TIMER. The transitions between these states are illustrated
in Figure 2. The state IDLE with TIMER means that the radio is unused, but some
neighboring mesh routers are using the same type of radio.

– Each type of radio has a number of available channels. If a nearby mesh router is
using a channel for communications, the state of the channel is set to be IN-USE.
Otherwise, the state of the channel is set to be UNUSED.

– Assume that the primary cause of packet loss is co-channel interference. The other
factors that may affect the packet transmissions, such as multi-path fading [2], are
assumed to be fixed by incorporating simple error recovery techniques (e.g., CRC
[15]).

– To simplify the hardware design and lower the cost, assume a mesh router does
not have a large data buffer. Packets received by an intermediate mesh router are
always quickly forwarded to the next hop.

– The communications between mesh clients and their associated mesh router are
assumed to be handled separately by a different set of wireless radio interfaces. In
other words, in this research a route consists of only mesh routers.

In WMNs, since each mesh router can be equipped with multiple radio interfaces,
the traditional graph denotation is not sufficient to describe the network topology of a
WMN. Before formulating the problem, consider the nomenclature used in this paper.

A mesh-graph, GM = (VR, ER), is composed of a set of node vectors VR and a
set of link vectors ER. A node vector is defined as v =< n, r >, where n is a mesh
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router and r is one of n’s radio interfaces. A type function type(v) is defined to take a
node vector v =< n, r > as its argument and return the type of radio r (i.e., 802.11a,
b, or g) of mesh router n. A link vector < v1, v2 >, where v1 =< ni, rp > and
v2 =< nj , rq >, represents a mesh link between sender mesh router ni using radio
interface rp to communicate with receiver mesh router nj using radio interface rq . Note
that for a given mesh link < v1, v2 >, the constraint type(v1) = type(v2) must be
satisfied.

The open neighbor set of a node vector N(v) (v =< n, r >) is defined as a set of
mesh routers within transmission range of the radio transmission r of mesh router n,
excluding n itself.

As mentioned earlier, the transmission rate of an 802.11 wireless link may step down
automatically when the signal strength is weakened. Since the signal strength is closely
related to the distance between sender and receiver, the available bandwidth of a mesh
link is formulated as follows. Given a link < v1, v2 > where v1 =< ni, rp > and
v2 =< nj, rq >, the available bandwidth of link < v1, v2 >, denoted as b(< v1, v2 >),
is defined by Equation 1. In Equation 1, the available bandwidth of a link is inversely
proportional to the physical distance between two ends of the link.

b(< vi, vj >) = Maximum rate · (1 − dist(ni, nj)
R

)

(refer to Table 2 for maximum rate & transmissionrange, R)
(1)

In WMNs, a path χ connects the source node vector vs and the destination node
vector vd and is composed of a set of ordered link vectors as follows.

χ = {< vs, v1 >, < v′1, v2 >, · · · , < v′h, vd >}
In a path, any two adjacent links < v′k−1, vk > and < v′k, vk+1 >, where vk =<

ni, rp > and v′k =< nj , rq >, should satisfy the constraint (ni = nj) ∧ (rp �= rq).
The path bandwidth of a path χ, denoted as B(χ), is defined as a function of the

available bandwidths of the links in the path. Depending on the type of traffic along a
path, the function may be defined differently. (Note that the terms path bandwidth and
path throughput are identical and are used interchangeably in this paper.) Two types of
traffic are considered in this paper: Burst Traffic (BT) and Constant Bit Rate (CBR) traf-
fic. For the burst traffic, path bandwidth function is defined as the minimum available
bandwidth of links in the path as, shown in Equation 2. If a path is assigned more band-
width than the available bandwidth of any link in the path, an intermediate mesh router
will have to buffer the data packets and this violates the no data buffer assumption.
For instance, in Figure 1, path 2 has 3 links with 2Mbps, 5Mbps, and 1Mbps available
bandwidth. Consequently, the path bandwidth of path 2 is 1Mbps.

B(χ) = min{b(< vs, v1 >), b(< v′1, v2 >), · · · , b(< v′h−1, vh >), b(< v′h, vd >)} (2)

For CBR traffic, B(χ) is a constant value bc. Note that the available bandwidth of
any of the links in the path has to be larger than bc.

Let a set of all active connections be S, so the overall throughput Ball is defined as
the sum of the path bandwidths of all the paths in S, as shown in Equation 3. The goal
of this research is to design a route selection scheme to maximize overall throughput
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Ball of a WMN, which is the number of bits the WMN can transport between all source
and destination pairs simultaneously. The higher the overall throughput Ball allows a
WMN to support more end-user flows.

Ball =
∑

∀ χ∈S

B(χ) (3)

3.3 Physical Layer Constraints

To help formulate the physical layer constraints, we first define the radio state function
and the channel state function must be defined. The radio state function rs(v) takes
a node vector v = (n, r) as input parameter and returns the state (i.e., SENDING,
RECEIVING, IDLE, and IDLE w/ TIMER) of the radio interface r of node n. The
channel state function cs(v, c) takes a node vector v = (n, r) and a channel c as its
input parameters and returns the state of the channel c (i.e., IN-USE or UNUSED) for
radio interface r of node n. Note that even if a radio is in IDLE or IDLE w/ TIMER
state, a channel may still be the in IN-USE state if it is used by one of n’s neighbors.

To establish a link < v1, v2 >, where v1 =< ni, rp > and v2 =< nj , rq >, the
physical layer constraints can be formulated as follows :

1. Before establishing link < v1, v2 >
Resource Allocation:
(rs(v1) = IDLE ∨ rs(v1) = IDLE w/ TIMER) ∧
(rs(v2) = IDLE ∨ rs(v2) = IDLE w/ TIMER) ∧
∃ ck cs(v1, ck) = cs(v2, ck) = UNUSED

2. After link < v1, v2 > is established using channel ck

Resource Allocation:
rs(v1) = SENDING ∧ rs(v2) = RECEIVING
Interference Avoidance:
∀ n ∈ N(v1) ∪ N(v2) cs(< n, r >, ck) = IN-USE ∧
∀ n ∈ N(v1) ∪ N(v2) \ {n1, n2}
∀ r if type(n, r) = type(ni, rp) ⇒ rs(< n, r >) = IDLE w/ TIMER

To successfully establish a link < vi, vj >, the components of the link vector and the
neighboring routers should satisfy the above constraints. Some of the constraints need
to be enforced by the DCF function (e.g., exchange RTS and CTS so the radio interfaces
of neighbors will be in the IDLE w/ TIMER state) defined in the 802.11 specification
[3].

3.4 Cost and Throughput Metrics

The purpose of WMN research is to facilitate rapid Internet access for a large number
of mesh clients. Hence, network throughput should be the primary performance mea-
surement. Since the number of radios and channels in WMNs is limited, if the impact
of interference can be reduced when routing a traffic flow, the overall throughput can
naturally be increased. In this subsection, two metrics used in our CARS scheme to
evaluate a path are introduced, the cost metric that measures the degree of interference
of a path, and the bandwidth metric that measures the throughput of a path.



178 J. Yang et al.

To measure the degree of interference of a path, compute the number of mesh routers
that will experience interference along the path if the path is chosen for a connection and
becomes active. If all candidate routes provide the same amount of bandwidth between
source and destination, by selecting the path which creates the least interference, more
network resources (e.g. radios and channels) can be utilized by other traffic flows.

Given an active link < v1, v2 > where v1 =< ni, rp > and v2 =< nj , rq >, the
mesh routers in N(ni, rp) cannot use the channel currently occupied by radio rp of
node ni for communications (see interference avoidance physical layer constraint in
Subsection 3.3). Hence, the cost of using the link < v1, v2 > can be defined as |N(v1)|.
For a given path χ = {e0, e1, · · · , ek} where ei =< v′i, vi+1 >, the cost of a path C(χ)
is defined as follows:

C(χ) =
k∑

i=0

|N(v′i)| (4)

The throughput of a path, on the other hand, is measured by the path bandwidth,
B(χ), which has been defined in Subsection 3.2. In general, we prefer a path with
lower cost and higher path bandwidth is preferable.

When mesh routers are distributed uniformly, a shorter path contains a smaller num-
ber of hops and thus is likely to suffer less interference from neighbors. In addition, if
a specific region has too many active communications, a path traversing that region is
likely to result in a lower available path bandwidth. By choosing a path with a higher
path bandwidth, a path that goes through a lighter traffic area can implicitly gain priority
and load balancing can be achieved.

3.5 Traffic Aggregation

In addition to path metrics, route selection also takes into account traffic aggregation.
If a link is simultaneously used by multiple active connections, we say that traffic is
aggregated on that link. Suppose that a link < v1, v2 > is already a portion of an
active connection. If the same link is reused by another connection, This will not create
additional interference. In other words, the cost function of a path should take traffic
aggregation into consideration. For a given path χ = {e0, e1, · · · , ek} where ei =
< v′i, vi+1 >, if a subset of links in the path S have already been used by other active
connections, the cost function should be modified as in follows:

C(χ) =
∑

ei∈χ\S

|N(v′i)| (5)

Additionally, the definition of the available bandwidth of a link needs to be modified
so that the remaining bandwidth of a link can be utilized by aggregated traffic. Given
a link < v1, v2 >, let S be a set of active connections that includes the link, so the
available bandwidth of link < v1, v2 >, where v1 =< ni, rp > and v2 =< nj , rq >, is
defined as follows:

b(< v1, v2 >) = Maximum Rate · (1 − dist(ni, nj)

R
) −

∀ χ∈S

B(χ) (6)

(Maximum rate and transmission radius R are shown in Table 2)
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For instance, suppose that in Figure 1 the links in path 2 have already been used by
an active connection and the bandwidth of that path is 1Mbps. The available bandwidth
of the first, second and third links of path 2 will then be 1Mbps, 4Mbps, and 0Mbps,
respectively.

3.6 Proposed Cost-Aware Route Selection Scheme

In this subsection, the proposed Cost-Aware Route Selection (CARS) scheme for
WMNs is presented. The new scheme consists of two steps: radio selection and path
selection. For a given source-destination pair and the sequence of intermediate mesh
routers between them, the first step is to select the radio and channel to be used for the
adjacent mesh routers in the sequence. (Note that according to our path definition, even
with the same sequence of intermediate mesh routers, if the radio interface used by any
intermediate mesh router is changed the path is considered to be different.) After the
radio and channel used for have been intermediate mesh router are identified, a new
path metric called CARS is then used to identify the path with the best bandwidth-cost
ratio for communications.

Given two adjacent mesh routers ni and nj in a sequence within close proximity, up
to three sets of radio and channel will be returned as candidates for path consideration.
First, the radio ni with the smallest transmission range (i.e., the smallest number of
that neighbors interfere) and one of its unused channels is returned. If no channel of
that radio channel is available or nj does not have an available radio channel with the
matched type, the radio ni with the next smallest transmission range and one of its
available channels is returned. This process continues until a set of radio and channel is
found. Second, the radio ni with the highest available bandwidth and one of its unused
channels is returned. Similarly, if no channel of that radio is available or nj does not
have an available radio channel with the matched type, the radio of ni with the next
highest available bandwidth and one of its available channel is returned. This process
continues until a set of radio and channel is found. Last, these choices are examined to
determine if there is an active link from ni to nj . If there is, the radio and channel used
by the active link with the most remaining available bandwidth will be returned.

After the radio selection step, each sequence of mesh routers between source and
destination will produce a number of candidate routes. Given a pair of source and desti-
nation, the candidate routes (i.e., the sequence of intermediate mesh routers) are found
by doing breadth-first search starting from the shortest path until the number of can-
didate routes reaches 10000. In Subsection 3.4, two metrics that measure the cost and
bandwidth of a path have been introduced. In Equation 7, these two metrics are com-
bined into one single Cost-Aware Route Selection (CARS) metric for path evaluation:

CARS(χ) =
(B(χ))β

(C(χ))α
(7)

In Equation 7, β is assumed to be 1 − α and 0 ≤ α, β ≤ 1. The greater the value of
α, the more weight is put on cost for path selection. On the other hand, the greater the
value of β, the more weight is put on path bandwidth for path selection. When α = β,
the CARS metric represents the amount of earned bandwidth for a unit of interference
cost. By comparing the CARS metrics for the candidate routes, it is possible to identify
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the most efficient path that produces the most bandwidth per unit of interference. Hence,
Equation 7 captures our design goals.

For instance, in Figure 1, if α is assigned a larger value (i.e., cost is heavily
weighted), CARS will tend to favor path 5 as the sparse network area path 5 traverses
has fewer neighbors to cause interference. On the other hand, if β is assigned a larger
value (i.e., more weight is given to path bandwidth), CARS will tend to favor path 3.
This is because, according to Equation 1, the available link bandwidth is inversely pro-
portional to the distance between sender and receiver, so the dense network area that
path 3 traverses, will tend to have a higher link bandwidth.

Note that for CBR traffic, path bandwidth is a fixed value bc. Thus, Equation 7 can
be simplified as CARS(χ) = 1

C(χ) . Consequently, the CARS metric will give priority
to the path with the lower interference cost.

4 Simulation Result and Analysis

This section presents the simulation results in order to evaluate the performance of
the proposed CARS scheme. For the purpose of comparison, the other route selection
schemes, including the shortest path and WCETT with different values of α, are im-
plemented along with CARS by C++ on different hardware and environment configu-
rations.

4.1 Simulation Environment

In the simulations, mesh routers are randomly placed within a 400m by 400m two
dimensional square region. Each mesh router in our simulation has a small number of
radio interfaces. Each interface has a number of available channels. The channels from
different types of radio can be either shared or exclusive. Two channels from different
types of radio with the same ID are said to be shared if both radios utilize the same
spectrum i.e., only one channel can be used at a time. Two channels from different
types of radio with the same ID are said to be exclusive if radios are using different
spectra i.e., both channels can be used simultaneously. The transmission rate of a link is
determined by Equation 6 based on the type of radio and the physical distance between
the two ends of the link. The transmission range of a radio is set according to the type
of the radio and the location mesh routers (i.e., indoors or outdoors). The values used
for the computation of the transmission rate and the transmission range can be found in
Table 2.

Two types of traffic flow, BT and CBR, are generated in the simulation. For a BT
traffic flow, the rate is computed by Equation 2. For a CBR traffic flow, the rate is set
to be 1024Kbps. Additionally, two different network flow patterns, Peer-to-Peer (P2P)
and gateway-oriented, are simulated. In a P2P connection, source and destination are
mesh routers randomly selected in WMNs. In a gateway-oriented connection, one of
the few sinks are used as one end of the traffic flow. Since the primary cause of packet
loss is co-channel interference, the ETT of a link in these candidate routes can simply
be calculated as the inverse of the available bandwidth of the link.
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4.2 Throughput of Traffic Patterns

In this subsection, the simulation results of different route selection schemes on BT and
CBR traffic are presented.

Figure 3 shows the overall network throughput Ball for the different route selection
schemes for the burst traffic scenario based on the number of mesh routers in the simu-
lated region. In the simulations, a mesh router is set to have 3 Network Interface Card
(NIC) radios, and each radio has 3 exclusive channels. P2P connections are generated
until the network is saturated. The location of the simulated WMN is assumed to be
indoors.

As illustrated in Figure 3, no matter what values of α is used in CARS and WCETT,
CARS can always produce more than twice as much of the overall network through-
put as WCETT’s and the shortest path’s. This is a big improvement over the past route
selection schemes. While all three different CARS versions have similar performance,
the that with α = 0.1 is slightly better than the other two. This suggests that the path
bandwidth metric is slightly more important than the path cost metric. Additionally,
the overall network throughput of the three different CARS versions is a lot more re-
sponsive to an increase of the number of mesh routers in any of the simulated region
than the other route selection schemes. This suggests that the new CARS scheme is
more scalable in terms of overall throughput. This feature is especially important for
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WMNs. In addition, Figure 4 shows the average path throughput of different route se-
lection schemes with respect to the number of mesh routers in the simulated region
under the same simulation settings. As illustrated in Figure 4, the schemes that produce
the highest average path throughput are CARS with α = 0.1, WCETT with α = 0.1,
and WCETT with α = 0.5. The average path throughput of CARS with α = 0.5 and
WCETT with α = 0.9 is just slightly lower than the highest group. It is interesting to
observe from Figure 4 that CARS with α = 0.1 achieves a significant improvement in
the overall network throughput without sacrificing individual path throughput.

Figure 5 shows the successful connection rates for different route selection schemes
in the case of the CBR traffic scenario with respect to the number of mesh routers.
In these simulations, each mesh router is set to have 3 NIC radios, and each radio
has 3 exclusive channels. 20 P2P-type connections are attempted. The location of the
simulated MWN is also assumed to be indoors. Note that for the CBR scenario, the
CARS metric is essentially reduced to the path cost function.

As illustrated in Figure 5, no matter what values of α is used in WCETT, CARS
can successfully establish more than twice as many connections as either WCETT as
the shortest path. This suggests that the cost metric still plays a crucial role in route
selection. Additionally, the results of this simulation suggest that CARS allows more
mesh clients to be supported than either WCETT or the shortest path. This feature is
also very important for WMNs.

4.3 Successful Connection Rates of Shared and Exclusive Channels

In this subsection, the simulation results of different route selection schemes for shared
and exclusive channels are presented. Here, each mesh router is set to have 2 NIC
radios, and each radio has 3 channels. The network size is fixed at 80 routers with
the assumption that 3 of them work as gateways to connect to the Internet. Gateway-
oriented CBR connections are used and the WMN is assumed to be indoors.

Figure 6 shows the successful connection rates of different route selection schemes
with respect to the number of generated connections in the simulated region in the case
of the shared channels. As illustrated in Figure 6, CARS has more than twice of the
successful connection rate of either WCETT’s or the shortest path. This suggests that
CARS also performs well for the gateway-oriented connections. However, when the
number of generated connections increases, the successful connection rates for CARS
decreases. This is because the wireless resource (i.e., radios and channels) close to the
gateways is quickly exhausted.

Figure 8 shows the successful connection rates of different route selection schemes
with respect to the number of generated connections in the simulated region in case
of the exclusive channels. In Figure 8, the successful connection rates for CARS are
approximately three times the rates for WCETT and the shortest path. This is because
the assumption of exclusive channels actually means less possibility of interference. In
other words, more resources are available in the case of the exclusive channels. When
Figure 6 and Figure 8 are compared together, it can be seen that the successful connec-
tion rates of the other route selection schemes are not sensitive to the extra resources
than become available when the channel type switches from shared to exclusive. This
suggests that CARS can better utilize the extra resources in the network.
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For the purpose of comparison, Figure 7 shows the successful connection rates of
different route selection schemes with respect to the number of generated connections
in the simulated region for the case of exclusive channels under the same configuration,
with the only difference being that the network is located outdoors. As can be seen, the
rates in Figure 7 are slightly lower than the rates in Figure 8. Because in the outdoor
case, the transmission range is increased, as indicated in Table 2. At the same time,
more interference will be created when a path is established.

5 Conclusion and Future Works

In this paper, a novel route selection scheme, namely Cost-Aware Route Selection, is
proposed for WMNs to improve the overall throughput. The scheme incorporates a
path metric which captures the bandwidth and cost ratio and the introduces idea of
traffic aggregation. Simulation results show that the new CARS scheme improves the
overall throughput by up to 165% in the case of the burst traffic and boosts the number
of connections by up to 300% in the case of constant bit rate traffic and is also more
scalable in terms of the size of the network compared to both WCETT and the shortest
path route selection schemes.

Although for a given set of candidate routes this scheme is able to identify the best
choice to improve overall network throughput, it has yet to completely solve the routing
issue as no protocol is provided to locate those candidate routes. In addition, the new
route selection scheme is centralized in the sense that the source node must collect and
process all the necessary information. While the nature of WMNs (i.e., mesh routers
are fixed and connected to external power supplies) allows this assumption to hold,
future research on a distributed routing protocol that runs only on the basis of localized
information would definitely be of interest.
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Abstract. This paper presents the route metric, the Expected Cumula-
tive Service Latency (ECSL), which allow any routing protocol to select
a route with the high-throughput in the multi-rate wireless ad hoc net-
works. The ECSL route metric finds a route with minimal end-to-end
forwarding time expected to successfully deliver a packet to the desti-
nation. In such networks, existing route metrics for route discovery only
use the link quality metric based on the expected amount of medium
time it would take by successfully transmitting a packet. Thus, in these
schemes, the current state of traffic in network is not taken into account.
Therefore, this may easily result in the congested network. In addition,
the application has no way to improve its performance under a given
network traffic condition. In this paper, we propose the route metric,
the expected end-to-end latency that is estimated with the number of
packets waiting for transmission in queue at relay nodes and the link
transmission time as well as a new routing protocol using the proposed
metric. The performance of the proposed route metric is evaluated by
OPNET simulator. We show that the performance of the AODV routing
protocol using the ECSL route metric outperforms that of the routing
protocols using other existing route metrics in multi-rate ad hoc network.

1 Introduction

Wireless ad hoc networks are formed by a set of nodes connected to others
through wireless links. Recently, these networks have been adopted in commer-
cial environments. In addition, as various wireless networks technology evolves
into the next generation internet to provide better performance for diverse ap-
plications, key technologies, such as multi-rate technology and the multi-channel
assignment schemes for enabling multi-interface, have emerged recently [1]. We
also believe that the development of techniques for QoS requirement, such as
high end-to-end throughput and low end-to-end latency, is important for many
of the communal applications likely to be enabled by such networks. In such
networks, the relatively low spatial reuse of a single radio channel in multi-hop
wireless environments due to wireless interference remains an impediment to
the wide-spread adoption of wireless ad hoc networks. Also, as the number of
nodes are increased in single-channel wireless networks, it has been shown that
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network capacity decreases [2]. To this problem, recent advancements in wire-
less technology rendering the multi-rate scheme and a multi-channel scheme for
the usage of multi-interface are used to improve the capacity of wireless ad hoc
networks. Specially, with multi-rate and multi-channel schemes, to get the high
capacity of networks, it is necessary the combined route discovery through the
routing protocol, the medium access control protocol, and physical properties of
a wireless network. Researchers have proposed many metrics for the combined
route discovery to find a route between a source and a destination. The tradi-
tional technique used by existing ad hoc routing protocols selects routes with
minimum hop-count. The selected routes tend to contain long range links that
have low effective throughput and intermediate nodes with high queuing delay.
In addition, each node in multi-rate ad hoc networks can utilize the flexibility
of multi-rate transmissions to make appropriate range and throughput / latency
trade-off choices across a wide range of channel conditions. While, this flexibility
has traditionally been used only link condition, it has recently been proposed for
use in route metrics with the expected lowest cumulative link transmission time
in terms of the throughput as well [8, 11]. However, these metrics do not find
high throughput path in the networks where there is much amount of traffic,
which because the value about queue delay in intermediate nodes is not taken
into account in exiting route matric. therefore, in this paper, new route met-
ric, with considering both the amount of traffic per link in each node and link
reliability, is proposed.

This paper makes the following main contribution. First, it explores the prob-
lems of existing route metrics to be used to route discovery. Second, it presents
the design and implementation of the proposed route matric, and the evaluation
of the proposed route metric that affect route discovery in multi-rate wireless ad
hoc networks.

The remainder of the paper is organized as follows. Section 2 presents the
related works of multi-rate technology in ad hoc networks. Section 3 describes
the problems of exiting route metrics. Section 4 and 5 describes the proposed
route metric and the proposed routing protocol. Section 6 summarizes results of
the simulation studies. This paper concludes in section 7.

2 Related Works of Multi-rate Technology

Multi-rate transmission technologies based on the 802.11 standard [5] is to lever-
age information which is already being collected by the MAC and Physical layers.
An alternate technique used in [4] is to perform active probing at the network
layer in order to measure loss rates and estimate link speeds. This approach
is unable to take advantage of the more advanced channel quality estimators
which are available at the lower layers. In addition, active probing techniques
introduce additional network overhead proportional to the accuracy and rate
at which they gather information. In this work, we strongly advocate inter-layer
communication; particularly between the MAC and Network layers. Several auto
rate protocols have been proposed. The most commonly used protocol is Auto
Rate Fallback (ARF) [6]. ARF operates using the link level ACK frames specified



Novel Route Metric for High-Throughput in Wireless Ad Hoc Networks 187

by the 802.11 standard. Each node increases the rate it is using to communicate
with its neighbor after a number of consecutively received ACKs, and decreases
the rate after a number of consecutively missed ACKs. As an alternative, the
Receiver Based Auto Rate (RBAR) protocol was presented in [7]. RBAR allows
the receiving node to select the rate. This is accomplished by using the SNR of
the RTS packet to choose the most appropriate rate and communicating that
rate to the sender using the CTS packet. This allows much faster adaptation to
the changing channel conditions than ARF. In addition, the Opportunistic Auto
Rate (OAR) protocol, which is presented in [15], operates using the same receiver
based approach, but allows high-rate multi-packet bursts to take advantage of
the coherence times of good channel conditions. These bursts also dramatically
reduce the overhead at high rates by amortizing the cost of the contention period
and RTS/CTS frames over several packets. By picking appropriate sized bursts,
OAR also changes the fairness characteristic from each node sending an equal
number of packets to each node getting an equal allocation of medium time.
Therefore, in this paper, OAR is used as multi-rate scheme.

3 Problems on Existing Route Metric

Early exiting routing protocols are originally designed for single-rate networks,
and have used a min hop-count to select routes. Thus, it does not accurately
capture the trade-off present in multi-rate wireless ad hoc networks. In [9], the
Expected Transmission Count Metric (ETX) is proposed to select paths which
minimize the number of transmissions required to transfer a packet from a source
to a destination. To deal with multi-rate links, [10] defines the medium-time met-
ric (MTM) for each transmission rate. The MTM essentially measures the time
it takes to transmit a packet over a multi-rate links. It takes transmission de-
lay into account and the overheads, which in the case of IEEE802.11 includes
RTS/CTS/ACK frames and channel contention. In [11], the Weighted Cumula-
tive Expected Transmission Time (WCETT) is proposed to use a route metric
for the routing in multi-radio multi-hop static wireless networks. The WCETT
refer to the combination of the MTM with ETX. However, these metrics only
take link quality into account by having the metric inversely proportional to the
transmission rate.

To understand the problem of the route metric only taking link quality into
account, we consider simple topology shown in fig. 1. there are 3 links to a node
from its neighbor nodes. We assume all links are asymmetric. The transmission
rate and quality of each link is shown in fig. 1. The link quality based route
metric makes a determination of link cost as to the following two parameters:
current bit rate in use, that is, the modulation mode and packet drop rate at the
current bit rate for a data frame with a 1000 byte payload. We assume that the
source node wants to send a packet to destination. There are possible two paths:
the direct path through link 1 and the alternate path through link 2 and link 3.
Using the MTM metric, the link cost of link 1, link 2 and link 3 is 4ms, 1.6ms
and 1.5ms, respectively. Thus, route scheme using the link quality metric selects
the path using link 2 and link 3 that has the lowest cumulative value. However, if
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Fig. 1. The simple topology to illustrate the problem of link route metric

the intermediate node has 9 packets waiting for transmission to neighbor node in
own output queue, the new packet that arrives at intermediate node have to wait
in queue for a considerably long time at this time, which results in a significantly
increased end-to-end delay on the path using link 2 and link 3. We believe that
if the link bandwidth of the estimated path is admitted by any flow, the direct
path between the source and the destination can be more effective than the
path through the intermediate node in terms of end-to-end performance. This
example illustrates our simple key idea. Therefore, we propose a new route metric
that takes into account both link quality and queuing delay estimated with the
number of packets waiting for transmission in output queue at relay nodes, and
contention delay during route set up.

4 Novel Route Metric

Existing route metrics used to establish a source-destination route are not ef-
ficient in multi-rate wireless ad hoc networks because they use the expected
transmission time based on only link quality and the reliability of a link, as
shown in the previous section. In this paper, assuming that all nodes in the
networks are stationary and have the function of multi-rate operation. In such
networks, each link operates at a different transmission rate according to SNR
between nodes. This section defines a novel route metric. The proposed route
metric firstly estimates the per-hop forwarding delay of all nodes on a route
between a source-destination pair. Per-hop forwarding delay of each node is esti-
mated with the number of packets waiting for transmission per link at each nod,
mean contention delay and link transmission time and then with the predicted
per-hop service delay of each node, end-to-end service latency is made. Thus, we
make more pertinent information about end-to-end service latency than existing
strategies. Therefore, in this metric, the cost function for establishing a route
combines two route costs consisting of the traffic load-aware and link-aware route
cost. In the following subsections more details are given, which illustrates the
estimation of the proposed route metric.

4.1 Expected Cumulative Service Latency

In this paper, the novel route metric, called the Expected Cumulative Service
Latency (ECSL), is proposed to allow any routing protocol to find a route with
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the lowest end-to-end latency. The ECSL of a route is defined as the expected
end-to-end latency spent in transmitting a packet successfully over the route
between a source and a destination. Thus, to estimate ECSL value, each node
has to get per-hop forwarding delay which is the time spent in forwarding a
new arrival packet to a neighbor node. The ECSL value is determined by the
total sum of per-hop forwarding delay in all nodes over a route between a source
-destination pair. Thus, the ECSL of a route, p, consisting of h-hop between a
source and a destination is estimated as follows:

ECSL(p) =
h∑

n=1

dn,i (1)

where let dn,i be per-hop forwarding delay which is a time when a packet is
forwarded through link i at node n and h be hop counter between a source-
destination pair.

In order to estimate dn,i value, three values which are the Link Transmission
Time (LTT) for successfully transmitting a packet on each link, the number of
waiting packet and the contention delay of a node are need. In our scheme, to
get these values, each node measures the number of waiting packet per neighbor
node in queue, the packet drop on wireless link and average contention delay.
With estimated values through the measurement, a node gets per-hop forwarding
delay by multiplying the number of waiting packet per link in output queue at
each node together both each link transmission time and average contention
delay. Thus, dn,i is estimated as follows:

dn,i =
x∑

i=1

(
Nn,i ×

(
ctn + LTTn,i

))
+ LLTn,i (2)

where let Nn,i be the number of waiting packets which waits to be transmitted
to a neighbor node through link i, the LTTn,i be the link transmission time of
link i at node n and ctn be the average contention delay at node n. Assuming
that there are x-neighbor nodes in transmission range of node n.

4.2 Per-hop Forwarding Delay

We have to estimate the three types of value which are the number of waiting
packets, contention delay, the LLT and the reliability of each link.
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The estimation of the number of waiting packet. In order to estimate the number
of waiting packets, Nn,i, we estimate only data packet, except control packet.
N value is estimated per a link. We have to obtain the link information used by
an incoming packet. we get this information through the address of next hop in
packet heard before a packet send to link layer. The number of waiting packets of
output queue is measured every at short-term interval τ . Let nn,i be the current
number of waiting packet which wants to use link i to send to a neighbor node
at node n. The Nn,i value at the kth times is estimated as follows:

Nn,i = α Nn,i(k − 1) + (1 − α)nn,i (3)

where the parameter α is the weighting factor and α <1, whose best value has
been computed to be 0.8 following a comprehensive simulation under traffic
conditions.

The average contention delay estimation. The contention delay is defined as the
time consumed for the head-of-line packet to be transmitted to the physical layer
and is used to estimate the overhead of the transmission in the contending area.
The contention delay includes the period for successful RTS/CTS exchange, if
this exchange is used for that packet. Similarly, if the initial transmission of
the packet is delayed due to one or more collisions generated by other nodes
within the transmission range, multiple numbers of back-off periods may also be
included. ctn,kis estimated as the running average contention delay of all packets
belonging to the kth packet transmitted at node n. The weighted moving average
is used to smooth the estimated value. Therefore, the mean contention delay is
updated as follows:

ctn,k = β ctn,k−1 + (1 − β)nn,k (4)

where the parameter β is the weighting factor and β <1, whose best value has
been computed to be 0.7 following a comprehensive simulation under traffic
conditions and nn,k is the contention delay achieved by kth packet. The initial
vale ctn,0 is set to a value adding the slot-time of DIFS to the slot-time of the
middle value between CWmin and CWmax. Moreover, if a node uses multi-radio,
this value is estimated per radio.

The estimation of the link transmission time. The LLT is estimated with the
three information of link state which are the transmission rate of each link, and
the reliability of each link which is estimated with the drop rate per link. How
to estimate the three types of link state are presented. The LTT assigns a weigh
to each link that is equal to the expected amount of medium time it would
take by successfully sending a packet of some fixed size S on each link in the
networks. The value depends on the link bandwidth and link reliability related
to the drop rate on wireless link. LTTn,i is, first, defined as the link transmission
time spent by sending a packet over link i at node n. This value is approximated
and designed for ease in implementation and inter-operability. The LTT of each
link is calculated as:

LTTn,i =
[
Ocontrol +

Sp

r

]
× 1

1 − Rn,i
(5)
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where the input parameters, r and Ri, are the bit rate in Mbs−1 and the frame
drop rate of link i for frame size Sp, respectively. The rate, r, represents the rate
at which the node would transmit a frame of standard size (Sp) based on current
conditions. The Ri value is dependent on our proposed estimation below. In [3],
the overhead of control (Ocontrol) and Sp is defined as the value of 110μs and
8224, respectively.

The estimation of the reliability of a link. The reliability of each link is estimated
through the number of a packet drop. The packet drop happens in the output
queue of a specific interface i and on specific wireless link. However, in this pa-
per, the packet drop on wireless link, called a collision drop, is only taken into
account. In the case of a collision drop, a packet is dropped due to consistently
failing retransmissions. This drop is discarding packets because the MAC’s re-
transmission count, 3 for RTS and 7 for data packet, is expired. For convenience,
the reliability, Rn,i, is computed in a straightforward manner as follows:

Rn,i =
Dn,i

Ln,i
(6)

where Dn,i is the cumulative number of a packet drop on link i and Ln,i is the
cumulative number of a packet transmission of link i at node n.

5 Route Discovery

In this section, a route discovery using new route metric is proposed. It is called
the AODV supporting Minimum end-to-end Latency (AODV-ML) in multi-rate
multi-interface environment. It is a modified version of AODV [13] to support the
ECSL metric. The AODV-ML protocol based on the basic AODV functionality,
including route discovery and route maintenance, is implemented. In addition,
this protocol includes the modified hello message to maintain both the reliability
and transmission rate between a node and its neighbor nodes. We assume that
the each link-quality is not symmetric. In considering link pairs between node a
and node b, the transmission rate of the link pairs is the same, but the packet
drop rate between the two links is different. this indicates that the reliability of
two link between node a and node b is different. In the AODV-ML protocol, we
make the table to maintain the reliability and the transmission rate of each link
of all neighbor nodes. This protocol uses a proactive mechanism to update these
value in the table. In order to obtain information regarding the transmission rate
between a node and its neighbor nodes, and update the table of link metrics,
the hello message in the AODV protocol is used. In the Hello message, the
information of the transmission rate and the reliability of link i is appended
onto the modified hello message. In this paper, the algorithm for multi-rate
decisions between nodes is available at [7]. Once a hello message is received, a
node updates the link information of neighbor node transmitting hello message
in the table. In the AODV-ML protocol, the route discovery is performed in
the following way. First, When a node receives a RREQ message including both
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a source and a destination address, it includes its per-hop forwarding delay,
including the transmission time of a link which is used to transmit the RREQ
message to its neighbor node, in the RREQ message. When the destination sends
a route reply, the reply carries back the complete list of the per-hop forwarding
delay of all nodes between a source-destination pair for the route.

6 Simulation Studies

To illustrate the effectiveness of the ECSL route metric, with comprehensive sim-
ulations, the AODV-ML protocol is evaluated and compared with other routing
protocols based on the Min-HOP (MHOP) and the MTM metrics. These routing
protocols represent the performance of the routing discovery schemes based on
the min hop route selection and the minimum link transmission time route selec-
tion. For the simulations we consider the two topologies; one topology which is
the multi-rate ad hoc networks consisting of single-interface nodes and the other
topology which is the networks consisting of multi-interface nodes. All radios
use auto-rate. With automatic rate control, the available rate between neigh-
bor nodes are set from 6 Mbps to 54 Mbps. RTS/CTS are enabled. Each nodes
are arranged such that several multi-hop routes to the destination are available.
Both topologies are random topologies. Simulations are conducted using OP-
NET v11.5 simulator [12]. In these simulations, the TCP throughput, according
to amount of traffic-load in the network, is studied.

6.1 Multi-rate Single-Interface Ad Hoc Networks

The performance of the our route metric in multi-rate single-interface ad hoc
networks is discussed. In the simulation, there are 40 nodes in a fixed area A
of 2000m x 2000 meters and the number of TCP flows varies from 5 to 25.
Each TCP flow lasts until simulation time ends and sends as much data as
possible. The simulation continues for 300s. The metrics used in measuring the
metric’s performance are the average throughput of all TCP flows and the dis-
tribution of path length. The simulation results of the average throughput are
presented in table. 1. Through the results, it has been proven that the average
TCP throughput of all flows using the AODV-ML protocol is better than using
existing routing protocols based on other metrics, such as the MHOP and the
MTM. As expected, in the simulation with low traffic load (5 flows), the average
TCP throughput of all route metrics is identical. This is because these metrics
almost select the same path and the amount of traffic load in the current network
does not result in the saturated networks. However, as the number of TCP flow
increases, the full potential of the ECSL metric is revealed. In the simulation
with high traffic load, the improvement in the average TCP throughput of the
AODV-ML protocol, as compared with other metrics based routing protocols,
is shown. This is, the average TCP throughput on all routes through the ECSL
metric is increased up to 300% compared with one on all routes through the
MHOP metric and up to 150% through the MTM metric. This is because, as
queue delay increases at relay nodes, the AODV-ML protocol selects routes that
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consist of both low queue delay and high link quality. It is verified that the route
discovery using the ECSL metric almost provides end-to-end routes with high-
throughput. The distribution of the path length on 25 TCP flows is shown in fig.
3(a). In the case of the MHOP metric, the routing protocol mostly selects 1-hop,
2-hop and 3-hop paths, regardless of the reliability of a link. Thus, this proto-
col performs well when the amount of traffic load in the networks is low, and
performs poorly when the amount of traffic load is high. The MTM, however,
mostly selects the 2-hop and 3-hop paths. Also, it selects 5-hop and 6-hop paths.
This is, longer paths yield increased throughput than shorter paths because the
path through the MTM metric utilizes the extra medium time available in long
paths. However, even though the MTM selects paths with high link quality, this
easily results in the network being overloaded. This is because each flow selects a
similar path without considering the congested node in the network. In addition,
in this situation, the application has no way of improving performance under a
given network traffic condition. However, in the case of the ECSL, paths with
the hop-count from 2 to 5 is usually selected. This means that load-balancing of
traffic works well. Thus, when using other two metrics, the selected routes tend
to contain long range links that have low effective throughput and high reliabil-
ity. However, the ECSL selects a route which consists of generally clear nodes
(low congested node). Thus, this results in an increase of the overall network
throughput. These results show the importance of taking both link quality and
queuing delay in relay nodes into account. Also, when a source wants to select
routing paths with high throughput in multi-rate wireless networks, the ECSL
metric provides this.

Table 1. The average throughput of all TCP flows (Mbps) in multi-rate single-interface
ad hoc networks

Number of TCP flows MHOP metric MTM metric ECSL metric

5 11.89 12.48 12.56

10 8.26 8.56 11.36

15 2.64 5.77 7.45

20 1.26 2.84 4.78

25 0.25 1.47 3.78

6.2 Multi-rate Multi-interface Ad Hoc Networks

To describe the performance of the ECSL metrics in multi-rate multi-interface
ad hoc networks, in this simulation, we assume that all nodes have two radios
which are composed of 802.11a radio and 802.11g radio. 802.11a radio operates
on channel 36 and 802.11g radio operates on channel 10. Both radios use auto-
rate. The available rate on both radios are also set from 6 Mbps to 54 Mbps.
The simulation environments are the same as previous scenarios. As expected,
the improvement in average TCP throughput of the AODV-ML protocol using
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Table 2. The average throughput of all TCP flows (Mbps) in multi-rate multi-interface
ad hoc networks

Number of TCP flows MHOP metric MTM metric ECSL metric

5 19.85 19.43 20.58

10 10.67 14.47 17.67

20 4.56 6.56 13.47

30 1.46 3.36 5.67

40 0.78 1.89 4.13
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Fig. 3. The distribution of path length. (a) Results of 25 TCP flows in multi-rate single-
interface ad hoc networks. (b) Results of 40 TCP flows in multi-rate multi-interface ad
hoc networks.

the ECSL, as compared with other metrics based routing protocols, is shown.
In particular, as the number of each TCP flows increase, the full potential of
the ECSL also is revealed. The average TCP throughput using the our protocol
yields more up to 300% than the MHOP based routing protocol and up to 200%
than the MTM based routing protocol in higher traffic conditions. Therefore,
the ECSL consistently selects the highest throughput path available in the net-
works. It is also verified that the ECSL metric almost provides high end-to-end
throughput in multi-interface environments.

The distribution of the path length of 40 TCP flows in such environments is
illustrated in fig. 3(b). The MTM usually selects paths with 3-hop and 4-hop
through link quality. Longer paths yield increased throughput than shorter paths
because the MTM path utilizes the extra medium time available in long paths.
However, the ECSL usually selects paths with 2-hop, 3-hop and 4-hop. This also
means that load-balancing of traffic works well in multi-interface environments.
When using ECSL, the selected paths tend to contain long range links that
have effective throughput and low packet drop rate, as compared with the MTM
metric. These results show that the ECSL metric can select routes with high
throughput in multi-rate multi-interface environments.
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7 Conclusion and Future Work

In our work, we have shown that existing route metrics which only consider link
quality are low effective throughput in multi-rate multi-interface ad hoc networks
with high traffic load and tend to increase overall network congestion because
these mechanisms do not take the current traffic load in a node into account.
Thus, in such networks the application has no way to improve its high perfor-
mance under a given network traffic condition. We have presented the novel
route metric adapting per-hop forwarding delay. This metric is particularly used
for a source node to find a route supporting a high throughput. This metric is
proportional to the time, included both a forwarding time and the contention
delay at a relay node. Especially, when congestion in networks occurs, this met-
ric is effective. In addition, a new routing protocol using the proposed metric,
called the AODV-ML protocol, is presented. Our simulation results show that
the AODV-ML protocol achieves significantly higher end-to-end throughput and
lower end-to-end delay than the routing protocols using alternative metrics. We
observe the better average throughput of all TCP flows, as compared with the
MHOP and the MTM metrics, in single-interface environments and two-interface
environments. Our simulation results underscore the need for route metric em-
bodied forwarding time and link transmission in terms of layer-2. Future studies
will present the performance of the proposed route discovery using the ECSL
metric in wireless ad hoc environments, with random arrivals of mobile nodes.
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Abstract. In this study, the joint power control and scheduling problem
in a multihop TD/CDMA MANET is investigated. A cluster based ar-
chitecture is adopted to provide scalability and centralized control within
clusters, and the corresponding power control and scheduling schemes are
derived to maximize a network utility function and guarantee the mini-
mum rate required by each traffic session. Because the resulted optimal
power control suggests that the scheduled nodes transmit with full power
while other nodes remain silent, the joint power control and scheduling
problem is reduced to a scheduling problem. Proportional fair schedul-
ing is selected to achieve the balance between throughput and fairness.
The multi-link version of the proportional fair scheduling algorithms for
multihop MANET are proposed. In addition, a generic token counter
mechanism is employed to satisfy the minimum rate requirements. Ser-
vice differentiation is also achieved by ensuring different minimum rate
for different traffic sessions. Approximation algorithms are suggested to
reduce the computational complexity. In networks that are lack of cen-
tralized control, distributed scheduling algorithms are also derived and
fully distributed implementation is provided. Simulation results demon-
strate the effectiveness of the proposed schemes.

1 Introduction

MANET has been the topic of extensive research recently. The lack of fixed in-
frastructure in MANET introduces great design challenges. One way to reduce
the difficulty is by organizing nodes into clusters and assigning certain nodes
management functions [1], such as transmission coordination. These nodes are
called cluster heads. It has been shown that proper clustering in MANET re-
duces the complexity of link-layer and routing protocol design significantly and
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improves the scalability of the protocols [2]. In addition, clustering increases the
network capability of supporting Quality-of-Service (QoS) [3].

Because of their poor scalability in a multihop MANET, random access pro-
tocols are not an efficient Medium Access Control (MAC) solution [5]. In [4], it
is demonstrated that CDMA-based MAC protocols achieve a significant increase
in network throughput at no additional cost in energy consumption compared
to 802.11x MAC protocols. In this research work, we restrict our interests in
clustered TD/CDMA wireless ad hoc networks. It is assumed that each user is
assigned a randomly generated orthogonal code. On top of that, time is splited
into equal sized slots where only the scheduled users are allowed to transmit in
each slot. The cluster head functions as a manager and is responsible for schedul-
ing the transmissions within a cluster. It is assumed that the communication
links among cluster heads have sufficient bandwidth such that the bottleneck of
the end-to-end traffic between nodes in different clusters resides within clusters.
Hence, scheduling intra-cluster transmissions is the main concern in this paper.

Power control is employed in a MANET to control transmission range and
keep the network fully connected [6]. It is a physical layer function. However,
transmission power has a direct impact on multiple access of nodes by affecting
the received Signal-to-Interference Ratio (SIR) at receivers. Hence, power control
is strongly coupled with scheduling and has additional functions of reducing
unnecessary interference among concurrent transmissions in TD/CDMA based
systems [8]. Power control and scheduling is of paramount importance of ensuring
the success of multiple simultaneous transmissions and is the focus of this paper.
The goal is to study power control and proportional fair scheduling schemes that
maximize network utility, maintain fairness among links and guarantee minimum
rate of traffic sessions.

The rest of the paper is organized as follows: Section 2 states the wireless net-
work model and formulates the joint power control and scheduling problem with
QoS constraints. Both the optimal solution and the low complexity approxima-
tions are proposed, together with several algorithms that serve as lower bounds.
The proposed algorithms are evaluated by extensive discrete-event simulations
in Section 3. Centralized and distributed implementations are discussed in Sec-
tion 4. Section 5 presents related works and Section 6 contains the concluding
remarks.

2 Joint Power Control and Scheduling with Minimum
Rate Constraints

In this paper, we assume that the routes for the multiple end-to-end traffic
sessions are given. All the links contained in the routes form the set of “active
links”. Each active link is uniquely identified by its transmitter and receiver.
The received SIR at the ith receiver from the ith transmitter is defined by

γi =
hiipi

1
L

∑
j �=i hijpj + σ2

(1)
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where hii is the link gain from transmitter i to its designated receiver i. hij is the
link gain from transmitter j to receiver i (active link i’s designated receiver). pi

and pj are the transmission power of transmitters i and j, respectively. σ2 is the
background (receiver) noise. L is the spreading gain for spread spectrum systems.
The interference model adopted here is considered more realistic because the
aggregated interference from a large number of nodes may not be negligible
even if the interference from each of them is small.

In this paper, we assume that each link has variable rate. This rate is bounded
by the feasible rate region. The link gains (channel quality) may fluctuate dramat-
ically from one slot to another slot. A scheduling scheme should take advantage
of the channel fluctuations, i.e., it should be “channel-aware”. The instantaneous
data rate of each active link can be evaluated by the Shannon capacity formula (for
AWGN channel)

Ri = Wi log2(1 + γi) (2)

where Wi is the bandwidth occupied by the transmission from the ith transmitter
to its designated receiver. Note that this formula gives the achievable rate (upper
bound) of the AWGN channel. However, it is justified by the fact that with the
current modulation and coding technology it can be closely approximated in
most practical scenarios [16].

2.1 Problem Formulation

In this work, we will focus on end-to-end traffic sessions with minimum rate
constraints. A guarantee on minimum rate is arguably the simplest possible QoS
guarantee. Therefore we believe it is natural that mobile users would expect such
an assurance.

Given the routes of multiple end-to-end traffic sessions with minimum rate
constraints, let’s define the long-term average rate vector R̄ = (R̄1, . . . , R̄N)
assuming that there are N active links resulted from routing, and each of the
active link has minimum rate constraint (R̄i

min). The joint power control and
scheduling problem is formulated as the following optimization problem
(P.1)

max
R∈R,p∈P

U(R̄) (3)

subject to
R̄i ≥ R̄i

min
, ∀ i (4)

where the instantaneous rate is determined by equations (1) and (2). R is the
rate region. P is the set of allowable power vector defined by

pi ≤ pmax
i , ∀ i (5)

where pmax
i is the maximum allowable transmission power of transmitter i. The

utility function is of the form

U(R̄) =
∑

i

Ui(R̄i) (6)
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where each Ui(x) is an increasing concave continuously differentiable function
defined for x ≥ 0. In this work, the network utility function is chosen as U(R̄) =∑

i log(R̄i) to achieve the balance between network throughput and fairness.
A node can not transmit and receive simultaneously. This primary conflict [14]

is resolved by setting the link gain matrix appropriately. For example, if node i is
selected to transmit in the current slot, the corresponding link gains where node
i is the receiver will be set to zero. The multi-hop nature of the problem (P.1)
reflects in the fact that the links on the same route require the same minimum
rate whereas links on different routes typically have different minimum rate
requirements. In other words, the order of the transmissions along a route is
implicitly included in the problem formulation.

2.2 Main Results

Before introducing the Multi-link Proportional Fair algorithm with Minimum
Rate constraints (MPFMR) to solve the optimization problem (P.1), we observe
some useful properties of the optimal solution.

Optimal Power Control

Theorem 1. The optimal scheme has the property that each transmitting node
transmits at full power, i.e. pi = pmax

i for some subset S of the nodes and pi = 0
for the complementary set S̄.

The proof can be found in [24]. Note that similar observations are obtained under
various different contexts and assumptions [13], [7], [11], [22]. Specifically, the
results reported in [7] may be viewed as a special case of the above theorem where
the data rate is assumed to be a linear function of SIR instead of the more general
form that adopted in this paper. Theorem 1 reveals the bang-bang characteristics
of the nodes’ transmission power in order to maximize the network’s utility. In
each time slot, selected transmitting nodes will use the maximum transmission
power, while other nodes remain silent.

Scheduling Algorithms
As highlighted by Theorem 1, the joint power control and scheduling problem
is reduced to a scheduling problem given the bang-bang characteristics of the
optimal transmission power. The scheduling algorithm considered in this paper
is the proportional fair scheduling proposed in [17], [18] and further analyzed
in [19], [20]. Proportional Fair (PF) scheduling algorithm was proposed and
implemented by QualComm for 3G1X EVDO (HDR) downlink. PF algorithm
provides fairness among users such that in the long run each user receives the
same number of time slots of services. At the same time, PF also takes advantage
of channel variations. As pointed out in [21], PF scheduling maintains a balance
between fairness and efficiency. However, since PF schedules users one-at-a-time,
it needs to be modified for a multihop scenario.

In this paper, we are interested in proposing and studying the multi-link ver-
sion of the PF algorithms for multihop MANET, called Multi-link Proportional
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Fair (MPF). We are particularly interested in their modified versions that accom-
modate QoS constraints required by multiple traffic sessions. MPF is modified
to satisfy minimum rate constraints using a token counter mechanism inspired
by the scheme developed for cellular systems [12], thus it is named Multi-link
Proportional Fair with Minimum Rate (MPFMR).

MPFMR: In a time slot k, select the active links

arg max
R∈R

∑
i

eaiTi(k) Ri(k)
R̄i(k)

, (7)

where R̄i(k) is the current average service rate received by link i, Ti(k) is a
“token counter” for link i, and ai > 0 is a parameter. The values of average rate
R̄i are updated as in the Proportional Fair algorithm [17]:

R̄i(k + 1) = (1 − β)R̄i(k) + βRi(k) ,

where β > 0 is a small fixed parameter, and Ri(k) is the instantaneous data rate
if link i was actually served in slot k and Ri(k) = 0 otherwise. The token counter
Ti is updated as follows:

Ti(k + 1) = max{0, Ti(k) + R̄i
min − Ri(k)} . (8)

MPFMR may be considered as a special case of Multi-link Gradient scheduling
algorithm with Minimum Rate constraints (MGMR), which solves the optimiza-
tion problem (P.1). The proof of optimality of MGMR (and thus MPFMR) fol-
lows our previous work in [12], and is given in the Appendix. The token counter
Ti provides the key mechanism trying to ensure that the active link i received
(long term) service rate stays above R̄i

min. The dynamics of the token counter
process Ti(k) (see (8)) is briefly described and interpreted as follows. There is
a virtual “token queue” corresponding to each flow i. The tokens “arrive in the
(token) queue” (i.e. Ti is incremented) at the rate R̄i

min per slot. If active link
i is served in slot k, then Ri(k) tokens are “removed from the queue” (i.e. Ti is
decremented). Thus, if in a certain time interval, the average service rate of flow
i is less than R̄i

min, the token queue size Ti has “positive drift”, and therefore
the chances of flow i being served in each time slot gradually increase. If the
average service rate of flow i stays close to R̄i

min, Ti will stay around zero and
will not affect scheduling decisions.

In this study, we also considered PF scheduling without minimum rate con-
straint (MPF algorithm), and the scheduling rule is arg maxR∈R

∑
i

Ri(k)

R̄i(k)
.

2.3 Low Complexity Approximations

In this part, we provide a greedy, low-complexity, approximate solution to the
optimization problem (P.1) that is more suitable for practical implementations.

Greedy algorithms: In each time slot, 1). Create a list by sorting active links
in decreasing order of the measure vi assuming no interference from other active
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links while computing R0
i . 2). Add active link j, in order starting from the top

of the list, while maintaining and updating the value of Φ =
∑

i≤j vi, where
Ri now takes into account interference from all added active links. 3). Stop if
adding the next active link reduces Φ, and allow transmission of all added active
links at their peak powers and rates as computed. The measure vi for different
algorithms are vi = eaiTi R0

i

R̄i
, for MPFMR; and vi = R0

i

R̄i
, for MPF.

We also considered several algorithms that will serve one active link in each time
slot. These algorithms serve as the lower bounds for performance comparison.

One-at-a-time algorithms: Create a list by sorting active links in decreasing
order of the measure vi assuming no interference from other active links while
computing R0

i . Serve the top on the list. vi = R0
i

R̄i
, for PF; and vi = eaiTi R0

i

R̄i
,

for PFMR. The various scheduling algorithms considered in this paper are sum-
marized in Table 1.

Table 1. Scheduling algorithms for TD/CDMA wireless ad hoc networks

Proportional Fair

Multi-Link without Min Rate MPF
Algorithms with Min Rate MPFMR

One-at-a-time without Min Rate PF
Algorithms with Min Rate PFMR

Implementation Average rate needed

Comments Take advantage of diversity and
guarantee long-term fairness.

3 Performance Evaluation

One benchmark algorithm is the optimal (centralized) MPFMR algorithm given
in the previous section. It gives the best possible performance. Other benchmark
algorithms are the one-at-a-time algorithms, which will serve as lower bounds.
Discrete-event simulations using OPNET have been performed to evaluate the
performance of the proposed algorithms. In order to quantify the performance
gain of different algorithms, all the nodes generate traffic such that the network
is fully loaded. It is also assumed that the traffic sources are Poisson with differ-
ent inter-arrival time for different traffic sessions. Packet length is exponentially
distributed with mean 1024 bits. The QoS-support capability for specific traf-
fic sessions is measured by the effective rate along a route/path (R̄eff

r ) as the
minimum average rate among all the links in the path r, i.e., R̄eff

r = mini∈r R̄i.
Higher effective rate of a path implies higher QoS-support capability.

In this part of the simulation, there are three routes traversing through the
network in Fig. 1 with crossover traffic, namely, rII : A → D → E → H → I →
L, rIII : B → E → G → J and rIV : C → F → H → K. Suppose there are each
traffic session along each route, and their respective minimum rate requirements
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Fig. 1. A TD/CDMA wireless Ad-hoc network with Crossover Traffic

Table 2. Effective rates of route II, III and IV and total average rate (all in kbps) in
the network with unbalanced traffic. (G):Greedy algorithm.

Algorithms R̄eff
rII

R̄eff
rIII

R̄eff
rIV

R̄ satisfy min rates ?

PF 69.4 140.1 70.3 187.1 No

MPF (G) 101.8 191.8 101.1 271.6 Yes

PFMR 66.1 179.1 78.5 102.5 No

MPFMR (G) 108.9 226.2 122.3 188.3 Yes

are R̄min
II = 90kbps, R̄min

III = 190kbps and R̄min
IV = 100kbps. Instead of balanced

traffic loads along the three routes (rII , rIII , and rIV ), node A injected a lot
of traffic into the network, to be exact, an order of magnitude higher than the
other traffic sessions. The performance (especially fairness) of the proposed PF-
family of algorithms will be tested against malicious node under multiple traffic
sessions.

The results are listed in Table 2. It is obvious that the multi-link PF-family
of algorithms still provide the required minimum rates for all the traffic sessions
and surpress the disturbance caused by the malicious node. The multi-link gains
are significant, 45.2% for MPF and 84.4% for MPFMR, respectively.

4 Centralized vs. Distributed Implementation

4.1 Centralized Implementation

The centralized solution needs a central controller and global information of all
the link gains. It may be implemented, for example, in a cluster based MANET
with “strong” cluster heads where centralized control is not far-fetched. In order
to obtain the link gain information, each receiving node needs to measure the
received SIR.

At the beginning of each time slot, the central controller will broadcast a
scheduling packet (SP) that contains the schedule for all nodes within the cluster.
Each node will send an acknowledgement (ACK) that includes the measured
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Fig. 2. Slot format in centralized implementation. SP: scheduling packet; DP: data
packet.

channel gain. The central controller will decode all the replies and run a channel
prediction algorithm to predict all the channel gains for the next time slot. Then
it will use the predicted channel gains to calculate the schedule for the next
time slot. Note that a seperate control channel may be used for the information
exchange between the central controller and each node. Alternatively, it may
occupy a small percentage of each slot, as illustrated in Fig 2.

4.2 Distributed Implementation

In wireless ad hoc networks where centralized control is not available, it may
be very difficult to obtain the knowledge of all the link gains, and thus it is
impractical to implement a centralized solution. A distributed implementation
is proposed where only local information is used to perform the power control
and scheduling decisions at each transmitting node individually. The procedures
are as follows: 1). At the beginning of each time slot, each node i in the po-
tential transmitter set S select to transmit or not by flipping a coin. (This is
motivated by the work of [15] and [13].) 2). Each node that decide to transmit
will send a probe packet using power equal to pmax. 3). Each receiver detects
the probe packets from all transmitting nodes nearby, and estimate the corre-
sponding channel gain. The receiver then sends a packet including information
of all the estimated link gains using power equal to pmax. 4). Each node i in
the potential transmitter set S detects the packets from the receivers within its
transmission range. From each of these receivers, node i obtains the list of all
possible interfering transmitters and their link gains toward the receiver. Then
it will transmit to one of the neighboring receivers where vi is maximized. 5).
Update the token counter according to equation (8) for the algorithms using the
token counter mechanism.

Discrete-event simulations have been carried out to examine the performance
of the proposed distributed implementation. In this simulation study, only local
information is available to each node by exchanging control messages with its
neighbors as described above. The overhead of the information exchange includes
a one-byte (8 bits) probe packet and the reply from the receiver (which may
contain multiple bytes). The exact size of the reply depends on the number
of probes that the receiver get. Each link gain in the reply is counted as one
byte assuming that the link gain is quantized using a 256-level quantizer. The
other parameters of the simulation are the same as in Section 3. MPF and MQR
algorithms (please refer to [24] for the description of the MQR algorithm) are
selected for comparison in the network with balanced crossover traffic.
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Fig. 3. Gain/Loss of distributed algorithms over their centralized counterparts: (a).
Total average rate; (b). Effective rate; 1. MPF (rII), 2. MQR (rII), 3. MPF (rIII), 4.
MQR (rIII), 5. MPF (rIV ), 6. MQR (rIV )

The percentage of rate gain/loss of distributed algorithms over their central-
ized counterparts is shown in Fig 3. The total average rate achieved by the
distributed algorithms is about 40% less than their centralized counterparts be-
cause of lack of centralized control and global information. Because there is no
global information about queue backlog or average rate, neither throughput-
optimal nor fairness can be guaranteed in the distributed algorithm. The greedy
nature of local decisions also results in the bigger reductions (about 50%) in
all the effective rates, as expected. The overhead in all the cases is roughly the
same 21%. This simple experiment demonstrates that the proposed distributed
implementation achieves acceptable performance while keeps the overhead low.

5 Related Works

A power control and scheduling problem has been solved in [10] for TDMA ad
hoc networks. The authors assume that each slot has fixed data rate rather than
variable data rate. A joint time-slot and power allocation method for wireless
cellular systems is proposed in [23]. Multi-hop scheduling (such as in MANET)
is not addressed. In addition, the solution in [23] is much more complicated
than that obtained in this paper and thus difficult to implement in reality. A
centralized joint routing, scheduling and power control problem is formulated for
TD/CDMA ad hoc networks and an approximation algorithm is derived in [14].
However, a simplified interference model is adopted, where no interference is
assumed among different links. In [7], a centralized joint routing, scheduling and
power control problem is solved for multihop base stations where data rate is
assumed to be a linear function of SIR (in low SIR regime). The authors in [9]
proposed a joint power control and scheduling scheme based on a utility function
of instantaneous power or instantaneous data rate. The algorithm in [9] focused
on a snapshot of a set of wireless links. Another work on instantaneous power
control in wireless ad hoc networks is [8]. A randomized policy is derived to solve
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the multi-commodity flow problem given the long-term link capacity as weight
in wireless networks [13]. Then a dynamic policy (throughput-optimal policy) is
proposed for unknown arrival and channel statistics and is proven to perform
better than the randomized policy. However, no fairness among users/flows is
addressed in such policies. In addition, no minimum rate constraint is considered.

6 Conclusions

In this paper, the joint power control and scheduling problem for TD/CDMA
wireless ad hoc networks is formulated using a utility function approach. Be-
cause the resulted optimal power control reveals bang-bang characteristics, i.e.,
scheduled nodes transmit with full power while other nodes remain silent, the
joint power control and scheduling problem is reduced to a scheduling problem.
The Multi-link Proportional Fair scheduling algorithm with Minimum Rate con-
straints (MPFMR) is proposed to solve the constrained optimization problem
(P.1). A generic token counter mechanism is employed to satisfy the minimum
rate requirements. By ensuring different minimum rate for different traffic ses-
sions, service differentiation can also be achieved. Note that the MPFMR al-
gorithm may be modified to accomodate the maximum data rate constraints,
by modifying the way that the token counter updated [24]. Maximum data rate
constraints may be necessary for mobile device that has limited memory for
buffering.
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Appendix [Proof of Optimality of MGMR]

MGMR: In a time slot k, select the active links

arg max
R∈R

∑
i

eaiTi(k)U ′
i(R̄i(k))Ri(k) , (9)
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where R̄i(k) is the current average service rate received by link i, Ti(k) is a
“token counter” for link i, and ai > 0 is a parameter. The values of average rate
R̄i are updated as in the Proportional Fair algorithm [17]:

R̄i(k + 1) = (1 − β)R̄i(k) + βRi(k) ,

where β > 0 is a small fixed parameter, and Ri(k) is the instantaneous data rate
if link i was actually served in slot k and Ri(k) = 0 otherwise. The token counter
Ti is updated as follows:

Ti(k + 1) = max{0, Ti(k) + R̄i
min − Ri(k)} . (10)

Proof. We prove the optimality of the MGMR algorithm by studying the dynam-
ics of user throughputs and token counters under the MGMR algorithm when
parameters β and ai are small. Namely, we consider the asymptotic regime such
that β converges to 0, and each ai = βαi with some fixed αi > 0. We study the
dynamics of fluid sample paths (FSP), which are possible trajectories (r(t), τ(t))
of a random process which is a limit of the process (R̄(t/β), βT (t/β)) as β → 0.
(Thus, r(t) approximates the behavior of the vector of throughputs R̄(t) when β
is small and we “speed-up” time by the factor 1/β; τ(t) approximates the vector
T (t) scaled down by factor β, and with 1/β time speed-up.) The main result is a
“necessary throughput convergence” condition stated in the following theorem

Theorem 2. Suppose FSP (r, τ) is such that

r(t) → R̄∗ as t → ∞

and τ(t) remains uniformly bounded for all t ≥ 0. Then, R̄∗ is a solution to the
problem (P.1) and, moreover, R̄∗ ∈ Rcond ∩R∗ �= ∅.
Rate region R is a convex closed bounded polyhedron in the positive orthant. By
R∗ we denote the subset of maximal elements of R: namely, v ∈ R∗ if conditions
v ≤ u (component wise) and u ∈ R imply u = v. Clearly, R∗ is a part of the outer
boundary of R. The subset Rcond ⊆ R of elements v ∈ R satisfying conditions
R̄min

i ≤ vi ≤ R̄max
i for all i, is also a convex closed bounded set.

The proof of Theorem 2 follows the approach in [12]. We prove Theorem 2 for
the case where there are both minimum and maximum data rate constraints, i.e.,
R̄min

i ≤ R̄i ≤ R̄max
i . The results apply to (P.1) by letting R̄max

i = ∞. Theorem 2
says that if FSP is such that the vector of throughputs r(t) converges to some
vector R̄∗ as t → ∞, then R̄∗ is necessarily a solution to the problem (P.1). This
implies that if the user throughputs converge, then the corresponding stationary
throughputs do in fact maximize the desired utility function, subject to the
minimum rate constraints.
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Abstract. In this paper, we focus on the intra-cluster information ex-
change problem and proposed some novel solutions. Firstly, a cluster
model is presented and some algorithms based on it are proposed, such
as routing, flooding, cluster head relaying and network coding algorithm.
The theoretical analysis and simulation comparison of these algorithms
are shown subsequently. We find that network coding algorithm allows to
realize significant energy and time savings, when each node of the cluster
is a source that wants to transmit information to all other cluster mem-
ber nodes. Energy efficiency directly affects battery life, and delay time
is a very important network performance, thus both are critical design
parameters in wireless ad hoc sensor networks. Further more, the net-
work coding algorithm we proposed are efficient and implementable. We
analyze theoretical cases in detail, and use the packet level simulation.

1 Introduction

The concept of network coding was introduced in a seminal paper by Ahlswede
et. al. [1] and immediately attracted increasing interests. Li, Yeung, and Cai
[2] showed that it is sufficient for the encoding functions at the interior nodes
to be linear, i.e., a code in which each packet sent over the network is a linear
combination of the original packets. In a subsequent work, Koetter and Médard
[3] developed an algebraic framework for network coding and investigated lin-
ear network codes for directed graphs with cycles. This framework was used by
Ho et al. [4] to show that linear network codes can be efficiently constructed
by employing a randomized algorithm. Jaggi et al. [5] proposed a determinis-
tic polynomial-time algorithm for finding a feasible network code for a given
multicast network.

The basic idea in Network Coding is that intermediate nodes in the network
not only forward but also process the incoming information flows, which results
in significant benefits. In fact, wireless ad-hoc and sensor networks are the most
� This work is supported by the National Natural Science Foundation of China
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natural setting for Network Coding because the very characteristics of wireless
links that complicate routing, namely, their unreliability and broadcast nature,
are the very characteristics for which coding is a natural solution. What’s more,
the wireless environments offer more freedom in terms of protocol design choices.

Information exchange [6] is the mutual exchange of independent information
between two nodes in networks. An explicit example of information exchange in
wireless networks using Network Coding is shown in figure 1. Fig. 1(a) shows
that node A and B send information to each other via intermediate node C.
Node C just plays a store-and-forward role. While in Fig. 1(b), after receiving
the information from A and B, node C broadcasts x1 ⊕ x2 (modulo 2 addition)
instead of x1 and x2 in sequence. Thus, both A and B can recover the information
of interest, while the number of transmissions is reduced. Consequently, the
transmission energy cost and time consumption are reduced.

A B

A B

A B A B

A B

A BA B

x1 C

C

C

C

C

C

C

x1

x2

x2

x1

x2

x1 xor x2

(a) T rad itio nal Metho d (b ) Netwo rk C o d ing

x1 xor x2

Fig. 1. Information Exchange in Wireless Networks

In this paper, we focus on intra-cluster information exchange in wireless ad
hoc sensor networks by using Network Coding. Consider this kind of scenario
that each node is a source that transmits information to all other nodes in the
cluster. As energy efficiency is very critical to wireless ad hoc sensor networks,
we are interested in the minimum amount of energy required to transmit one
unit of information from all the sources to all receivers. Such all-to-all com-
munication is traditionally used during routing discovery and routing update
phases. Exchange of congestion control information and synchronization in dis-
tributed computation environments may require that some information from all
the nodes be broadcast to all other nodes of the network. This kind of informa-
tion exchange in a network is called all-to-all broadcast or gossiping [7]. Another
important applications where information exchange is used are in the situation
awareness problem [8][9] and personalized exchange [10]. More recently, it has
been described as a key mechanism for application layer communication in in-
termittently connected ad-hoc networks [11].

The main contributions of this paper can be summarized as follows:

– So far as we know, it is the first time to consider the application of Network
Coding in clustered wireless ad hoc sensor networks.

– we propose some approaches to achieve information exchange in cluster,
which are easy to apply in practical networks.
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– The network coding algorithm we proposed is novel and efficient for infor-
mation exchange. Comparing to other methods, our algorithm significantly
reduces the transmission number and so as to the energy and time cost.

The rest of the paper is organized as follows. In section 2, we will show cluster
model for wireless ad hoc sensor network. Section 3 describes the algorithms for
information exchange: the traditional ways and network coding approach. The
simulation description and results are given in section 4. At last we will conclude
the paper in section 5.

2 Cluster Model

In this paper, we do not concern about how the clusters are formed, but focus
on how efficient the information are exchanged. We will formulate the intra-
cluster information exchange problem by an ideal topology as shown in figure 2.
We consider this kind of scenario: node Ai(1 ≤ i ≤ 6) wants to broadcast its
information(a sequence of packets {Xi(n)}) to node Aj(1 ≤ j ≤ 6, i �= j), and
node Aj(1 ≤ j ≤ 6) wants to broadcast a sequence of packets {Xj(n)} with the
same length of Xi(n) to node Ai(1 ≤ j ≤ 6, i �= j), i.e., all the nodes in the
cluster broadcast information to all the other nodes in the same cluster.

c lus ter no d e c lus ter head

A1

A6

A5

A4

A3

A2

Fig. 2. Cluster Model

We assume that each node Ai can successfully broadcast one unit of informa-
tion to all neighbors N(Ai) within a given transmission range, through physical
layer broadcast. The transmission range is the same for all nodes, while cluster
head can reach every node in cluster by only one hop. For each node, there exists
at least one other node, such that the two nodes transmission range covers the
entire cluster. Take the Fig. 2 for example, node A1 can communicate with node
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A2, A3 and node A7, A8 directly; node A3, A4 and A6, A7 are in the trans-
mission range of node A5. Thus, the ranges of node A1 and A5 cover the whole
cluster. Thus, minimizing the energy is equivalent to minimizing the number of
transmissions required to convey a unit of information from all sources to all
receivers.

More precisely, let T denote the total number of transmissions required to
finish one unit of intra-cluster information exchange process, and let n denote
the number of common nodes (cluster head is not included) in the cluster.

3 Algorithms

To solve the intra-cluster information exchange problem, there are many meth-
ods: flooding, routing, relaying and network coding. These algorithms are de-
scribed in this section and the transmission numbers Talgorithm are compared to
evaluate the algorithm efficiency.

3.1 Flooding

Flooding is an old technique [12] that can also be used for routing in wireless
ad hoc sensor networks. In flooding, each node receiving a data or management
packet repeats it by broadcasting, unless a maximum number of hops for the
packet are reached or the destination of the packet is the node itself. Flooding
is a reactive technique, and it does not require costly topology maintenance and
complex route discovery algorithms. On the other hand, the main disadvantage of
the flooding algorithm is high energy consumption levels, which is an extremely
important factor in ad hoc sensor networks.

The flooding algorithm for intra-cluster information exchange is shown in
Fig. 3. The algorithm is explicit and we can analyze the transmission number
Tflood refer to Fig. 2. Assume node A1 broadcasts its information firstly, after
rebroadcasting by node A2, A6, A3 and A5, the packet arrives node A4. Though

1. if (it's  tim e to deliver pac ket) {
2.     broadc as t ow n inform ation;
3. }
4.
5. if (rec eiving pac kets) {
6.     if (not c lus ter head) {
7.         if (pac ket has  not been rec eived/generated) {
8.             if (T T L > 0) {
9.                 broadc as t it;
10.            }
11.        }
12.    }
13.}

Fig. 3. Flooding Algorithm for Intra-cluster Information Exchange
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node A4 is the last node receiving the packet, A4 still needs to rebroadcast
it. Because without global topology and schedule knowledge, the last node in
flooding process still needs to broadcast one extra time. Then we can make out
that to spread the information of node A1, the 6 times broadcasts are needed.
And now we can come to a conclusion that the transmission number of intra-
cluster information exchange by flooding is n2, i.e.,

Tflood = n2. (1)

3.2 Random Routing

As assumed above, each node does not know the global information about the
cluster and can only communicate with its neighbors. Take the Fig. 2 for example,
assume node A1 wants to send information to node A5, it does not know A1 →
A6 → A5 is the shortest path, and maybe it chooses the path: A1 → A2 → A3 →
A4 → A5. Without loss of generality, we assume the probability which path is
chosen is 0.5. Thus the average transmission number for node A1 to deliver its
information to any node in cluster is (n − 1)/2. Consequently, the transmission
number of one node to spread its information to all the others is n(n− 1)/2 and
the transmission number of the whole information exchange is n2(n− 1)/2, i.e.,

Trouting = n2(n − 1)/2. (2)

For simplicity, we just consider the transmission number of information deliver
and do not take the routing discovery into account, which is complicated in such
circular network. Thus, we get Trouting > n2(n − 1)/2.

3.3 Cluster Head Relay

There is another explicit but efficient algorithm for intra-cluster information
exchange: relay information by cluster head. Every node sends information to
the cluster head who broadcasts the packet to all the nodes in the cluster. Thus,
the total transmission number is

Trelay = 2n. (3)

This cluster head relay algorithm is very simple and effective. Each node just
sends own information directly to the head without knowing any other informa-
tion such as topology, geography, etc. The cluster head is responsible to exchange
information between the cluster members. But the drawback of this algorithm is
that the network traffics are not well balanced because the transmission number
of cluster head is at least n, half of the total transmission number, which cause
cluster head easy to die or to be rotated frequently.

3.4 Network Coding Algorithm

In this section, we propose a novel network coding algorithm for intra-cluster
information exchange. In our algorithm, each step consists of two phases, which
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are described in Fig.4. In the first phase nodes transmit and cluster head receives.
In the second, cluster head broadcasts and cluster nodes receive. The scheme
operates as follows.

Algorithm NC:
Step 1:

– Phase 1: Two cluster nodes broadcast their information to their nearest
neighbors, and the information will be heard by cluster head.
(For example, in Fig.4(a), node A1 and A4 broadcast x1 and x4 respectively.
And the cluster nodes, receive either x1 or x2, as assumed in section Cluster
Model, while the cluster head receives both.)

– Phase 2: The cluster head simply xor the two packets and broadcasts it.
(Take the Fig.4(b) for example, after receiving x1 from node A1 and x4 from
A4, cluster head broadcasts x1 ⊕ x4 to the whole cluster. Thus, each node
in cluster can obtain x1 and x4.)

Step k, k > 1:

– Phase 1: Another two nodes broadcast their information.
– Phase 2: Cluster head adds and broadcasts the information; if there are

cluster nodes having not broadcasted their information, then step k − 1,
otherwise end the algorithm.

A1

A6

A5

A4

A3

A2

A1

A6

A5

A4

A3

A2x1

x1

x1

x4

x4x4

x1+x4

x1+x4

x1+x4

x1+x4

x1+x4

x1+x4

(a) c lus ter no d es  send ing (b ) c lus ter head  co d ing

Fig. 4. Network Coding Algorithm for Intra-cluster Information Exchange

From the algorithm, we can see that every node in the cluster needs to broad-
cast its information only once and the cluster head just need broadcasts the n

2
coded packets. Thus, the transmission number of our network coding algorithm
can be made out:

TNC2 = n +
n

2
=

3
2
n. (4)

In section 2, we assume that for each node, there exists at least one node,
and the transmission range of the two nodes can cover the whole cluster. But
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sometimes the condition can not be satisfied, and in our algorithm the cluster
head will broadcast extra n

2 packets in case that some nodes have not sufficient
information to decode the packets. For example, in Fig 3.4, if node A6 is out of
the transmission range of node A1 and A4, consequently A6 will not obtain x1

and x4, but only receive x1 ⊕ x4 from cluster head. Therefore, node A6 cannot
decode the information by itself. Thus the cluster head has to broadcast x1 or
x4 to those nodes which have not efficient information to decode the incoming
information. And the number of the extra packets needed to broadcast by cluster
head is at most n

2 . So, we can get:

3
2
n ≤ TNC2 ≤ 2n = Trelay. (5)

We can see from the inequation (5) that the upbound of the transmission number
of our algorithm is equal to the Cluster Head Relay Algorithm.

4 Simulation

4.1 Environment Setup and Performance Metrics

We evaluate Information Exchange algorithms via simulation using NS2 [13]
and compare the network coding algorithm (NC) to the flooding algorithm,
random routing scheme and cluster head relay mechanism. In order to evaluate
the performance, we compare the four algorithms with respects to the following
metrics: residual energy and average time consumed in the information exchange
process.

In our simulation environment, sensor nodes are distributed over a 200m ×
300m area, and the transmission range of each node is set to be 50m. With-
out loss of generality, the cluster head (node 0) is located at the center of the
simulation area. Two kinds of topology scenarios are simulated: one is the cir-
cular networks as shown in Fig. 2, and the other is random topology, i.e., cluster
nodes are uniformly random distributed in the area. Each sensor has the same
maximum battery energy capacity and for simplicity, the cluster head has the
same maximum battery capacity as other sensors. In the simulation, all nodes
exchange their data packets to each other, as described in section 1. Each data
packet is set to the fixed length (64 bytes) and a clear channel is assumed. In
each kind of simulated networks, five different numbers of deploying nodes, 6
nodes, 8, 12, 16 and 20 nodes are simulated to evaluate the performances under
different densities. And totally, there are 20 different scenes (different topologies
and packets generating sequences, excluding the partitioned networks) in each
of these five cases.

4.2 Simulation Results

Fig. 5 and Fig. 6 show the residual energy after information exchange in circular
network and random network respectively. We can see from the two figures that
in both circular and random networks, network coding algorithm, cluster head
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Fig. 5. Energy Consumption after Information Exchange (Circular Networks)
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Fig. 6. Energy Consumption after Information Exchange (Random Topology)

relay and flood approach cost much less energy than routing scheme. It is because
routing is a kind of unicast communication, i.e., each source node must generate
single packet for each destination node. Among network coding, cluster head
relay and flood algorithms, network coding costs the least energy, which accords
with the equations (1)-(4). Also we can know from the graphs that the residual
energy of the four algorithms reduces as the node number increases.

The other performance metric we focus on in this paper is the information
exchange time. It is shown in Fig. 7 and Fig. 8 that network coding costs the
least time in both circular and random networks while random routing costs
most, which accords with the theoretical analysis in section 3. Although the
performance of cluster head relay is better than flood and routing, it is still
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Fig. 7. Time Consumption after Information Exchange (Circular Networks)
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Fig. 8. Time Consumption after Information Exchange (Random Topology)

not as good as network coding. And the load-balancing in cluster head relay
approach is not optimal, for the traffic load of cluster head is half of the total
traffic, as analyzed in section 3.

We also compare the information exchange time of network coding algorithm
between circular network and random topology. The result is shown in Fig. 9.
From the graph, we can see that the required time of information exchange in
random topology is less than in circular network. It is because that in random
topology, the distances between nodes in cluster, especially the distance between
cluster member nodes and cluster head, are not as large as in the circular net-
work, which is convenient for network coding. And from the figure, we can find
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that proper numbers of nodes, such as numbers from 8 to 16, are more suitable
for using network coding in random topology.

5 Conclusions

In this paper, we identify intra-cluster information exchange in wireless ad hoc
sensor networks as a new application scenario, and propose some novel solutions.
After the theoretical analysis and simulations, we come to a conclusion that
the cluster head relay approach and network coding algorithms perform much
better than conventional solutions, such as routing and flooding, both in energy
consumption and time cost. Further more, network coding algorithm performs
best and can offer unique advantages. It is because Network coding algorithm,
together with physical layer broadcast property offered by the wireless medium,
can improve the efficiency in using resources. And the network coding algorithm
we proposed is simple to implement and our simulation work indicates that
there is a potential for significant benefits, when deploying network coding over
a practical wireless environment. In the future, we will focus on MAC layer
modification to develop more efficient network coding algorithms for intra-cluster
information exchange.

References

1. R. Ahlswede, N. Cai, S.-Y. R. Li, and R. W. Yeung. Network Information Flow.
IEEE Transactions on Information Theory, 46(4):1204-1216, 2000.

2. S.-Y. R. Li, R. W. Yeung, and N. Cai. Linear Network Coding. IEEE Transactions
on Information Theory, 49(2):371-381, 2003.

3. R. Koetter and M. Médard. An Algebraic Approach to Network Coding.
IEEE/ACM Transactions on Networking, 11(5):782-795, 2003.



Network Coding Approach: Intra-cluster Information Exchange in WSNs 219

4. T. Ho, R. Koetter, M. Médard, D. Karger, and M. Effros. The Benefits of Coding
over Routing in a Randomized Setting. In Proceedings of the IEEE International
Symposium on Information Theory, 2003.

5. S. Jaggi, P. Sanders, P. A. Chou, M. Effros, S. Egner, K. Jain, and L. Tolhuizen.
Polynomial Time Algorithms for Multicast Network Code Construction. Submitted
to IEEE Transactions on Information Theory, 2003.

6. Y. Wu, P. A. Chou, and S.-Y. Kung, Information exchange in wireless networks
with network coding and physical-layer broadcast, in Proc. 39th Annu. Conf. Inf.
Sci. Syst., Mar. 2005, [CD-ROM].

7. P Panchapakesan, D Manjunath, ”Transmission Scheduling for Gossiping in Multi-
hop Packet Radio Networks”, IEEE International Conference on Personal Wireless
Communications, 2000.

8. S Lindsey, CS Raghavendra, ”Energy efficient all-to-all broadcasting for situation
awareness in wireless ad hoc networks”, Journal of Parallel and Distributed Com-
puting, 2003.

9. Lindsey S, Raghavendra, C.S, ”Energy efficient broadcasting for situation aware-
ness in ad hoc networks”, International Conference on Parallel Processing, 2001.
3-7 Sept. 2001 Page(s):149-155.

10. P Panchapakesan, D Manjunath, ”Transmission Scheduling for Gossiping in Multi-
hop Packet Radio Networks”, IEEE International Conference on Personal Wireless
Communications, 2000.

11. C. Diot, J. Scott, E. Upton, and M. Liberatore, The Haggle architecture, Intel
Research Cambridge, Tech. Rep. IRC-TR-04-016, 2004.

12. Ahmed E. Kamal Jamal N. Al-Karaki. Routing techniques in wireless sensor net-
works: A survey. Wireless Communications, IEEE, 11:6C28, Dec. 2004.

13. http://www.isi.edu/nsnam/ns/



FNSCSDP: A Forward Node Selection Based

Cross-Layer Service Discovery Protocol for
MANETs

Zhenguo Gao1, Yongtian Yang2, Ling Wang3, Jianwen Cui1, and Xiang Li2

1 College of Automaion, Harbin Engineering University, Harbin, 150001, China
gag@hrbeu.edu.cn

2 College of Computer Science, Harbin Engineering University, Harbin, 150001, China
3 College of Computer Science, Harbin Institute of Technology, Harbin, 150001, China

Abstract. Service discovery is expected to be a crucial feature for the
usability of MANETs(mobile ad-hoc networks). However, service discov-
ery protocols existing nowadays are generally separated from backbone
construction schemes usually performing in network layer in MANETs.
Recognizing this problem, we propose a FNSCSDP(Forward Node Selec-
tion based Cross-layer Service Discovery Protocol) for MANETs, which
makes use of periodically hello packets used in backbone construction
schemes to facilitate service discovery tasks. When forwarding service
request packets, FNSCSDP deliberately selects some nodes that should
forward the service request packet. Those nodes are selected basing on
local topology information gathered from hello packets and history in-
formation piggybacking in service request packets. Hence, all nodes that
are at most 2-hop away from the current node will be able to receive the
service request packet. Simulations show that FNSCSDP outperforms
a well-known service discovery protocol GSD in packet overhead and
promptness.1

1 Introduction

MANETs (Mobile ad-hoc networks)[1] is a temporary infrastructure-less multi-
hop wireless network that consists of many wireless mobile nodes. MANETs are
mainly characterized by highly dynamic topology. Flexibility and minimum user
intervention are essential for MANETs. Therefore, Service discovery, which al-
lows devices to automatically locate network services with their attributes and to
advertise their own capabilities to the rest of the network, is a major component
of MANETs.

Service discovery was originally studied in the context of wired networks.
Several different industrial consortiums and organizations were established to
standardize various service discovery protocols, such as IETF’s Service Location
1 This work is supported by Fundamental Research Foundation of Harbin Engineering

University under contact number HEUFT06009 and Foundation of Experimentation
Technology Reformation of Harbin Engineering University. (No.SJY06018).
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Protocol (SLP)[2], Sun’s Jini[3], Microsoft’s UPnP(Universal Plug and Play)[4],
and IBM’s Salutation [5]. However, these standardization endeavors do not ap-
plicable to MANET environments where self-configurability is the key.

Researches on service discovery protocols for MANETs adopt an abstract
view on service discovery without paying particular attention to how the service
types and attributes are defined. There are two basic methods to perform service
discovery in MANETs: reactive and proactive [6][7]. In a reactive method, nodes
reactively send out service request packets. If a node that supports the requested
services receives the packet, it should generate a service reply packet and send it
back to the source node where the request packet was originated. On the other
hand, in a proactive method, nodes that need services passively learn about
the available services by listening to service advertisements that are proactively
generated by nodes that provide the services. These two basic methods are too
rough to provide sufficient support to service discovery tasks [6].

In recent years, some protocols have been proposed to support service dis-
covery targeted at MANETs, such as Konark[8], RICFFP[9], GSD[6], and Ser-
vice Ring[10]. However, these protocols are generally separated from backbone
construction schemes, which are widely used in MANETs. Hence, their service
discovery protocols coexist with backbone construction schemes in MANETs,
which results in serious collisions and latency of service acquisition.

Motivated by this observation, we propose a FNSCSDP(Cross-layer Forward
Node Selection based Service Discovery Protocol) for MANETs, which benefits
from periodically hello packets generally used in backbone construction schemes.
In FNSCSDP, we extend the structure of hello packets used in backbone con-
struction, and utilize a forward node selection based scheme to forward service
request packets. FNSCSDP mainly works in application layer, while hello packets
in backbone function works in network layer. Thus it is cross-layered.

The rest of the paper is organized as follows. In section 2, an overview of
related works is given. In section 3, the operation of FNSCSDP is described in
detail. In section 4, packet overhead of FNSCSDP and GSD are analyzed. In sec-
tion 5, performances of FNSCSDP and GSD are evaluated through simulation.
Finally, in section 6, we summarize the paper and present a conclusion.

2 Related Works

In service discovery protocols, the objective is to reduce service request packet
redundancy while retaining service discoverability. According to the methods
used to reduce packet redundancy, service discovery protocols can be classified
into two classes: probability-based approach, semantic-routing-based approach.

2.1 Probability-Based Approach

In probability-based service discovery schemes, when receiving a request packet,
each node that does not have matched services should forward the request packet
with probability P. When P is 1, this scheme degenerates to flooding, which may
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lead to great packet redundancy. Flooding is used in Konark[8]. When P is less
than 1, request packet redundancy will be reduced. However, request packet
coverage will be reduced, which greatly reduces service discoverability. Hence,
in some papers[9], some modifications are made: probability P varies along the
travel of a request packet.

2.2 Semantic-Routing-Based Approach

In a semantic-routing-based approach, nodes can intelligently select forward
nodes by inspecting service description semantics. Nodes that are not selected as
forward nodes by the senders should not forward request packets. This approach
is used in GSD[6], and Service Ring[10].

In GSD, Services are classified into several groups. A node’s service group in-
formation is cached in its neighbors. When a request packet is to be forwarded,
the node should intelligently select forward nodes basing on service group infor-
mation cached. In Service Ring, nodes are organized into multi-layer hierarchical
rings. Its peculiar structure restricts its applicable situations.

In probability-based schemes, service discoverability is not guaranteed, mak-
ing semantic-routing-based schemes more preferable. However, the latter meth-
ods need to generate their own hello packet exchanging mechanisms, which is un-
necessary since backbone construction schemes widely implemented in MANETs
provide similar mechanism.

Recognizing this problem, we propose a Cross-layer Forward Node Selection
based Service Discovery Protocol (FNSCSDP) for MANETs, which benefits from
periodical hello packets in backbone construction function.

3 Protocol Description of FNSCSDP

3.1 Definitions

– Definition 1 (Service): Service is any hardware or software feature that
can be utilized or benefited by any nodes.

– Definition 2 (Service Description): Service description is the informa-
tion that describes a service’s characteristics, such as its types and attributes,
access method, etc.

– Definition 3 (Server): A server is a node that offers services to other
nodes.

– Definition 4 (Client): A client is a node that needs services of other nodes.
– Definition 5 (k-hop Neighbor Set): If two nodes can communicate with

each other directly, then they are neighbors. They are 1-hop away from each
other. The k-hop neighbor set of node u is all nodes that are at most k hops
away from node u, denoted as Nk(u).The shortest hop length between two
nodes u and v in a MANET is denoted as d(u, v).

– Definition 6 (Service Request Session): When a node needs services
from others, it can send out a service request packet. A node that offers
matched services should response with service reply packets. Node with no
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matched services should forward the request packet. All these corresponding
packet transmissions, including request packets and reply packets, make up
a service request session. To limit the spreading range of service request
packets, the maximum hop that request packets can travel is restricted to a
predefined value.

– Definition 7 (Service Discoverability): Service discoverability is the
ability of finding services that meet requests.

– Definition 8 (Forward Node): A forward node should forward the request
packet it received.

3.2 Data Structures

Hello Packet. Each node broadcasts hello packets periodically. A hello packet
has the following structure:

[hello-packet]::=[packet-type][sender-id][service-count][service-list][neighbor-
count][neighbor-list][lifetime]

[packet-type] filed indicates the packet type. [sender-id] indicates the sender of
the hello packet. [neighbor-count] indicates the count of the sender’s neighbors.
[neighbor-list] contains the list of the sender’s neighbors. [life-time] indicates the
valid time of the information in the hello packet.

Neighbor List and Service Information Cache (NLSIC). Node that re-
ceives a hello packet can cache the information in the hello packet in NLSIC. A
NLSIC entry has the following structures:

[NLSIC entry]::=[lifetime][sender-item][unpruned-neighbor-count][neighbor-
count][neighbor-item-list]

[sender-item]::=[node-item];
[neighbor-item-list]::=[node-item]—[neighbor-item-list];
[node-item]::=[node-id][pruned];
[pruned] field has Boolean value, which is used in dominate node selection

process shown in the following section. Other fields are the same to a hello
packet. The entry will be removed after [time-out] expires.

Service Request Packet. A service request packet has the following structure:
[request-packet]::=[packet-type][source-id][request-id][request-description]

[visited-count][visited-list][receiver-count][receiver-list]
[hopcount]

[packet-type] indicates the packet type. [source-id] indicates the node that gen-
erates the request packet. [request-id] increases monotonically with each request
packet from a node. A pair [source-id, request-id] uniquely identifies a service
request session. [request-description] describes the needed service. [visited-count]
indicates number of the nodes that the packet has visited, the visited node list
is stored in [visited-list]. [receiver-count] indicates the number of forward nodes
selected by the current node. [receiver-list] contains the forward node list. [hop-
count] indicates hops that the packet can still travel. If the field is 0, the packet
should be discarded.
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Forwarded Packet Table (FPT). Each node maintains a FPT, which stores
the ([source-id], [request-id]) pair of request packets that have been forwarded.
FPT is be used in two tasks: 1) to check duplicated request packet, and 2) to
reversely forward service reply packets toward the corresponding source node. A
FPT entry has the following structure:

[FPT-entry]::=[source-id][request-id][predecessor-id]
[source-id] field indicates the corresponding source node. [request-id] field iden-

tifies different request packets from the same node. They are the same to a service
request packet. [predecessor-id] field indicates the node from which the current
node receives the corresponding request packet. [predecessor-id] is just the node
that the reply packet should be forwarded to.

Service Reply Packet. When receiving a request packet, each node that pro-
vides matched services should respond with a reply packet. A service reply packet
has the following structure:

[reply-packet]::=[packet-type][source-id][request-id][receiver-id][replier-id] [ser
vice-description]

[packet-type] indicates that the packet is a service reply. [source-id] identifies
the node that generates the corresponding request packet. [receiver-id] indicates
the node that the reply packet should be forwarded to. [replier-id] identifies the
node that generates the reply packet. [service-description] stores the founded
service’s description.

3.3 Operations of FNSCSDP

In FNSCSDP, there are three basic operations: hello packet exchanging, service
request packet routing and service reply packet routing.

Hello Packet Exchanging and Caching. Each node should broadcast hello
packets periodically. A hello packet contains the sender’s ID and its neigh-
bor list. If the node provides any services, the service list should also be in-
cluded. Node can cache the information in the hello packets received. By caching
hello packets, a node maintains its local topology information. Before broad-
casting new hello packets, a node should update its neighbor list based on its
NLSIC.

Service Request Generating and Routing. When a node requests services
from other nodes, it should first check its NLSIC to decide whether there are any
matched services. If several matches are found, the service request is automat-
ically satisfied. Otherwise, the node should construct a service request packet
and broadcast it.

When a node receives a new request packet, it will insert a corresponding
entry into FPT, then check whether there are any matched services provided by
itself or in NLSIC. Here two cases are considered.

If it finds matched services, then it should reply with a service reply packet.
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A node should forward a new request packet to other downstream nodes if
the following conditions are met:

– the node fails to find any matched services;
– it is in the [receiver-list] field of the request packet, or the packet’s [receiver-

count] is 0;
– the packet’s [hop-count] is great than 0.

Before forwarding the request packet, the node has to select some forward
nodes based on both local topology information and the information piggybacked
in the packet. The number of selected nodes are minimized how guaranteeing
that the current node’s 2-hop neighbor set be fully covered.

The pseudo code of selecting forward nodes is listed as follows:

Algorithm: Select forward nodes;
Input: Req: Request packet;

NLSIC Neighbor List and Service Info Cache;
MY ID: ID of the current node;
e: NLSIC entry;

output: Req: Updated request packet.

Body Begin:
1. if (NLSIC is empty) Broadcast packet Req;
2. else {

2.1 Reset all [pruned] fields to FALSE in NLSIC;
2.2 Initiate all [unpruned-neighbor-count] to corresponding entry’s [neighbor-

count] value;
2.3 Prune MY ID from NLSIC;
2.4 for (each node u in Req.[visited-list]) {

2.4.1 Prune each node in N2(u) from NLSIC;}
2.5 for (each entry e in NLSIC){

2.5.1 Prune e.[sender-item].[node-id] from NLSIC; }
2.6 while(e∈NLSIC, such that (e.[unpruned-neighbor-count])<0){

2.6.1 Select entry e such that e.[unpruned-neighbor-count] is maximum;
2.6.2 Select e.[sender-item].[node-id] as a forward and insert it into

Req.[receiver-list];
2.6.3 Prune N1(e.[sender-item].[node-id]) from NLSIC. }

2.7 Insert MY ID into Req.[visited-list];
2.8 Broadcast packet Req;}

Body End

The definition of the function Prune in previous algorithm is as follows:

Service Reply Generation and Routing. As long as the node that received
a request packet finds matched services (i.e., the services can be either provided
by the node itself or are found in NLSIC), it should respond with a reply packet.

When a node receives a reply packet, it will do as follows:
If the current node equals the [source-id] of the reply packet, then the service

request session is successfully completed.
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Algorithm: Prune a node from NLSIC;
Input: u: The node that will be pruned from NLSIC;

NLSIC Neighbor List and Service Info Cache;
output: none.

Body Begin:
1. for (each entry e in NLSIC){

1.1 for (i=0;i<(e.[neighbor-count]), i++){
1.1.1 if (e.[neighbor-list][i].[node-id]==u && e.[neighbor-list][i].[pruned]

==FALSE){
1.1.1.1 e.[neighbor-list][i].[pruned]=TRUE;
1.1.1.2 e.[unpruned-neighbor-count]–; }}}

Body End

If the current node is not the reply packet’s [source-id], then it should forward
the reply packet. It lookups the ([source-id], [request-id]) pair in FPT. If an entry
is found, then the entry’s [predecessor-id] is stored in the reply packet’s [receiver-
id] and then unicast the packet. If it failed to find a matched entry, the packet
will be discarded.

4 Packet Overhead Analysis

In this section, we will analyze the packet overhead of FNSCSDP and GSD[6],
which is a typical service discovery protocol for MANETs.

4.1 GSD

Two special mechanisms of GSD are peer-to-peer caching of service information
and intelligent forwarding of service request packets. In GSD, services are clas-
sified into groups. A server should broadcast hello packets periodically. A hello
packet contains the descriptions of the services provided by the server. If there
are some servers in the sender’s vicinity, then the group information of the ser-
vices provided by these servers is also included into the hello packet. The hello
packets are subsequently cached and forwarded for a limited hops.

When a request packet is forwarded, a copy of the packet will be forwarded to
each potential node. A potential node is a node that has neighbours providing
services that belong to the same group as the requested service. A request packet
may be matched at potential nodes with high probability.

4.2 Packet Overhead

Packet transmissions in unit time include three parts: hello packets, request
packets, and reply packets. That is,

Ptotal = f.Phello + c.(Preq + Prep) (1)

where 1) f is the frequency of hello packet transmission, 2) Phello is hello packet
transmission number in one hello packet exchange cycle, 3) c is request session
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number in one time unit, 4) Preq and Prep is the request and reply packet number
in one request session, respectively.

Assume that there are ns servers in a MANET. Request packets can travel
q hops. Average node count of a k-hop neighbour set is nk,hop. Hello packets in
GSD can travel h hops. kGSD and kFNSCSDP is the coefficient of request packets
in GSD and FNSCSDP, respectively. kGSD may be greater than 1.

Then in GSD,
Phello,GSD = nh,hop.ns

Preq,GSD = nq,hop.kGSD
(2)

In FNSCSDP,

Phello,FNSCSDP = n
Preq,FNSCSDP = nq,hop.kFNSCSDP

(3)

Since any hardware or software feature can be a service, server number in a
MANET may be very large. Therefore, Phello,FNSCSDP is generally less than
Phello,GSD. kFNSCSDP is usually less than kGSD, hence Preq,FNSCSDP will al-
ways be less than Preq,GSD, which is confirmed in the following simulation stud-
ies. Hence, Ptotal in FNSCSDP is generally less than that in GSD.

Recall that main fields of the hello packets in FNSCSDP packets are as follows:
[service-count], [service-list], [neighbor-count], and [neighbor-list]. The former
two fileds is also contained in the hello packets ( called as advertisement packets
in GSD) of GSD, whereas the last two fields is small in size since that only the
IDs of nodes are contained. Hence, when compared with GSD, size change of
hello packets in FNSCSDP is trivial.

5 Simulation Study

5.1 Performance Metrics

Four performance metrics are considered in our simulations.

– Number of Service Request Packets Per Session: It measures the
number of service request packets sent in one simulation. It reflects the effi-
ciency the policy of forwarding service request packets.

– Ratio of Succeeded Requests: It is the number of service discovery ses-
sions in which the client has received at least one successful reply packet.
It reflects the effectiveness (service discoverability) of service discovery
protocols.

– Response Time (m/s): It is the interval between the arrival of the first
reply packet and the generation of the corresponding request packet. This
metric is averaged over all succeeded service discovery sessions. It measures
the promptness of service discovery protocols. It also reflects the average
distance between clients and the corresponding first repliers.

– Ratio of Succeeded Requests to Total-packet-number
(Suc2Packet): This metric is the ratio of Succeeded-SDP-number to the
sum of service request packets and service reply packets. It reflects the effi-
ciency of service discovery protocols.
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5.2 Simulation Models

Simulation studies are performed using GloMoSim [11]. The distributed coordi-
nation function (DCF) of IEEE 802.11 is used as the underlying MAC protocol.
Random Waypoint Model (RWM) is used as the mobility model.

In RWM mobility model, nodes move towards their destinations with a ran-
domly selected speed V ∈ [Vmin, Vmax]. When reaching its destination, a node
keeps static for a random period TP ∈ [Tmin, Tmax]. When the period expires,
the node randomly selects a new destination and a new speed, then moves to
the new destination with the new speed. The process repeats permanently. In
our simulations, Tmin = Tmax = 0,Vmin = Vmax = V .

5.3 Simulation Settings

Some basic parameters that are used in all the following simulations are set as
shown in Table 1. Simulation scenarios are created with 100 nodes randomly dis-
tributed in the scenario area. At the beginning of each simulation, some nodes
are randomly selected out to act as servers. These selected servers provide ran-
domly selected services. During each simulation, 100 SDP sessions are started
at randomly selected time by randomly selected nodes.

Table 1. Basic parameters

Parameters Value Parameter Value

Scenario area 1000m×1000m Number of service group 2

Node number 100 Maximum hop of request
packets

3

Server number 50 Valid time of SIC item 21s

Simulation time 1000s Number of service info in
each group

5

SDP session number 100 Service advertisement inter-
val

20s

radio range 150m Maximum hop of advertise-
ment packets

1

Wireless bandwidth 1Mb/s

5.4 Simulation Results

In this section, we inspect the effect of node speed on the selected protocols
through simulations. To do this, we run 4 simulation sets that use the 4 selected
service discovery protocols, respectively. Each set includes 5 subsets of simula-
tions, where V = Vmin = Vmax and V is set to 0m/s, 5m/s, 10m/s, 15m/s, and
20m/s, respectively. Each subset consists of 50 similar simulations. Simulation
results are averaged over 50 simulations. The results are shown in Fig. 1 to Fig. 3.
In all these figures showing simulation results, error bars report 95% confidence.
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Fig. 1. Number of request packets per session vs. node speed

Fig. 2. Number of request packets per session vs. node speed

Fig. 1 shows that request packet overhead of FNSCSDP is much lower than
that of GSD. The superiority of FNSCSDP in this metric becomes more remark-
able at higher speeds. Hence, FNSCSDP is more efficient than GSD.
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Fig. 3. Number of request packets per session vs. node speed

Fig. 2 shows that success ratio of FNSCSDP is about 20% greater than that
of GSD when nodes are steady. As node speed increases, the superiority of FN-
SCSDP over GSD becomes more insignificant. Hence, FNSCSDP generally out-
performs GSD in efficiency.

Fig. 3 shows that response time of FNSCSDP is about 2/3 of that of GSD.
Therefore, FNSCSDP is more prompt than GSD.

Therefore, a conclusion can be made from the simulation results: FNSCSDP
is generally more efficient, more effective, more prompt than GSD.

6 Conclusions

In existing service discovery protocols used in MANETs, service discovery func-
tions are typically separated from the backbone construction functions that are
performed in network layer. In this paper, we have proposed a new service dis-
cover protocol, referred as FNSCSDP, which makes use of periodical hello packets
generated for backbone construction. In FNSCSDP, before forwarding service re-
quest packets, a node will select forward nodes. The number of selected nodes
are minimized however guaranteeing that the current node’s 2-hop neighbor set
be fully covered.

Simulation results show that FNSCSDP outperforms GSD in terms of number
of service request packets per session, ratio of succeeded requests, and response
time.
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Abstract. MANETs(Mobile Ad-Hoc Network) are temporary networks
composed of many autonomous nodes. Service discovery is the technol-
ogy of finding services matching one’s needs in the network, which is
crucial to the usability of MANETs. Many service discovery protocols
for MANETs have been proposed, but no comprehensive comparative
studies have been made. Hence, some typical service discovery protocols
are analyzed and compared. The advantages and drawbacks of each pro-
tocol are analyzed. The paper provides a perspective overview on service
discovery protocols for MANETs.1

1 Introduction

MANETs (Mobile Ad-Hoc Networks)[1] are temporary infrastructure-less multi-
hop wireless networks that consist of many autonomous wireless mobile nodes.
Service discovery is the technology of enabling a node to find services matching
its needs in MANETs. Service discovery is a crucial feature for the usability of
MANETs.

To search for a required service in a MANET, a node sends out a service
request packet which will be forwarded by others. When receiving service request
packets, every node with matched services responds with a service reply packet,
which will be forwarded reversely to the source of the corresponding service
request packet.

Many service discovery protocols for MANETs have been proposed, but no
comprehensive comparative studies have been made. Hence, comparative study
is performed in the paper.

The rest of the paper is organized as follows. In Section 2, some typical service
discovery protocols for MANETs are explained in detail in subsections. In Section
3, comparative analysis about these typical protocols is performed. In Section 4,
extensive simulations are performed and simulation results are analyzed. Finally,
in Section 5, a conclusion is made.

1 This work is supported by Fundamental Research Foundation of Harbin Engineering
University under contact number HEUFT06009 and Foundation of Experimentation
Technology Reformation of Harbin Engineering University. (No.SJY06018).

J. Cao et al. (Eds.): MSN 2006, LNCS 4325, pp. 232–243, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Service Discovery Protocols for MANETs: A Survey 233

2 Service Discovery Protocols for MANETs

Though there are many serious challenges to the design of service discovery pro-
tocol for MANETs, such as limited bandwidth, dynamic topologies, variety of
network size, limited physical resources, serious security threats, etc, many re-
search efforts have been focused on different aspects of service discovery protocols
for MANETs. References [2] [3] focus on protocol’s security feature. Other ef-
forts aim at saving packet overhead through different approaches: network layer-
embedded approaches [4][5], cross-layer approaches [6], and application layer
approaches.

In network layer-embedded approaches, such as [4][5], service requests infor-
mation are enclosed in route discovery packets. Thus, services requests will be
accomplished through a route discovery operation. In cross-layer approaches [6],
application layer modules utilize network layer hello packets widely used in net-
work layer protocols to facilitate its service discovery operation. Since that the
procedure of service discovery is similar to that of route discovery in MANETs,
application layer approaches can be adapted to other approaches easily.

To facilitate service discovery operation, nodes are organized into different
structures. According to the structures, application layer approaches are clas-
sified into three classes: one-layer approaches, two-layer approaches, and multi-
layer approaches.

2.1 One-Layer Approaches

In one-layer approaches [7] [14], all nods are in the same logical layer with the
same role, as shown in Fig.1.

Fig. 1. Structure of one-layer approaches

FLOOD is the simplest and the most straight-forward approach to service
discovery protocol for MANETs, where each node should forward a unduplicated
request packets. FLOOD is widely accepted as the benchmark for performance
evaluation of service discovery protocols. However, FLOOD is prone to flood
storm problem [17]. Hence, FFPSDP(Flexible Forward Probability based Service
Discovery Protocol)[10] and RICFFP(Reply Info Cache enhanced FFPSDP) [11]
are proposed where the probability of nodes forwarding a new request packet
decreases along with the travel of request packets. Although the two protocols
reduce the risk of flood storm problem, FFPSDP and RICFFP’s ability of finding
services is also reduced.
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GSD is a group-based service discovery protocol, whose salient characteris-
tics are peer-to-peer caching of service advertisement packets and group-based
intelligent forwarding of service request packets. Services are described using
DAML+OIL and classified into groups. By sending and caching service adver-
tisement packets periodically, each node knows the services provided by its neigh-
bors and the groups of the services its neighbors have seen. When forwarding
service request packets, instead of broadcasting the service request packet to all
neighbours, GSD selectively forwards the packet towards those nodes that have
seen services of the same group in unicast mode, named as candidate nodes.

However, GSD causes many unicast packets, which may overwhelm its the
advantage of group-based intelligent forwarding scheme. Hence, CNPGSDP is
proposed to improve GSD through two schemes: 1)several unicast packets is
substituted by one broadcast packet that encloses all receivers; 2)removing some
candidate nodes doomed not knowing about any matched services.

2.2 Two-Layer Approaches

In two-layer approaches [16] [23], some nodes are selected out according to variety
of criterions to form up an upper logic layer, as shown in Fig.2.

Fig. 2. Structure of two-layer approaches

Among these two-layer service discovery protocols, the protocol s in [16][19]
construct backbones; nodes in [20][21] are organized into clusters; ProximityCAN
[22] organizes nodes into 2-dimentional matrix structure; Lanes[23] organizes
nodes into lanes.

DSDP selects out some nodes according to link stability and degree to form a
backbone. Packet transmissions usually travel along the backbone. In this way,
packet overhead will be reduced.

In VB, nodes are organized into clusters as follows. The node with smallest
identity becomes the first cluster head, and then it randomly determines other M-
1 cluster heads. Here Mis a protocol parameter. Description of a service stored in
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three places: the node itself, the home cluster head, and the target cluster headed
indicated by the hash result of the description. When requiring a service, a node
A delegates the service discovery task to its home cluster head B.

In ProximityCAN, some node in physical space are selected as matrix nodes.
Each matrix node supervises a rectangular area within the logic space of [0,1]×
[0,1]. Hash functions are used to determine the matrix node that should store the
description of a service. When requiring a service, the service request is hashed
and routed in logic space to the matrix node indicated by hash results.

The basic idea of lanes[25] is to define a two-dimensional overlay structure.
Nodes in one dimension form a lane, and each MANET contains multiple lanes.
Nodes in the same lane share the same anycast address and they know about all
services in the lane. Thus, service request packets only travel between lanes.

2.3 Multi-layer Approaches

In multi-layer approaches, nodes are organized into tree-like hierarchy structures.
References [24] [25] propose several multi-layer hierarchy protocols, as shown in
Fig.3.

Fig. 3. Structure of multi-layer approaches

In service ring[24], children of a node are organized into rings. While in
MultiLayerSDP[25], all nodes in a MANET form a normal DNS-like hierar-
chy structure.In ServiceRing, nodes are organized into rings according to the
similarity of their services. In each ring, there is a SAP (Service Access Point)
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node. SAP nodes are organized into higher layer rings. Higher rings have their
own SAP nodes and they form higher layers. With this mechanism hierarchy
structure of arbitrary depth is built. When searching for a service, the service
request is transferred up and down along the hierarchy rings.

Multi layer structure has good scalability but hard to maintain.

3 Comparative Analysis

The characteristics of these typical service discovery protocols for MANETs are
listed in Table 1.

Table 1. Characteristics of typical service discovery protocols

GSD DSDP VB Proximity
CAN

Lanes Service
Ring

Storage of
service de-
scription

Packet
spreading
and cache

Home
backbone
node

Home
backbone
node,
Hashed
target

Home ma-
trix node

All nodes
in the
same lane

Home
SAP node

Request
routing

Semantic
routing

Topology
routing

hashed
target,
Topology
routing

Topology
routing in
logic area

Unicast
between
lanes

Semantic
routing

structure flat backbone cluster matrix lanes tree-like

Robustness Good middle middle middle middle bad

Operation
mode

Push-pull Push-pull Push-pull Push-pull Push-pull Push-pull

Main over-
head type

Advertise-
ment
packets

Structure
mainte-
nance

Structure
mainte-
nance

Structure
mainte-
nance,
service de-
scription
storing

Advertise-
ment
packet
spreading
within in
lanes

Structure
mainte-
nance

Message
overhead

middle middle middle great great greatest

Hierarchical multi-layer structure, such as ServiceRing[24], is intrinsically of
good scalability. But the highly dynamic nature of MANETs makes such a
multi-layer structure hard and costly to maintain. So they are not suitable for
MANETs. This has been proved by simulation results in [26].

Comparing to multi-layer structures, two-layer structures are simpler and eas-
ier to maintain.

In DSDP[16], packet transmissions are mainly routed along the backbones.
Thus, request packet overhead is reduced, service response is prompted. However,
backbone maintenance causes some packet overhead. Additionally, its service
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request packet forward policy does not benefit from the broadcast nature of
wireless transmissions.

In VB[21], 1) cluster construction phase requires several loops of informa-
tion exchanges; 2) storing service descriptions on the target cluster head causes
much packet transmissions; 3) QoS determination procedure increases its packet
overhead.

In ProximityCAN[22], storing service descriptions on target nodes causes
much packet overhead. Adjacent points in logic space may be far away from
each other in physical space. Hence, an optimal route in logic space may map
to a quite worse path in physical space. Thus, more packets will be generated
during request packet forwarding operation.

In Lanes[23], operations of service advertisement packet spreading and service
request packet forwarding do not benefit from the broadcast nature of wireless
transmissions.

Analysis above shows that DSDP[16] is superior to other two-layer protocols.
Compared to two-layer and multi-layer protocols, one-layer protocols, because

of their intrinsically resistance to dynamic nature, are more suitable for highly
dynamic MANETs. Reference [24] claims that semantic routing is a step in the
right direction. GSD is just a semantic routing based protocol. However, it does
not benefit from the broadcast nature of wireless transmissions either.

4 Simulation Study

4.1 Performance Metrics

Four performance metrics are considered in our simulations.

– Number of Service Request Packets Per Session: It measures the
number of service request packets sent in one simulation. It reflects the effi-
ciency the policy of forwarding service request packets.

– Ratio of Succeeded Requests: It is the number of service discovery sessions
in which the client has received at least one successful reply packet. It reflects
the effectiveness (service discoverability) of service discovery protocols.

– Response Time (m/s): It is the interval between the arrival of the first
reply packet and the generation of the corresponding request packet. This
metric is averaged over all succeeded service discovery sessions. It measures
the promptness of service discovery protocols. It also reflects the average
distance between clients and the corresponding first repliers.

– Ratio of Succeeded Requests to Total-packet-number (Suc2Packet):
This metric is the ratio of Succeeded-SDP-number to the sum of service request
packets and service reply packets. It reflects the efficiency of service discovery
protocols.

4.2 Simulation Models

Simulation studies are performed using GloMoSim [27]. The distributed coordi-
nation function (DCF) of IEEE 802.11 is used as the underlying MAC protocol.
Random Waypoint Model (RWM) is used as the mobility model.
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In RWM mobility model, nodes move towards their destinations with a ran-
domly selected speed V ∈ [Vmin, Vmax]. When reaching its destination, a node
keeps static for a random period TP ∈ [Tmin, Tmax]. When the period expires,
the node randomly selects a new destination and a new speed, then moves to
the new destination with the new speed. The process repeats permanently. In
our simulations, Tmin = Tmax = 0,Vmin = Vmax = V .

4.3 Protocols in Comparison

We select several typical service discovery protocols for MAENTs and make
comparative studies among them through extensive simulations.

As in many papers, FLOOD is selected as the benchmark for our simulation
studies. One-layer protocols are more suitable for highly dynamic MANETs.
Among one-layer protocols, GSD is more preferable for its interesting seman-
tic routing policy. CNPGSDP improves GSD significantly by its excellent BSU
(Broadcast Simulated Unicast) scheme and CNP (Candidate Node Pruning)
scheme. Two-layer protocols are more suitable for more stable MANETs. Analy-
sis in section 3 shows that DSDP is more preferable than other two-layer proto-
cols. Hence, DSDP is selected. Hence, four protocols, FLOOD, GSD, CNPGSDP,
DSDP, are implemented and compared in through simulation studies.

4.4 Simulation Settings

Some basic parameters that are used in all the following simulations are set as
shown in Table 2. Simulation scenarios are created with 100 nodes randomly dis-
tributed in the scenario area. At the beginning of each simulation, some nodes
are randomly selected out to act as servers. These selected servers provide ran-
domly selected services. During each simulation, 100 SDP sessions are started
at randomly selected time by randomly selected nodes.

Table 2. Basic parameters

Parameters Value Parameter Value

Scenario area 1000m×1000m Number of service group 2

Node number 100 Maximum hop of request
packets

3

Server number 50 Valid time of SIC item 21s

Simulation time 1000s Number of service info in
each group

5

SDP session number 100 Service advertisement inter-
val

20s

radio range 150m Maximum hop of advertise-
ment packets

1

Wireless bandwidth 1Mb/s
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4.5 Simulation Results

In this section, we inspect the effect of node speed on the selected protocols
through simulations. To do this, we run 4 simulation sets that use the 4 selected
service discovery protocols, respectively. Each set includes 5 subsets of simula-
tions, where V = Vmin = Vmax and V is set to 0m/s, 5m/s, 10m/s, 15m/s, and
20m/s, respectively. Each subset consists of 50 similar simulations. Simulation
results are averaged over 50 simulations. The results are shown in Fig. 4 to Fig. 7.
In all these figures showing simulation results, error bars report 95% confidence.

Fig. 4 shows the effect of node speed on the number of request packets per
session. The number of request packets per session in CNPGSDP is the lowest
among the 4 protocols. All other three protocols have almost the same value in
this metric, and DSDP is a little superior to other two protocols. Number of
request packets per session in CNPGSDP is about 7% to 23% of that in DSDP.

Fig. 5 shows the effect of node speed on ratio of succeeded sessions. The result
shows that 1) DSDP has the lowest service discoverability; 2) two group-based
protocols are superior to others, which is because that each server spread its
services to neighbors.

Fig. 6 shows the effect of node speed on response time. GSD and CNPGSDP are
more prompt than FLOOD and DSDP. CNPGSDP becomes more prompt as node
speed increase, whereas GSD does not. This is because that 1) node’s movement
enlarges the spreading range of service advertisement packets, and 2) packet trans-
mission in CNPGSDP is more effective because of its fewer packet transmissions.

Fig. 7 shows that CNPGSDP outperforms all other protocols distinctly.
Suc2Packet of CNPGSDP is about 4 to 6 times of other protocols. The su-
periority of CNPGSDP becomes more significant as node speed increases.

Fig. 4. Number of request packets per session vs. node speed
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Fig. 5. Ratio of succeeded sessions vs. node speed

Fig. 6. Response time(s) vs. node speed

From above simulations, a conclusion can be made.

– CNPGSDP is generally the most effective, the most efficient, and the most
prompt one among tested service discover protocols.

– the superiority of CNPGSDP is generally more significant with higher node
speed.
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Fig. 7. Suc2packet vs. node speed

– DSDP is more suitable for MANETs with longer radio range and more
servers.

– DSDP is almost the slowest protocol in all tested cases.

5 Conclusions

In this paper, existing service discovery protocols for MANETs are categorized.
Several typical services discovery protocols representing these categories are in-
troduced and analyzed in detail. Comparative analysis and simulation studies
are then performed. Future works are prospected at last. From the paper, an
overall perspective of service discovery protocols for MANETs can be obtained.

Simulation results show that CNPGSDP is almost the most preferable proto-
col for MAENTs. DSDP is more suitable for MANETs with longer radio range
and more servers. However, DSDP is slower than other protocols.
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Abstract. This paper describes a new algorithm based on the Binary Decision
Diagrams (BDDs) to solve the reliable communication network design problem
(RCND). In this NP-hard problem, a subset of communication links must be cho-
sen such that the network cost is minimized given a network reliability constraint.
This problem is closely related to the network reliability computation problem.

1 Introduction

Topological optimization of networks is an important problem in many real world fields
such as telecommunications, electricity distribution, oil and gas lines and computer
networking. It is of great importance in the design of communication networks when
considering performance criterion such transmission delay or network reliability.

This paper describes an heuristic algorithm to solve the reliable communication net-
work design problem (RCND). The aim is to design a communication network topology
with minimal cost that satisfies a given reliability constraint. We assume that a set of
perfectly reliable nodes and their topology are given, along with a set of possible com-
munication links that connect them. Each link has a known reliability and cost per unit
distance (commonly a link is assigned a weight which is used as its complete cost). The
relevant reliability metric is all-terminal network reliability defined as the probability
that every pair of nodes can communicate with each other. This means that the network
forms at least a spanning tree. A trade-off between the investments and the quality of
service provided to the users must be found. Both the network design problem and the
network reliability computation, have been proven to be NP-hard [4,5].

In literature, this problem has been studied with exact enumerative methods [9] and
heuristic methods [6,7,10,11]. The main contribution of this paper is based on the first
use of BDD [1,2] in an approached resolution of the RCND problem. Contrary to the
other methods that estimate all-terminal reliability using a Monte Carlo simulation ap-
proach, we use the exact BDD-based method we introduced in [8] that allows to com-
pute the network reliability even for large scale networks with small linear-width. This
method consists in encoding the network structure function into a BDD then the net-
work reliability (among other reliability measures such as importance measures) is eas-
ily deduced from this data structure. Consequently, the BDD can be re-used and be
seen as a powerful tool for designing highly reliable networks with our heuristic algo-
rithm. Unfortunately, very few numerical results have been presented in literature, so
we compare our algorithm with the best results obtained by genetic algorithm in [6,7].

J. Cao et al. (Eds.): MSN 2006, LNCS 4325, pp. 244–255, 2006.
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In the following section we give a short problem description. Next Section 3 briefly
explains our exact BDD-based method for computing network reliability. The concept
of importance measures (also known as sensitivity analysis), which rank network links
according to their contribution to the network reliability, is presented in Section 4. A
new importance measure dedicated to the RCND problem is also introduced. Then Sec-
tion 5 presents a new algorithm for solving the network design problem given a cost
constraint and a minimum network reliability constraint. Several benchmarks taken
from [6,7] underline the effectiveness of our method. Finally, we draw some conclu-
sions and outline the direction of future works in Section 6.

2 Statement of the Problem

For the RCND problem [3], a network topology with minimal cost must be found that
satisfies a given reliability constraint. Two network reliability constraints are often con-
sidered:

– 2-terminal network reliability
– all-terminal network reliability (or overall network reliability)

The 2-terminal reliability is the probability that two distinguished nodes s and t are
connected by at least one path of operating edges in G. The all-terminal reliability is
the probability that G remains connected, i.e, there exists at least one path made of
functioning edges between each pair of nodes. This paper focuses on this latter network
reliability. This RCND problem is defined as follows:

A network is modeled by an undirected graph G = (V, E) with V its vertex set
(representing sites) and E ⊆ V × V its possible edge set (representing the candidate
links between the sites). We denote m the number of candidate edges (m = |E|).

The objective function of this problem is stated as:

Minimize C(G′) =
m∑

i=1

cixi

subject to: R(G′) ≥ R0

where:

– xi (xi ∈ {0, 1}) is equal to 1 if the edge ei exists in the solution and 0 otherwise.
– ci is the cost of a link ei ∈ E.
– G′ = (V, E′) is a partial graph of G such that E′ = {ei ∈ E/xi = 1}.
– C(G′) is the total cost of network G′.
– R(G′) is the network all-terminal reliability.
– R0 is the minimum reliability requirement.

The objective function is the sum of the total cost for all chosen network links. In other
words, the RCND problem consists in finding a partial graph G′ = (V, E′) of G (E′ ⊆
E) with minimal cost such that R(G′) ≥ R0. We made the following assumptions:
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– We consider the vertices as perfect.
– Each link can fail independently and randomly.
– The links have two states: either operational or failed.
– The cost ci and the functioning probability pi of each link ei is known.
– Each link is bi-directional.
– At most one link is possible between each pair of nodes.

3 BDDs and Network Reliability

In this section, we introduce the notion of Binary Decision Diagrams and the link be-
tween the network reliability and its encoding by this data structure. From BDD rep-
resenting the network structure function, the network reliability among other network
reliability measures can be easily deduced.

3.1 Binary Decision Diagrams

A BDD is a data structure that is used to represent a Boolean function [12,13]. BDD
is based on a decomposition of Boolean functions called Shannon decomposition. A
Boolean function f can be decomposed in terms of a Boolean variable x as:

f = x.fx=1 + x̄.fx=0

where fx=i is f with x replaced by constant i (i ∈ {0, 1}).
A Boolean function can be represented as a rooted directed acyclic graph which

consists of decision nodes and two terminal nodes called 0-terminal and 1-terminal.
Each decision node is labeled by a Boolean variable and has two child nodes called
low child and high child. The edge from a node to a low (high) child represents an
assignment of the variable to 0 (1). Such graph is called BDD if the variables occur in
the same ordering on all paths and it is reduced according to two rules:

– Merge any isomorphic subgraphs.
– Eliminate any node whose two children are isomorphic.

A path from the root node to the 1-terminal represents a variable assignment for which
the represented Boolean function is true. Figure 1 illustrates the represention of Boolean
function (x1 ⇔ x3) ∧ (x2 ⇔ x4) by BDD.

3.2 All-Terminal Network Reliability Computation

Our network model is an undirected stochastic graph G = (V, E, p, c). The graph
is said stochastic because each link can fail, statistically independently, with known
probability. We consider the vertices as perfect. The failure probability of a link ei

(i ∈ {1, . . . , m}) is denoted qi (qi ∈ [0, 1]) and its reliability pi (pi = 1 − qi).
Hence, p represents a probabilistic vector (p1, . . . , pm). Similarly, we note p(0,i) the
vector (p1, . . . , pi−1, 0, pi+1, . . . , pm). At each edge ei is associated a cost ci (we
note c = (c1, . . . , cm)). Let Xi be the binary random variable ”state of the link ei

in G”, defined by Xi = 1 if link ei is operational, and Xi = 0 if link ei is down.
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x1

x2 x2

x3 x3 x3 x3

x4 x4

1 0

Fig. 1. Boolean function (x1 ⇔ x3) ∧ (x2 ⇔ x4) representing by BDD. A dashed (solid) line
represents the value 0 (1).

X = (X1, . . . , Xm) is the random network state vector. Given a graph state G =
(x1, x2, . . . , xm) (xi ∈ {0, 1}), we consider the graph GG = (V, EG) defined by:

EG = {ei ∈ E, xi = 1}

The associated probability of G is defined as:

Pr(X = G) =
m∏

i=1

(xi.pi + (1 − xi).qi)

The all-terminal network reliability is then given by:

R(G; p) =
∑

G/GG is connected

Pr(X = G)

In order to compute the all-terminal network reliability, we use our method presented in
[8]. In short, the network reliability is encoding by a BDD which represents the network
structure function φ : {0, 1}m → {0, 1} defined as follows:{

φ(X) = 1 if GX is connected
φ(X) = 0 otherwise

Now we consider the reliability with respect to the structure function φ:

R(G; p) =
∑
G

Pr(X = G).φ(G)

This BDD structure is a compact and implicit representation of the entire set of the
functioning and failing network states. Hence, it avoids huge storage for large number
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of networks states. As BDD is based on Shannon decomposition, the probability of the
all-terminal connectivity is quickly computed in a recursive way:

∀k ∈ [1 . . .m] :
R(G; p) = Pr(φ = 1)
R(G; p) = Pr(xk .φxk=1 = 1) + Pr(x̄k .φxk=0 = 1)
R(G; p) = pk.P r(φxk=1 = 1) + qk.P r(φxk=0 = 1)

Clearly, we can compute the reliability of the same network for different values of pi.
Once the BDD Φ encoding the network structure function is constructed, the network
reliability can be exactly computed for all pi (Fig. 2(c)) by applying Algorithm 1. That
is to say that the network reliability can be re-evaluated without BDD construction each
time the failure probability of one or many links is changed.

Our algorithm for encoding the network reliability by BDD and computing the all-
terminal reliability runs in O(m.w.Bw) where w is the linear-width of the graph [15]
and Bw (Bell number) is the number of partitions of a set with w elements.

Others network reliability measures useful for the network reliability optimization
could also be found. The next section emphazises the key role of the BDD structure in
this process of optimization.

Algorithm 1. Rel Net(Φ, p)

input:
• Φ: BDD encoding network reliability
• p: probabilistic vector (p1, . . . , pi, . . . , pm)
/* pi = Pr(xi = 1) = 1 − qi with xi top variable of Φ */
/* Φ = xi.Φ1 + x̄i.Φ0 */
output:
• R(G; p)

if (Φ == 1-terminal) then
return 1

end if
if (Φ == 0-terminal) then

return 0
end if
if (entry {Φ} exists in hash table) then

return corresponding value prob
else

P1 = Rel Net(Φ1, p)
P2 = Rel Net(Φ0, p)
prob = pi ∗ P1 + qi ∗ P2

end if
insert entry {Φ} with corresponding value prob in hash table.

return prob
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� R(G; p) = 0.2983398

∀i, pi = 0.5

� R(G; p) = 0.7548126
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Fig. 2. (a) Network G (b) Structure function of G encoding by BDD. A dashed (solid) line rep-
resents the value 0 (1). (c) All-terminal reliability computation for a given p.

4 Importance Measures

4.1 Introduction

The importance concept was originally introduced by Zygmund Birnbaum in 1969 [14]
who proposes quantitative ranking measures for components. The concept came from
the fact that some of the components are more important than others in providing certain
system characteristics. Importance measures are used to detect design weaknesses and
component failures that are critical to the proper functioning of a system. They can assist
in identifying the component whose improvement is most likely to yield the greatest
improvement in system overall performance. Obviously, a communication network is
seen as a system where components (i.e communication links) are subject to failure and
can be improved in term of reliability. Since there are several possible interpretations of
the relationship between a component event and a system event, various methods exist
to compute the importance of components. The two most commonly used importance
measures are:

– Birnbaum importance measure
– Criticality importance measure

Birnbaum [14] proposed the following importance measure for a component ek:

IB
k = R(G/ek is up; p) − R(G/ek is down; p)

IB
k = Pr(φxk=1 = 1) − Pr(φxk=0 = 1)
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This measure gives the contributions to the system reliability due to the reliabil-
ity of the various system components. Components with the largest variation in
reliability results have the highest importance. This measure is independent of the
actual unavailability of component ek, which can lead to assigning high importance
measures to components that are very unlikely to fail and may be very difficult to
improve. Therefore, to focus on components that are not only critical to the sys-
tem reliability but also are more likely to occur, a modified importance measure
known as Criticality importance measure is typically used to determine the next
basic component to improve. This measure is defined as:

IC
k = IB

k ∗ pk

R(G; p)

IC
k = IB

k ∗ Pr(xk = 1)
Pr(φ = 1)

for a component ek of network G.

4.2 Network Importance Measure

Unfortunately, these previous measures are not intended for this network design prob-
lem. They are used to identify the weakest links in order to improve the overall network
reliability. We want to provide a slightly different classification since the objective is to
identify ”superfluous” links with high cost. We have to propose a new measure relying
on similar principles. The following facts must be taken into consideration:

– links have associated costs.
– we are only interesting in the degradation of network reliability.

In order to consider these parameters, we proposed this importance measure for ranking
network links:

IN
k =

1
ck

∗ (R(G; p) − R(G/ ek is down; p))

IN
k =

1
ck

∗ (Pr(φ = 1) − Pr(φxk=0 = 1))

In other words, this reliability measure is the ratio of the degradation of the network
reliability if link ek is down and the cost of this link. This measure is inspired by the
knapsack problem. This other combinatorial problem derives its name from the max-
imization problem of choosing possible essential items that can fit into one bag (of
maximum weight) to be carried on a trip. For each item, its ”price per pound” is com-
puted, and we take as much of the most expensive items until the knapsack is full (or
the items lack). Hence, the link with the smallest value has the best profit in the network
degradation. Clearly, this measure can be computed for each link ek by traversing twice
the BDD structure (IN

k = 1
ck

∗ (Rel net(Φ, p)−Rel net(Φ, p(0,k)))). We give the link
classification using this network importance measure of network shown in Fig. 3.
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ek pk ck IN
k (rank)

e1 0.90 89 0.0010736 (6)

e2 0.90 89 0.0010736 (7)

e3 0.90 179 0.0000785 (5)

e4 0.80 159 0.0001196 (9)

e5 0.95 284 0.0001913 (12)

e6 0.80 79 0.0001156 (8)

e7 0.95 189 0.0002346 (13)

e8 0.80 79 0.0000274 (1)

e9 0.90 89 0.0001499 (11)

e10 0.90 179 0.0000667 (3)

e11 0.80 79 0.0001370 (10)

e12 0.90 89 0.0002977 (14)

e13 0.90 79 0.0000768 (4)

e14 0.80 159 0.0000624 (2)

e13

e12

e14

e11

e1

e2 e3

e4

e5

e7

e6

e8

e9

e10

Fig. 3. Network G. R(p;G) = 0.980763

5 Description of the Approach

5.1 The NDImprovement Algorithm

The basic idea mainly relies on the BDD encoding the network structure function since
both the overall network reliability and the network importance measure of a link are
computed by using this structure. The NDImprovement algorithm (algorithm 2) is di-
vided into two main steps:

– Starting from a maximal theoretical network, the algorithm tries to lower the net-
work reliability to R0 by removing unuseful edges (i.e. by fixing their functioning
probability to 0) selected from the network importance measure (Section 4.2). This
process is applied until reaching the minimal reliability constraint R0. A link with
a functioning probability fixed to 0 is considered as not present in the solution.

– Starting from this first solution, we try to find a better solution (i.e a network with a
lower cost that still satisfies the network reliability constraint) by switching selected
edges for previously discarded edges with lower cost.

This process is described in algorithm 2 (NDImprovement()). An example is shown on
test problem in Fig. 3. The results obtained for different values of R0 are shown in
table 1. In 5 out of 6 cases, the optimal cost was found. Figure 4 illustrates two network
topologies with minimal cost for 2 different reliability constraints.

Theorem 1. The whole process, BDD generation plus algorithm NDImprovement, runs
in O(m3.Bw).

Proof. The algorithm for constructing the BDD structure runs in O(m.w.Bw).
Rel Net() runs in O(m.Bw) (the size of BDD is bounded by m.Bw). In NDImprove-
ment, the computation of the network importance measures of m edges is done in
θ(m2.Bw). Step 2 is executed at most m times. In Step 3 at most m2 edge switches
could be done. Hence, the algorithm time complexity is bounded by O(m3.Bw).
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Algorithm 2. NDImprovement()
input:
• G = (V, E, p, c)
• BDD Φ encoding the network reliability of G.
• R0: minimal all-terminal network reliability required

output:
• partial network G′ (with edge set E′ ⊆ E) represents the best solution found.
• total cost Cbest associated.

Step 1 (Initialization)
(a) E′ = E
(b) Compute Rmax = R(G, p) by applying Algorithm 1.

if(Rmax < R0) then the problem has no solution
(c) Cinit =

∑
i ci (i = 1, . . . , |E|)

Cbest = Cinit

Step 2
(a) Order links in E′ according to their network importance measure.
(b) Select link ei which has the minimum measure such that R(G′/ei is down) ≥ R0.
(c) if such link does not exist then go to Step 3 else

∗ pi = 0
∗ E′ = E′ \ ei

∗ Cbest = Cbest − ci

∗ go to Step 2
Step 3
• For each edge ei in E′:

For each edge ei′ in E \ E′ such that ci′ < ci:
if R(G′/ei down & ei′ up) ≥ R0 and R(G′/ei down & ei′ up) ≤ R(G′):

∗ restore pi′ from its original value
∗ pi = 0
∗ E′ = E′ \ ei ∪ {ei′}
∗ Cbest = Cbest − ci + ci′

5.2 Experimental Results

The test problems (fully-connected networks) are taken from [6,7] and the results ob-
tained with NDImprovement are summarized in Table 2. The link costs were randomly

Table 1. Experimental results

R0 Cinit Cmin Cbest R(G) CPU sec.

0.95 2011 1674 1674 0.95065 0.03
0.92 2001 1415 1415 0.92164 0.03
0.90 2011 1384 1415 0.92164 0.03
0.85 2011 1256 1256 0.85083 0.03
0.80 2011 1200 1200 0.81304 0.03
0.70 2011 1066 1066 0.71777 0.03
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Table 2. Experimental results of NDImprovement

|V | |E| p R0 Cinit Cmin Cbest R |BDD| CPU sec.

8 28 0.90 0.90 1343 208 218 0.9278960 2745 0.18
8 28 0.90 0.90 1351 203 213 0.9202432 2745 0.19
8 28 0.90 0.90 1352 211 211 0.9202432 2745 0.16
8 28 0.90 0.90 1452 291 300 0.9125905 2745 0.12
8 28 0.90 0.90 1263 178 181 0.9345921 2745 0.18
8 28 0.90 0.95 1343 247 259 0.9614724 2745 0.02
8 28 0.90 0.95 1351 247 253 0.9529587 2745 0.02
8 28 0.90 0.95 1352 245 245 0.9529587 2745 0.08
8 28 0.90 0.95 1452 336 351 0.9570147 2745 0.08
8 28 0.90 0.95 1263 202 202 0.9518108 2745 0.09

8 28 0.95 0.95 1343 179 179 0.9637055 2745 0.13
8 28 0.95 0.95 1351 194 196 0.9637055 2745 0.14
8 28 0.95 0.95 1352 197 197 0.9637055 2745 0.15
8 28 0.95 0.95 1452 276 280 0.9602138 2745 0.15
8 28 0.95 0.95 1263 173 184 0.9706888 2745 0.16

9 36 0.90 0.90 1859 239 244 0.9323920 10265 1.06
9 36 0.90 0.90 1897 191 194 0.9065639 10265 1.05
9 36 0.90 0.90 1828 267 273 0.9039811 10265 1.02
9 36 0.90 0.90 1749 171 183 0.9143124 10265 1.05
9 36 0.90 0.90 1678 198 198 0.9121600 10265 1.05

9 36 0.90 0.95 1859 286 286 0.9566703 10265 1.03
9 36 0.90 0.95 1897 220 237 0.9504716 10265 1.02
9 36 0.90 0.95 1828 306 306 0.9527789 10265 1.03
9 36 0.90 0.95 1749 219 219 0.9559816 10265 1.09
9 36 0.90 0.95 1678 237 239 0.9512120 10265 1.02

9 36 0.95 0.95 1859 209 209 0.9669353 10265 1.19
9 36 0.95 0.95 1897 171 171 0.9536669 10265 1.13
9 36 0.95 0.95 1828 233 249 0.9586425 10265 1.16
9 36 0.95 0.95 1749 151 177 0.9685938 10265 1.07
9 36 0.95 0.95 1678 185 206 0.9536669 10265 1.09

10 45 0.90 0.90 1803 131 131 0.9119878 39856 9.76
10 45 0.90 0.90 2155 154 154 0.9050143 39856 9.68
10 45 0.90 0.90 2546 263 263 0.9358917 39856 9.79
10 45 0.90 0.90 2517 293 309 0.9055179 39856 9.59

10 45 0.90 0.95 1803 153 164 0.9509778 39856 9.99
10 45 0.90 0.95 2155 197 205 0.9505284 39856 9.85
10 45 0.90 0.95 2546 291 309 0.9585558 39856 9.69
10 45 0.90 0.95 2517 358 366 0.9562390 39856 9.56

10 45 0.95 0.95 1803 121 127 0.9532522 39856 9.45
10 45 0.95 0.95 2155 136 144 0.9548279 39856 9.68
10 45 0.95 0.95 2546 245 256 0.9579791 39856 9.55
10 45 0.95 0.95 2517 268 277 0.9571913 39856 9.87
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Table 3. Large networks

V E p R0 Cinit Cbest R |BDD| CPU sec.

12 66 0.6 0.98 17094 8237 0.9801417 673934 218
12 66 0.6 0.99 17094 9792 0.9901090 673934 192
12 66 0.6 0.999 17094 15357 0.9990244 673934 60
64 112 0.99 0.90 49896 14949 0.9004722 179410 104
64 112 0.99 0.95 49896 15840 0.9673246 179410 100
64 112 0.99 0.99 49896 19800 0.9902008 179410 92
81 144 0.99 0.90 70848 22906 0.9014549 797916 772
81 144 0.99 0.95 70848 26352 0.9511343 797916 721
81 144 0.99 0.99 70848 42563 0.9901553 797916 600

Table 4. Summary of our approach and comparison to LS/NGA

Problem LS/NGA NDImprovement
|V | |E| Search

space
Mean % from op-
timal

Mean CPU sec.
(P 133MHz)

Mean % from op-
timal

Mean CPU sec.
(P 3GHz)

8 28 2.68 ∗ 108 0.889 118.75 0.0224 0.12
9 36 6.87 ∗ 1010 1.050 203.38 0.0343 1.07
10 45 3.15 ∗ 1013 1.094 458.93 0.0303 9.65
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e11

e1

e2

e4
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e6

e9

e10

(a) (b)

e13

e11
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e2

e4

e7

e6

e8

e9

Fig. 4. Network topologies with minimal cost for R0 = 0.95 (a) and R0 = 0.70 (b)

generated over [0,100]. Details are available from the authors. Cinit is the initial cost
of the network G. Cmin represents the minimal cost given the required reliability R0.
Cbest is the best cost obtained with algorithm NDImprovement. In all the cases, a near-
optimal solution is found. Our computations were made on a Pentium 3 GHz PC using
C code. Table 4 displays a summary of the test problems comparing the performance
of our method with the GA approach LS/NGA [6] in term of nearness to optimality
and computational effort. For all instances, NDImprovement gives always a better solu-
tion than LS/NGA with a very improved gap. In addition, we proposed a set of larger
networks in order to underline the effectiveness of NDImprovement (Table 3).

6 Conclusions and Future Work

This paper deals with the network design problem subject to reliability constraint. A
method based on the Binary Decision Diagram for solving this problem was presented.
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The first results are encouraging and showed that this method is intended to solve larger
real word networks. Our future work will focus on similar problems as design of re-
liable networks with more or other constraints (such as delay or throughput) or the
maximization of network reliability given a maximum budget.
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Abstract. Adequate coverage is very important for sensor networks to fulfill 
the issued sensing tasks. In traditional sensor networks, the sensors are based on 
omni-sensing model. However, directional sensing sensors are with great 
application chances, typically in video sensor networks. Toward this end, this 
paper addresses the problem of enhancing coverage in a directional sensor 
network. First, based on a rotatable directional sensing model, we present a 
method to deterministically estimate the amount of directional nodes for a given 
coverage rate. We also employ Sensing Connected Sub-graph (SCSG) to divide 
a directional sensor network into several parts in a distributed manner, in order 
to decrease time complexity. Moreover, the concept of convex hull is 
introduced to model each sensing connected sub-graph. According to the 
characteristic of adjustable sensing directions of directional nodes, we study a 
coverage-enhancing algorithm to minimize the overlapping sensing area of 
directional sensors only with local topology information. Extensive simulation 
is conducted to verify the effectiveness of our solution and we give detailed 
discussions on the effects of different system parameters.  

1   Introduction 

Recently sensor networks have attracted tremendous research interests due to its vast 
potential applications [1, 2]. Conventional sensor networks often assume the omni-
directional sensing model [3]. Actually, directional sensing range and sensors also 
have great application chances, typically in video sensor networks [2,4]. Potential 
applications of video sensor networks span a wide spectrum from commercial to law 
enforcement, from civil to military [2, 5-7]. However, many methods for conventional 
sensor networks is not suitable for directional sensor networks. Thus, the directional 
sensor network also demands novel solutions, especially for coverage control scheme. 

In our best knowledge, a few papers have indeed studied the concept for video 
sensor networks. However, the work has mainly focused on data fusion [2, 4], typical 
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applications [5], low power hardware platform support [6] and network architecture 
[7]. Authors of paper [8] have first proposed the concept of directional sensor 
network, and have studied on deployment policy and connectivity maintenance. 
However, some fundamental issues, such as coverage control aiming at directional 
sensing feature, have been left unaddressed. The feature directly affects the 
deployment of sensors and calls for novel coverage control schemes for sensor 
networks. 

Coverage is a key issue of sensor network, and in most cases, “coverage” means 
area coverage [3]. Area coverage has been defined as the achievement of a static 
arrangement of nodes that maximize the detection rate of targets appearing in a given 
area. It’s essential to maintain network coverage over the entire area as long as the 
network is alive, because a small unmonitored sub-area defeats the whole purpose of 
the network (for instance, an intrusion in that area may go undetected). This requires 
nodes to be spread as uniformly as possible over the entire sensing region with the 
minimum gaps (or uncover areas) [9], typically in video sensor networks with 
directional sensing feature.  

In this paper, we mainly address the problem of enhancing area coverage in a 
directional sensor network. First, based on a rotatable directional sensing model, we 
design an exact estimate of the amount of directional sensors for a given coverage 
probability in a static directional sensor network. Second, we propose the concept of 
sensing connected sub-graph (SCSG) to divide a directional sensor network into 
several components in a distributed manner. Furthermore, we model each sensing 
connected sub-graph as a multi-layered convex hull set to address the problem of 
enhancing coverage by adjusting the sensing direction of directional sensor, thus 
minimize the overlapping sensing area of directional sensors.  

The reminder of this paper is organized as follows. Related work is discussed in 
Section 2. In Section 3, we propose a novel rotatable directional sensing model and 
provide a method for estimating directional sensors amount for a given ratio of 
coverage. Section 4 details our coverage enhancing algorithm. A set of experimental 
results are presented in Section 5 and we conclude this paper in Section 6. 

2   Related Work 

While assumption of omni-directional sensing model has facilitated elegant properties 
of traditional sensor networks [8], video sensor is characterized by its directional and 
adjustable sensing region. These characteristics introduce fundamentally different 
properties in terms of network coverage targeted by this paper. Our focus is the 
coverage-enhancing problem for randomly deployed directional nodes. 

In general, coverage can be achieved by designing density control mechanisms. 
That is, scheduling the sensors to work alternatively to minimize the waste of sensing 
resource due to the overlap of sensing area of sensor nodes [10-12]. However, as far 
as video sensor network is concerned, the cost of video node is much higher than that 
of traditional nodes. We have to balance the two important performance parameters 
cost and coverage. Hence, it is not practical for redundant video nodes to work 
alternatively while maintaining ideal area coverage. Traditional coverage-enhancing 
schemes are mainly classified into two categories [13]: one is redeploying additional 
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nodes to ensure adequate area coverage in sensor networks [14]. The other is 
deploying partial nodes with autonomous position mobility to increase coverage 
dynamically [9, 15-17]. Although we can improve the area coverage through the 
mobility of nodes, the mobility occurs only over short distances. Furthermore, 
mobility easily causes the death of node, and alters the network topology. 

The common assumptions of previous works are that sensor is omni-directional 
sensing. In [8], Ma et al. first employ a directional sensing model directly rooted from 
the concept of field of view in cameras and propose a systematic method for coverage 
of randomly deployed directional sensor networks. They are only concerned with the 
directional sensing feature of video nodes while overlooked another important feature 
of video nodes: the rotatable ability of sensing direction. Moreover, their algorithm 
focused on scheduling redundant directional nodes to work alternatively along with 
traditional coverage control methods. In this paper, we study the algorithm of 
improving area coverage by rotating sensing directions of directional nodes. To our 
best knowledge, this is the first time that a coverage-enhancing algorithm aiming at 
directional sensing model is adopted in sensor networks. 

3   Rotatable Directional Sensing Model and Deployment Scheme 

3.1   Rotatable Directional Sensing Model 

Different from the conventional sensing models where the omni-sensing area centers 
on the sensor node, we propose a rotatable directional sensing model. Compared with 
the directional sensing model proposed in [8], this rotatable directional sensing model 
focuses on two distinct features of a video node. On one hand, the video nodes are 
constrained by the field of view. This means the sensing region of each video node is 
not omni-directional. On the other hand, the video nodes have the ability of rotating 
their sensing directions. That is, at a discrete time t, the sensing model of a video node 
can be regarded as a directional one. However, in a continuous period T, a video node 
has omni-directional sensing ability. Therefore, here we improve the 2-dimension 
sensing model as follows: 

  

Fig. 1. Rotatable directional sensing model 
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Definition 1. A directional node n is a sector denoted by 4-tuple <P, R, ( )V t , >, 

where P is the location of the directional node, R is the sensing radius. ( )V t  is the 
center line of sight of the camera’s field of view, termed as sensing direction, which is 
effected by time t. And  is the offset angle of the field of view on both sides of ( )V t . 

Without otherwise specified, ( )V t = ( x ( )V t , y ( )V t ) is of unit length, where x ( )V t  and y ( )V t  

are the components along x-Axis and y-Axis, respectively. 

Fig.1 illustrates the rotatable directional sensing model. Note that the conventional 
omni-sensing model is a special case of this new model when  is .  

The rotatable directional sensing model is a Boolean model. At time t, a point 
P1 is said to be covered by the node n if and only if the following conditions are met:  

1) d(P,P1) R, where d(P,P1) is the Euclidean distance between point P and P1. 
2) The angle between 1PP  and ( )V t  is within [- , ].  

A simple method to judge if point P1 is covered by directional node n is as follows: 
at time t, if d(P,P1) R and 1PP · ( )V t || 1PP || cos  then P1 is covered and otherwise not. 

An area A is covered by the node n, if and only if any point P1 A, P1 is covered by 
the node n. 

3.2   Deployment Scheme 

There are two kinds of deployment schemes in sensor network: deterministic 
deployment and random deployment. Deterministic deployment is often adopted for a 
specific purpose, such as security monitoring in a museum. In many situations 
(battlefield, forest, high-risk area), deterministic deployment is neither feasible nor 
practical. Random sensor deployment (such as throwing sensors from an airplane) is 
always believed to be one of the major advantages of wireless sensor networks over 
traditional wired sensor networks. In such randomly deployed networks, it is hard or 
impossible to 100% guarantee complete coverage of the monitored region even if the 
node density is very high. So, it is a practical issue to study how to guarantee the 
given coverage rate of sensor network for a targeted region. Assume that the area of 
the targeted region is S, and there are no two sensors located at exactly same position 
and sensing region. If the sensors are randomly deployed in the targeted region, and 
the locations of sensors obey uniform distribution. Because the directional sensor with 
the offset angle  covers the sensing area 2Rα , the probability of covering the targeted 
region by each sensor is 2R Sα . Therefore, after N directional sensors are deployed, 

the probability of covering the targeted region is represented in Equation (1) [8]: 

  
2

1- (1- )NaR
p

S
=  (1) 

Thus, if the coverage rate of the targeted region is at least p, the number of 
deployed directional sensors should be as follows:  

  
2

ln(1 )

ln( ) ln

p
N

S R Sα
−≥

− −
 (2) 
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4   Coverage-Enhancing Algorithm 

In this section, we describe a coverage-enhancing algorithm to minimize overlapping 
sensing area among multiple neighboring directional nodes, thus to obtain the 
maximal area coverage with the given number of directional nodes. Our coverage-
enhancing algorithm follows a three-step: 1) partitioning sensing connected sub-
graphs (SCSG); 2) forming a multi-layered convex hull set in each SCSG; 3) rotating 
sensing directions of directional nodes. 

4.1   Partitioning Sensing Connected Sub-graph 

First we try to partition sensing connected sub-graphs in directional sensor networks. 
Assume that a directional sensor network can be modeled as a sensing graph G(V,E), 
where V is a set of nodes in the network, and E is the set of edges. For a pair of node 
n1,n2 V, the edge (n1,n2) E if d(n1,n2) 2Rs. We define the maximal sensing 
connected sub-graph as follows: 

Definition 2. Given a sensing connected sub-graph G1(V1,E1) G, if for any node 
ni 1, no matter how the node ni rotates, the sensing area of ni and that of any 
node nj V1 has no overlapping area, then we call G1 as the maximal sensing 
connected sub-graph1. 

Property 1. There are Ns sensing connected sub-graphs Gi (1 i  Ns) in a directional 
sensor network, if and only if the following conditions are met: V(Gi) V(Gj)=  (i j 

and 1 i,j Ns) and  
1

( )
sN

i
i

V G V
=

=∑ . 

Partitioning a directional sensor network into several SCSGs is dividing and 
conquering a centralized issue into a distributed one, thus decreasing the time 
complexity. Moreover, in this way, we can easily detect coverage holes in the targeted 
region. Then, we can deploy additional directional nodes to reduce or eliminate 
coverage holes. This part of work is beyond the topic of the paper. 

We take FindSCSG algorithm to search for all the sensing connected sub-graphs in 
a directional sensor network. Assume that network graph G be represented as the 
adjacency list. The algorithm takes use of depth-first search algorithm. 

  
Algorithm FindSCSG (n) 
/* n denotes nodes in a directional sensor network.*/ 
//use a visit flag array Visited 
visited[n] = TRUE; // the node n is visited 
n = *n.first; // take the first adjacent vertex 
While (n is not NULL) do //if there is adjacent vertex 
begin 
if (!visited[*n.vertex])//if the node is not visited 
FindSCSG (*n.vertex); 

n = *n.next;//take the next vertex adjacent to n 
end. 

                                                           
1 Without otherwise specified, sensing connected sub-graph mentioned in this paper means the 

maximal sensing connected sub-graph, which is abbreviated as SCSG. 
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Definition 3. If the number of SCSGs Ns equals to 1, G is a complete sensing 
connected graph; otherwise, G is a partial sensing connected graph. 

When the total number of deployed directional sensors is fixed, to some extent, the 
number Ns reflects the performance of area coverage in a directional sensor network. 
The greater Ns is, the worse the coverage rate becomes. In other words, the number of 
coverage holes will increase with the increasing of Ns for the directional sensor 
network. We take the sensing graph G as an example. In Fig.2(b), G contains 5 
sensing connected sub-graphs. According to the Definition 3, G is a partial sensing 
connected graph.  

             
(a)                                                            (b) 

Fig. 2. Sensing connected sub-graph (SCSG) 

4.2   Forming a Multi-layer Convex Hull Set 

Once partitioning a directional sensor network into sensing connected sub-graphs, we 
decomposed a large task into several subtasks. Then, we can model each SCSG as a 
multi-layer convex hull set to optimize the process of increasing area coverage and 
decrease the time complexity especially. 

Definition 4. Given a node set V = {n1, n2, …, nm}, the convex hull is the smallest 
convex polygon that contains all of the nodes of V.  

Property 2. In a convex hull, each polygon vertex (node) is convex and its interior 
angle (2 ) is less than π.  

There are two reasons for using convex hull to solve the coverage enhancing 
problem. First, the convex hull is the most ubiquitous structure in computational 
geometry. We can always find a convex hull to contain all the nodes in a plane.  
Second, multi-layer convex hulls can efficiently partition a SCSG into multiple 
annular sub-areas to achieve extended coverage. Here, we utilize Graham algorithm 
[18], which is an optimal algorithm to generate convex hulls layer by layer. 

In general, the number of convex hulls in a SCSG is more than 1. Therefore, we 
design a algorithm to form a multi-layer convex hull set, and this algorithm is 
described as follows. 
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Algorithm MultiLayer-Convex-Hull(V,num) 
/* V denotes a set of points and num denotes the node number of 
node set V.*/ 
k = 1, V’ = V, num’ = num 
//k denotes the number of convex hulls in a SCSG. 
begin 
While (V’ is not NULL) Do 

Call Graham (V’, num’) to calculate the convex hull of node 
set V’. The vertex set of convex hull is V(k)={

1
kv ,

2
kv  ,…,

k

k
mv } 

and the edge set of convex hull is E(k)={
1
ke ,

2
ke ,…, 

k

k
me }. 

V’ = V’–V(k); 
n’ = n’- m

k
; 

k = k + 1; 
end.  

A case is also illustrated in Fig.3. We can observe that the multi-layer convex hull 
set contains four convex hulls from outer to inner. The four convex hulls divide the 
SCSG into the four annular sub-areas. In the next step, we will rotate the sensing 
directions to improve coverage quality of the directional sensor network. 

                   
(a)                                                      (b)  

Fig. 3. A multi-layer convex hull set 

4.3   Rotating Sensing Directions of Directional Nodes 

Once we form a multi-layer convex hull set in each SCSG accordingly, the sensing 
directions of directional nodes will be rotated to obtain the maximal sensing coverage 
region.  

From the Fig.3 (b), we see that each directional node only belongs to one convex 
hull as a vertex. According to Definition 4, when we connect any two adjacent 
vertexes j

iv  and 
1

j
iv + (where j

iv  denotes the ith vertex on the jth layer convex hull), all 

the vertexes of this convex hull lie in one side of line 
1

j j
i iv v +

. Based on this property, 

we rotate the directional node j
iv  to make its sensing direction ( )j

iV t and the interior 

angle-bisector on the same line, as illustrated in Fig.4. In this way, we can achieve the 
less overlapping area between neighboring two directional nodes on the same convex 
hull. The rotation process can be executed on individual directional node with the 
knowledge of local neighboring topology.  
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Fig. 4. Rotating the sensing directions of directional nodes 

Take the vertex j
iv as an example, j

iv only need know the topology information of 

its adjacent two vertexes 
1

j
iv −

 and 
1

j
iv +

. According to the edge information 
-1
j

ie  and j
ie  in 

the edge set E, j
iv  calculates its interior angle j

i2β , thus rotates the sensing direction 

( )j
iV t  to the inverse direction of interior angle-bisector. It is clear that our method of 

rotating the sensing directions of directional nodes is simple and feasible. 

4.4   Complexity 

Our coverage enhancing algorithm mainly includes three steps. First, given n 
directional nodes, the depth-first search algorithm for finding sensing connected sub-
graphs takes O(n2) time. Then, a multi-layer convex hull set for each SCSG can be 
constructed in O(km*logm) time using Graham algorithm, where k is the number of 
convex hull in a convex hull set and m is the number of node in a SCSG. In the third 
step, each directional node rotates its sensing direction by calculating corresponding 
interior angle-bisector in O(n) time. Therefore, the total time of our coverage 
enhancing algorithm is as follows: O(n2)+O(km*logm)+O(n)= O(n2).

5   Experimental Results and Performance Analysis 

We studied the coverage rate of the target region of 500*500m2 in our simulation. The 
number of randomly deployed directional sensors is varied from 0 to 200. The offset 
angel of directional sensor is varied from 0º to 90º (π/2), and the sensing radius is 
changed from 0m to 60m. The experiments have been executed in Senetest2.0 
simulation platform we developed2. 

5.1   Case Study 

From the above analysis, it is clear that our coverage enhancing algorithm can reduce 
the coverage redundancy by re-adjusting the sensing directions of directional nodes to 
minimize the overlapping sensing area. 

                                                           
2 Senetest2.0 is a simulation tool developed by C++, which is used to simulate the topology of 

sensor network, sensing completeness and communicating connectivity. 
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Here, we use a case to illustrate the effectiveness of our algorithm. In a 500*500m2 
field, we want to deploy the directional nodes with the sensing radius 50m and the 
offset angel 60º (π/3) for gathering the visual information. If the required coverage 
rate is at least 80%, we can calculate the number of node to be deployed as follows: 

ln(1- 0.80)
152

ln(250000 - 0.33 50 50) - ln(250000)
N

π
= =

∗ ∗
 

With re-adjusting sensing directions of nodes by our algorithm, the adjusted 
coverage rate p’ is greater than the initial coverage rate p. Fig.5 illustrates the network 
coverage before rotation and after rotation for the case, where p in Fig.5(a) is 80.37% 
and p’ in Fig.5(b) is 85.03%. It is obvious that the detected region can be covered 
more evenly by directional nodes in Fig.5 (b). To achieve the coverage rate 85.03% 
with the traditional method, we calculate more than 180 directional nodes to be 
deployed by Equation (2). According to our algorithm, we can save 28 directional 
nodes in the node deployment phase. 

        
(a)Before rotation                                       (b)After rotation 

Fig. 5. The network coverage before rotation and after rotation 

Here, we verify our theoretical analysis for the relationships among the initial 
coverage rate p, the coverage rate difference p and the node number difference N. 
From Equation (2), we can evaluate the number of node we can save ( N) from 
coverage rate p to p+ p as follows: 

  
2

ln(1 ( )) ln(1 )

ln( ) lnS

p p p
N

S R Sα
− + − −=

− −
 (3) 

Fig.6 shows us the relationship among p, p and N deduced from Equation (3). 
With the increase of p and p, the value of N will increase obviously. In our 
simulation experiment, when p approaches 80% and p approaches 3%, the value of 

N approaches 100. After comparison, we can conclude that the simulation results are 
a nice match for our theoretical results. 
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Fig. 6. The relationship among p, p and N 

5.2   Simulations 

In this section, through a set of simulation experimental results, we discuss how the 
parameters (the sensing radius R, the offset angle  and the number of directional 
node N) influence on the performance of coverage enhancing algorithm.  

5.2.1   The Effect of Sensing Radius (R) 
First, we examine the effect that sensing radius R makes to the improvement of 
coverage rate p. Let p=p-p’. For each directional node’s offset angle =60º, we run 
the simulation on several different network densities, 50-node, 100-node, 150-node.  

Seen from the Fig.7, we can get that p and p’ make increases with an increase in 
the size of network. Clearly, some coverage performance improvement is achieved in 
a network by rotating sensing directions of directional nodes. The value of p will 
increase with the increasing of R. For instance, in a 50-node network, p’ can achieve 
about 6.21% more network coverage than p when R=40m, while 2.61% improvement 
is achieved when R=20m. However, once the value of R exceeds a threshold (  45m 
in this experiment), p turns to be inverse proportional to R. This is because, when 
the network density is fixed, the greater the sensing radius of a node is, the greater the 
possibility of neighboring nodes to form overlapping sensing area becomes. Without 
doubt, the overlapping sensing area will weaken the coverage improvement. In 
addition, some directional nodes in boundary area will cause area coverage loss. 

5.2.2   The Effect of Offset Angle ( ) 
We evaluate the effect that the offset angle  improves the coverage rate p. Under the 
case R=40m, we run the simulation on three different network densities (50-node, 
100-node, 150-node).  

From the Fig.8, we can see that the value of p and p’ are proportional to the scale 
of network (that is, network density), respectively. The value of p will increase with 
the increasing of . When =60º, our coverage enhancing algorithm offers better 
coverage improvement than the case of =30º in a 100-node network. However, once 

 exceeds a threshold ( 60º in this experiment), p will decrease with the increasing 
of . The intuitive reason for this result is similar to the relationship between p and 
R described in section 5.2.1. 
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     Fig. 7. The effect of the sensing radius R                 Fig. 8. The effect of the offset angle  

In the Fig.8, we also find that the greater N is, the less p becomes. When the 
detected area is fixed, the increase of N causes the increase of network density, thus 
the probability of forming overlapping sensing area among directional nodes becomes 
greater. In this case, the directional nodes on the two neighboring convex hulls will 
cause much overlapping sensing area and weaken the performance of coverage 
improvement. 

6   Conclusion 

Different sensing model of directional sensor networks demands for efficient method 
for the node deployment and the coverage improvement. Motivated by this, this paper 
proposes a method for enhancing coverage rate of sensor networks based on a novel 
rotatable directional sensing model. By quantifying the requirements of deploying 
directional sensors for a given coverage rate, we can optimize the scale of node 
deployment. According to the characteristic of rotatable sensing directions of 
directional nodes, we propose a coverage enhancing algorithm to maximize network 
area coverage. First, we propose the concept of sensing connected sub-graph (SCSG) 
to partition a network into several parts in a distributed manner. Second, convex hull 
is introduced to model each SCSG. Our algorithm is proved to be effective through 
our experimental study. Furthermore, we analyze the effects of key parameters of 
directional sensors in determining the performance of coverage improvement. 
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Abstract. Some sensor network applications require k-coverage to en-
sure the quality of surveillance. Meanwhile, energy is another primary
concern for sensor networks. In this paper, we investigate the Sensor
Scheduling for k-Coverage (SSC) problem which requires to efficiently
schedule the sensors, such that the monitored region can be k-covered
throughout the whole network lifetime with the purpose of maximiz-
ing network lifetime. The SSC problem is NP-hard and we propose a
heuristic algorithm for it. In addition, we develop a guideline for users to
better design a sensor deployment plan to save energy by employing den-
sity control. Simulation results are presented to evaluate our proposed
algorithm.

1 Introduction

Sensor networks which usually consist of a large number of sensors are attract-
ing people’s attentions. They can sense and collect information from all kinds
of objects in the monitored area. Furthermore, they can process the gathered
information and send it back to users. Therefore, they are being widely employed
for military fields, national security, environmental monitoring, traffic control,
health, industry, disaster prevention and recovery [1]. However, current sensor
networks still have some limitations that prevent them from better serving the
people. The limitations are as following: limited power at each sensor, limited
communication ability, limited computation ability, limited wireless bandwidth,
large number of nodes in a network, huge deployment area and infinite sensing
data streams. These limitations bring a lot of challenging problems. In this pa-
per, we address the k-coverage problem which requires that every point of the
whole monitored area can be covered by at least k sensors at any time.

To deploy a sensor network, an aircraft may be used to spread the sensors
into an area when ground access is not possible. This causes the lack of accurate
placement of sensors, which will be compensated by deploying more redundant
sensors. Another reason for deploying redundant sensors is to provide fault-
tolerance, since sensors are prone to failures [1]. If any point in the monitored
area is monitored by at least k sensors, proper operation of the network can
still be ensured, even if some sensors fail. The required coverage level k may
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be different for different applications. In friendly environment such as home
monitoring, k can be set to a small value, while in hostile environment such as
battle fields, k should be set to a large value. Even for a single sensor network, k
may be different. For example, for forest fire detection, k may be low in the rainy
season, but high in the dry season. One may say that since much redundant
sensors are deployed, the k-coverage problem can be easily solved. However,
considering the power limitation of sensor networks, to make all sensors remain
active greatly shortens the network lifetime. It is shown in [2] that each sensor
spends 0.34W to 0.7W power when it is in the transmit, receive and idle states,
however, only 0.03W in the sleep state. In addition, the lifetime of a battery
discharging in short bursts with significant off-time is approximately twice as
much as that in a continuous operation mode [3]. These facts indicate that a good
active/sleep scheduling mechanism can dramatically extend network lifetime.
Therefore, while maintaining the coverage level k, only a subset of the sensors
is needed to be active at any time.

In this paper, our contributions are as following: i) we define the problem
of Sensor Scheduling for k-Coverage (SSC) which is NP-hard; ii) we design a
heuristic algorithm for the SSC problem which divides the sensors into subsets,
such that a schedule can be worked out by activate these subsets successively to
extend network lifetime; and iii) we propose a density control scheme for sensor
deployment to reduce the number of unallocated sensors such that the network
efficiency is improved.

2 Related Work

Recently, the coverage problem, a fundamental problem in sensor networks about
how well an area is monitored by sensors, has attracted people’s attentions.
Basically, there are three kinds of coverage problems [6] which are target coverage
problem, area coverage problem and breach coverage problem. The work in [7]
∼ [8] addressed the target coverage problem where the purpose is to cover all
the targets. The work in [4], [5], [9] ∼ [11] addressed the area coverage problem
where the purpose is to cover the whole monitored area. The breach coverage
problem is addressed in [12] where the purpose is to minimize the number of
uncovered targets. Some other work, [14] and [15], tried to find a path which
is best or worst monitored by sensors and connects two given points inside or
outside the surveillance area and this path can indicate the sensing ability of the
sensor network in the best or the worst situation.

None of the above work considers the k-coverage requirement for the purpose
of quality of surveillance. To the best of our knowledge, not much work address
the k-coverage problem. Wang et al. [9] first studies this problem. The coverage
levels of all the intersection points are determined through verifying the coverage
degrees of the area. They proposed a localized heuristic for constructing a cover
set (subset of sensors) that can provide k-coverage. However, the size of the
obtained subset cannot be guaranteed to be small. In [5], the authors designed
a greedy heuristic for the k-coverage problem and the size of their constructed
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cover set is within O(logn) factor of the optimal. The main idea is to select
a candidate path which has the maximum K-Benefit value. Both of these two
work only consider constructing one cover set instead of dividing sensors into
subsets such that each subset can provide k-coverage. In [13], the authors study
the sensor deployment problem so that k-coverage can be guaranteed.

In [4], the coverage problem is formulated as a decision problem, whose goal
is to determine whether each point in the monitored region is covered by at
least k sensors. The main idea is to check the perimeter coverage level of each
sensor. They prove that the whole monitored region is k-covered if and only if
each sensor in the monitored region is k-perimeter-covered. Based on this work,
we design in this paper a heuristic algorithm to divide the sensors into subsets
and each of the subset can provide k-coverage, such that the network lifetime
can be maximized.

The differences between these algorithms and ours are: 1) our algorithms
provide solutions to k -cover the monitored area; 2) in our algorithms, k -coverage
is 100% guaranteed; 3) there is no limitation on sensor’s sensing range which
could vary in a range instead of several fixed values; 4) our algorithms have no
limitation on the number of sensors and the sensor positions.

3 Sensor Scheduling for k-Coverage

We consider a sensor network which monitors a two dimensional region and no
two sensors are located at the same location. Every point in the region needs to
be continuously monitored (covered) by at least k sensors. The network lifetime
is defined as the total duration during which the whole region is k -covered. We
assume the number of the deployed sensors is more than the required number
of sensors that can provide k-coverage for the monitored region. To extend the
network lifetime, instead of making all the sensors to be active throughout the
whole network lifetime, a subset of the sensors can be turned on to provide k-
coverage at any time, while the rest sensors are in sleep mode. We also assume
the transmission range of a sensor is at least twice the sensing range of a sensor
so that connectivity is also guaranteed within each subset [9]. All the sensors
have uniform transmission range and sensing range. Then the problem of sensor
scheduling for k-coverage can be defined as following.

Definition 1 Sensor Scheduling for k-Coverage (SSC): Given a sensor
network with n sensors that can provide k-coverage for the monitored region,
schedule the activities of the sensors such that at any time, the whole region can
be k-covered and the network lifetime is maximized.

In [5], the authors consider the problem of constructing a single connected k-
coverage set and this problem (CCP) is proved to be NP-hard. Therefore, the
SSC problem is NP-hard since CCP is a special case of the SSC problem when
the number of the constructed k-coverage sets is one. The scheduling decisions
can be made at the Base Station (BS). The BS broadcasts the schedule to all
the sensors so that each sensor can know when it should be active to monitor
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the region. To solve the SSC problem, we can divide the sensors into disjoint
subsets. Each subset can k-cover the whole region, where k-cover indicates for
every point in the monitored region, at least k sensors can cover this point. These
subsets can be scheduled to be active successively. For each subset, its lifetime
is decided by the sensor which has the least power. Therefore, the lifetime of the
entire network highly depends on the number of subsets.

The following notations are used to formulate the SSC problem and to describe
our algorithm.

– K: If all the sensors are active, any point in the monitored region can be
covered by at least K sensors.

– k: k (k ≤ K) is a user-specified parameter which specifies the required
coverage level the sensor network must provide at any time.

– S: The set of all the sensors.
– m: All the sensors can be divided into at most m subsets and each subset

can k-cover the monitored region.
– Ci: The ith subset, 1 ≤ i ≤ m.
– covi: The coverage level of the Ci, which means any point in the monitored

region is covered by at least covi sensors which belong to Ci.

Our goal is to construct as many subsets as possible such that i) each subset
can k-cover the whole monitored region; ii) the network lifetime is maximized.
Then the SSC problem is formulated as

Objective: Max m
Subject to:

⋃
1≤i≤m Ci ⊆ S

Ci ∩ Cj = ∅, 1 ≤ i, j ≤ m, i �= j
covi ≥ k, 1 ≤ i ≤ m

4 Disjoint Cover Sets with Fixed Sensing Range

In this section, we present a greedy heuristic for the SSC problem. In [4], the
authors proved that the entire monitored region is k-covered if and only if each
sensor in the monitored region is k-perimeter-covered. k-perimeter-cover requires
that any point on the perimeter of a sensor i be covered by at least k sensors other
than sensor i. Based on this fact, we propose a greedy algorithm, PCL-Greedy-
Selection (GS). We define the Perimeter Coverage Level (PCL) of a sensor a as
the number of the sensors in the same set that cover any point on a’s perimeter
of the sensing area. The lower the PCL is, the smaller the node density (the
number of nodes per unit area) is.

The main idea of GS is to iteratively construct subsets Ci by choosing sensors
from the area with the lowest sensor density. When construct an individual Ci,
the sensor with a smaller PCL value will be added to Ci at each step. In this way,
we can include as less sensors as possible in Ci and these sensors are distributed
in the area as widely as possible, such that more sensors can be left to join
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Algorithm 1. PCL-Greedy-Selection(k, S)
1: Sort S in non-decreasing order based on their PCL values
2: while S is not empty do
3: covi ← getCoverageLevel(Ci)
4: if covi < k then
5: node ← the first sensor in S
6: Add node to Ci

7: Remove node from S
8: else
9: PruneGreedySelection(k, S, Ci)

10: Add Ci to C
11: i + +
12: end if
13: end while
14: output C

other subsequent subsets and the overlapped sensing regions in each subset are
reduced as much as possible. This also indicates when construct a subset Ci, the
area with smaller node density is taken care of with higher priority.

The GS is shown in Algorithm 1. The input includes k, a user-specified cover-
age level, and S, the set of all the sensors. The output is a collection of subsets
C, and each subset can k-cover the whole monitored region. To justify if a subset
Ci can k-cover the entire monitored region, we can use the method proposed in
[4] and we call it getCoverageLevel(Ci). Firstly, all the sensors in S are sorted
in non-decreasing order based on their PCL values. Then sensors are added to
a subset in a greedy manner. If at some iteration, the current subset Ci can
provide k-coverage, a new subset Ci+1 will be constructed in the same manner.
GS stops when we can no longer construct a subset that can k-cover the whole
monitored region.

Since each subset is constructed in a greedy manner, it is possible that there
exist some redundant sensors in a subset. Therefore, after constructing a subset,
we need to remove those redundant sensors and add them back to S so that they
are still available to be added to the subsequent subsets. The algorithm to con-
duct this operation is PruneGreedySelection which is described in Algorithm 2.
In this algorithm, given a subset Ci, we check for each sensor in Ci to see if the
removal of it will make covi smaller than k. If a sensor is redundant (after the
removal of this sensor, covi is still no less than k), it will be added back to S.

In [4], the authors have shown the fact that if no two sensors are located at the
same location, the whole monitored region is k-covered if and only if each sensor
is k-perimeter-covered. Based on this fact, the correctness of our algorithm is
guaranteed.

Theorem 1. The time complexity of GS is O(n2dlog(d)). Here, n is the number
of the sensors, and d = max(d1, ..., di, ..., dn) where di is the number of neighbors
of sensori.
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Algorithm 2. PruneGreedySelection(k, S, Ci)
1: for j = 1 to |Ci| do
2: sj ← the jth sensor in Ci

3: Remove sj from Ci

4: covi ← getCoverageLevel(Ci)
5: if covi ≥ k then
6: Add sj to S
7: else
8: Add sj back to Ci

9: end if
10: end for

Proof. The time for sorting S is O(nlogn). There are n iterations in the
while loop. At each iteration, the main part that dominate the time
complexity is getAreaCoverageLevel or PruneGreedySelection. The function,
getAreaCoverageLevel, is proposed in [4]. Its time complexity is O(|Ci|dlog(d)),
where |Ci| is the size of a subset |Ci|. The time complexity for
PruneGreedySelection is O(|Ci|2dlog(d)). Therefore, the time complexity of
GS is O(n2dlog(d)). �
The number of the subsets constructed by GS decides the network lifetime. The
following theorem gives the bound of the number of the constructed subsets in
the ideal cases.

Theorem 2. Given some sensors K-covering an area, if the sensors’ sensing
range is fixed and the constructed subsets are disjoint, the maximum number of
subsets m is �K

k �, where K (K ≥ k) is the minimum coverage level that the
sensor network can provide if all the sensors are activate.

Proof. If the minimum coverage level provided by a sensor network is K, there
exists some point a in the monitored region such that there are K sensors that
can cover a. After the first subset is constructed, there are K − k candidate
sensors that can cover a. By repeatedly constructing subsets, ideally at most
�K

k � subsets can be constructed so that each of them can k cover a, that is, to
guarantee k-coverage for the whole monitored region. Thus, �K

k � is the upper
bound of m. The lower bound of m is �K

k � too. To prove this, without loss of
generality, we assume m = �K

k �−α. Then, after allocating sensors into �K
k �−α

subsets, the remaining sensors should be able to (K − �K
k �k + αk)-cover the

monitored area in ideal cases. Because (K − �K
k �k) ≥ 0, the remaining sensors

could construct α more subset(s). This leads to a contradiction. Thus, the lower
bound of m is �K

k � too. Based on the upper bound and the lower bound of m,
we conclude that m = �K

k �. �

5 Density Control of the Sensor Deployment

From Theorem 2, we can see there is a linear relationship between K and the
number of the constructed subsets. This is also validated through the simulation
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results in Section 6. As the network lifetime is decided by the number of the
constructed subsets, to have a longer network lifetime, K should be larger which
indicates the total number of the sensors should be larger. Another factor that
may affect the network lifetime is the sensor density which is defined as the
number of sensors in each unit area. Different areas in a monitored region have
different sensor densities. From the simulation results, we found that there always
exist some sensors that were not allocated to any subset which is a waste of
resource. The waste is due to the difference between the sensor density of the
area near the border of the monitored region and the sensor density of the area
at the center of the monitored region. The unallocated sensors are usually the
ones at the center of the monitored region. The sensors near the borders have
smaller PCL values and the sensors at the center have larger PCL values. GS
adds sensors to a subset beginning from the sensors with smaller PCL values.
Thus, it is possible after all the sensors near the border have been added to some
subsets, there still exist some sensors at the center and no more subsets can be
constructed to provide k-coverage for the whole monitored region. Therefore, to
extend the network lifetime, the PCL values of the sensors need to be balanced,
so that the closer to the border the area is, the more sensors this area should
have. To guarantee balancing the PCL values, the number of the neighbors of
the sensors’ close to the borders should be equal to the number of the neighbors
of the sensors at the center. We derive a relationship between the sensor density
of the area near the border and the sensor density of the area at the center in
Theorem 3. We define a disk centered at c as Dc. The sensor density of Dc is
denoted as ρc, and

ρc =
number of sensors in Dc

|Dc| ,

where |Dc| is the area of Dc.

Theorem 3. Assume the sensor density at the center of the monitored region
A is ρc. To guarantee the number of the neighbors of the sensors’ close to the
borders be equal to the number of the neighbors of the sensors at the center, for a
point p whose distance to the border of A is r, the sensor density at p should be

ρp =
4πR2

s

4(π − arccos r
2Rs

)R2
s + r

√
4R2

s − r2
ρc

where Rs is the sensing range of a sensor.

Proof. Assume the sensor density in a disk is uniform. As shown in Fig. 1, Dc

is the disk centered at c (center of the monitored region) with radius of 2Rs

and Dp is the disk centered at p with radius of 2Rs minus area A. Since we
assume the transmission range of a sensor is at least twice of the sensing range
of a sensor to guarantee connectivity, the neighbors of the sensor located at c
must be within Dc. We desire that the number of the neighbors of the sensor
located at c is the same as that of the sensor located at p. This indicates that
the sensor density in Dp and the sensor density in Dc satisfy the following
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Fig. 1. Density computation

condition: ρp = |Dc|
|Dp|ρc. We know |Dc| = π(2Rs)2 and |Dp| = A1 + 2A2 =

π(2Rs)2 2π−2α
2π + 2(1

2r
√

(2Rs)2 − r2) = 4(π − α)R2
s + r

√
4R2

s − r2, where A1

is the area filled with dashed lines, A2 is the area filled with dotted lines and
α = arccos r

2Rs
. Hence, ρp = 4πR2

s

4(π−arccos r
2Rs

)R2
s+r

√
4R2

s−r2
ρc. �

Based on Theorem 3, users can develop a plan for deploying sensors such that
any point in the monitored region may be covered by almost the same number
of sensors. This scheme can reduce the number of unallocated sensors. In other
words, the amount of wasted recourse can be minimized and the network lifetime
can be further extended.

6 Simulation Results

In this section, we evaluate GS’s performance by conducting simulations to mea-
sure the network lifetime in terms of evaluating the constructed subsets, the
number of unallocated sensors, and the effect of density control mentioned in
Theorem 3. Networks are randomly generated in a fixed region of 100 × 100.
We assume the sensing area of a sensor is circular. Each set of experiments are
conducted for k = 1, 2 and 4. All data are averages from 50 times experiments.

6.1 Performance of Greedy Selection

In this section, we study the performance of GS algorithm. The results of our
algorithm are compared with the ideal case which is proved in Theorem 2.

Fig. 2(a) shows the comparisons between GS’s results and the ideal results
when the number of sensors varies from 50 to 200 and Density Control is ap-
plied. We can see the actual numbers of subsets are close to the ideal results. In
fact, the ratio (actual/ideal) are between 85% and 90% stably. When the sensing
range of the sensors varies from 30 to 80, Fig. 2(b) shows that the results of our
algorithm are still very close to the ideal numbers. The ratio tends to be stabi-
lized between 80% and 90%. Fig. 2(c) shows that our results are almost the same
as the ideal results when Density Control is not applied. Actually the ratios are
all above 90%, whereas it is not good enough. The reason is that the percentage
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Fig. 2. Compare GS’s results with the ideal results

of the used sensors is quite low, only 61.34% on average. Due to low usage per-
centage, there are enough redundant sensors for constructing more subsets. By
applying Density Control, the usage percentage is improved to 83.17% on aver-
age. There are less redundant sensors (potential unallocated sensors) left. The
comparison when increasing sensors’ sensing range without Density Control is
shown in Fig. 2(d). All these results show that GS’s results are stable and very
close to the ideal results whatever changing the number of sensors or the sensors’
sensing range.

6.2 Effect of Total Number of Sensors on Network Lifetime

The purpose of this set of simulations is to evaluate how the total number of
deployed sensors affects the network lifetime. The sensing range of a sensor is
set to 50.

Fig. 3(a) shows how many subsets can be constructed when the number of
sensors ranges from 50 to 200. As shown in Fig. 3(a), the number of the con-
structed subsets increases linearly with respect to the network size. This fact is
also validated by Theorem 2. It is shown in Fig. 3(b) that the number of nodes
per subset keeps constant and this also consolidates with Fig. 3(a). As the cov-
erage level k increases, the number of the constructed subsets decreases since
more sensors are required for a subset.

Fig. 3(c) illustrates the number of the unallocated sensors. Around 33%∼40%
sensors are not allocated on average. After studying the experiment data, we
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Fig. 3. Effect of total number of sensors and the sensing range on the network lifetime.
Density Control is NOT applied.

found that only a few small areas close to the corners of the region are not
covered by these unallocated sensors. The reason is that the density of sensors
close to the center of the region is larger than the one close to the corners and
borders. Therefore, there are not enough sensors near the borders to form some
subsets with the sensors at the center of the region. To solve this problem, we
can reduce the number of unallocated sensors through density control which will
be evaluated in section 6.4.

6.3 Effect of Sensing Range on Network Lifetime

The purpose of this set of simulations is to evaluate how the sensing range
of a sensor affects the network lifetime. 50 sensors are deployed in the region.
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Fig. 4. Deploy sensors with and without DC

The sensing range ranges from 30 to 80. Fig. 3(d) shows that more subsets are
constructed as the sensing range increases. Even one sensor can cover the whole
area when the sensing range becomes very large. However, only those placed at
the center of the region can solely k-cover the entire region except that the sensors
have very large sensing range. Those sensors close to the corners and borders
need other sensors’ cooperation to k-cover the whole region. Thus, the curves of
the number of subsets do not keep increasing. There is the maximum number
of subsets which is shown in Theorem 2. Fig. 3(e) indicates that larger sensing
range leads to fewer sensors in each subset. Larger sensing range also makes more
sensors at the center of the region be used. In the previous simulation, they are
unallocated sensors generally. With larger sensing range, they can provide the
required coverage level without the help from the sensors close to the corners
and borders. Fig. 3(f) validates this fact. On average, 39.27% sensors are not
allocated into any subset.

6.4 Effect of Density Control on Network Lifetime

In this set of experiments, we apply Density Control (DC) for sensor deployment
and evaluate its effectiveness. When deploy the sensors, we apply Theorem 3 to
control the density of sensors in the monitored region. By employing DC, we
can deploy more sensors in the areas close to the corners and borders such that
all the sensors have almost the same number of neighbors. In other words, the
monitored region is covered uniformly. The effect of DC is presented in Fig. 4.
Due to the space limitation, only the numerical results are shown as following.
In the simulations on increasing the number of sensors from 50 to 200, we ob-
served that compared with the cases where DC is not applied, by employing
DC, up to 74.6% (averagely 39.8%) more subsets can be constructed and there
are up to 66% (averagely 60.6%) less unallocated sensors. In the simulations
on increasing the sensing range from 30 to 80, compared with the cases where
DC is not applied, by employing DC, we can obtain 39.68% more subsets on
average and the number of the unallocated sensors is reduced 18.91% on av-
erage. Therefore, by deploying sensors more rationally, sensors are used more
effectively.
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7 Conclusion and Future Work

In this paper, we investigate a new SSC problem of scheduling sensors to provide
k-coverage for a monitored region with the purpose of maximizing the network
lifetime. We propose a heuristic algorithm to solve the SSC problem. In addition,
we develop a guideline for users to better design a sensor deployment plan by
employing density control. Theoretical analyses as well as simulation results are
presented to evaluate our proposed algorithm.

We will further investigate the k-coverage scheduling problem with more
constraints, such as connectivity, adjustable sensing range and communication
range, bandwidth limitation, transmission delay requirement and etc. In addi-
tion, other non-greedy heuristics as well as distributed algorithms are also of our
interest.
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Abstract. This paper proposes a Media Access Control protocol,called
CT-MAC, for ad-hoc wireless sensor networks. It is a contention-based
TDMA scheme, which assimilates the valuable design philosophies of
CSMA and TDMA while offsetting their weaknesses. Inspired by
S-MAC[1], CT-MAC proposes a novel conception of contention/doze and
communication/dormancy duty cycle. Unlike S-MAC where the dura-
tions of each cycle are fixed, CT-MAC makes these durations
self-adaptive for energy efficiency. More importantly, CT-MAC originally
adopts the protocol interference model to contend the noninterference
channels for each time-slot, and extends the conventional IEEE 801.11
RTS-CTS scheme with stronger functions to successfully solve the ex-
posed terminal problem, which is not well addressed before. We believe
that the initial high overhead in the contention period would be even-
tually compensated by the improved throughput and energy efficiency
subsequently. Simulations are performed among CT-MAC, S-MAC and
simplified 802.11 DCF to demonstrate the efficiency and effectiveness of
the proposed CT-MAC.

Keywords: Media Access Control; sensor networks; ad-hoc networks;
energy efficiency; Quality of Service.

1 Introduction

One radio channel cannot be accessed simultaneously by two or more nodes that
are in a radio interference range. Because neighboring nodes may cause conflict
or signal interference at some nodes if transmitting at the same time on the
same channel. Communication in wireless ad-hoc and sensor networks can, like
most network communication, be divided into several layers. One of these is the
Media Access Control(MAC) sub-layer. This sub-layer is described by a MAC
protocol, which tries to ensure that no two nodes interfere with each other’s
transmissions, and deals with the situation when they actually do.

MAC protocols for wireless networks can be generally divided into CSMA-
based(Carrier Sense Multiple Access) and TDMA-based(Time Division Multiple
Access). CSMA-based protocols are popular for their simplicity, flexibility and
robustness. They do not require strict synchronization or global information,
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and dynamic nodes joining and leaving are handled gracefully. They often adopt
IEEE 802.11[2] RTS-CTS handshake to solve the hidden terminal problem and
ensure the reliable communication. However, they scarcely consider the exposed
terminal problem and use the channels insufficiently[3]. TDMA-based protocols
are, on the other hand, naturally energy preserving in that they have a duty cycle
built-in with an inherent collision-free nature, but they often have high complex-
ity in design due to a non-trivial problem of synchronization. What’s more, the
known TDMA-based sensor protocols are always centralized, not adaptive or
suffering the exposed terminal problem.

Careful investigation on the former protocols for ad-hoc wireless sensor net-
works motivates us to think deeply about how to design an efficient MAC pro-
tocol to meet the applications. A stand-alone CSMA or TDMA-based protocol
cannot provide a satisfactory solution. Hence, we begin to explore a new MAC
scheme that can embody the pick of the basket of the both design philosophies.
Considering the characteristics and actual requirements of sensor networks, we
are presenting our new CT-MAC, a contention-based TDMA protocol that com-
bines the strong points of traditional CSMA and TDMA while offsetting their
weaknesses. It uses CSMA as the baseline MAC scheme, and uses TDMA as
a hint to enhance collision resolution. Briefly, CT-MAC is mainly based on a
newly proposed contention/doze and communication/dormancy duty cycle for
each time-slot, which is a little longer than the traditional TDMA slot. Relied
on the protocol interference model[4] and extended RTS-CTS, non-interference
links that can transmit simultaneously without causing collision are picked out
and assigned concurrently in the contention period. These collision-free links
can be used for transmission simultaneously in the subsequent communication
period. Although a little higher overhead may be incurred at the beginning of
each time-slot because of the extended RTS-CTS handshake and the longer con-
tention period, we believe that such deficiencies will be eventually compensated
by improved throughput and energy efficiency during the data transmission.

The rest of the paper is organized as follows: Section 2 formulates the foun-
dational problems. Section 3 briefly reviews the related work and indicates the
deficiencies. Section 4 presents the proposed CT-MAC protocol in detail. Then,
section 5 shows its performance by comparing it with the traditional IEEE 802.11
DCF and S-MAC. Finally, section 6 gives concluding remarks and directions for
future work.

2 Problem Formulation

2.1 Interference Models

We adopt the interference models[4] in our MAC design. They are very useful
to address the exposed terminal problem and hence serve to enhance the spatial
reutilization rate of wireless radio channels.

The Physical Model: Consider a wireless network consisting of a set of nodes.
A direct communication link can be established between node i and j if the
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corresponding Signal-to-Noise Ratio(SNR) is greater than or equal to a certain
threshold γ0, that is, if

SNR(i, j) =
Pi

Lb(i, j)Nr
≥ γ0 (1)

where Pi is the transmitting power of node i, Lb(i, j) is the path-loss between
nodes i and j, and Nr is the effect of the thermal noise. There are some con-
straints and restrictions when assigning the spatial TDMA time slots. First, a
node can only transmit or receive a packet in a time slot. Second, a node can
only receive data from one other node at a time. Finally, a link is error-free
only if the Signal-to-Interference Ratio(SIR) is greater than or equal to a certain
threshold γ1, that is, if

SIR(i, j) =
Pi

Lb(i, j)(Nr +
∑

k∈N,k �=i,j
Pk

Lb(k,j) )
≥ γ1 (2)

where the term
∑

k∈N,k �=i,j
Pk

Lb(k,j) is the accumulated interference from other
nodes.

The Protocol Model: Under the protocol model, a transmission from node i
to j is successful if for any other node k that is transmitting simultaneously,

d(k, j) ≥ (1 + η) × d(i, j); for η > 0 (3)

where d(i, j) denotes the distance between node i and j. The parameter η > 0
models the situations where a guard zone is specified by the protocol to prevent
a neighboring node from transmitting on the same sub-channel at the same time.
It is well known that with a fading factor greater than 2, the protocol model is
equivalent to the physical model, where each transmitter uses the same power[4].
The equation(3) is a very important criterion in design of CT-MAC.

2.2 Design Requirement of a “Good” Sensor MAC

In order to design a “good” MAC protocol for sensor networks, the following at-
tributes must be considered specifically. The first and most important attribute
is energy efficiency. We have to describe energy efficient protocols in order to pro-
long the network lifetime. Other attributes, such as scalability and adaptability,
should also be paid enough attention due to the changing network topology. A
well-defined MAC protocol should gracefully accommodate such volatile sensor
networks. Although most former sensor MAC protocols suggest that the QoS
metrics, such as throughput, delay, and bandwidth utilization, be the secondary
factors in sensor applications, we believe that a really “good” MAC protocol
should not trade so much QoS performance for its energy requirement, espe-
cially for some special sensor networks. Therefore, we are in pursuit of a “good”
MAC protocol that satisfies both energy efficiency and QoS guarantee.
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3 Related Work

There are increasing MAC protocols proposed for sensor networks. S-MAC[1], a
well-known energy efficient protocol, is a CSMA-based scheme with listen and
sleep duty cycle. As shown in Figure 1, each time-slot for S-MAC is divided into
listen period and sleep period. Only in the listen period, are sensor nodes able
to communicate with other nodes by control packets. By a SYNC exchange, all
neighboring nodes synchronize together to maintain virtual clusters. And then,
by the successful RTS-CTS exchange, two nodes communicate with each other,
meaning that they can use their normal sleep time for data transmission. Other
nodes will simply follow their sleep schedules to avoid idle listening.

Fig. 1. The illustration of the communication process of S-MAC

T-MAC[5] improves S-MAC’s energy usage by using a very short listening
window TA at the beginning of each active period, and consumes one fifth the
power of S-MAC under variable workloads. However, the adaptive scheme incurs
new early sleeping problem because the synchronization of listen periods within
virtual clusters is broken. B-MAC[6], a CSMA-based protocol for sensor net-
works, provides a flexible interface to obtain ultra low power operation, effective
collision avoidance, and high channel utilization. Nevertheless, it still bases on
the conventional RTS-CTS , and suffers the exposed terminal problem.

S-TDMA[7] has been dismissed as an impractical solution for sensor networks
for its lack of scalability and adaptability to changing environments. However, it
provides a precious idea of energy efficiency and collision-freedom. Recently, some
proposals(e.g.,[8, 9]) are made for TDMA in sensor networks. Unfortunately,
these protocols still fail to address the fundamental deficiencies that stay with
TDMA. They often have high computational complexity in design due to a
non-trivial problem of synchronization. Furthermore, most of them are always
centralized, not adaptive or suffering the exposed terminal problem.

4 The Proposed Protocol

In this section, we will describe CT-MAC in detail. Firstly, we briefly formulate
the motivation of our work. Secondly, we present the detailed design procedure.
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4.1 Motivation

First of all, we analyze the behaviors of the network in Figure 2(a) under S-MAC.
The network has six nodes: node 1, 3 and 5 have data to send to node 2, 4 and 6
respectively. Suppose that node 1 and 2 successfully exchange RTS-CTS at first
and begin the data transmission, Figure 2(b) describes this process detailedly.

Fig. 2. A simple network model(a), and the behaviors of each sensor node in this
network model under S-MAC(b)

We may find at least two drawbacks in Figure 2(b). First, upon receiving
RTS from node 1, node 3 and 5 give up contending for their intending channels,
although node 3 can transmit to 4 without interfering with the communication
between 1 and 2 if we refer to equation(3). This is the exposed terminal prob-
lem and results in a waste of channels. Therefore, we should carefully reconsider
traditional RTS-CTS when adopting the protocol model (equation(3)) for chan-
nel contention. Second, it is not optimal due to a fixed duty cycle to reduce
the idle listening. The problem lies in that: when a node has no data to send,
hence RTS-CTS exchange may not occur in the corresponding listen period, it
still has to be awake on idle listening. This observation also motivates the idea
that the nodes should go to sleep early even in the listen period when they are
aware of that they have no data queued at the current time, or detect that their
transmission will cause collision with the existent links.

4.2 Design of CT-MAC

CT-MAC is a contention-based TDMA protocol and is mainly based on the
proposed contention/doze and communication/dormancy duty cycle. This cycle
is inspired by S-MAC’s periodic listen and sleep mode but more practical and
efficient. As shown in Figure 3, CT-MAC uses the adaptive duty cycle and ex-
tended RTS-CTS to distributively contend channels for each time-slot. Moreover,
it adopts a smart doze and dormancy mechanism to reduce energy consumption.

Neighbor Discovery and Virtual Clustering. We do not assume that a
node has built-in knowledge of its one or two-hop neighborhood. This is because
the connectivity of the network is dynamic, and so the topology is unpredictable.
We think that the neighboring information can be obtained from upper layers
such as routing protocols. When a node starts up, it first runs a simple neigh-
bor discovery scheme where it periodically broadcasts a “ping” to its one-hop
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Fig. 3. The periodic contention/doze and communication/dormancy duty cycle of CT-
MAC

neighbors to gather its one-hop neighbor list. The “ping” message contains the
current list of its one-hop neighbors. In our implementation, each node sends a
“ping” message at a random time. Through this process, each node gathers the
information received from the “pings” from its one-hop neighbors that essentially
constitute its two-hop neighbor information.

As a contention-based TDMA scheme, CT-MAC needs to maintain the time
synchronization among neighboring domains. However, we do not require strict
restriction as conventional TDMA, and it is impossible and unnecessary for large
scale sensor networks. The time synchronization should be relatively looser and
easy to carry out. We review the virtual clustering and synchronization mainte-
nance techniques in S-MAC[1], and adapt them in our CT-MAC implementation.

Combination of SYNC and RTS. It is just a simple trick that we make a
combination of SYNC packet and RTS packet. However, it is helpful to strive
more time for channel contention and to save more energy. Note that if a sensor
node wants to win the channel by sending SYNC firstly, this node is assumed
to send RTS subsequently for data transmission. From this point of view, it is
possible to combine SYNC and RTS to a single S-R packet. Such combination
can be achieved by allowing a node to embed the RTS into its SYNC . It’s very
simple, and for simplicity and concision, we do not give the illustration here.

Extended RTS-CTS/DATA/ACK. CT-MAC adopts the philosophy of tra-
ditional CSMA-based protocols and extends conventional 802.11 RTS-CTS
scheme with stronger contents for channel contention. It is important to note
that the extended RTS-CTS handshakes operate under the protocol interference
model (equation(3)). It can solve both the hidden terminal problem and the ex-
posed terminal problem, and greatly enhances the channel utilization and other
performances. We assume that the SYNC and RTS have been combined into an
S-R packet. The scheme can be illustrated specifically as follows.

As a sender, the node can still send its S-R after it overhears an S-R or CTS
if its intending transmission link is not interfered with that link. The interfer-
ence can be detected by equation(3) based on its own two-hop neighborhood
information, containing the node ID and location. For example, in Figure 4(a),
node 1 first sends an S-R to node 2. This packet is overheard by node 3. After
receiving the S-R, node 3 detects that the link form 1 to 2 does not interfere
with the link from 3 to 4 when transmitting simultaneously. In other words, for
specific η0 > 0 these two links meet the requirements:{

d(1, 4) ≥ (1 + η0) × d(3, 4)
d(3, 2) ≥ (1 + η0) × d(1, 2) (4)
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Fig. 4. The illustration of the extended IEEE 802.11 RTS-CTS handshakes

and then node 3 sends its own S-R to node 4 for channel contention. Again, in
Figure 4(b), after receiving the S-R request packet from node 1, node 2 replies
with its CTS to node 1. This packet is overheard by node 3, node 3 detects
that the link from 1 to 2 causes interference with the link from 3 to 4 when
transmitting simultaneously. This is because for specific η0 > 0:{

d(1, 4) ≥ (1 + η0) × d(3, 4)
d(3, 2) < (1 + η0) × d(1, 2) (5)

so node 3 cancels its S-R sending. It is necessary to note that, in Figure 4(a),
node 3 should wait until an interval of CTS time before sending out its S-R.
This is necessary to avoid the collision between the CTS and the coming S-
R. Provided that node 3 sends out its S-R towards node 4 immediately after
receiving the S-R from node 1 and executing the interference verdict(4). This
S-R may probably cause collision with the CTS from 2 to 1 on node 1 or 4.
To avoid such collision, we may divide the contention period into several small
phases, in which S-R is allowed to be sent anteriorly and CTS is allowed to be
sent posteriorly to avoid above collision.

As a receiver, the node can still accept the S-R aiming to it and reply with its
CTS after it overhears a CTS or S-R if its transmission link is not interfered with
that link. Again, based on the two-hop neighborhood information, equation(3)
provides the verdict criterion. As shown in Figure 4(c), after overhearing a CTS
from node 2 and a latter S-R from node 3, node 4 detects that the link from
4 to 3 and the link from 2 to 1 does not cause interference when transmitting
simultaneously because for specific η0 > 0 these two links meet the requirements:{

d(4, 1) ≥ (1 + η0) × d(2, 1)
d(2, 3) ≥ (1 + η0) × d(4, 3) (6)

and then node 4 accepts the S-R and reply with its CTS to node 3. Once more,
in Figure 4(d), after overhearing an S-R from node 1 and a subsequent S-R from
node 3, node 4 detects that the link from 4 to 3 causes interference with the link
from 2 to 1 when transmitting simultaneously since for specific η0 > 0:{

d(4, 1) < (1 + η0) × d(2, 1)
d(2, 3) ≥ (1 + η0) × d(4, 3) (7)

so node 4 cancels its CTS response to node 3.
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Furthermore, to avoid the collision between DATA and ACK, we introduce a
fixed ACK mechanism. In the fixed ACK time, the sender begins to receive ACK
while the receiver starts sending ACK. In this way, the noninterference links may
not cause collision between DATA and ACK. For example, in Figure 4(c), when
nodes 1 and 3 receive their intending CTS packets in the contention period from
nodes 2 and 4 respectively, they use the subsequent communication period for
DATA and ACK transmission. It is important that nodes 2 and 4 should use
the same fixed time to transmit ACK packets. Otherwise, if one link’s DATA
transmission time overlaps with another link’s ACK time, it may cause collision
on the DATA reception.

Advanced Idle Listening Avoidance. Unlike S-MAC, which has a fixed duty
cycle, CT-MAC uses a smart and adaptive doze and dormancy mechanism to
further reduce the idle listening. Firstly, these node-pairs that have successfully
gained their intending channels earlier will turn off the radios to doze mode
to save energy in the contention period. Secondly, CT-MAC has all nodes to
enter into dormancy mode much earlier either because no data transmission is
expected to occur or for the reason that these nodes cannot transmit in that
period under the restriction of the protocol interference model (equation(3)).

Fig. 5. The behaviors of each sensor node in model(a) under CT-MAC(b)

Distributed Channel Contention. Based on the introduced extended RTS-
CTS/DATA/ACK scheme, CT-MAC is dedicated to detect the non-interference
links distributively for each time-slot. Specifically, the detection can be illus-
trated in Figure 5. On the side of sender: First, node 1 intercepts no signal for
a CS time and then sends out its S-R to node 2. Second, nodes 3 and 5 have
overheard the S-R from node 1 before transmitting their own S-R packets, and
then they execute the collision detection. Node 3 finds that the link from 3 to 4
does not interfere with the link from 1 to 2 when they transmit simultaneously,
so it waits for an interval of CTS time and sends out its S-R to node 4. Node
5, on the contrary, finds that the link from 5 to 6 interferes with the link from
1 to 2, so it cancels its S-R transmitting. On the side of receiver: First, node 2
receives the S-R from node 1 to itself, since it has not overheard any CTS or
S-R before, it directly sends out its CTS to node 1. When node 1 receives the
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CTS, the link has been built up and these two nodes can turn off the radios for
temporary doze within the contention period for energy conservation. Second,
when node 4 receives the S-R from node 3, it has overheard a CTS from node 2
before. Node 4 detects that the link from 4 to 3 does not interfere with the links
from 2 to 1, so it transmits back its CTS to node 3.

5 Performance Evaluation

The purpose of the experiments is to demonstrate the effectiveness and efficiency
of the proposed CT-MAC and to compare it with traditional IEEE 802.11 DCF
and the well-known S-MAC. We perform our experiments from both microview
benchmark and macroview benchmark.

5.1 Microview Benchmark

For microview benchmark evaluation, we perform the tests on a simple topology
of one-hop network as illustrated in Figure 6. Data flows pass through from
source A to sink B, and from source C to sink D. We change the inter-arrival
period of messages in order to estimate the performance under different traffic
loads. In this experiment, the message inter-arrival period varies from 1 to 10
seconds, which means that a message is generated every 1(to 10) seconds by each
source node. 20 messages with 100 bytes each are periodically generated to be
transferred to each sink node. To measure the energy consumption, we define
the energy model for transmitting, receiving, and sleep as 24.75mW , 13.5mW
and 15μW respectively. This is the same configuration as S-MAC[1]. For each
traffic pattern, we have done 10 independent tests to measure three performance

Fig. 6. One-hop symmetric network with 2 sources and 2 sinks

Fig. 7. The measured number of control packets(a), the percentage of sleep time(b),
and the energy consumption(c)
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metrics such as number of control packets, percentage of sleep (Here we use sleep
to represent doze and dormancy of CT-MAC) time and energy consumption.

Figure 7(a) records the number of control packets (SYNC, RTS, CTS and
ACK) transmitted and received at a source among 802.11, S-MAC and CT-MAC.
In CT-MAC, when there is data traffic, RTS packet is piggybacked into SYNC
packet as a combined S-R packet. Therefore, CT-MAC results in much smaller
number of control packets than S-MAC, which is similar to 802.11. There are at
least two advantages of it: First, less control packets contribute to reducing the
control overhead wastage and lessen the probability of collision; Second, using
combined S-R instead of SYNC and RTS can strive more phases for CT-MAC to
content usable channels for each time-slot, and hence is very helpful to improve
the channels utilization.

Figure 7(b) shows that the percentage of sleep time of S-MAC and CT-MAC.
Since 802.11 has no sleep mode, it has not been shown here. Obviously, CT-
MAC is constantly longer than S-MAC in sleeping. This is because CT-MAC is
adaptive to the traffic information, and can intelligently adjust its modes to fit
the current situation. Another reason lies in that CT-MAC has a smart “doze”
mode, node-pairs that have successfully achieved the intending channels earlier
may cleverly turn off the radios waiting for the subsequent communication. More
sleep time indicates that CT-MAC is likely to consume less energy than S-MAC.

Just as what we expected anteriorly, CT-MAC has an optimal energy metric.
According to Figure 7(c), when the message inter-arrival period is increased,
CT-MAC uses less energy consumption than S-MAC. We think that this is be-
cause our scheme has an adaptive contention and communication duty cycle,
each node can intelligently enter into energy conservation states, such as doze
and dormancy, to reduce their energy consumption on idle listening. More im-
portantly, under CT-MAC, the two channels can communicate simultaneously
meaning that the exposed terminal problem has been avoided, hence the channel
utilization rate has been doubled. This is helpful to save energy in the long run.
Additionally, we consider that less control packets in CT-MAC may also con-
tribute to the energy saving. Simplified 802.11 DCF, of course, consumes much
more energy than S-MAC and CT-MAC. That is because 802.11 has no duty
cycle and wastes much of its energy on idle listening.

5.2 Macroview Benchmark

For macroview benchmark evaluation, we have simulated a network with 100
nodes randomly distributed in a 200×200 meter square area. The communication
range of each node is set identically as 40 meters. The coefficient η in equation(3)
is set to 0.35. We use a different energy model from above, that is, for k-bit data
that travels d-meter from node Ni to node Nj :{

ENi(k, d) = Eelec × k + Eamp × k × d2

ENj = Eelec × k
(8)

Here, Eelec = 50nJ/bit and Eamp = 100pJ/bit/m2 are used to denote energy
dissipation for transceiver and amplifier respectively. We also change the payload
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of messages in order to evaluate the performance under different traffic loads.
In this experiment, for simplicity, we use one-hop data byte-rate changing from
500Bps to 6000Bps in steps of 500Bps. Hence we do not consider the routing
protocol, and in most cases, communication takes place roughly in a similar
direction. For each payload, we have done 40 independent tests with random
topologies to estimate three metrics: energy consumption, network throughput
and end to end delay.

Figure 8(a) shows the per-byte energy consumption of different payloads. It is
obvious that CT-MAC consumes energy more efficiently than S-MAC under all
the payloads. We believe that CT-MAC has an adaptive duty cycle and uses the
channels more sufficiently, so it uses less energy than S-MAC when transmitting
the same amount of data. S-MAC, on the other hand, has a fixed duty cycle and
suffers the exposed terminal problem. Therefore, it consumes much more energy
both for the idle listening and for the suspended transmission. 802.11 has no
sleep mode and always suffers idle listening, so it has the worst energy metric.
Observe that the per-byte energy cost is higher when payloads are lower, we think
that this is because all schemes suffer the idle listening deeply under light traffic
loads. With the increase of the payloads, idle listening happens infrequently and
per-byte energy cost becomes lower. To its extreme, when the payloads become
too heavy, we conjecture that the energy cost becomes higher again because
channels are limited and hence more data are stagnated at source nodes causing
much energy wastage.

Fig. 8. The average energy consumption comparison(a), the average throughput com-
parison(b), and average packet latency comparison(c)

It can be seen clearly from Figure 8(b) that CT-MAC has an overwhelming
predomination towards S-MAC and 802.11 in terms of average throughput es-
pecially under higher payloads. The reason lies in that CT-MAC extends the
conventional RTS-CTS handshakes with stronger functions to avoid the exposed
terminal problem. Many channels that cannot be used simultaneously in S-MAC
or 802.11 can now be used to communicate simultaneously in CT-MAC. There-
fore, channels are more saturated and sufficiently used in our CT-MAC. This
directly leads to the improved network throughput. Furthermore, another merit
that results from the full utilization of channels is that our CT-MAC has lower
end to end delay. This can be seen through latency comparison in Figure 8(c). As
is shown, CT-MAC has a visible superiority to S-MAC with respect to average
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packet delay. This is because data in our CT-MAC usually has more opportuni-
ties to be transmitted without causing interference, while in S-MAC these data
transmission may be postponed to the latter periods due to the exposed terminal
problem. Moreover, 802.11 has a lower delay than S-MAC because it does not
trade latency for energy efficiency, no sleep mode results in lower transmission
delay. However, 802.11 suffers the exposed terminal problem and does not use
the channels sufficiently either. Hence, its average packet latency is higher than
CT-MAC especially under heave payloads. We also realize that the saturated
channel utilization may, on the other hand, increase the packet loss rate to some
extent. However, we believe that such a deficiency will not degrade the overall
performance of CT-MAC.

6 Conclusion and Future Work

In this paper, we have introduced CT-MAC for wireless sensor networks. It is a
contention-based TDMA protocol mainly based on a contention/doze and com-
munication/dormancy duty cycle. In contention periods, nodes are encouraged
to contend for their intending channels based on the extended 802.11 RTS-CTS
handshake, which can successfully solve both the hidden terminal problem and
the exposed terminal problem. In communication periods, DATA are transmit-
ted simultaneously with the relatively fixed ACK time to avoid the occurrence
of collision between the DATA and ACK. Furthermore, CT-MAC has a smart
doze and dormancy scheme to further reduce energy consumption on idle listen-
ing. Simulations are performed among CT-MAC, S-MAC and 802.11 from both
microview and macroview benchmarks. The results confirm that CT-MAC is in
the ascendant both in energy efficiency and in QoS optimization.

We do not compare CT-MAC with pro T-, B-MAC which are regarded as bet-
ter schemes than S-MAC. This is because we regard S-MAC as a representative
sensor MAC protocol and want to compare CT-MAC with such a foundational
protocol. Comparison between CT-MAC and T-, B-MAC will be performed in
future, and we are optimistic with the results since these two schemes suffer the
exposed terminal problem either. One shortage of CT-MAC is that the extended
RTS-CTS scheme is based much on two-hop neighborhood information. The re-
liance on the upper layer protocol to get such information may, to some extent,
degrade the performance of CT-MAC. How to address this deficiency belongs to
our future work.
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Abstract. IEEE 802.11 has employed distributed coordination function
(DCF) adopting carrier sense multiple access with collision avoidance
(CSMA/CA). To effectively resolve collisions, DCF uses binary exponen-
tial backoff (BEB) algorithm with three parameters, i.e., backoff stage,
backoff counter and contention window. If a collision occurs, stations in-
volving in the collision increase their backoff stages by one and double
their contention window sizes. However, DCF with BEB wastes wireless
resource when there are many contending stations. Therefore, in this pa-
per, we propose a binary negative-exponential backoff (BNEB) algorithm
which maintains a maximum contention window size during collisions
and reduces a contention window size half after successful transmission
of a frame without retransmissions. We also compare the performance
of DCF with BEB to that with BNEB. From the results, BNEB yields
better performance than BEB when the number of contending stations
is larger than 4.

1 Introduction

The IEEE 802.11 medium access control (MAC) employs distributed coordi-
nation function (DCF) and point coordination function (PCF) [1]. DCF is a
contention-based channel access function adopting a carrier sense multiple access
with collision avoidance (CSMA/CA) for frame transmission during contention
period. PCF is a centrally controlled channel access function and is based on a
centralized polling protocol. Therefore, some bandwidth is wasted due to polling
overheads and null packets that stations transmit to indicate they have no data
to transmit [2]. Due to these problems, PCF is barely implemented in current
products [3].
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In DCF, if channel is idle during distributed interframe space (DIFS), a sta-
tion having frame(s) to transmit initializes its backoff stage to 0 and takes an
minimum contention window size (CWmin). Then the station randomly selects
a backoff counter from [0, CWmin]. The station decreases its backoff counter by
one when the channel is sensed idle during a slot duration. At the beginning of
an idle slot, the station whose backoff counter value is equal to zero starts to
transmit a frame. If a collision occurs, stations involved in the collision increase
their backoff stages by one and double their contention window sizes. If the sta-
tion successfully transmits its frame, it resets backoff stage to 0 and contention
window size to CWmin. In DCF, the more the number of stations uses wireless
resource, the more collision occurrences are possible. To solve this problem, much
research on the performance of IEEE 802.11 DCF has been studied [3]-[12].

Bianchi presented an analytical model using bi-dimensional Markov chain
model and showed that the proposed model is very accurate [4][5]. With simple
modification of Bianchi’s model, Xiao showed the limits of throughput and delay
of IEEE 802.11 DCF [6]. The fast collision resolution (FCR) uses less contention
window size than DCF and exponentially decreases its backoff counter when
consecutive idle slots are detected [7]. Although FCR can resolve collision faster
than DCF, it has to be used with self-clocked fair queueing (SCFQ) algorithm to
guarantee fairness. The gentle distributed coordination function (GDCF) pro-
posed by Wang et al. [8], newly introduced a counter to measure the number
of consecutive successful frame transmissions. In GDCF, stations decrease their
backoff stages by one whenever the number of consecutive successful frame trans-
missions reaches the maximum number of permitted consecutive successes. Since
GDCF uses the fixed number of permitted consecutive successful transmissions
regardless of the number of stations, its performance depends on the number of
contending stations. To solve this problem, the enhanced GDCF (EGDCF) used
a consecutive success counter to represent the number of consecutive success-
ful transmissions at the same backoff stage[9][10]. If the number of consecutive
successful transmissions reaches maximum permitted value, stations decrease
their backoff stages by one. Since the maximum permitted value of consecutive
successful transmissions is assigned differently according to the stations’ backoff
stage, EGDCF has better performance than GDCF. However, EGDCF needs
another counter like GDCF.

In this paper, we propose a simple and effective collision resolution algorithm
called a binary negative-exponential backoff (BNEB) algorithm, and compare
the performance of the proposed BNEB with that of binary exponential backoff
(BEB) by mathematical analysis and simulations. From the results, BNEB yields
better performance than BEB when the number of contending stations is larger
than 4. Also we perform simulations to compare the performance of BNEB
with that of BEB under the normal traffic condition. The rest of this paper
is organized as follows. Section 2 explains BNEB algorithm. Section 3 illustrates
an analytical model to evaluate the normalized throughput and MAC delay of
BNEB under saturation condition. In Section 4, we verify our analytical model
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by simulations and compare the normalized throughput of DCF with BNEB to
that with BEB under normal traffic condition. Finally, we conclude in Section 5.

2 BNEB Algorithm

The BNEB algorithm uses three parameters, backoff stage, backoff counter, and
contention window. The roles of these parameters are similar to those in DCF
with BEB. In DCF with BEB, contention window size becomes double whenever
a collision is experienced, until it reaches the maximum contention window size
(CWmax). However, in DCF with BNEB, contention window size initially sets to
CWmax to reduce the probability that there are more than two stations selecting
the same backoff counter value. When a frame successfully transmitted, BNEB
decreases the contention window size by half to reduce the delay related to
backoff time. Since BNEB introduces minus backoff stage to simply represent
consecutive transmission successes, it uses two counters, backoff stage and backoff
counter. The contention window size (Wi) at backoff stage i is decided as follows.

Wi =

{
CWmax + 1, 0 < i ≤ L,

max(2i(CWmax + 1), CWmin + 1), −m ≤ i ≤ 0,
(1)

where L is the maximum retry limit and m is the natural number that plays a
role in assistance number.

Stations having frame(s) randomly select their backoff counter values from [0,
Wi−1] and decrease their backoff counter values by one whenever a slot is idle. A
station starts to transmit its frame if its backoff counter value reaches zero. For
the frame to be transmitted, the backoff stage is decided by both the previous
backoff stage used for the previous frame and the result of its transmission,
success or collision. If the previous frame was successfully transmitted at the
backoff stage i, the station sets its backoff stage to 0 for 0 < i ≤ L. The station
sets its backoff stage to i-1 for −m < i ≤ 0. And the station sets its backoff
stage to −m if i = −m. If the transmission of the previous frame failed at the
backoff stage i, the station sets its backoff stage to i+1 if 0 ≤ i < L. The station
sets its backoff stage to 1 for −m ≤ i < 0. And if the backoff stage is equal to L,
the station drops its frame and then initializes its backoff stage to 0. Therefore,
if a collision occurs, the station using BNEB algorithm can effectively resolve
collision by using the maximum contention window size.

3 Analytical Model for BNEB

To evaluate saturation throughput and MAC delay of BNEB, we assume that
there are n stations having frame(s) to transmit and each station has frame(s)
after successful transmission. For a station, s(t) is defined as the random process
representing the backoff stage and b(t) is defined as the random process repre-
senting the value of the backoff counter at time t. BNEB can be modeled as a
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bi-dimensional discrete-time Markov chain (s(t), b(t)). Fig. 1 illustrates the state
transition diagram of the Markov chain of the BNEB.

Let bi,j = limt→∞ P {s(t) = i, b(t) = j} and p be the collision probability that
a station experiences a collision in a slot. The state transition probability can
be obtained as follows.

P {i, j|i, j + 1} = 1, i ∈ [−m, L] , j ∈ [0, Wi − 1] . (2)

P {0, j|i, 0} =
1 − p

W0
, i ∈ [1, L − 1] , j ∈ [0, W0 − 1] . (3)

P {0, j|i, 0} =
p

W0
, i = L, j ∈ [0, W0 − 1] . (4)

P {i − 1, j|i, 0} =
1 − p

Wi−1
, i ∈ [−m + 1, 0] , j ∈ [0, Wi−1 − 1] . (5)

P {i, j|i, 0} =
1 − p

Wi
, i = −m, j ∈ [0, Wi − 1] . (6)

P {i + 1, j|i, 0} =
p

Wi+1
, i ∈ [1, L − 1] , j ∈ [0, Wi+1 − 1] . (7)

P {1, j|i, 0} =
p

W1
, i ∈ [−m, 0] , j ∈ [0, W1 − 1] . (8)

Thus, we can make the following relations through chain regularities.

bi,0 = (1 − p)−ib0,0, i ∈ [−m + 1, 0] . (9)

bi,j =
Wi − j

Wi
b0,0, i ∈ [−m + 1, 0], j ∈ [0, Wi − 1]. (10)

b−m,0 =
(1 − p)m

p
b0,0, i = m, j = 0. (11)

bi,0 = pi−1b0,0, i ∈ [1, L] . (12)

bi,j =
Wi − j

Wi
b0,0, i ∈ [1, L], j ∈ [0, Wi − 1]. (13)

l∑
i=−m

wi−1∑
j=0

bi,j = 1. (14)

From Equations (9)-(14), we can derive 1
b0,0

.

1
b0,0

=
(p + 1) + 1−p

2 [W (1−p
2 )m − 1]

p(1 + p)
+

W + 1
2

(
1 − pL

1 − p

)
.

Let τ be the probability that a station attempts to transmit a frame. Then
we have

τ =
L∑

i=−m

bi,0

=
(

1
p

+
1 − pL

1 − p

)
b0,0, (15)
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Fig. 1. Markov chain model of BNEB
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and
p = 1 − (1 − τ)n−1. (16)

The transmission success probability Ps is calculated as

Ps =
nτ(1 − τ)n−1

Ptr
(17)

where Ptr is the probability that there are at least one transmission

Ptr = 1 − (1 − τ)n. (18)

Let Ts be the mean time required for the successful transmission of a frame
and Tc be the mean wasting time due to the collision of a transmitted frame. Ts

and Tc are obtained as follows

Ts = DIFS + H + E[P ] + 2δ + SIFS + ACK (19)

and
Tc = DIFS + H + E[P∗] + δ, (20)

where E[P ] is the mean transmission time by successfully transmitted packet.
E[P∗] is the mean transmission time of collided packet. SIFS represents a short
interframe space and ACK denotes a transmission time of acknowledgment. H(=
PHYhdr + MAChdr) is a transmission time for PHY header (PHYhdr) and
MAC header (MAChdr). The parameter δ denotes a propagation delay.

We can obtain normalized throughput of BNEB under saturation condition
as follows

S =
PsPtrE[P ]

(1 − Ptr)σ + PtrPsTs + Ptr(1 − Ps)Tc
, (21)

where σ is the duration of a backoff slot.
To analyze the mean MAC delay of DCF with BNEB, we first calculate the

mean sojourn time di at backoff stage i as follows.

di = (1 − p)Ts + pTc + [(1 − Pb)σ + PbTb]
Wi

2
, i ∈ [−m, L] , (22)

where Tb and Pb denote the mean time required for the mean freezing time due
to the busy channel and the probability that channel is busy, respectively. They
are

Tb =
(n − 1)τ(1 − τ)n−2

Pb
Ts + (1 − (n − 1)τ(1 − τ)n−2

Pb
)Tc (23)

and
Pb = 1 − (1 − τ)n−1. (24)

The mean MAC delay time Di when the previous frame was transmitted in
state (i,0) is given by

Di =

⎧⎨⎩
di + pD1, −m ≤ i ≤ 0,
di + pDi+1, 1 ≤ i ≤ L,
di, i = L.

(25)
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Finally, the mean MAC delay D can be calculated as

D =

m∑
i=0

bi,0Di

0∑
i=−m

bi,0

. (26)

4 Performance Evaluation

To evaluate the performance of DCF with BEB and BNEB, we use the MAC
parameters in Table 1. Normalized saturation throughput of DCF with BEB
and BNEB is shown in Fig. 2. For BNEB, the normalized saturation throughput
has a slight difference between mathematical analysis results and simulations
for n=2 and n=3. However, for n=1 and n ≥ 4, analysis results are close to
simulations. For 2 ≤ n ≤ 4, the normalized saturation throughput of BNEB is
less than that of DCF with BEB. For n > 4, the normalized saturation through-
put of BNEB is greater than that of DCF with BEB. The throughput difference
between of BNEB and BEB remarkably increases as the number of stations
increases. Because BNEB maintains maximum contention window size during
collision occurrences, it can reduce the possibility of collision occurrence. There-
fore, differently from DCF with BEB, the increment of the number of contending
stations does not affect much the throughput of BNEB.

For each station, we perform simulations to compare the throughput of BEB
with that of BNEB under normal traffic condition. Packets arrive by a poisson
process with parameter λ. Fig. 3 shows the normalized throughput of DCF with
BEB and BNEB varying packet arrival rates (λ). The possibility that stations
have frame(s) for transmission increases as λ increases until λ = λsat. If the
packet arrival rate is larger than the specific value (λsat), the probability that a

Table 1. MAC parameters for simulation

PARAMETER VALUE

Packet payload 8184 bits
MAC header 272 bits
PHY header 128 bits
ACK length 112 bit + PHY header
Channel Bit Rate 1 Mbps
Propagation Delay 1 μsec
DIFS 128 μsec
SIFS 28 μsec
Slot Time 50 μsec
CWmin 31
CWmax 1023
m 5
L 7
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Fig. 2. Normalized saturation throughput of the DCF and the BNEB for variable
number of stations (m=5, L=7, CWmin=31, CWmax=1023)
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Fig. 4. Saturtion MAC delay of the DCF and the BNEB for variable number of stations
(m=5, L=7, CWmin=31, CWmax=1023)

station has frame(s) for transmission is equal to 1. From the results, the through-
put of DCF with BEB and BNEB linearly increases as λ increases until λ = λsat

and maintains constant for λ ≥ λsat. The λsat of the BNEB is grater than the
DCF with BEB. Therefore, the BNEB can serve more traffic than BEB.

Fig. 4 shows the saturation MAC delay of DCF with BEB and BNEB. The
results show that the MAC delay of BNEB is lower than that of BEB. The
saturation MAC delay of BNEB linearly increases as the number of contending
stations increases. In addition, the difference of MAC delays between BNEB and
BEB increases as the number of contending stations increases.

5 Conclusion

In this paper, we proposed a binary-negative exponential backoff algorithm to
enhance the performance of DCF with BEB and verified our proposed algorithm
via analytical model and simulations under saturation condition. From the re-
sults, BNEB can resolve collision more effectively than DCF with BEB. We also
performed simulations to evaluate the throughput of DCF with BEB and BNEB
under varying packet arrival rates. The results showed that BNEB yield better
performance than BEB. For further studies, researches on analytical model of
the BNEB are required to evaluate throughput and MAC delay under normal
traffic condition.
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Abstract. In this paper, we design and implement an application-aware, event-
oriented MAC protocol (App-MAC) for event-driven multimodality WSN appli-
cations. We leverage the advantages of contention-based and reservation-based
MAC protocols to coordinate the channel access, and propose channel contention
and reservation algorithms to adaptively allocate channel time slots according
to application requirements and current events status. To evaluate the proposed
App-MAC, we have implemented App-MAC using Berkeley TelosB motes and
compared with three state-of-the-art MAC protocols, i.e., S-MAC, TDMA, and
TRAMA. We found that App-MAC outperforms other protocols tremendously,
including decreasing the average event delivery latency from 3% to 75%, im-
proving the channel utilization efficiency from 12% to 58%, while improving the
energy consumption efficiency from 46% to 59%.

1 Introduction

Wireless sensor networks (WSN) is an emerging technology that has been widely used
in many applications. In those event-driven WSN applications, e.g., environmental and
habitat monitoring, heterogeneous sensor nodes are densely deployed in the sensing
area. These sensor nodes are equipped with multimodality sensing devices, such as
light sensors, video sensors (camera), and so on. To improve the collaboration and
save energy, these sensor nodes located in a nearby area dynamically form a cluster.
One of the sensor nodes with more computing power and energy supply can serve as
the cluster head, while other sensor nodes act as the cluster members. Events happen
spontaneously in a covered area of the cluster, some of them are urgent while others
do not have timely delivery requirements. When an event happens, a group of nearby
multimodality sensor nodes detect this event and generate variable-length event data to
describe the same event from different viewpoints, e.g., image data from camera, sound
data from ultrasound sensors, etc. These sensor nodes conduct a localized calculation
to generate a unique ID of the event and to determine the priority of the event based
on the space, time and data content of the event. After that, these sensor nodes trans-
mit the event data to the cluster head. The cluster head usually performs data fusion
or in-network aggregation, and sends the final decision to the sink node using multi-
hop routing. To accomplish this, the cluster head needs to receive all of the event data
from the event-correlated sensor nodes. In this paper, we assume the cluster heads of
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J. Cao et al. (Eds.): MSN 2006, LNCS 4325, pp. 304–316, 2006.
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different clusters can cooperate each other to avoid the inter-cluster interference and
we investigate how to coordinate the channel access among the cluster members within
one cluster, which report event data to the cluster head within only one hop. Hence, we
have to address the following three requirements: (1) The urgent event data should be
transmitted with higher priority and lower latency. The event delivery latency depends
on the time when all the event data produced by different sensor nodes are transmit-
ted to the cluster head; (2) To reduce the event delivery latency, the channel time slots
should be fairly shared with the same prioritized events (i.e., inter-event fairness) and
the event-correlated sensor nodes (i.e., intra-event fairness); and (3) We also need to
improve channel utilization and save energy.

The requirements aforementioned pose challenge on the design of MAC protocol.
Although many research efforts [1,2,3,4,5] address the channel access issues in WSN,
these MAC protocols are either too general that ignore these special requirements or
too specific that address one or two requirements while neglecting others. In this paper,
we design and implement App-MAC in the TinyOS platform [6] using Berkeley TelosB
motes [7] to address the application requirements and the event-oriented multimodality
features of WSN. App-MAC supports prioritized event delivery, fairly shares channel
time slots with the same prioritized events (inter-event) and these event-correlated sen-
sor nodes (intra-event), improves channel utilization, and decreases energy consump-
tion. To evaluate App-MAC, we first propose five performance metrics for event-driven
multimodality WSN applications, then compare App-MAC with three state-of-the-art
MAC protocols, namely S-MAC [5], TDMA [4], and TRAMA [3] with synthetic events.
We found that App-MAC outperforms other MAC protocols significantly.

2 App-MAC Protocol Design

We propose an application-aware, event-oriented MAC protocol (App-MAC) in multi-
modality WSN. App-MAC combines the advantages of the contention-based and the
reservation-based MAC protocols. Furthermore, App-MAC considers event-oriented
and multimodality features and provides mechanisms to support application-specific
requirements in WSN.

2.1 Protocol Overview

App-MAC assumes the time is slotted and every time slot is long enough to send
one packet and tolerant of small time shift. Similar to the superframe structure of
IEEE 802.15.4 [8], App-MAC divides the superframe into four parts, as illustrated in
Fig. 1(a). The first part of the superframe is the beacon slot, which is always used by the
cluster head to broadcast the beacon. The second part is the contention slots (CS), which
is used by the cluster members to report the event information to the cluster head when
they detect new events. During these slots, App-MAC employs the slotted CSMA-CA
mechanism [9] for channel access. The following part is the reservation slots (RS). The
cluster members leverage RS to transmit the event data to the cluster head. The final part
is the inactive slots (IS). During these slots, all cluster members just go to sleep to save
energy and cluster heads of different clusters make use of these time slots to exchange
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information to avoid inter-cluster interference. The CS and RS are further divided into
subframes. Each subframe has variable time slots. One subframe of CS is used for those
sensor nodes, which have specified sensor type and detect events with a specified prior-
ity. One subframe of RS is used for a specified sensor node to transmit the specific event
data to the cluster head. The total number of time slots in the superframe is fixed and
the applications can tune it according to their requirements. The number of time slots in
CS and RS and the number of the subframe in CS and RS are dynamically adjusted by
the cluster head through the proposed API (Section 3) according to the status of events.
If more events happen spontaneously than expected, we increase the number of time
slots in CS to reduce collisions. If only a small number of events happen spontaneously,
we reduce the time slots in CS to improve channel utilization.

Fig. 1. (a) The superframe of App-MAC. (b) The beacon format of App-MAC.

Fig. 1(b) illustrates the beacon format. The cluster head uses beacons to synchronize
with cluster members and announce the CS and RS assignments in this superframe. The
first field of the beacon is beacon ID. Cluster members use beacon ID to identify bea-
con and prevent beacon mismatch. The second field is the acknowledgement bitmap. In
the bitmap, one bit represents one time slot of the previous superframe. If the cluster
head receives a packet in that slot, it sets the corresponding bit as 1, otherwise 0. Using
this way, the cluster head accomplishes group acknowledgements to save energy. The
following field describes the length of the CS and RS assignment lists in the beacon.
Following this field are the CS and RS assignment lists. Every item of this list describes
one subframe of CS or RS. Due to the limit of the packet size, there are fixed number
of assignment items shared by CS and RS. Each CS assignment item contains the type
of sensor node, the priority of event, and the number of time slots in this CS subframe.
These information is used by App-MAC to choose sensor nodes, which have the spec-
ified sensor type and detect events with the specified priority, to compete for the time
slots in this subframe. In extreme case, if we set the type of sensor nodes and the prior-
ity of events as 0, all sensor nodes with any sensor type can compete for these time slots
to report any events. Each RS assignment item contains a node ID, an event ID, and the
number of time slots in this RS subframe. These information is used by App-MAC to
allocate these time slots for a specified node to transmit specified event data. The num-
ber of CS and RS assignment items, the content in every CS and RS assignment item
are adjusted dynamically by App-MAC according to the WSN application requirements
and current events status. The details of those algorithms about how to assign CS and
RS will be depicted in the following.

We now describe the functionality of the cluster head and cluster members. Through
the collaboration of the cluster head and cluster members, the event data are transmitted
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to the cluster head in order to meet those requirements we have identified in Section 1.
The cluster head performs data fusion or in-network aggregation and forwards events
information to the sink node using multihop routing. To do this, the cluster head should
collect the event data from the cluster members. The cluster head broadcasts beacons
periodically to poll the new events, acknowledges the packets transmitted by cluster
members in the previous superframe, announces the CS and RS assignments for this
superframe, and synchronizes with all cluster members. The main challenging work for
the cluster head is to assign CS and RS. App-MAC has provided mechanisms to facili-
tate the CS and RS assignments, such as tuning the number of CS and RS assignment
items and the content of these items. But how to tune these mechanisms to meet the
application requirements is not non-trivial. In the following section, we design and im-
plement CS and RS assignment algorithms to address this problem. We also provide
interfaces (Section 3) to facilitate applications to assign CS and RS according to their
special requirements.

The main function of cluster members is to detect the events, synchronize with the
cluster head, and transmit the events data to the cluster head. To reduce energy con-
sumption and improve channel utilization, the cluster members should follow the chan-
nel assignment from the cluster head. (Here we assume no malicious sensors exist.) The
cluster members hear the beacon message and synchronize their time schedules accord-
ing to it by adjusting their timers. They also update their event transmitting information
according to the acknowledgement in the beacon. When one cluster member detects an
event, it should report the event to the cluster head as soon as possible. To do this, it
checks the CS assignment to confirm that it meets the requirements of the CS assign-
ment to compete for these time slots. After that, it uses the CSMA-CA mechanism to
compete for the CS slots. To reduce collisions, we also design a distributed algorithm to
access the channel, which is described later. When a cluster member has reported event
data to the cluster head, the cluster member checks the RS assignment and transmits the
specified event data in the specified time slots in RS according to the RS assignment.

2.2 RS Assignment Algorithm

The objective of the RS assignment algorithm is to reduce event delivery latency, sup-
port prioritized event delivery, provide inter-event and intra-event fairness, improve
channel utilization, and reduce energy consumption. This algorithm is executed by the
cluster head. To conduct RS assignment, we assume the cluster head has collected some
information about events detected by cluster members by previous events reporting dur-
ing CS, as illustrated in Fig. 2(b). These events are stored in different queues according
to their priority, e.g., P3 and P2. For every event, there is a queue to store information
of sensor nodes, which have detected this event and reported the event information to
the cluster head, e.g., Mote 1, 3, 4 and 5 are in the queue of Event 1. The informa-
tion of sensor nodes includes the sensor type and the remaining packets for this event,
e.g., Mote 1 has 5 packets. We assume that there are M RS assignment items available
in this beacon and there are N time slots in RS. The RS assignment problem now is
described as how to choose (at most) M sensor nodes from the current event queues
and assign N time slots for them to transmit their remaining packets so as to minimize
the event delivery latency, maximize the event and sensor fairness, minimize energy
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consumption, and maximize channel utilization. This problem is a complex optimiza-
tion problem. If we know all events information, we can calculate an optimal solution
using Integer Programming [10]. However, events happen continuously and sponta-
neously, it is very difficult to calculate an optimal solution. Thus, we propose to use
heuristic method to solve this optimization problem. The basic idea is that we should
provide higher priority to urgent events, share channel time slots with events and sen-
sor nodes according to their requirements, and prevent starvation of events with low
priority. We propose an algorithm, weight-based event selection in multi-priority queue
(WMPQ), to assign RS. We first use the following equation to assign a weight to every
event. We = αPe + βTe + γ

Me( Ke
λ +1)

, where Pe is the priority of the event, Te is the

waiting time of the event, Me is the current number of sensor nodes which has already
reported this event, and Ke is the number of remaining packets of these sensor nodes.
User can assign different value for α, β, γ, and λ, to tune the weight of these factors. For
example, if the value of α is increased, the weight of the event with high priority is also
increased. If we increase the value of β, we assign high weight to events which happen
early. In general, if an event has less sensor nodes and less packets and it waits a long
time for allocation, its weight will become large eventually. Finding a best combination
of these parameters is our future work, which we believe is application specific.

WMPQ assigns all RS resources to one event to reduce the event delivery latency.
There are two cases to handle. In case one, the number of nodes of this event is no
larger than the number of RS assignment item (M), and the number of total packets of
this event is no larger than the time slots in RS (N). In this case, the algorithm assigns
all RS resources to this event. If there are free RS assignment items and free RS time
slots, the algorithm assigns them to another event. In other case, either the number of
nodes or packets is more than the corresponding RS resources. To improve channel
utilization and to treat sensor nodes with fairness, the algorithm sorts the sensor nodes
in this event according to their remaining packets, then picks up these nodes with larger
packets, assigns all the RS assignment items to them, and distributes all the time slots
in RS to these sensor nodes according to the proportion of their remaining packets. The
evaluation results validate that this approach indeed achieves a better channel utilization
and provides inter-event and intra-event fairness. Note that the algorithm also adapts to
the lossy links. As time goes on, it assigns more slots for these sensor nodes with bad
links. Fig. 2(a) lists the pseudo-code of the RS assignment algorithm. In this algorithm,
M is all sensor nodes, which have reported events to cluster head; E is all events; P
is all event queues with different priorities; mi is the number of the RS assignment
items; ns is the time slots of RS. The algorithm builds multiple queues for events with
different priorities, sorts every event queue according to the event happen time, sorts
the nodes in the event according to their remaining packets, and assigns weight to every
event. After that, it chooses the event with largest weight in the head of every queue and
assigns RS resources to this event. This process continues until no RS resources to use
or no event to assign.

2.3 CS Assignment and Distributed CS Competition Algorithms

The objective of the CS assignment algorithm is to make the cluster members report
the events as soon as possible, reduce collisions among the events reporting, improve
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The RS Assignment Algorithm

Function RS-Assign (M [],E[],P [],mi,ns)
Begin Function

1: for all m ∈ M ∧ e ∈ E ∧ p ∈ P do

2: if m ≺ e then

3: Enqueue(e,m)
4: end if

5: if e ≺ p then

6: Enqueue(p,e)
7: end if

8: end for

9: for all p ∈ P do

10: Sort(p)
11: end for

12: for all e ∈ E do

13: Sort(e)
14: Weight(e)
15: end for

16: repeat

17: e ← MaxWeightInQueueHead(P )
18: me ← MoteNumber(e)
19: pe ← PacketNumber(e)
20: if pe ≤ ns then

21: AssignAll(e)
22: E ← E − e
23: else

24: AssignProportion(e)
25: end if

26: mi ← mi − me

27: ns ← ns − pe

28: until mi = 0 ∨ ns = 0 ∨ Empty(E)
End Function

(a)

P3

P2

E1 : 321

M1 : 5

M3 : 15

M5 : 30

E2 : 323

M2 : 5

M6 : 15

M7 : 30

E3 : 330

M8 : 5

M9 : 15

E11 : 230

M14 : 5

M15 : 15

RS-Assign-Slot : N

...

RS-Assign-Item : M

...

E10 : 343

M11 : 1

E12 : 223

M17 : 5

M18 : 15

M19 : 30

M4 : 30

(b)
interface SlotAssign {

              event  result_t  CS_Assign(Beacon_t * bc);
              event  result_t  RS_Assign(Beacon_t * bc);
              }

interface SlotCompeting {
              event  result_t  CS_Competing

 (uint8_t cur_slot, uint8_t slot_num,
                   uint8_t event_pri, uint8_t mote_type);
              }

interface Context {
            command  Stored_Event_t *      get_Stored_Event();

                               command Stored_Slot_t *          get_Stored_Slot();
            command Competing_Mote_t * get_Competing_Mote();

                               command uint32_t      get_currentTime();
                             }

(c)

Fig. 2. (a) The pseudo-code of the RS assignment algorithm in App-MAC. (b) An example to
illustrate the RS assignment algorithm. (c) The interfaces provided by App-MAC for applications.

channel utilization, and save energy. Applications leverage the underlying mechanisms
provided by App-MAC, i.e., adjusting the number of the CS subframe, the priority of
events, the type of sensor and the number of time slots in this subframe, to meet the
CS assignment requirements. We propose a algorithm to assign CS within one CS sub-
frame. We fix the type of sensor, and the number of time slots in the CS subframe, and
adaptively adjust the event priority. The basic idea of this algorithm is described as fol-
lowing. When the cluster head receives some events reporting, it records the priority of
events. In the next beacon, the cluster head sets the event priority of the CS assignment
item as the highest one. Using this way, in that CS, App-MAC filters out low priority
events reporting. In the following beacon, the cluster head sets the event priority of the
CS assignment item to next lower event priority to permit other nodes with low priority
events report their events. This mechanism can reduce many collisions in the evaluation.

When cluster members have events to report to the cluster head, they should wait for
the CS assignment from the beacon. We implement a distributed CS competition algo-
rithm to make the nodes report events as soon as possible. This algorithm can reduce
the collisions among the events reporting, and improve channel utilization and save en-
ergy. In this algorithm, cluster members first check if they meet the requirements of the
CS assignment. If they can compete for the CS slots, cluster members use CSMA-CA
to compete for the channel time slots. The cluster members, which have higher priority
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event or have large event data, will compete for the early time slots of CS. When other
cluster members overhear an event report with a higher priority than that of their events,
they delay the channel competition.

3 Protocol Implementation

We implement App-MAC in TinyOS platform [6]. The implementation is based on B-
MAC [2], which provides bidirectional interfaces to implement other MAC protocols.
The App-MAC provides three interfaces for applications to assign CS and RS according
to the application requirements. Fig. 2(c) lists the interfaces provided by App-MAC to
facilitate applications. The SlotAssign interface is used by the cluster head. When-
ever the cluster head sends the beacon, it signals this event to applications, which can
assign CS and RS based on their channel utilization policy and the events status. The
RS and CS assignment algorithms are implemented using this interface. Other assign-
ment algorithms can be easily integrated. The SlotCompeting interface is used by
cluster members. In the beginning of every CS subframe, App-MAC signals this event
to applications to inform the current information for this CS subframe, such as how
many slots are there in this subframe and what is the sensor type and event priority for
these slots. The distributed CS competition algorithm is implemented using this inter-
face. App-MAC also provides the Context interface for applications to get the useful
information, including the current reported events, the channel utilization, and the com-
peting sensor nodes, and so on. More details can be found in the technical report version
of this paper [11].

4 Performance Evaluation

We are now to evaluate the proposed MAC protocol. First, five performance metrics
specially for WSN are proposed. Second, an intensive performance evaluation of App-
MAC is conducted through empirical studies on eight Berkeley TelosB motes [7] with
synthetic events. Finally, comprehensive comparison with three representative MAC
protocols, i.e., S-MAC [5], TDMA [4] and TRAMA [3] is studied in the same context.
The empirical study indeed shows the real-world effectiveness of App-MAC.

4.1 Performance Metrics

Given the inherent features of WSNs, e.g., multimodality, event-oriented, and priori-
tized events, we propose five new performance metrics in this paper.

Event Delivery Latency. We define the event delivery latency as the time period from
the time the event happens to the time when all these sensor nodes finish transmitting
the event data to the cluster head. Based on these data, we calculate the average event
delivery latency.

Event Fairness Index. We propose the event fairness index, which indicates the inter-
event fairness. The event fairness index is based on the event delivery latency of these
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events. Ie = 1
n

∑n
p=1 ( 1

np

∑np

i=1

√
(Lpi − Lp)

2
), where Lpi is the event delivery la-

tency of the ith event with priority of p, Lp is the average event delivery latency for
those events with priority p, np is the total number of events with priority of p, and n
is the total number of priority defined in the system. From this definition, we know that
if the MAC protocol supports good inter-event fairness, the value of the event fairness
index is small.

Sensor Fairness Index. We propose the sensor fairness index, which shows the intra-
event fairness. We define the sensor fairness index based on the event data delivery

latency of the event-correlated sensor nodes. Im = 1
m

∑m
e=1 ( 1

me

∑me

i=1

√
(Lei − Le)

2),
where Lei is the event data delivery latency of the ith sensor node for event e, Le is the
event delivery latency of event e, me is the total number of sensor nodes for event e, and
m is the total number of events. From this definition, we know that if the MAC protocol
can allocate the channel time slots according to the requirements of sensor nodes, the
value of the sensor fairness index is small.

Channel Utilization Efficiency. We define the channel utilization efficiency as the per-
centage of channel time slots that are used by sensor nodes to successfully transmit
event data packets to the cluster head. If the MAC protocols use the channel time slots
efficiently, the value of the channel utilization efficiency should be large.

Energy Consumption Efficiency. We define the energy consumption efficiency as the
ratio of the total energy consumption to the total packets produced by all events in the
evaluation. If the MAC protocol is energy efficiency, the value of the energy consump-
tion efficiency should be low. In this paper, we calculate energy consumption of the
MAC protocols using the parameters provided by Berkeley TelosB motes [7].

4.2 Evaluation Setup

Many factors affect the performance of MAC protocols, including the cluster size, the
link quality among the sensor nodes, the event frequency, the parameter of the MAC
protocols, and so on. In this paper, we present the evaluation results with the cluster size
as eight motes, which are deployed in the tables around our lab. The packet reception
rate (i.e., link quality) among the motes are about 90%. We have randomly generated
15 events within the covered area. These events are fired within 500, 1000, 2000, 3000,
4000 time slots (randomly) to emulate different event frequency. One time slots is 100
ms. Therefore, the event frequency decreases while the time slots increasing. These
events have three priorities with five events each. We have three sensor types in the
system and different types of sensors produce 5, 15, and 30 packets for every event,
respectively, to emulate the diversity of the event data. When an event happens, three
or four nearby motes detect it and produce their event data. These motes include at
least one mote of the three sensor types. All motes transmit at 0 dBm. For App-MAC,
we fix the beacon size as 30 time slots. For the RS assignment algorithm, we fix the
parameters for the weight calculation as 100 (α), 20 (β), 100 (γ), 5 (λ). For the CS
assignment algorithm, we fix the CS assignment item as one and the default time slots
of it as five. For S-MAC, the frame is 30 time slots and the duty cycle is 33%. Note
that, S-MAC, TDMA and TRAMA are implemented by ourselves using TelosB motes
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based on their original ideas in order to compare them in the same context. We run every
evaluation case five times and take the average value as the final results to report.

4.3 Evaluation Results

Event Delivery Latency. We first examine the average event delivery latency of these
four protocols. Fig. 3(a) reports the average event delivery latency with event priority 1
varying with the event frequency. In this figure, the x axis is the event frequency, the y
axis is the average event delivery latency. We compare App-MAC, S-MAC, TDMA and
TRAMA in the same figure. For event priority 2 and 3, the similar results are shown.
No mater in high event frequency or light one, App-MAC outperforms other MAC
protocols, reducing the average event delivery latency about 35% to 75% (priority 1),
25% to 72% (priority 2), and 3% to 63% (priority 3). From these figures, we conclude
that the average event delivery latency decreases with the event frequency reducing and
App-MAC outperforms other protocols. We attribute this significant improvement to
the fact that in App-MAC the CS assignment algorithm and the distributed CS compe-
tition algorithm can filter out lower prioritized events and reduce the collisions caused
by spontaneous event reporting, and the RS assignment algorithm supports prioritized
delivery of events and guarantees the urgent events transmitting without interrupting
from others.
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Fig. 3. (a) The average event delivery latency of events with priority 1 vs. the event frequency. (b)
The event fairness index vs. the event frequency.

Event and Sensor Fairness Index. The event fairness index shows the inter-event fair-
ness, while the sensor fairness index indicates the intra-event fairness. Fig. 3(b) reports
the event fairness index for all MAC protocols with different event frequency. In this
figure, the x axis is the event frequency and the y axis is the event fairness index. The
values of the event fairness index of App-MAC, S-MAC, TDMA and TRAMA are
ranging from 8.4 to 94.4, 53.2 to 157.5, 89.9 to 301.3, and 25.4 to 107.9, respectively.
According to the definition of the event fairness index, if the value is small, the MAC
protocol supports inter-event fairness. App-MAC improves the event fairness index of
64% over S-MAC, 84% over TDMA, and 50% over TRAMA. The event fairness index
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decreases while the event frequency is reduced. From our evaluation, we found that
App-MAC also improves the sensor fairness index about 94% over S-MAC, 98% over
TDMA, and 83% over TRAMA. We attribute this to the fact that, using App-MAC,
the CS assignment algorithm and the distributed CS competition algorithm provide the
motes, which have same prioritized events, with the same probability to compete for
CS, and the RS assignment algorithm fairly allocates RS for those motes.
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Fig. 4. (a) The channel utilization efficiency vs. the event frequency. (b) The energy consumption
efficiency vs. the event frequency.

Channel Utilization Efficiency. For TDMA and TRAMA, when most motes have event
data to transmit, channel utilization is high. With the time goes on, there are only few
motes with event data to transmit, channel utilization keeps in a small amount and lasts
for a long time. In S-MAC, motes compete for the channel time slots to send RTS pack-
ets, when one cluster member wins CTS, it sends DATA packets to the cluster head
while receiving ACK packets from it. These mechanisms make the channel busy. How-
ever, the channel utilization efficiency is low. The mechanisms in App-MAC together
reduce the collisions and increase channel utilization considerably. Fig. 4(a) shows the
channel utilization efficiency of App-MAC, S-MAC, TDMA and TRAMA with dif-
ferent event frequency. In this figure, the channel utilization efficiency of App-MAC,
S-MAC, TDMA, and TRAMA varies from 17% to 70%, 16% to 28%, 16% to 31%, and
16% to 51%, respectively. App-MAC improves the channel utilization efficiency 58%
over S-MAC, 58% over TDMA, and 12% over TRAMA. From this figure, we see that
the channel utilization efficiency decreases while the event frequency is reduced.

Energy Consumption Efficiency. The energy consumption of all protocols
increases with the time and the increment ratio of them is different. Analytically, in
S-MAC, motes with event data compete for the channel time slots and at most one of
them gets the CTS packet. S-MAC always sends ACK to every received packet to solve
the hidden terminal problem. These mechanisms consume more energy and extend the
total time period of transmitting all the event data. In TDMA and TRAMA, sensor nodes
transmit packets to the cluster head when they have event data, otherwise they just go
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to sleep. The cluster head in TDMA wakes all the time to receive packets from clus-
ter members. TRAMA consumes less energy than that of TDMA using the weighted
channel assignment mechanism. App-MAC consumes the least energy among all the
protocols. It takes less time to finish transmitting packets, because App-MAC permits
only part of motes to compete for the CS slots in its adaptive CS assignment algo-
rithms. Also, App-MAC lets some motes to cancel competing for slots in its distributed
CS competition algorithm. The adaptive CS and RS assignment algorithms also reduce
idle listening and put sensor nodes to sleep as much as possible. Fig. 4(b) reports the
energy consumption efficiency for App-MAC, S-MAC, TDMA and TRAMA in dif-
ferent event frequency. The value of the energy consumption efficiency of App-MAC,
S-MAC, TDMA, and TRAMA varies from 12 to 26, from 33 to 44, from 32 to 60, and
from 17 to 92, respectively. App-MAC improves the energy consumption efficiency
51% than S-MAC, 59% than TDMA, and 46% than TRAMA. To this end, we see that
App-MAC is more energy efficiency.

5 Related Work

MAC protocols have been extensively studied in wireless networking, mobile ad-hoc
networks, and wireless sensor networks, interesting readers please refer to [12] for a
survey of those protocols. To our knowledge, App-MAC is the first MAC protocol that
takes multimodality feature of sensors into consideration. Next, we group these efforts
into two categories and discuss their relations with ours.

Contention-based MAC protocols. The IEEE 802.11 DCF [9] is an contention-based
protocol, and it mainly builds on MACAW [13]. The basic idea of these protocols is
for a sender to transmit a request-to-send (RTS) that the receiver acknowledges with a
clear-to-send (CTS). If the RTS/CTS exchange is successful, the sender is allowed to
transmit one or more packets. S-MAC [5], T-MAC [4] and B-MAC [2] are specially
designed for WSN. S-MAC aims to energy conservation and self-configuration. In S-
MAC, each mote goes to sleep for some times, and then wakes up and listens to see
if any other wants to talk to it. All motes are free to choose their own listen/sleep
schedules. The listen interval is divided into three parts, for SYNC, RTS, and CTS.
Each part is further divided into many time slots for senders to perform carries sensing.
B-MAC provides some interfaces for application to control the back off time when it
initializes sending packet or when it detects collisions. App-MAC uses the contention-
based protocol to report event information. In App-MAC, we design the mechanisms
to reduce the collisions, e.g., filtering out some events with specified priority and some
motes of specified sensor types. We also design CS assignment and the distributed CS
competition algorithms to reduce collisions and save energy.

Reservation-based MAC protocols. TDMA [1] and TRAMA [3] are reservation-based
protocols. In TDMA, time period is divided into frames that provide each node with a
transmission slot over which it can transmit data without collisions. TRAMA is based
on a distributed contention resolution algorithm that operates at each node based on
the list of direct contenders and indirect interferences. They introduce energy-efficient
collision-free channel access in WSN. IEEE 802.15.4 (Zigbee) [8] designs superframe
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structure, which comprises an active part and an optional inactive part. The active part
is further divided into a contention access period (CAP) and an optional contention free
period (CFP). App-MAC uses the reservation-based protocol to transmit event data. In
App-MAC, we design a RS assignment algorithm to allocate channel time slots accord-
ing to the application requirements and the event status. The RS assignment algorithm
provides prioritized event delivery and supports motes and events with fairness.

6 Conclusion and Future Work

In this paper, we have designed and implemented an application-aware, event-oriented
MAC protocol (App-MAC) for multimodality WSN. By using Berkeley TelosB motes,
the evaluation results show that the proposed App-MAC is able to support prioritized
delivery of events, provide inter-event and intra-event fairness, and improve channel uti-
lization while reducing energy consumption. App-MAC outperforms three other MAC
protocols, i.e., S-MAC, TDMA, and TRAMA, in term of the average event delivery
latency, the event and sensor fairness index, the channel utilization efficiency and the
energy consumption efficiency.
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Abstract. Localization is crucial to many applications in wireless sen-
sor networks. This article presents a range-free anchor-based localization
algorithm for mobile wireless sensor networks that builds upon the Monte
Carlo Localization algorithm. We improve the localization accuracy and
efficiency by making better use of the information a sensor node gathers
and by drawing the necessary location samples faster. Namely, we con-
strain the area from which samples are drawn by building a box that
covers the region where anchors’ radio ranges overlap. Simulation results
show that localization accuracy is improved by a minimum of 4% and
by a maximum of 73%, on average 30%, for varying node speeds when
considering nodes with knowledge of at least three anchors. The coverage
is also strongly affected by speed and its improvement ranges from 3%
to 55%, on average 22%. Finally, the processing time is reduced by 93%
for a similar localization accuracy.

Keywords: Distributed localization algorithms, wireless sensor net-
works, mobility, Monte Carlo Localization, simulations.

1 Introduction

Many applications have a need for localization, be it for locating people or ob-
jects. Most of the time, data recorded from a wireless sensor only makes sense if
correlated to a position, for example the temperature recorded in a given machine
room or cold-store. Similarly, many end-user programs are location-aware, for
example people would like to find the closest bus stop or mailbox, and emergency
services need to localize persons to be rescued. In many cases, such as indoors,
the Global Positioning System cannot be used. From now on, we will refer to a
person, object or computer coupled with a wireless sensor to be localized as an
(unknown) node.

This article presents a localization algorithm for wireless sensor networks
specifically designed with mobility in mind. One important factor is to let the
wireless sensors benefit from mobility and not only suffer from it. Literature
[5,7,11,12,13,14] has shown that using mobile anchors in static wireless sensor
networks helps improving the accuracy of the localization algorithm, as more
nodes can benefit from the anchors’ position broadcasts and as each node can
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hear more of these. Similarly, mobile sensors have a chance to get more in-
formation than in a fully static environment. The challenge, however, is that
information in a mobile wireless sensor network gets invalidated more quickly if
all the nodes are moving. Hu and Evans introduce a localization algorithm deal-
ing with these different characteristics [9]. Their approach builds upon Monte
Carlo Localization (MCL) methods used in robotics to locate a mobile robot.
In this article, we present improvements to Hu and Evans’ algorithm leading to
better accuracy and lower computational cost when localizing nodes.

The remaining of this article is organized as follows. Section 2 presents some
background information on localization mobile wireless sensor networks. Sec-
tion 3 describes both our localization algorithm and Hu and Evans’ algorithm it
builds upon. Section 4 gives insight on the accuracy of the localization and effi-
ciency of the algorithm. And finally, Section 5 concludes and gives some future
work directions.

2 Dealing with Mobility

In the article [9], Hu and Evans present a range-free localization algorithm for
mobile sensor networks based on the Sequential Monte Carlo method [4,8]. The
Monte Carlo method has been extensively used in robotics [2,15] where a robot
estimates its localization based on its motion, perception and possibly a pre-
learned map of its environment. Hu and Evans extend the Monte Carlo method
as used in robotics to support the localization of sensors in a free, unmapped
terrain. The authors assume a sensor has little control and knowledge over its
movement, in contrast to a robot. A range-based version of the MCL algorithm
has recently been proposed by Dil and al. [3].

Apart from the experiments with MCL, there are at the moment few localiza-
tion protocols specifically designed with mobile wireless sensors in mind. Most of
the papers presenting localization algorithms suggest that supporting mobility
can be achieved by rerunning the localization algorithm after some time interval,
either static or adaptable. While this is not optimal but feasible in some cases,
the whole class of algorithms using information from distant nodes or iterative
approaches will suffer from severe information decay. At the time the informa-
tion reaches a distant node that wants to use it, it is very likely that the whole
network configuration has changed. A node will therefore always calculate an
inaccurate location, not due to the lack of information or to the intrinsic inac-
curacy of the calculations it uses, but due to the way its localization algorithm
gathers this information.

Mobility introduces a real-time component to the localization algorithms.
Wireless sensor networks are usually considered delay-tolerant [6,11]. To the
contrary, mobility makes a sensor network delay intolerant: information gather-
ing and location calculation should happen in a timely manner, dependent on
the speed of both the nodes and the anchors. This means that in a mobile wire-
less sensor network, methods relying on global knowledge such as calculating the
number of hops or distances to all the anchors in the network are to be avoided.
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Similarly, a mobile node cannot really benefit from iterative localization tech-
niques where the location estimation is refined whenever a node receives more
information from the network.

Besides possible information decay, a localization algorithm deployed in a
mobile wireless sensor network should be able to cope with the temporary lack
of anchors. In other words, the algorithms should be able to produce a location
estimate in such conditions if the application layer has a need for it. In such cases,
the location estimation could easily be tagged as uncertain, providing a mean
for the application to assess how much the results of the localization algorithm
should be trusted.

We believe mobility should be taken into account directly when designing
new localization algorithms. A wireless sensor should benefit from mobility and
exploit it to improve the efficiency of localization or get a better accuracy of its
position estimates. The algorithms based on MCL are offering such guarantees.
In the following, we build upon the range-free Monte Carlo Localization algo-
rithm proposed by Hu and Evans [9] and show that by improving the way the
anchor information is used, we can improve both the accuracy and the efficiency
of the algorithm.

3 Localization in Mobile WSNs

This section first describes the basic MCL algorithm and then introduces our
extensions.

3.1 Monte Carlo Localization

In [9], Hu and Evans define their localization algorithm as follows. The time is
divided into discrete intervals. A sensor node relocalizes in each time interval.
During the localization-algorithm initialization phase, a sensor picks a random
set of N samples L0 = {l00, l10, ..., lN−1

0 }, i.e. random localizations within the de-
ployment area. From then on, the two steps, prediction and filtering, repeat.
During the prediction step, a node picks random locations within the deploy-
ment area, possibly constrained by its maximum speed and the previous location
samples. At time t, a sensor node thus generates a new set of samples Lt based
on the previous set Lt−1 . In practice, given a location lit−1 from Lt−1 , a random
location lit is chosen from the disk of radius vmax around lit−1 , vmax being the
maximum speed of a node. During the filtering phase, all impossible locations lit
are removed from the new set of samples Lt. The filtering occurs by using the
position information obtained from both the one-hop and two-hop anchors. The
one-hop-anchor group is composed of the anchors the sensor node heard directly.
These anchors are assumed to be in the radio range r of the sensor node. The
two-hop-anchor group is composed of anchors the sensor node did not hear itself
but its one-hop neighbors did. These anchors are assumed to be in the range 2r
of the sensor node but not within a radius r. In other words, MCL makes use of
negative information. Note that this usually leads to an improved localization
accuracy in an obstacle-free deployment area but is quite risky otherwise.
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Note that after the filtering step, there may be less samples in the set than de-
sired. The prediction and filtering process thus repeats until the desired number
of samples is reached. The location estimate of a sensor at time t is the average
of all the possible locations from the sample set Lt.

3.2 Monte Carlo Localization Boxed

Despite being quite accurate, especially in low-anchor configurations, MCL’s
efficiency can be improved. Drawing samples is a long and tedious process that
could easily drain a lot of energy from a sensor node. Furthermore, the way MCL
makes use of anchor information leaves room for improvement. Our version of
the Sequential Monte Carlo Localization called Monte Carlo Localization Boxed
(MCB) uses steps similar to those of MCL. The major differences lie in the way
we use anchor information and the method we use for drawing new samples
(see [1] for algorithmic details).

The original MCL algorithm uses information about one-hop and two-hop
anchors at filtering time only, for rejecting impossible samples. In MCB, we use
the information about the anchors heard to constrain the area from which the
samples are drawn, method which we explain below. Reducing the area to sample
from has two consequences. First, we draw good samples more easily and thus
faster. Drawing good samples means that we have to reject samples less often
in the filtering phase, reducing thereby the number of iterations the algorithm
needs to fill the sample set entirely. The second consequence is implementation
dependent. Unlike the pseudo-code shown in [9], the implementation of MCL sets
a bound on the number of times a node can try to draw samples if its sample set
does not contain the required number of samples yet. This boils down to avoiding
that the algorithm loops endlessly if no valid sample can be drawn for a given
configuration. In [9], Hu and Evans selected a sample-set size N of 50. A node
tries at most twice 10,000 times to draw a sample. This happens once with a
strict speed condition, drawing new samples from the disk of radius vmax around
the old sample, and a second time with a relaxed speed condition, drawing new
samples from the disk of radius vmax + delta around the old sample. Drawing
samples with a relaxed speed constraint only happens if the sample set is not full
after the first series of 10,000 draws. After the 20,000 attempts, the sample set
may still be not full, having less than 50 good samples. MCL does not try to fill
the sample set any further. In MCB, we make sure that the sample set is as full
as possible by drawing samples that do not have to be filtered and therefore do
not require a redraw. In most cases, the sample set is full well before 10,000 tries.
Experiences have shown that 100 attempts is ample enough to fill the sample
set entirely. By ensuring that the sample set is full in 50 to 100 draws, a node
can save precious battery power. Filling the sample set whenever possible also
has a positive influence on localization accuracy over time.

The method used for constraining the area from which MCB draws samples
is as follows. A node that has heard anchors – one-hop or two-hop anchors –
builds a box that covers the region where the anchors’ radio ranges overlap. In
other words, this box is the region of the deployment area where the node is
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Fig. 1. Building the anchor box

localized. We call such a box the anchor box. Figure 1 shows an example of an
anchor box (shaded area) in the case where three one-hop anchors were heard.
For each one-hop anchor heard, a node builds a square of size 2r centered at
the anchor position, r being the radio range. Building the anchor box simply
consists in calculating coordinates (xmin, xmax) and (ymin, ymax) as follows:

xmin =
n

max
j=1

(xj − r) xmax =
n

min
j=1

(xj + r) (1)

ymin =
n

max
j=1

(yj − r) ymax =
n

min
j=1

(yj + r) (2)

with (xj , yj) being the coordinates of the considered anchor j and n being the
total number of anchors heard. When considering two-hop anchors, we replace
r by 2r in the above formulas.

In addition, in the simulation, the box-building algorithm cares for inconsistent
or out-of-range boxes. In other words, for boxes where the minimum value xmin

or ymin is larger than its respective maximum value xmax or ymax, the box is reset
either to a box with one-hop anchors only, or to the whole deployment area. In
the case where values are outside of the deployment area, for example xmin is
negative, we reset the value to the coordinate of the border, in our example 0.

Once the anchor box is built, a node simply has to draw samples within the
region it covers. Since the anchor box is a bare approximation of the radio range
of the anchors, we keep a filtering step, as in the original MCL. And as in the
original MCL, the prediction and filtering steps repeat until the sample set is
full or until the maximum number of tries is reached.

Building an anchor box as described above is used in the case where the
sample set is empty, for example at initialization time. In the case where we
already have samples, the bounding box is built with an additional constraint,
namely, for each old sample lit−1 from the sample set Lt−1, we build an additional
square of size 2 ∗ vmax centered at the old sample as follows:

xi
min = max(xmin, xi

t−1 − vmax) (3)

xi
max = min(xmax, xi

t−1 + vmax) (4)
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yi
min = max(ymin, yi

t−1 − vmax) (5)

yi
max = min(ymax, yi

t−1 + vmax) (6)

where (xi
t−1, y

i
t−1) are the coordinates of sample lit−1. This updated box, which

we call sample box, delimits per old sample the area a node can move in one
time interval at maximum. Whenever a node has an initialized sample set but
heard no anchor, we build the sample box solely based on the maximum node
speed and the old samples. Box building remains a sequential process, where
the anchor box is build first – and saved for subsequent uses – and updated
independently for each old sample, creating thereby the sample box from which
the new samples are effectively drawn.

Besides building anchor and sample boxes for drawing new samples, MCB tries
to make the best possible use of all information a node received. This influences
the localization algorithm in two ways. First, during the initialization phase or
whenever the sample set becomes empty, MCB allows a node to use two-hop
anchor information even if it has heard no one-hop anchor. Where the original
MCL makes use of two-hop-anchor information only in combination with one-
hop-anchor information during the filtering phase, MCB allows a node to use all
information it got both at prediction and filtering time. This means that a node
that heard only two-hop anchors can still draw samples using these and produce
a location estimate.

Second, whenever a node has heard anchors and has an already initialized
sample set but has failed to fill it (entirely) with new samples, MCB reverts to
solely drawing new samples from the anchor box. In other words, the sample
boxes are not used anymore. Not being able to fill the sample set typically hap-
pens when too many old samples are inconsistent with the current connectivity
and speed constraints. To counter old sample inaccuracy and draw new valid
samples, the algorithm would need to let the node travel a too long distance, i.e.
more than what could be covered with speed vmax in one time interval, to finally
meet the connectivity constraints. In such a case, MCL would try to draw new
samples with a relaxed speed constraint (vmax +delta). Drawing solely from the
anchor box in MCB is equivalent to relaxing the speed. The advantage, however,
is that no delta for the allowed speed increase has to be chosen in advance as it
is the case with MCL.

4 Evaluation

In the following, we present the results of the simulations of three localization
algorithms. We reused and extended the simulator used in [9]. First, we ran MCL
as specified in [9] and presented above. MCB was implemented as described
in Section 3. In addition, in order to compare with a well-known, simple and
efficient localization algorithm, we chose to run the Centroid [10] algorithm in our
simulations. Centroid calculates the position of an unknown node by computing
the averages of all the x and all the y coordinates of the anchors heard.

The selected localization algorithms have been tested with simulated mobile
wireless sensor networks. In the following, we assume a number of nodes and
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anchors deployed in an obstacle-free area of 500x500 units. We thus allow all
algorithms to use negative information (see [1] for more on this topic). Both
the nodes and anchors are mobile. The anchors know their location a priori, for
example by using GPS. The radio range r is set to 100 units for both the anchors
and the nodes.

A simulation run consists in feeding the simulator with a set of parameters
such as the number of nodes in the network, the number of anchors, the max-
imum speed at which they move, the degree of irregularity used to model the
radio communication. Time is discrete in the simulator. The speed of a node
thus represents the distance in “units” a node can move per “time unit”. For
each selected maximum speed, the simulator generates a number of random net-
work configurations, in our case 20. For each distinct network configuration, we
simulate 200 time units. The first 100 units, the nodes move without localiz-
ing. For each subsequent time unit, the nodes first localize and then move. In
other words, the time freezes and we localize the whole network using a snap-
shot. There is no movement while the nodes are localizing. This means that
message transfer is instantaneous and that the received anchor locations are still
accurate when a node receives them. As such, the simulation results represent a
best-case scenario where no inaccuracy is introduced due to ongoing movement,
communication delays, message loss or collisions, or other anchor-location inac-
curacies (i.e. GPS error). As in [9], we use a modified random waypoint mobility
model [16] where each node can vary its speed at each time step before it reaches
its destination. The pause time is set to 0 and the minimum node speed is set
to 0.1 to avoid speed decay [17]. The average node speed is close to vmax/2. In
the following, speed is expressed as a multiple of the radio range r. Finally, as
suggested in [9], we use a sample set of 50 location estimations.

To analyze the simulation results, we use the following metrics. First, we
analyze the localization error. As done in [9], the localization error is calculated
by measuring the distance between the real location of a node and its estimated
location. Second, we consider the coverage of the different algorithms, that is
the percentage of nodes that were able to calculate a location estimate. Third,
we compare the processing times necessary for purely running each algorithm,
thus excluding potential communications to gather anchor locations. Detailed
network characteristics as well as other simulation results can be found in [1].

4.1 Localization Error

Figure 2 shows the localization error for all nodes, including the non-localized
nodes, that is the nodes that are placed in the middle of the deployment area
because they were not able to compute a location estimate (see [1] for more
simulation results). Nodes can be non-localized for several reasons. First, they
heard no anchor. This is typically the case with Centroid as it cannot produce a
location estimate if no anchor is heard. In the case of MCL, this can happen at the
beginning of the deployment when there is no previous sample set to build from.
Second, in the case of MCL, a node that has heard anchors can sometimes still
be non-localized. This happens when the algorithm is not able to fill the sample
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set rapidly enough: the maximum number of random draws has been reached
and the new sample set is still empty. This can be the case when the region to
draw from is large and the area where the anchors’ radio range overlap is small in
comparison. Not being able to localize a node with anchors can also happen when
the sample set becomes empty for some inconsistency reasons. Inconsistencies
in a node’s sample set generally occur after a period during which the node has
heard no anchor. The new location estimations produced recursively from the
old sample set gradually become less accurate as time passes and still no anchor
is heard. Once an anchor is heard again, it can occur that all the new samples
are rejected because they do not meet connectivity and speed constraints. Not
being able to localize a node when anchors were heard is clearly unacceptable as
it leads only to wasting energy and should be prevented as much as possible.
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Figure 2 shows that MCL is rather sensitive to slow and high speeds while
the curve for medium speeds, i.e. for a node moving at maximum between 20%
and 70% of the radio range during one time interval, remains rather flat. The
localization error for MCB as well as that of Centroid (USC) are rather inde-
pendent of the node maximum speed and only show a slight deterioration of the
accuracy as the maximum speed increases.

The behavior of the MCL localization error with respect to the maximum
speed has several causes. Slow motion gives less chances to a node to hear an-
chors. More precisely, the average number of anchors heard remains quite stable
as the speed varies, however, the time a node can remain anchor-less is on av-
erage longer. The reason for MCL’s loss in accuracy for slow speeds is thus as
follows: the slower an anchor-less node moves, the less chance it has to encounter
a new anchor quickly since the whole network moves only in small steps at each
time interval.

At slow speeds, nodes are thus more often producing location estimates with-
out being able to use anchor locations. This increases the inaccuracy of the set
of samples over time. In the worst case, nodes are localized in the middle of the
deployment area if no valid sample can be drawn once an anchor is heard again.
This effect is also noticeable in the coverage results (see [1]). The negative effect
of slow motion was also observed by Hu and Evans in [9] for MCL.

For larger values of vmax, such as 0.8r and above, the motion of the nodes
allows them to hear anchors more often and this limits the decay of the sample
set. However, since the distance a node can travel in a time unit is larger, the
area from which the random samples are drawn also increases. This affects the
accuracy in a negative way. While the average number of anchors a node hears
remains rather stable and the average number of anchor-less time intervals de-
creases as the speed increases, the average number of valid samples MCL is able
to draw for high speeds considerably decreases. The coverage MCL achieves for
high speeds is also decreasing. The impact of the maximum speed on MCL is
thus purely due to the way the algorithm produces its samples. Hu and Evans
also noticed this increase in inaccuracy in [9]. They did not provide a detailed
study of the coverage and average number of samples though.

The behavior of MCB is not as dramatically affected by the maximum node
speed as it is the case with MCL. The main reason is that the average number
of samples the MCB variants can draw is rather stable with respect to speed as
shown in Figure 3. This improves the coverage and the overall accuracy. This
behavior is due to the more efficient way MCB draw samples.

4.2 Coverage

We studied the percentage of nodes that could be localized, i.e. for which a lo-
cation estimate was produced, independently of how many anchors they heard.
The coverage of Centroid is on average 96.62%. That of MCL is 92.13% on av-
erage, ranging from 96.87% (speed 0.45r) to 86.44% (speed 1r) down to 44.81%
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(speed 2r). This comes from the fact that MCL is not able to draw enough good
samples from a large draw area in which the overlap of the anchors’ radio range
is small. This occurs in general with high maximum node speeds. In the worst
case, the new sample set remains empty leading to a non-localized node. The
average coverage for MCB is extremely stable with respect to maximum node
speed and stays around 99.98% (variation starts from the third decimal place).

4.3 Processing Time

Another factor positively influenced by the way MCB draws samples is the
processing time, that is to say, the time needed by the algorithm to produce a
location estimate. We consider here only the computation time and not the time
needed for communicating (gathering anchor positions, listening to neighbors
and forwarding anchor messages). Communication time is network-dependent
and is identical for all the MCL variants. Only Centroid communicates less as
it does not consider the two-hop anchors. We measured the processing time
through simulation on a PC.

The processing time of the MCL variants depends on several factors. First, as
the maximum number of samples N in the set grows, more samples have to be
drawn and processing time also increases. There is of course a trade-off between
the maximum number of samples in the set, the accuracy of the localization and
the processing time. In [9], Hu and Evans provided an analysis of the impact
of the maximum size of the sample set. We obtained similar results with our
algorithm though the maximum number of samples can more easily be reduced
with MCB than with MCL.

Second, the maximum number of random draws the algorithm is allowed to
make also has an influence on the processing time. In the original MCL imple-
mentation, the maximum number of draws per sample is set to two times 10,000
draws for 50 samples, once with the maximum speed vmax and a second time
with the relaxed maximum speed vmax + delta. More precisely, MCL allows two
times 10,000 draws with an uninitialized sample set, and two times 200 draws
per sample (maximum 50 samples) with an initialized sample set. With similar
loop values, MCB is 40% to 50% faster while its accuracy and coverage are better
than that of MCL and its average number of samples was higher (i.e. the sample
set was full more often). These tests and those that follow were conducted using
a 200 by 200 units deployment area with one unknown node and 32 anchors.
The radio range was set to 50 units and the maximum speed to 50 units per
time interval.

Thanks to its simplicity, Centroid performs much faster than any MCL vari-
ants. It runs in 0.0095% of the time needed by MCL and 0.0168% of the time
needed by MCB when both MCL and MCB are using the original random-draw
parameters (10,000 draws with an uninitialized sample set, 200 draws with an
initialized sample set, 50 samples in the set at maximum).

Next, we compared MCL and MCB processing times for identical localiza-
tion error when excluding the non-localized nodes. To get an identical accuracy,
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we varied the loop boundaries of both MCL and MCB. We kept the maximum
number of samples unchanged (50 samples). In the case of MCL, we let the
algorithm draw samples 1,000,000 times, once with the maximum speed vmax,
and a second time with the relaxed maximum speed vmax + delta. For an ini-
tialized sample set, we allow 20,000 tries twice for each of the 50 samples. With
MCB, we use a maximum of 100 draws for an uninitialized sample set. For an
initialized sample set, MCB uses 50 draws from the sample box and, in the case
of a partially full new sample set, it allows at maximum 100 extra draws from
solely the anchor box. At speed 1r, MCL was able to produce 48.7227 samples
on average and MCB 48.2153. The accuracy was 13.9% of the radio range for
MCL and 13.8% for MCB. The coverage was 98.38% for MCL and 99.96% for
MCB. The relative processing time was 100% for MCL and 6.238% for MCB.
This demonstrates the fact that MCB is much faster than MCL for a similar
localization accuracy. Even with a slightly lower average number of samples, the
coverage of MCB is better than that of MCL.

5 Conclusion and Future Work

Localization in wireless sensor networks is a topic that has received much interest
in the past years. Most proposed algorithms concentrate on static networks of
sensors with either static or mobile anchors. The problem of localizing nodes in
a mobile wireless sensor network has not yet received much attention although
mobility needs to be taken into account at design time.

In this paper, we presented a localization algorithm that builds upon Hu and
Evans’ findings [9] and that makes Monte Carlo Localization more lightweight
for use in wireless sensor networks. By making better use of the information
a node gathers (one-hop and two-hop anchors) and by restricting the area a
node has to draw samples from to a (small) box, we improve the whole process
of localizing. The results of simulations of our algorithm, called Monte Carlo
Localization Boxed, show that it allows a node to get an improved accuracy at
a reduced cost. Most importantly, it ensures that a node having heard anchors
will be localized and it will not pay a high price in term of processing time
and energy expenditure because of the inefficiency of the localization algorithm
(random draws). Our simulation results also show that the overall coverage of
the localization algorithm is improved by ensuring that the sample sets are full
as often as possible.

In the future, we are planning to deploy MCB on a test network of wireless
sensors and study the behavior of the algorithm in a real-life setting. We will
also make several extensions to the protocol so that it can benefit from extra
information on the sensors’ mobility patterns and mobility-pattern variability.
This encompasses maintaining knowledge about sensors’ speed and direction,
possibly using additional equipment such as accelerometers and deploying it in
heterogeneous networks using a mix of both mobile and static anchors.
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Abstract. Mobile sinks pose several challenges for network protocol
design. While moving, a sink should continuously update its topological
position information in the sensor nodes to maintain paths. This may
require large signaling overhead, resulting in excessive energy consump-
tion. Various schemes have been proposed to reduce the path manage-
ment overhead. In many of these schemes, the sinks only maintain paths
from active sources to reduce the overhead. While reducing the path
management overhead, this approach introduces other problems. In this
paper, a novel path management scheme, Net Cast Routing (NCR), is
proposed. NCR provides ceaseless connection from every sensor node to
every sink in an efficient manner. Since it does not distinguish active
sources from other sensor nodes, its performance is not affected by the
number or movement of the sensing targets. In addition, unlike multicast
based schemes [2,3,4], NCR does not require any subscription procedure
to active sources.

Keywords: sensor networks, routing, mobility.

1 Introduction

Wireless sensor networks (WSNs) are a promising research area, encompassing
a wide range of applications. WSNs are typically comprised of large numbers of
small nodes with sensing, processing, and communication capabilities. The nodes
sense the environment and cooperate with each other to respond to users’ queries.
The sensing targets, i.e. stimuli, of WSNs can be various in characteristics. The
network and application models are diverse. Sinks (nodes which gather sensing
data) may be stationary or moving while receiving data or waiting for a query
response.

Mobile sink can extend the application area of WSNs significantly. Several
schemes [1,2,3,4,5] have been proposed for efficient sink mobility support in pre-
vious work. These schemes have advantages in some scenarios, and disadvantages
in others, as discussed in Sect. 2.
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In this paper, a novel sink mobility supporting scheme, named Net Cast
Routing (NCR), is proposed. NCR is a sink-oriented scheme, in the sense that
path setup and maintenance is performed on per sink basis, ignoring individual
sources. It does not distinguish sources from the other sensor nodes. Thus does
not require per source overhead. That is, the increase in the number of sources
or movement of a stimulus does not incur additional overhead. In addition, every
sensor is always connected to the path to the sinks. Thus any sensor node can
transmit data to its sinks as soon as it begins to generate the data, without
requiring any subscription procedure.

A key problem in taking a sink-oriented approach is the excessive per sink
overhead required to maintain a path from every sensor node to every sink.
NCR adopts two component schemes, the agent-based data gathering scheme
and the net casting scheme, to reduce the path maintenance overhead. The agent-
based data gathering scheme maintains paths with very low overhead, by not
attempting to optimize the paths. However, the resulting inefficient routing paths
increase energy consumption in data forwarding, which may cancel the effect
of reduced overhead. The net casting scheme is an efficient path optimization
scheme, designed to be used with the agent-based data gathering scheme. This
exploits the position information and the overhearing capability of the wireless
nodes to maximize signaling efficiency. By combining the two schemes, NCR
effectively reduces path maintenance overhead, without significantly degrading
path optimality, thus reducing overall energy consumption.

In Sect. 2, discussion on related work is presented. In Sect. 3, the proposed
scheme is described in detail. In Sect. 4, performance analysis is presented along
with simulation results, and Sect. 5 concludes.

2 Related Work

Directed Diffusion (DD) [1] represents early work on data dissemination on
WSNs with mobile nodes. It is very flexible for maintaining paths. However,
the flexibility is obtained from the periodic data flooding from every source,
which can significantly degrade energy efficiency.

In TTDD [2], a source places the information about its data on the dissemi-
nation nodes, which is selected among the sensor nodes to form a grid structure.
A mobile sink can establish a data receiving path from the source through the
nearest dissemination node. In SEAD [3] and ONMST [4], a multicast tree is
constructed for each source to multicast the data to each sink. The tree is re-
configured as the source or the sinks are moving. The approach the above three
schemes follow can be entitled source-oriented multicast approach. In this ap-
proach, a sink should subscribe to the source to join the multicast tree of the
source. The information about the available sources is provided by dissemina-
tion nodes [2] or by separate index servers [3,4,6]. This approach has two major
disadvantages. First, sinks are required to query dissemination nodes or index
nodes periodically, even when they are not moving. There is no other way for the
sinks to be aware of every occurrence of a new source. Second, path management
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overhead increases as the number of sources increases or the stimuli frequently
change their positions. In contrast, the proposed scheme is not affected by the
number or the changes of sources.

Hybrid Learning-Enforced Time Domain Routing (HLETDR) [5] does not re-
quire subscription procedure. Nor does the overhead increase with the number
of sources. However, these merits rely on the important condition that the move-
ments of the sinks should have spatiotemporal patterns which can be learned by
the sensor nodes over some time period. This requirement can seriously limit the
application of the scheme.

3 Net Cast Routing (NCR)

NCR is designed for efficient sink mobility support in large scale networks. A
large number of sensor nodes deployed in a vast area on a 2-dimensional space
are considered. Since these nodes communicate through short-range radios, long
range data delivery is achieved by multi-hop packet forwarding. In addition, each
sensor node is assumed to know its position.

NCR can be separated into two component schemes: the agent-based data
gathering scheme, and the net casting scheme. The agent-based data gathering
is a low overhead path maintenance scheme. It, however, is not a novel concept.
A similar concept, with different terminologies, is adopted by mobile IP, TTDD
[2], and SEAD [3], as a part of each protocol. The philosophy is the same: to
make a stationary node represent a mobile node to the network, or a part of the
network, so that other nodes can transmit packets to the representing stationary
node, instead of directly to the mobile node. The position of the mobile node
need not be propagated over the entire network, even if the node is moving, since
the representing node is stationary. The representing node knows the method
to deliver packets to the mobile node. Home agent in mobile IP, primary agent
in TTDD, and access node in SEAD are the representing nodes. In our scheme,
the representing node is named just an agent.

The main disadvantage of the agent-based scheme is degraded routing opti-
mality, known as the triangular routing problem. That is, every packet is deliv-
ered to the sink via the agent, even if the source and the sink are very close to
each other and the agent is far. The detouring path increases energy consump-
tion by increasing the number of packet forwarding. The paths can be optimized
by electing a new agent near the sink and updating the query over the entire
network, so that the nodes can forward packets to the new agent. Unfortunately,
this process consumes significant node energy by network-wide flooding of sig-
naling packets, and thus cannot be performed frequently. The energy inefficiency
due to a detouring path increases with the data rate of the path. Thus, to be
feasible for high data rate applications, this scheme should be supported by an
efficient route optimization technique.

The net casting is a route optimization scheme to solve the triangular routing
problem of the agent-based data gathering scheme. It can effectively reduce
the length of severely detouring paths with low signaling overhead, exploiting
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the geographic position information and overhearing capability of the nodes.
The concept of net casting is illustrated in Fig. 1. To simplify the illustration,
it is assumed that the nodes are deployed so densely that they appear to be
continuous. To shorten the detouring paths, net signals are propagated along
straight lines across the network. The lines are placed between the agent and the
sink. The nodes around the lines become net members by receiving or overhearing
the net signal. Net members around one of the lines comprise a net. When a
data packet is caught by one of the net members on its way to the agent, it is
forwarded along the net to take a shorter path than the original triangular path,
as shown in Fig. 1 (b). This can be imagined as a fish swimming towards a light,
caught in a net, and then drawn by a fisherman on a ship. The interval between
the adjacent nets can be adjusted, in terms of the tradeoff between the amount
of signaling overhead and the optimization level. If the sink changes its moving
direction, a new net can be cast along a different direction. The direction of a net
is selected from a pre-determined set of directions. The number of the possible
directions also affects the amount of overhead and the path optimization level. A
net is a dynamic entity, which is created and removed as the sink moves. When
the sink is moving toward the agent, the nets left behind the sink are removed.

In the following two subsections, the agent-based data gathering scheme and
net casting scheme are described in detail.

3.1 Agent-Based Data Gathering

Agent-based data gathering is an overhead reduction scheme for sink mobility
support in WSNs. When a sink has a new query, it appoints its closest neighbor
as its agent. A neighbor of a node is defined as another node which is within the
direct communication range of the node. To find the distance from each neighbor,
the sink requests HELLO messages from its neighbors. The sink transmits the
query to the agent, so that the agent can flood the network with the query on
behalf of the sink. During the flooding process, each node in the network can set
up a shortest path to the agent, named an agent path, using the classic distance
vector algorithm [7]. The query carries the required information for this as well

(a) Triangular routing problem (b) Net casting scheme

Fig. 1. Simplified concept of the net casting scheme
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as information for the application layer. When a node has data matching the
query, it forwards the data to the agent.

A path from the agent to the sink, named a relay path, is maintained in order
for the sink to receive data continuously while moving. When the sink moves
out of the radio range of its agent, it again selects the closest node among its
current neighbors. The sink designates the selected node as its immediate relay
(immed-relay) by transmitting a relay path setup (RPSP) message to the node.
Then, the message is delivered to the agent along the existing agent path. The
relay path is set up along the reverse direction of the path which the RPSP
message is transmitted along. A node on a relay path is defined as a relay. When
a relay has data for the sink, it forwards the data along the relay path.

When the sink moves out of the radio range of the current immed-relay, a new
immed-relay is elected by the sink, and a new relay path is set up in the same
way as above. When the agent receives the RPSP, it examines whether there is
an old relay path for the same sink. If so, the agent transmits a relay path clear
(RPCL) message along the old relay path. Parts of the new relay path and the
old relay path can overlap. To distinguish between the old relay path and the
new relay path, each relay path has a sequence number, rp-seqno. Every new
relay path is given an rp-seqno one greater than that of the previous relay path,
by the sink. When a relay receives a new RPSP message, it does not remove the
state for the old relay path. The state for the old relay path is maintained until
the relay receives an RPCL for the path. RPSP and RPCL messages include the
rp-seqno of the relay path which they are creating or removing.

3.2 Net Casting

The purpose of net casting is to mitigate the triangular routing problem, induced
by agent-based data gathering. To describe the net casting procedure, an analogy
can be used, considering a net as a straight line, named a net line. Then, creating
a net can be considered as drawing a straight line across the sensor field. A
net line can take one direction selected from a set of pre-defined directions.
Along with the average interval between the adjacent net lines, the number of
directions of the net lines is a parameter determining the trade-off point between
the amount of the overhead and the path optimization level. One-directional case
is described below, and multi-directional cases can easily be extended from this
description.

One Directional Case. In one directional case, one coordinate axis is chosen
by the sink so that the sensor field is divided into stripes, as illustrated in
Fig. 2. The widths of the stripes are identical and defined as a net-space. A
stripe in Fig. 2 is a set of positions that have the same index. The index of a
position is defined as index = 	coordinate/net-space + 0.5
, where coordinate
is the coordinate of the position with respect to the axis. Every node has an
index according to its position. The sink attempts to draw one net line on each
stripe between itself and the agent, except on the stripe with index 0. The axis
is determined when the first net line is drawn. When the first net is not yet



334 J. In et al.

Fig. 2. Selection of the first net line in the one directional case

drawn, the sink takes a temporary axis to determine the index of the immed-
relay whenever a new immed-relay is selected. The temporary axis is chosen so
that the axis passes through the positions of the agent and the sink. The agent
becomes the origin of the axis and the direction of the sink is defined as the
positive direction. If the index of the new immed-relay is 0, the immed-relay is
considered to be sufficiently close to the agent. Thus, no net line has to be drawn
and the temporary axis is discarded. If the index is greater than 0, the first net
line is drawn passing through the immed-relay position, perpendicular to the
axis, as illustrated in Fig. 2. At the same time, the temporary axis becomes
permanent. The indexes of nodes are computed with respect to this permanent
axis. A new net line is drawn whenever an absolute value of the index of a new
immed-relay is greater than that of the previous immed-relay, or the sign of the
index of the immed-relay is changed. Thus new net lines are drawn as the sink
moves away from the agent. The average space between two adjacent net lines is
determined by the net-space. A net line always passes through the corresponding
immed-relay and is perpendicular to the axis.

Multi-directional Case. In a multi-directional case, multiple axes are used.
Naturally, the number of the axes is the same as the number of the possible direc-
tions. A node has multiple indexes each corresponding to each axis. Net creations
for different directions are performed independently of each other. Thus, deci-
sions for creating a net in a multi-directional case can be made in the same way
as in one directional case, if the axes for the net lines are defined. In a multi-
directional case, the directions of the axes are determined so that the angles
between any two adjacent axes are identical. The origin is at the agent position.
Thus, if one of the axes is determined, the others are also uniquely determined.
The sink chooses an axis when it creates the first net line in the same way as
in one directional case. Then, the other axes can be determined uniquely de-
pending on the total number of the axes. The set of possible directions is not
changed until a new agent is elected. When a new agent is elected, the relay
path and all the nets of the sink are removed as the query is propagated over
the network. Examples of net lines of two directional and three directional cases
are illustrated in Fig. 3, along with some sample paths.
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(a) 2 directional case (b) 3 directional case

Fig. 3. Simplified concept of the net casting scheme

Net Cast. The net line is a virtual entity, which does not physically exist.
Creation, or cast, of a real net is initiated by a new immed-relay on a request
from the sink when the immed-relay is elected. The net is created according to
the calculated position of the net line. The sink examines, for each axis, whether
a new net is required to be cast whenever a new immed-relay is elected. If the
sink decides new nets are required, it includes the information of the new nets
to be created in the RPSP message to the new immed-relay. The immed-relay
calculates the positions of the required net lines based on its position and the
information included in the RPSP message. The RPSP includes the following
information in addition to the information required for relay path setup: a list
of directions of the net lines to be created, a unique net-id for each net, and
indexes of the new immed-relay. In this information, only the directions of the
nets are required to determine the positions of the nets. The net-id and indexes
are later used to maintain the nets.

A net is composed of an anchor, knots, and regular net members. The anchor
initiates the creation and destruction of the net. Thus, the anchor of any newly
created net is always the immed-relay initiating creation of the net. The anchor
can be changed later as the relay path changes. A net is created by propagating
a net cast (NCST) message along the vicinity of the corresponding net line.
A node receiving the message becomes a knot and forwards the message for
propagation. For convenience, the anchor is referred to as a kind of knot. A
node which overhears the message becomes a regular net member. The NCST
message forwarding rule is as follows. The node, having the message, projects
itself on the net line, and moves the projection along the line towards the desired
direction by a pre-determined distance. The node forwards the message to the
node closest to the moved projection. If no node is closer to the projection, the
node discontinues forwarding of the message. During NCST propagation, paths
from the net members to the anchor, named net paths, are set up along the
reverse path of NCST. The anchor plays the role of a gateway from the net path
to the relay path.

Net Management. A net is owned by one of the relays. The relay which is the
owner of a net is either the anchor or a neighbor of the anchor of the net. A net
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which cannot be owned by any relay will be destroyed. When a node becomes a
relay, i.e. by receiving an RPSP message, it examines whether it is a member of
an existing net. If so, it becomes owner of the net as follows: If it is the anchor
of the net, it continues to be the anchor. Otherwise, if it is a knot, it becomes
a new anchor for the net. If it is a regular net member, it elects a new anchor
among its neighboring knots, by transmitting an elect anchor (EANC) message.
Note that a regular net member has at least one knot of the same net within its
radio range. In the event the anchor is changed, the new anchor transmits a net
refresh (NREF) message to the old anchor along the existing net path. When
receiving or overhearing the NREF message, net members change the net path
to the new anchor, and the old anchor resigns the anchor role. To distinguish an
old NREF and a new NREF, each NREF message has a sequence number. If a
node overhears an NREF message with the same sequence number from two or
more knots, it processes the first and ignores the others. Since an NREF message
is only generated when a new relay path is setup, the rp-seqno of the relay path
can be used for this purpose. Note that the net-id is not changed until the net
is removed. However, the rp-seqno of a net member is changed whenever it is
receives a new NREF message. It is possible that two or more relays could be
members of the same net. In this case, it should be made impossible for two or
more relays own the same net. It is desirable that the relay closest to the sink
should own the relay. To guarantee this, a relay includes the list of the nets it
owns in the RPSP message. When a node becomes a relay, it does not attempt
to own the nets included in the list.

Net Destruction. Each individual net is cleared independently of each other as
when created. When a relay resigns the relay role, it transmits a dismiss anchor
(DANC) message to the anchor of each net it owns. The message includes the
rp-seqno of the old relay path and the net-id of the net to be cleared. If the relay
itself is the anchor of the net, it processes the message instead of transmitting
it. It is explained that before an old relay path is cleared, a new relay path is set
up, and the nets intersecting the new relay path are refreshed by the new owner
relays. The refreshed net members are given the rp-seqno of the new relay path.
The rp-seqno of the same net can be different for each member, because a part
of the net (i.e. from the old anchor to the new anchor) is refreshed. However, the
current anchor always has the latest rp-seqno. When a node receives a DANC,
if it is not the anchor for the net indicated by the message any more or if its
rp-seqno is greater (i.e. newer) than that of the message, it ignores the message
since the net is owned by a newer relay. Otherwise, it transmits a net clear
(NCLR) message to each neighboring knot. The message is propagated to each
end of the net along the reverse of the net path. A node receiving or overhearing
an NCLR, clears the state for the net.

Data Packet Routing. When a node has a packet for some sink, it routes the
packet as follows, consulting the entry for the sink in the routing table. If it is a
relay, it forwards the packet to the next hop node of the relay path. Otherwise,
if it is an anchor for a net, it forwards the packet to the relay owning the net.
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Otherwise, if it is a member of a net, it forwards the packet to the next hop
node of the net path. In this case, if it belongs to two or more nets, it selects
the net with the largest index in absolute value. If it is neither a relay nor a net
member, it forwards the packet to the next hop node of the agent path.

3.3 Unreliability Problem of Overhearing

In the proposed scheme, it is assumed that the MAC protocol of the node can
detect transmission failure for unicast packets using data/ack exchange. Further-
more, the failed packet can be retransmitted as required. If pre-defined times of
retransmissions are failed, the receiving node is considered as failed or out of
the transmission range. In NCR, node failure is detected by transmission failure
detection, without soft state maintenance requiring periodic refreshment signal.
Thus, unicast signaling can be considered as reliable, provided that the receiver
is working and is within range of the transmitter. However, signaling using over-
hearing is inherently unreliable. In NCR, regular net members overhear NCST,
NREF, and NCLR messages. If some nodes failed in overhearing an NCST or
an NREF, the routing paths including the nodes may become longer than they
should be. It is not a critical problem. However, the effect of missing an NCLR
message can be critical. A node failing in overhearing an NCLR message would
attempt to forward packets along a net path, even though the net does not exist.
The receiving node will attempt to forward packet along the agent path. This
can create a routing loop. The key to the solution is the fact that a regular net
member always forwards data packets to a knot and knots always have correct
information of the net. When a node forwards a data packet along a net path, it
sets the flag in the packet header, indicating that the packet is forwarded along
the net path and includes the corresponding net-id. If the receiving node is not
a knot of the net specified by the packet, it transmits a net remove (NREM)
message to the sending node. On receiving or overhearing the NREM message,
a node removes the information of the net specified in the message. The NREM
message is not forwarded to other nodes.

4 Performance Analysis

In this section, the performance of NCR is examined by simulation experiments,
using Network Simulator 2 (NS2). The performance metric is throughput, delay,
energy consumption, and overhead. In the experiments, default wireless commu-
nication modules of NS 2.27 are used with their default parameters. 802.11 DCF
is used as the underlying MAC protocol.

First, the performance of NCR is compared with that of TTDD, to estimate
the overall relative performance of NCR for various numbers of stationary sources
and moving sinks. Figure 4 presents the performances of TTDD and NCR in the
same scenario. The scenario and parameters are the same as those used in [2].
The important parameters are as follows: 200 sensor nodes are deployed on a
2×2km2 field. The transmission rate of the physical link is l Mbps; source data
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rate is 1 packet/sec; data packet size is 64 bytes; control packet size is 36 bytes;
and the sink movement follows the standard random Way-point model with
maximum speed 10m/s and pause time 5s. The net-space value is set to 250m
and the number of directions is set to 3, heuristically. The corresponding graphs
are shown in the same scale to facilitate the comparison.

Significant differences can be observed in the throughputs. We observed that
the throughput is dominated by the handoff scheme between the old immed-relay
and the new immed-relay. This is because there is negligible congestion in the
scenario used. Furthermore, a lost packet is retransmitted up to 4 times when
using NS2 default parameters. In our implementation, the distance between the
sink and the current immed-relay is used for handoff decisions. The sink examines
its distance from the current immed-relay once per second and initiates a new
relay path setup if the distance is greater than 90% of the nominal radio range.
Using this scheme, the sink can set up a new relay path, with high probability,
before it moves out of the radio range of the old immed-relay. Thus all the major
sources of packet loss is removed. This scheme may not always be applicable in
practice because of irregular channel changes in space and time. The overhead
required for periodic examination of the sink position is not considered either.
Nevertheless, the results in this paper are valid since the detailed handoff decision
scheme is independent of the proposed routing scheme. The energy consumption
and delay performance shows that the performance of NCR is comparable to
that of TTDD for a small number of stationary sources.

Figure 5 shows the impact of the number and the speed of the sinks. In this
experiment, 2000 sensor nodes are deployed on a 5×5km2 field. One of the sensor
nodes generates data packets at a rate of 0.1 packet/sec. The simulations are

(a) Throughput, TTDD (b) Energy, TTDD (c) Delay, TTDD

(d) Throughput, NCR (e) Energy, NCR (f) Delay, NCR

Fig. 4. Performance comparison between TTDD and NCR
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performed for 400 seconds and each result is averaged over 10 random topologies.
The number and the speed of the sink vary, as shown in the graphs. A sink
moves toward random destination point at a constant speed. On arriving at the
destination point, it selects another random destination point and continues to
move. The other parameters are the same as those in the previous scenario. The
results show that energy consumption and overhead increase with the number
and the speed of the sinks. There is no overhead when the sink is not moving. The
throughput and delay does not significantly change with the sink number and
speed. High throughput in a relatively high sink speed (20m/s) can be obtained
by frequent handoff decision, i.e. once per second, as explained above. If handoff
decision overhead is taken into account, this performance may not be obtained.
The result show that NCR might provide high throughput with ideal handoff
scheme.

Figure 6 shows the impact of the number and the speed of the stimuli. A
number of stimuli are moving around the field at a constant speed. The number
and the speed of the stimuli vary as shown in the graphs. The existence of a
stimulus is detected by the sensor node closest to the stimulus, and reported
to the sink moving at a speed of 20m/s, once every second. This models the
cooperative detection of the target. However, details of the cooperation are not
modeled, since they are independent of the routing scheme. The throughput,
delay, and the overhead do not change with the number and speed of stimuli.
Only the energy consumption increases with the number of stimuli due to the
increased total source data rate.

(a) Throughput (b) Energy (c) Signaling

Fig. 5. Impact of the number and the speed of the sink

(a) Throughput (b) Energy (c) Signaling

Fig. 6. Impact of the number and the speed of the stimuli
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5 Conclusion

In this paper, we have described NCR, a routing algorithm for large scale WSNs
with mobile sinks. By combining low overhead path maintenance scheme and
efficient route optimization scheme, NCR can efficiently provide ceaseless data
forwarding paths for every sensor node, without severely detouring paths. In
addition, NCR is not affected by the characteristics (number, distributed area,
speed, and duration) of stimuli. These merits enable NCR to cover a wide range
of applications.

Acknowledgments. This research was supported by the MIC (Ministry of
Information and Communication), Korea, under the ITRC (Information Tech-
nology Research Center) support program supervised by the IITA (Institute of
Information Technology Assessment).

References

1. Intanagonwiwat, C., Govindan, R., Estrin, D.: Directed Diffusion: A Scalable and
Robust Communication Paradigm for Sensor Networks. Mobile Computing and Net-
works, 2000, pp. 56-67.

2. Ye, F.,Luo, H., Cheng, J. Lu, S., Zhang, L.: A two-tier data dissemination model
for large-scale wireless sensor networks. Mobile Computing and Networks, 2002, pp.
148–159.

3. Kim, H., Abdelzaher, T., Kwon, W.: Minimum-Energe Asynchronous Dissemination
to Mobile Sinks in Wireless Sensor Networks. Sensys, 2003, pp.193–204.

4. Zhang, W., Cao, G., Porta, T.: Dynamic Proxy Tree-Based Data Dissemination
Schemes for Wireless Sensor Networks. IEEE International Conference on Mobile
Ad-hoc Sensor System, 2004, pp. 21–30.

5. Baruah, P., Urgaonkar, R., Krishnamachari, B.: Learning-Enforced Time Domain
Routing to Mobile Sinks in Wireless Sensor Fields. IEEE International Conference
on Local Computer Networks, 2004, pp.525–532.

6. Zhang, W., Cao, G., La Porta, T.: Data Dissemination with Ring-Based Index for
Sensor Networks. IEEE international conference on Network Protocol, 2003, pp.
305-314.

7. Perkins, C., Bhagwat, P.: Highly Dynamic Destination-Sequenced Distance-Vector
Routing (DSDV) for Mobile Computers. ACM SIGCOMM, August 1994, pp.
234-244.



Reduction of Signaling Cost and Handoff

Latency with VMAPs in HMIPv6�

Jongpil Jeong, Min Young Chung��, and Hyunseung Choo

Intelligent HCI Convergence Research Center
Sungkyunkwan University

440-746, Suwon, Korea +82-31-290-7145
{jpjeong, mychung, choo}@ece.skku.ac.kr

Abstract. In this paper, we propose cost-reduced binding update scheme
(CRBU) which further reduces signaling traffic for location updates by
employing virtual mobility anchor point (VMAP) on top of overlapped
MAP in Hierarchical Mobile IPv6 (HMIPv6). This proposed scheme sig-
nificantly improves performance compared to HMIPv6, in terms of bind-
ing update rate per user and average handoff latency. Also it makes the
mobile nodes (MNs) moving around the boundary access routers (ARs)
of adjacent MAPs and they become to move within a VMAP. It is certain
that our scheme uses the network resources efficiently by the removal of
global binding updates for MNs in boundary ARs inside MAPs. And we
explain an analytic model for performance analysis of HMIPv6 networks,
which is based on the random walk mobility model. Based on this analytic
model, we formulate binding update cost and analyze it as the probability
that an MN stays in the current cell (q). As a result, our proposed scheme
can greatly reduce the packet loss and delay by eliminating Inter-MAP
handoff.

1 Introduction

MIPv6 [1,2] is the main protocol supporting IP mobility. This protocol provides
connectivity with the Internet from the MN’s movement. However, MIPv6 has
weak points, such as handoff latency resulting from movement detections, IP
address configurations and location updates which are unacceptable in real-time
application. The purpose of HMIPv6 [3] is to reduce the amount of signaling
to correspondent nodes (CNs) and the home agent (HA). However, this does
not satisfy the requirements of real-time services which are susceptible to delay
because HMIPv6 also uses MIPv6 for Inter-MAP handoff. Furthermore, HMIPv6
is managed by several MAPs to solve the Single Point of Failure (SPOF) and
bottleneck state of traffic. Thus, Inter-MAP handoff is increasingly expanding.

In this paper, the Inter-MAP handoff scheme is proposed in order to im-
prove HMIPv6 performance. This scheme is based on a virtual layer employing
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the VMAP (virtual MAP). The virtual layer consists of virtual MAPs, each of
which is managed by a VMAP. This proposed scheme significantly improves per-
formance compared to HMIPv6, for location update rate per users. The proposed
scheme allows the MNs moving around the boundary ARs of adjacent MAP’s to
move within either a VMAP or an overlapped region. This greatly reduces the
packet loss and delay, due to the Inter-MAP handoff not occurring.

This paper is organized as follows. In Section 2, we review the analytic models
for location update, the basic operation of HMIPv6 and its MAP discovery. The
motivation of this work and the new proposed scheme are presented in Section
3 based on HMIPv6. In Section 4, the performance of the proposed scheme is
evaluated. Finally, this paper is concluded in Section 5.

2 Related Works

This section provides a brief overview of analytic approaches for performance im-
provement of mobile network. Xie et al. propose an analytic model for regional
registration [4], which is a derivative of a hierarchical mobility management
scheme [5]. The proposed analytic model focuses on the determination of the
optimal size of regional networks, given the average location update and packet
delivery costs. In this study, the existence of one-level regional networks is as-
sumed where there is a single Gateway Foreign Agent (GFA). In addition, Woo
proposed an analytic model, in order to investigate the performance of Mobile
IP regional registration [6]. In [6], Woo measured registration delay and CPU
processing overhead loaded on the mobility agents to support regional registra-
tion. Although this model is a well-defined analytic model, it is based on MIPv4
and not MIPv6. Furthermore, in this study, a spatial-oriented Internet architec-
ture is used for performance analysis. Currently, the Internet is based on the
spatial-oriented location area model, which specifies that the distance between
two end points situated on the Internet is unrelated to the geographic locations of
these two points. However, the ARs used in next-generation wireless and mobile
networks may utilize a cellular architecture, in order to maximize utilization of
the limited radio resources [7]. Therefore, it is more appropriate to analyze net-
work performance in the context of IP-based cellular networks. Recently, in [11],
Jeong et al. show that the total handoff latency of Intra-/Inter-MAP handoff is
not occurred by removing the ping-pong effect of the Inter-MAP handoff using
the virtual MAP.

HMIPv6 [3] is the extension of MIPv6 and IPv6 neighbor discovery protocols
to support local mobility. Therefore, the introduction of a hierarchy only makes
sense if the MAP is located between the MN and HA/CNs. It also reduces the
signaling traffic for handoff due to transmitting a binding update (BU) regardless
of the number of CNs. MN receives the Router Advertisement (RA) including the
MAP information from AR. This creates the Regional Care-of-Address (RCoA)
and On-link Care-of-Address (LCoA) with received MAP and AR’s subnet pre-
fix, registering them to MAP and HA/CNs. In the case of moving the ARs in the
same MAP, MN only registers a changed LCoA to MAP. The MAP intercepts
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MAP’s Global IP Address (128 bits)

valid lifetime

resVPIRprefdistlengthtype

8 bits 8 bits 8 bits 8 bits

Fig. 1. Message format of MAP Option

all packets directed to MN in MAP, performing the local HA’s role that en-
capsulates and delivers them. In HMIPv6, an MN entering a MAP domain will
receive RA message containing information on one or more local MAPs. Then,
the MN selects the most suitable MAP by a number of criteria (distance, mo-
bility, preference, etc.). However, the question of how to select a MAP is the
beyond the scope of this paper. We simply assume that a specific MAP selection
scheme is used and that the MN sends a BU message to the selected MAP. The
MN can bind its current location (i.e., LCoA) with an address on the MAP’s
subnet (i.e., RCoA). Acting as a local HA, the MAP will receive all packets on
behalf of the MNs and will decapsulate and forward them to the MN’s current
address. If the MN changes its current address within a local MAP domain, it
only needs to register the new address to the MAP. The RCoA does not change
as long as the MN moves within the MAP domain. It offers the MN’s mobility
transparency to the CNs.

The MAP option newly reconfigures for MN to recognize the MAP, to configure
the RCoA and to receive the necessary information of basic HMIPv6 operation.
The length of preference field is 4-bit and indicates the MAP preference. It also
consists of a valid life-time field, a distance field, a global IP address field and
several flags. MAP discovery is the procedure of discovering the MAP for ARs
and acquiring the MAP subnet prefix. It is possible to pre-configure the routers
for MAP options from MAP to MN over the specified interfaces. All ARs in the
same MAP are configured for receiving MAP options with the same MAP address.

3 Cost-Reduced Binding Update Scheme (CRBU)

The proposed scheme is configured to receive MAP options from all the adjacent
MAPs, for ARs in the boundary area of its MAP. In addition, when an MN is
connecting with a boundary area’s AR in the overlapped MAP, it should perform
MAP switching prior to the Inter-MAP handoff. This MAP switching performs
identical procedures to Inter-MAP handoff operation. However, neither packet
loss nor additional handoff latency occurs because of MAP switching on receiving
the packet from previous MAP. One of important facts motivating the proposed
design is that the cost of the location update for HA is much greater than that
of MAP. A disadvantage is that since every location request in addition to the
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Fig. 2. The proposed virtual layer structure

location registration, is serviced through a HA, in addition to the HA being
overloaded with database lookup operation, the traffic on the links leading to
the HA is heavy. Therefore, the traffic required for updating HA should be
minimized, and the objective adopted in the proposed scheme is to distribute
the signaling traffic heading to HA and MAPs.

Our proposed location management scheme introduces the concept of virtual
layer as presented in Fig. 2. Layer-2 MAPs represented as bold-faced solid lines
are in a virtual layer. This scheme combines three neighboring MAPs as an
expanded cluster in the original layer, an expanded MAP. As previously men-
tioned, each MAP has an associated VMAP. This original layer of MAPs is
called Layer-1 and the expanded MAPs overlap each other. It is important to
note that another parts of the area exists, using bold-faced dashed lines, which
is in a virtual layer and are called in Layer-2. Each MAP of Layer-2 also has a
VMAP. Each virtual MAP, which is of equal size, is laid upon the center of the
three combined MAPs of each expanded MAP. As a result, the activity of MNs
around the boundary ARs of adjacent MAPs increasingly moves within either a
virtual MAP or an overlapping region. VMAPs, which manage the original layer,
take charge of the management for the entire area. However, MAPs, which man-
age the virtual layer, take charge of the management for the partial areas. In
what follows, MAPi,j , the MAPi of Layer-j, is denoted. The proposed structure
effectively avoids the ping-ponging effect, occurring when a mobile user travels
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Fig. 3. Flowchart of MN’s operation

along the boundary of two adjacent MAPs and distributes the location update
signaling traffic over many ARs using the virtual layer.

The proposed scheme can be implemented by assigning an unique ID to each
MAP of Layer-1 and 2. It is important to note that the proposed scheme covers
the service area with homogeneous MAPs. The original MAPs are partially over-
lapped with the MAPs of the virtual layer, and expanded clusters combine three
neighboring MAPs in the original layer so that they overlap each other. The ARs of
layer-1 used to be entirely in one, two, or three MAPs, and the ARs of layer-2 man-
aged by two or three MAPs. Even though each AR belongs to one, two, or three
MAPs, the mobile user in an AR registers with only one MAP at any moment. The
preference field of MAP options is used to cache the location information of each
ARs in the MAP domain. If these are delivered the preference values to all ARs of
the same MAP domain, they have exactly the same value. As AR’s own location
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is close to the boundary AR, the preference value is reduced by 1 and then delivered
to MN over the RA. MN recognizes that it arrived at the boundary ARs of MAP,
using the preference field value from AR.

If two MAPs’ domains overlap other boundary ARs, AR5, AR6 and AR7

receive all the MAP options that are composed of MAP1 and V MAP1. The
preference field of MAP options is used for caching AR’s location information
in the MAP domain and AR transmits the preference value through Router
Advertisement (RA) to MN after decreasing by 1. MN is going to obtain a
response that is the value of a preference field, and then obtains boundary ARs.
In Fig. 2, when AR6 is moved to an area of AR7, Intra-MAP handoff occurs and
receives a packet coming from CN through MAP1 and AR7 (path 1). AR7 is
located at the outer AR in the overlapping area, so MN is going to turn into its
own MAP from MAP1 to V MAP1. MN transmits Local Binding Update (LBU)
to V MAP1, then obtains an Ack, and transmits BU again to HA/CNs. After
CN receives BU, it transmits data packets with Ack to MN through AR7 and
V MAP1 (path 2). AR7 does not initiate Inter-MAP handoff if it does not move
to AR5, because AR7 is located inside of the domain.

Fig. 4 depicts the message flows for the procedures of improving handoff per-
formance by switching the MAP in advance when the MN moves AR7 to AR8.
As we mentioned earlier, AR7 and AR8 receive all MAP options from MAP1

and V MAP1, preference value for MAP1 is 1 and that for V MAP1 is 3. The
MN in the MAP1 is recognized in boundary ARs, and then it selects the new
MAP using a MAP selection algorithm. Then, it performs the MAP switching
to the selected MAP. Also, since the MN has already switched from the MAP1

to the V MAP1 when the MN receives the RA moving from AR7 to AR8, the
MN’s handoff is completed by the MN and it sends only local binding update
message to the V MAP1.

Fig. 4. Message flows
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4 Performance Evaluation

This section is organized as two sub-sections. In section 4.1, a formula of av-
erage Inter-MAP handoff latency and total average handoff latency is simply
presented. In section 4.2, we present an analytic model of HMIPv6 based on
cellular networks and analyze the impact of the probability that an MN stays in
the current cell (q) on the binding update cost for the proposed scheme.

4.1 Total Average Handoff Latency Comparison

To compare Inter-MAP handoff performance between the proposed scheme and
HMIPv6, we consider an one-dimensional network topology with only 11 ARs, i.e.,
AR1, ... ,AR11 (See Fig. 2). AR5, AR6, and AR7 have received all MAP options
from MAP1 and V MAP1. As already mentioned, if the mobile node moves AR6

to AR7, and processes the local binding update to MAP1 in AR7, then the mo-
bile node in AR7 is going to process MAP selection algorithm and MAP switch-
ing. Parameters for performance evaluation are defined as 80ms for L2 handoff
latency for wireless LAN, 20ms for receipt of RA for mobility detection, 2ms for
DW (wireless part delay), 10ms for DL(wired part delay), and 50 ∼ 130 ms for
DCN(delay among MAP and CN). In this case, for performance comparison the
following is assumed. First, On-link CoA Test and Return Routability Test are
compared. It does not consider operation time for security in local BU and global
BU. Second, it does not consider Duplicated Address Detection (DAD) operation
in Address Auto-configuration (AA). Third, if CN delivers packets to MN directly
without the HA, MN would transmit a binding update to CN first, after checking
the local BU. Therefore, if a mobile node does not require the response acknowl-
edgement message, the BA will not return and will transmit data packets with the
request. Fourth, CN always transmits packets for moving MN during performance
analysis. Fifth, Intra-MAP handoff and MAP switching are always completed dur-
ing mobile node and stays with a single AR.

In case of moving AR6 to AR7, HMIPv6 is 2 · (DW + DL) for Intra-MAP
handoff latency, proposed scheme is identical. In case of moving AR7 to AR8,
HMIPv6 is 2 · (2DW +2DL+DCN) for Inter-MAP handoff latency, the proposed
scheme is 2 · (DW + DL) for Intra-MAP handoff latency. Inter-MAP handoff
latency is identical with Intra-MAP handoff latency for the proposed scheme,
these are always the same values regardless of DCN value. Otherwise, HMIPv6
handoff latency is larger increasing to DCN , because the Inter-MAP handoff
latency time should process a local binding update and additional BU to CNs.

The proposed scheme is only able to improve performance of Inter-MAP hand-
off. Therefore, it is required to grasp all Inter-MAP handoff probability, in order
to decide improvement of the proposed scheme exactly. Given the MAP’s radius,
Inter-MAP handoff probability is obtained through mobility modeling, and the
general formula of average Inter-MAP handoff latency is created after multiply-
ing it by the handoff latency value. In addition, in the same manner, the average
Intra-MAP handoff latency is obtained, the sum of the two values and the gen-
eral formula of total average handoff latency are then obtained. For the proposed



348 J. Jeong, M.Y. Chung, and H. Choo

scheme, Inter-MAP and Intra-MAP handoff latency value are input parameters
in this general formula. Average Inter-MAP handoff latency and total average
handoff latency can be calculated, comparing these values.

For modeling of border crossing to be used for handoff procedures [8], the
following is assumed.

1. MN’s moving direction is distributed equally to [0,2π) in AR.
2. Residence time is when MN remains in AR, and has negative exponential

distribution.
3. All ARs have identical shape and size, form an adjacent area with each other,

and are approximately a circular shape.

The border-crossing rate can be calculated as VMAP = πV
4RMAP

when MN
moves away from MAP [9], where V is MN’s average movement velocity and
RMAP is the radius of the circular MAP. Similarly, the border-crossing rate
when MN moves away from AR, is VAR = πV

4RAR
, where RAR is the radius of the

circular AR. Accordingly, the MN always passes by AR when it crosses MAP
and the rate of crossing only AR’s border in the same MAP, is calculated [8]
as VAR in MAP = VAR − VMAP . The Inter-MAP handoff probability is α =

RAR

RMAP
= AMR, where AMR is the ratio for the radius of MAP and AR [11].

Similarly, the average Intra-MAP handoff probability is β = RMAP

RAR
− 1.

For the topology shown in Fig. 2, the Average Inter-MAP handoff latency is
found by multiplying the average Inter-MAP handoff probability by Inter-MAP
handoff latency, and the average Intra-MAP handoff latency is achieved similarly.
Therefore, the total average handoff latency (LT Av) is the sum of average Inter-
MAP handoff latency (αLR) and average Intra-MAP handoff latency (βLA).
Handoff latency for the HMIPv6 and proposed scheme are compared in Table 1.

For HMIPv6, the average Inter-MAP handoff latency increases in proportion
to the DCN value, however, the proposed scheme always has the same average
Inter-MAP handoff latency for all DCN values. As reviewed earlier, in the case of
the Inter-MAP handoff of HMIPv6, the Local BU and Global BU are performed
respectively. However, in the case of the proposed scheme, a local BU is always
required, this local BU does not change latency according to DCN , which is the
distance between MAP and CNs.

AMR’s value is the ratio of MAP’s radius to AR’s radius, actually the average
Inter-MAP handoff probability is based on the formulas as mentioned earlier.
When the AMR value is close to 1, the Inter-MAP handoff probability is greater

Table 1. Handoff latency comparison for HMIPv6 and proposed schemes

- HMIPv6 Proposed

αLR AMR(2DCN + 48) 24AMR

βLA 24( 1
AMR

− 1) 24( 1
AMR

− 1), (ΘLR = LA = 2DW + 2DL)

LT Av AMR(2DCN + 48) + 24( 1
AMR

− 1) 24AMR + 24( 1
AMR

− 1)
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Fig. 5. Total average handoff latency

that that for HMIPv6, and the Inter-MAP handoff latency also increases. There-
fore, when the AMR value is close to 1, there is significant Inter-MAP handoff
latency improvement in the proposed scheme.

As presented in Fig. 5, when AMR is 0.32, the average handoff latency improve
between 40.3% and 55% in accordance with DCN . However, when AMR is 0.08,
it is only improved between 5.4% and 9.3%. It rapidly increase the Inter-MAP
handoff probability when there are too many ARs in MAP.

4.2 Binding Update Cost Analysis

We assume each domain managed by a MAP has the same number of rings, R.
The innermost cell 0 is called the center cell; cells 1 form the first ring around
cell 0 and so forth. A ring r is composed of 6r cells except the ring 0 with one
cell. For network topology with R=3 as shown in Fig. 2, AR4 is the innermost
cell, six cells including AR3 and AR5 around AR4 form the first ring, and the
third ring consists of 18 cells including AR1 and AR7.

In terms of the user mobility model, we use the random walk mobility model
[10] that is appropriate for pedestrian movements. In the random-walk mobility
model, the next position of an MN is equal to the previous position plus a random
variable whose value is drawn independently from an arbitrary distribution. In
addition, an MN moves to another cell area with probability 1 − q and stays
in the current cell with probability q. In the cellular architecture, if an MN is
located in a cell of ring r (r > 1), the probability that a movement will result
in an increase (p+(r)) or decrease (p−(r)) in the distance from the center cell is
given by
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p+(r) =
1
3

+
1
6r

, p−(r) =
1
3
− 1

6r
(1)

We define the state r of a Markovian chain as the distance between the current
location of the MN and the center of the location area. This state is equivalent
to the index of a ring in which the MN is located. As a result, the MN is said
to be in state r if it is currently residing in ring r. The transition probabilities
δr,r+1 and κr,r−1 represent the probabilities at which the distance of the MN
from the center cell increases and decreases, respectively. They are given as

δr,r+1 =
{

(1 − q) if, r = 0
(1 − q)(1

3 + 1
6r ) if, 1 ≤ r ≤ R,

(2)

κr,r−1 = (1 − q)(
1
3
− 1

6r
) if, 1 ≤ r ≤ R, (3)

where q is the probability that an MN stays in the current cell.
Fig. 6 shows a state diagram for random walk mobility model [10]. We denote

πr,R as the steady-state probability of state r within a MAP domain consisting
of R rings.

0 1 2 R-1

1,0κ

0,1δ

... R

1,2δ 1,R Rδ −

2,1κ , 1R Rκ −

Fig. 6. State diagram for random walk mobility model

Using the transition probabilities in Equations (2) and (3), πr,R can be ex-
pressed in terms of the steady state probability π0,R as

πr,R = π0,R

r−1∏
i=0

δi,i+1

κi+1,i
for 1 ≤ r ≤ R. (4)

With the requirement
R∑

r=0

πr,R = 1, π0,R can be expressed by

π0,R =
1

1 +
R∑

r=1

r−1∏
i=0

δi,i+1

κi+1,i

. (5)

In HMIPv6, an MN performs two types of binding update procedure: global
binding update and local binding update. Global binding update is a procedure
that an MN registers its RCoA with the CNs and the HA. On the other hand,
if an MN changes its current address within a local MAP domain, it only needs
to register the new address with the its MAP. Local binding update refers to
this registration. Cg and Cl denote the binding update costs in global binding
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Fig. 7. Binding Update Cost for Cl = 20 and Cg = 100

update and local binding update, respectively. In IP networks, the signaling
cost is proportional to the distance between two network entities. Thus, the
binding update cost of the global binding update is larger than that of the local
binding update. For the simplicity of analysis, we assume that the global and
local binding update costs are constants.

Since every ring R is faced with six different ring Rs, the probability that an MN
located in a specified ring R moves to the adjacent R rings can be calculated as

PR,outer = (1 − q)(
1
3

+
1

6R
) for R ≥ 1. (6)

According to themobilitymodel, theprobability that anMNperforms theglobal
binding update is πR,R ·PR,outer. In other cases except this event, the MN performs
only the local binding update procedure. Let T be the average cell residence time.
Then, the average binding update cost per unit time for HMIPv6 is

CHMIPv6
Binding Update =

πR,R · PR,outer · Cg + πR,R · (1 − PR,outer) · Cl

T
(7)

The proposed scheme can eliminate the global binding update cost for MNs
in boundary ARs of MAPs, because of adapting Inter-MAP dynamic switch-
ing method using virtual layers. For the proposed scheme, the average binding
update cost per unit time is obtained as

CCRBU
Binding Update =

πR,R · (1 − PR,outer) · Cl

T
(8)

Fig. 7 shows the binding update cost as q (the probability that an MN stays
in the current cell) is raised. As mentioned above, the cell residence time is the
period that an MN stays in a cell area. Thus, as the average cell residence time
of an MN increases, the MN performs less movements and the binding update
cost per unit time decreases. Therefore, the MN with a large q refer to the static
MN. Namely, the MN performs less movements and requires less binding update
cost. In Fig. 7, the binding update cost of the ring size of 1 is larger than that
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of the ring size of 4. This is because an MN located in the MAP domain with
small ring size is more likely to perform global binding update procedures.

5 Conclusion

In this paper, an efficient location update scheme employing a partial virtual
layer to reduce the update signaling traffic in HMIPv6, is proposed. The system
has a two-layer architecture and is configured by homogenous MAP’s. Concep-
tually, the proposed scheme is a combination of grouping, overlapping, and local
binding update in MAP. This scheme yields significant performance improve-
ment over the fully virtual layer scheme in terms of the average location update
rate per user. Moreover, the new method offers considerable enhancement in
utilizing the network resources which otherwise will be wasted by mobile users
causing frequent binding update in HMIPv6. The signaling traffic concentrated
on boundary ARs in the HMIPv6 is also distributed to many ARs. Also, we mod-
eled binding update cost in HMIPv6 using the random walk mobility model, and
analyzed the impact of the probability that an MN stays in the current cell (q)
on the binding update cost for HMIPv6 and the our CRBU scheme.
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Abstract. With the spread of mobile phones, the use of Mobile Ad-
hoc NETworks (MANETs) for disaster recovery finally becomes feasi-
ble. Information retrieval from the catastrophic place is attended in an
energy-efficient manner using the Geographically Bound Mobile Agent
(GBMA) model. The GBMA, which is a mobile agent on MANETs that
retrieves geographically bound data, migrates to remain in a designated
region to maintain low energy consumption for data retrieval, and pro-
vides location based migration scheme to eliminate needless migration
to reduce energy consumption. In the data retrieval using the GBMA
model, survivability of the agent is important. In a MANET, a GBMA
with retrieved data may be lost due to its host’s death. The lost of the
agent causes re-execution of the retrieval process, which depraves energy
efficiency. We propose migration strategies of the GBMA to improve its
survivability. In the migration strategies, the selection of the next host
node is parameterized by node location, speed, connectivity, and battery
level. Moreover, in the strategies, multiple migration trigger policies are
defined to escape from a dying node. We present the implementation of
migration strategies and confirm the achievements with several simula-
tions. This finally leads to the adaptive Geographically Bound Mobile
Agent model, which consumes even less energy.

1 Introduction

Catastrophes, be they natural, like tsunamis or cyclones, or human, like indus-
trial accidents or terrorism acts, do not only hurt people, they also destroy (often
completely) the infrastructure needed by the rescue team. In case of huge fires
or cyclones even satellites cannot give any information about the area inside the
disaster zone. However, information sources inside the zone might still be intact
and could give precious data. Means to access these information sources need to
be investigated in order to retrieve their content in crisis situations. Even after
a major catastrophe, when communication infrastructure might be down, many
communication devices (like cell phones or PDAs) would still be functioning.
The authority managing rescue should get access to these devices to be capable
of offering communication solutions into the zone. This hypothesis is not unrea-
sonable as rescue operations are often coordinated by government or military
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organizations, which could have the authority to switch communication devices
into ad-hoc mode. Since most of them can be programmed to function as hosts
of an ad-hoc network, assuming that this switch could be triggered by sending a
specific message is reasonable as well. This provides a Mobile Ad-hoc NETwork
(MANET) [14], ready to support emergency communication.

In mobile hosts, the energy available has to be handled with care, especially
in the post-disaster scenario. Tei et al. [11,12,13] proposed to use a mobile agent
model that gathers and aggregates location-specific data from the catastrophic
zone in an energy-efficient manner instead of querying every resource separately.
This paper addresses several improvements of the model to improve energy-
efficiency. In particular, its major contributions are:

– We define a new mobile agent model: the adaptive Geographically Bound
Mobile Agent moves according to its geographical location and the dynamics
of the MANET topology.

– We propose a more realistic approach to deal with post-disaster scenarios,
and thus, with specific properties of associated MANETs.

– This adaptive mobile agent model is simulated in several scenarios and out-
performs the standard GBMA model.

A short overview about the GBMA model is given in Section 2. The improve-
ments with implementation are presented in Section 3, affirmed by the simulation
results in Section 4, and concluded in Section 5.

2 Related Work

In the MANET, hosts are moving around freely and their directions and speeds
can hardly be predicted (especially in the post-disaster scenario considered in
this work). Research by Aschenbruck et al. [1,2,3] addresses the modeling of
real moving habits after a disaster. They build their model by the use of real data
from firemen. However, it is still not clear how to simulate such movements ap-
propriately. Johansson et al. [9] propose a mobility model for the post-disaster
scenario.

Reducing the amount of data transferred in a MANET is one way to improve
the energy-efficiency. The in-network aggregation used in [5,10] eliminates re-
dundant data or aggregates data by intermediate nodes between a data source
and its data sinks. The in-network aggregation is done according to data re-
duction code statically deployed in the intermediate nodes. Therefore, the data
reduction operators in these works are very simple, such as calculating the max-
imum, average, or summation.

Application-specific data reduction can further improve this approach. The
mobile agent model [16] provides the means to deploy application-specific code
dynamically. The mobile agent [16] is a software entity that can migrate indepen-
dently among hosts in a mobile network in order to complete the task assigned by
the remote observer. It migrates based on its own needs and choices. Because of
the mobility, the new computing model reduces network load, enhances commu-
nication efficiency, and adapts dynamically to the changing network environment
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in distributed or mobile computing. It migrates with the application-specific code
and state to continue its task after migration.

In a context of data retrieval of mobile agents in a MANET there are three
kinds of cost: data retrieval cost, migration cost, and software execution cost.
The data retrieval cost is the total amount of energy consumed for communi-
cation to retrieve the data. Intuitively, it depends on the distance between the
mobile agent’s host node and data sources. The migration cost is the total en-
ergy consumption for transfer of agent program codes and its execution state to
migrate the agent. It depends on migration frequency and the amount of data
that the agent has collected already. The software execution cost is the total
amount of energy consumed during computations of agent execution. The soft-
ware execution cost is relatively small compared with communication cost such
as the data retrieval cost and the migration cost [8]. In this paper, we focus on
the data retrieval cost and the migration cost.

Using a mobile agent model for data retrieval from a sensor network was
used in [7,15,17]. Agilla [7] is a mobile agent middleware for sensor networks and
realizes dynamic injection of data aggregation code to reduce data retrieval cost.
Wu et al. [17] proposed the computation of the optimal route for a mobile agent
in a sensor network. The route computation utilizes signal strengths of nodes
to maintain low energy consumption for the agent migration. These works only
support proactive migration to retrieve information from various data sources,
but they do not support reactive migration to maintain low data retrieval cost
for each data source. Without reactive migration, the agents cannot maintain
low data retrieval cost while its data retrieval, due to the node mobility. Tseng
et al. [15] proposed a location tracking protocol with a mobile agent in a sensor
network. The agent migrates among sensors to stay near the moving target. It
can adapt its location in response to the change of the target location, but it
does not consider the migration cost.

As we aim to retrieve information from a distant area, computations per-
formed close to the information host can reduce the amount of data to transfer
and the data retrieval cost significantly, allowing a longer life time to mobile
nodes of the MANET. Moreover, the computations should stay near the data
sources if all nodes move freely. In [11,12,13], Tei et al. introduce the GBMA
model that aggregates the data retrieved from different areas and supports reac-
tive migration in response to node-mobility. The GBMA gathers and aggregates
location-specific data from the catastrophic zone in an energy-efficient manner
instead of querying every resource separately by flooding the network.

The observer defines the target zone as the geographic region he is interested
in. The GBMA then retrieves the location-specific data from nodes in the target
zone. Intuitively, the GBMA migrates to remain near data sources to maintain
the low data retrieval cost. Figure 1 shows an example of the behavior of the
GBMA.

As an important part, they proposed a migration scheme by defining the ex-
pected zone to eliminate needless migrations. The expected zone uses a rectan-
gular geographic region as a trigger for migration, which is adjusted dynamically
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Fig. 1. Example of the GBMA behavior

using the host node’s speed. When the node speed is quite low, the migration
frequency of the GBMA will hardly increase if the expected zone is narrow,
but when the node speed is high, the optimal expected zone will become wide.
However, the GBMA model does not consider a possible loss of the agent. There-
fore, its cost will increase in a MANET where nodes are down due to battery
lost, because its survivability will deprave. In this paper, we propose migration
strategies to improve the agent’s survivability.

3 The Migration Strategy

In this section we develop the migration policy of the adaptive Geographically
Bound Mobile Agent (aGBMA) model to improve its survivability. The surviv-
ability is an important factor to reduce the total energy consumption, because
the observer has to launch the data retrieval again if an agent is lost. Of course,
the relaunch consumes a lot of energy. Therefore, the improvement of the sur-
vivability highly improves the energy efficiency.

We first introduce the target zone center c, set initially by the observer1. It
is assumed that data sources are concentrated at several points not known at
first. Such data sources could be part of a sensor network like fire door sensors
or smoke detectors, or they could represent a security room with all camera
information.

Thus, we propose to adapt the virtual center’s position according to the
amount of data received from different information sources. The change of the
center might result in a migration of the agent (cf. Figure 2).

Hosts are able to determine their location s and the agent can compute the
distance δ to the target zone’s center c. The movement v of a host can be
determined easily using two snapshots of its location for time t and t′, namely s
and s′.

Furthermore, factors like connectivity (the number of reachable hosts ν) and
power (expected remaining battery β after task) are relevant, because in the
1 This can be done automatically using the coordinates of the target zone.
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Fig. 2. Moving the center towards data sources

worst-case, the agent process has to be restarted and recomputed; this results in
high additional energy consumption (considering the post-disaster scenario, loss
of time and information might be even more disastrous).

The migration policy consists of two main mechanisms: the node selection
to define the target of the migration and the migration triggers defining the
conditions to migrate.

3.1 Node Selection

In order to choose the host as the best node available, in the aGBMA model, a
quality value Q is defined for each mobile host node h. This value depends on
four parameters (explained in detail afterwards): the escape speed ρ, the distance
δ to the data center, the connectivity ν and the battery power β.

Q(h) =
β

ωβ

h · νων

h

δωδ

h · ρωρ

h

The weights ωβ, ων , ωδ and ωρ can be chosen according to the scenario.

Data center. The aim of the agent is to collect data in the target zone. The initial
work relies on the assumption that the center of the target zone is the most impor-
tant point. Therefore, migration triggers depended on the distance to this center.
The new approach takes care of the real position of the data inside the target zone.
In the current model, the data can be retrieved by nodes of the MANET at some
fixed locations of the target zone. When the aGBMA arrives in the target zone, its
knowledge is the geographical center of the zone only. This is taken as the first vir-
tual center. When receiving data messages, the agent discovers data sources and
updates its approximation of the virtual center position.

The virtual center is defined as the barycenter of the data sources according
to the amount of data received . Its position is determined by approximating
positions of data sources and by using the amount of real data received from
each location. This real data is evaluated by removing redundant data 2. This
2 Redundant data is defined as data that came from the same source and was given

to the first MANET node within some time interval.
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permits to deal with the case when a data source has many neighbors and a
large amount of redundant data is received by the agent.

The position of each data source itself is evaluated according to the total
amount of data received, including (sic!) redundancy. This allows to increase
the accuracy of the approximation of the data source positions. The source’s
identifier as well as information about the node that first received the message
(receiving time and current position) is included as additional information into
data messages. Computing the barycenter out of received data allows to give an
approximation of the location for each data source.

Escape speed. The node movement speeds are important factors influencing its
quality. A fast node might soon leave the zone. We do not directly use the
node’s speed but rather its escape speed ρ from the center c, because a fast
node running around the center is not leaving the zone and thus, remains a
good candidate for being a host node. The escape speed is the projection of the
speed vector on the axis from the center to the node location (cf. Figure 3).
Each node periodically determines its location s′ and stores it together with its
previous one s. The aGBMA retrieves these two location tuples from nodes and
calculates their escape speed.

Fig. 3. Escape speed ρ

Connectivity and Battery power. Connectivity ν is the number of one-hop neigh-
bors and indicates the likelihood of isolation. Each node periodically sends
“hello” messages to one-hop neighbors and counts the nodes around. Battery
β is the remaining amount of node energy and indicates the likelihood of bat-
tery exhaustion. The aGBMA retrieves ν and β from surrounding nodes.

3.2 Migration Triggers

We propose three migration triggers that will be evaluated in the simulation
section.
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Extension of the Expected Zone evaluation. The migration policy of the earlier
GBMA model relies on the distance to the center of the target zone, the threshold
was determined by both a coefficient α and the speed of the host. The extension
of this trigger uses α · ρ, considering that only the escape speed ρ matters.

Quality threshold. This trigger relies on the current quality Qc of the host node.
Periodically, the agent checks its quality and stays with a certain probability if
Qc ≤ Qi/qt, where Qi denotes the quality of the node when the agent arrived
and qt denotes a threshold value, typically 2.

Both. This trigger conjugates the two preceding propositions. The agent mi-
grates with a certain probability if its host has a bad quality but it moves as
soon as the host leaves the expected zone according to the new criteria.

4 Simulation

In this section we compare the performance of the aGBMA model with the
earlier GBMA model and a direct P2P approach. Though more sophisticated,
the implementation of the aGBMA has almost the same size as the GBMA
(about 30 kB). Experiments were computed using the simulator implemented
on the Scalable Wireless Ad-hoc Network Simulator (SWANS) [4]. The weights
ωβ = 0.6, ων = 0.2, ωδ = 1.5 and ωρ = 1.5 allow to tune the quality threshold and
were chosen according to the scenario and to simulation during pre-experiments.

We also evaluated the performance of the three different types of migration
triggers.

In these simulations, the 142 nodes are initially distributed on a grid covering
1000 m × 1000 m described by the coordinates (0, 0) and (1000, 1000). Each
node is equipped with both

– an IEEE 802.11b wireless device allowing to communicate with other nodes
within its range and

– a GPS receiver with which the location can be determined.

This last assumption could be relaxed considering a relative location as suffi-
cient to determine if the node is going away from the center. This information
could be obtained from:

– another node equipped with a GPS receiver;
– a data source with location information (like a static sensor network node);
– other nodes with relative position information.

Such solutions are not considered here for the sake of brevity.
We implemented, in the SWANS framework, a mobility model slightly ex-

tending the mobility model of a disaster area described in [9], to represent a
simple but more realistic mobility model according to our post-disaster scenario.
We introduce two kinds of nodes: walking nodes (speed: 1-10 m/10 sec) and run-
ning nodes (speed: 1-20 m/10 sec). Observe that the fast nodes in our mobility
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Fig. 4. Three scenarios

model are running victims and not rescue staff with cars as in the post-disaster
mobility model of [9]. The agent is able to migrate between these groups. The
battery level of each node is chosen randomly between 0 and 10 W. 10 W is
enough energy to run the complete data retrieval in this simulation. All nodes
consume energy according to the energy consumption model described in [6],
i.e. when they send or transmit data messages, or when they receive data from
information sources.

The simulations were run for three different scenarios (cf. Figure 4):

– In the first, 36 data sources are placed homogeneously on a grid. They rep-
resent a regular fixed sensor network composed of exit doors or movement
detectors. Such sensors deliver a small amount of information within a short
range but are highly autonomous. This kind of sensor can be used for one
week with its own battery.

– The second scenario uses the same kind of data sources but placed randomly
in the target zone.

– The third is built upon the second. We add a special source that delivers a
lot of data but has only limited autonomy; for example the security room
of the building. It contains a lot of information but is not able deliver it for
hours without power supply.

In these experiments, the normal sensors provide 10 kB of data to nodes located
within 6 m and for an infinite number of times during the simulation. The special
source provides 500 kB of data to nodes located within 20 m but at most six times.

The target zone is a square region defined by the coordinates (650, 650) and
(750, 750). The observer is located at (200, 200) and does not move. Both agents,
GBMA and aGBMA, are located at the observer node initially and migrate to
a node in the target zone. After one hour, the observer sends result queries to
its agent and receives the results.

The expected zone parameter α used for the GBMA and the aGBMA with
the corresponding triggers is 250, which is optimal, as reported in [11].

Based on these three scenarios, we evaluated the performance of the GBMA
model, and that of the aGBMA model with the quality migration trigger
(aGBMA-Q), the expected zone migration trigger (aGBMA-E), and with both
triggers (aGBMA-B). In the case of the aGBMA model, all nodes periodically
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Table 1. Results of scenario 1 to 3

Energy Amount of Number of Number of
consumption (W) information migrations agent loss

Scenario 1 2 3 1 2 3 1 2 3 1 2 3

P2P 289 287 351 5.44 5.22 5.08 N. A. N. A.

GBMA 48.4 48.8 118 4.25 4.58 1.87 2.2 2.15 1.77 6.25 10.4 29.8

aGBMA-Q 92.1 88.1 154.1 4.64 4.51 2.91 5.91 5.78 5.84 2.22 2.22 15.6

aGBMA-E 89.9 88.6 145.3 4.84 4.44 3.26 2.78 2.56 2.72 4.44 2.33 28.3

aGBMA-B 93.4 94.3 167.6 4.53 4.94 3.21 6.34 6.43 6 2.22 2.13 18.8

aGBMA-Q - ν 49.1 48 127 4.35 4.82 2.82 7.2 6.39 6.41 0 0 6.82

aGBMA-E - ν 58.2 50.8 115.4 4.98 4.51 2.67 2.44 2.4 2.64 2.08 2.33 16.7

aGBMA-B - ν 53.6 53.5 130.1 3.85 4.34 2.83 7.6 7.04 7.68 2.13 2.17 12.5

(every 30 sec) send a “hello” message to count their neighbors, but that might be
too costly. Therefore, we also evaluated the performance of the aGBMA model
without using the connectivity argument ν. We run 50 simulations in each case.

Fig. 5. The rate of agent loss

In these experiments, we compared the aGBMA models and the GBMA model
considering energy efficiency and survivability. Table 1 shows the total energy
consumption, the total amount of information retrieved and the number of mi-
grations in each scenario. An agent can be lost if its current host node is down
due to battery exhaustion. We adopt the percentage of agents lost while data
retrieval due to battery exhaustion of its host node as a metric for survivabil-
ity of agents. Figure 5 shows the percentage of lost agents. Moreover, from the
point of energy efficiency, we introduce the amount of energy consumed per re-
trieved information as a metric for energy-efficiency. Figure 6 shows the amount
of energy consumed per retrieved information.

In all scenarios, the overhead of using ν is not negligible. Even in the third
scenario with one big data source, using ν is relatively expensive. The aGBMA
model without ν provides more survivability. This can be explained by the
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Fig. 6. Energy consumption per amount of
received information

Fig. 7. Migration rate

“hello” message’s overhead. We therefore consider in the following the migra-
tion triggers without ν.

Comparison to the GBMA model. The loss rate of the GBMA is bigger than
that of the aGBMA, particularly in the third scenario, because the GBMA does
not use the battery level neither as node selection parameter nor as migration
trigger, whereas the aGBMA uses the battery level at least as node selection
parameter. When network load is high, taking care of the battery improves the
survivability significantly. From the energy efficiency point of view, considering
the third scenario, the aGBMA consumes less energy than the GBMA, because
the aGBMA selects a host node to maintain low data retrieval cost using ρ and δ.
The GBMA does not care about the location of data sources and the amount of
data, it only selects its host node according to its position from the geographical
center and cannot maintain low data retrieval cost in a heterogeneous situation.
The aGBMA uses the new virtual center for data retrieval determined by the
approximated location of data sources and their amount of information and thus
adapts well to heterogeneous situations. Compared to the basic P2P approach,
the strength of the GBMA and the aGBMA concepts is obvious at first sight.

Comparing migration triggers. Among the different aGBMA models, the
aGBMA-Q and the aGBMA-B provide better survivability than the aGBMA-E,
because they use the battery level as migration trigger. In scenario 1 and 2, the
aGBMA-Q provides best energy efficiency because it is hardly lost. It remains to
investigate about the characteristics of scenarios 1 and 2 because the simulation
results encountered are quite similar. In scenario 3 however, the agent migra-
tion cost is more expensive, according to the increased amount of received data.
The aGBMA-Q migrates more frequently than the aGBMA-E (cf. Figure 7).
Therefore, in scenario 3, the aGBMA-Q provides worse energy efficiency than
the aGBMA-E (though, the parameter of the aGBMA-Q is not optimized). The
aGBMA-B provides the worst energy efficiency among the three. With its two
migration triggers, it migrates quite frequently. This leads to a non-negligible
overhead. Thus, using both migration triggers is not efficient.
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5 Conclusion

The Geographically Bound Mobile Agent was improved by using a far more
adaptive migration mechanism. Node speed and movement direction was taken
into account, as well as the definition of a virtual data center. Furthermore,
a sophisticated node selection strategy prevents from choosing a poor node.
Considering the remaining energy in a node’s battery has resulted in a higher
survivability of the mobile agent and the overall energy efficiency shows to be
better than using the classical GBMA model. The quality value is useful for
decisions. Even a not optimal aGBMA model (parameters were selected accord-
ing to pre-experiments) outperformed the classical but optimized GBMA model
considering energy-efficiency.

Our future research plans are twofold: in addition to simulations we aim to
further improve the aGBMA model as follows.

– At the moment, the aGBMA performs many unnecessary migrations. We
want to avoid these migrations using optimal parameters, which are to be
defined.

– We also plan to consider node isolation (in the post-disaster scenario, a node
can be separated from the other nodes of the MANET with high probability).
The neighborhood value ν has shown to be too costly to compute compared
to its use; we aim to use more sophisticated algorithms for this problem.

– Furthermore, migration cost depends on the size of the agent, the migration
probability should therefore depend on the amount of data retrieved so far.

– To address the post-disaster scenario adequately, the mobile agent might
send major chunks of data back to its observer (if the position is known) in
order to provide valuable information as fast as possible. We have to find the
optimal size of such data chunks without loosing the efficiency of the mobile
agent approach.

– Moreover, if the area is quite large, multiple cooperating agents could be
deployed.

Besides these optimizations, the post-disaster mobility model used is far from
realistic. We slightly extended the random walk model by simulating two kinds
of nodes, but the mobility model needs further improvements including but not
limited to repulsion points (for example a fire in real world), group interactions
and node disappearance.
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Abstract. Navigation of mobile wireless sensor networks and fast target
acquisition without a map are two challenging problems in search and
rescue applications. In this paper, we propose and evaluate a novel Gra-
dient Driven method, called GraDrive. Our approach integrates per-node
prediction with global collaborative prediction to estimate the position of
a stationary target and to direct mobile nodes towards the target along
the shortest path. We demonstrate that a high accuracy in localization
can be achieved much faster than other random work models without
any assistance from stationary sensor networks. We evaluate our model
through a light-intensity matching experiment in MicaZ motes, which
indicates that our model works well in a wireless sensor network envi-
ronment. Through simulation, we demonstrate almost a 40% reduction
in the target acquisition time, compared to a random walk model, while
obtaining less than 2 unit error in target position estimation.

Keywords: Wireless Sensor Network, Navigation, Localization, Proba-
bilistic Model, Rescue.

1 Introduction

Wireless sensor networks have gained extensive attention in many applications
such as tracking, differentiated surveillance, and environment monitoring [1,2,3].
Moreover, the hybrid systems of mobile objects (e.g. Robots) and sensor net-
works create new frontiers for civilian and military applications, such as search
and rescue missions in which the background environments are inaccessible to
humans. A heterogeneous searching team consisting of robots and a wireless sen-
sor network has greater advantage, considering its distributed computation and
navigation capability achieved through the cooperation of embedded wireless
sensor networks.

Although the applications of mobile sensor networks keep diversifying, several
underlying capabilities remain fundamental and critical. In this work, we focus
on the target acquisition – finding the locations of stationary targets using mo-
bile sensor nodes. The challenging problem we address in this work is to navigate
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a team of mobile sensor nodes toward the stationary targets fast and accurately
while consuming the least amount if energy and other resources. In this emerging
research arena, most research groups employed static wireless sensor networks
to navigate the mobile sensor nodes. Tan in [4] used distributed static sensor
networks to collect the data and execute local calculations to generate a path
for a mobile sensor network to move toward the goal. Although the in-network
calculation implemented in that project was quite efficient in creating the short-
est routing path, the additional requirement of a stationary distributed sensor
network sets a barrier for rescue applications, because of the high cost to cover a
large geographic area with a large number of sensors. Other research groups [5]
proposed gradient methods in which the mobile wireless sensor nodes move to-
ward the gradient direction assuming that targets carried the most intensive
strength of interested signals. However, in all of their implementations, the as-
sistance of a stationary wireless sensor network was assumed to be available in
generating a local signal distribution map. A probabilistic navigation algorithm
is presented in [6], where a discrete probability distribution of vertex is intro-
duced to point to the moving direction. This algorithm computes the utilities
for every state and then picks the actions that yield a path toward the goal with
maximum expected utility. The shortcoming of this method is that it requires
the arrival of a mobile sensor node to localize the target position and significant
communication overhead is introduced by the iteration process.

2 Contribution

In this paper, we propose to compensate those deficiencies by incorporating a
prediction model of real-time processes into a mobile sensor network sensing and
navigation architecture. We are interested in the mutually beneficial collabora-
tion of the algorithms described above but seek to reduce the costs and provide
faster target localization. The novelty of our approach is the seamless integration
of a per-node prediction model with a global prediction model. The per-node pre-
diction model guarantees that a mobile node can acquire the position of a target
alone, while the global prediction significantly reduces the navigation overhead
and time, if collaboration among the nodes is available. Specifically, the main
contributions of our prediction models are:

– Our model provides more meaningful description of individual sensor read-
ings in term of accuracy and confidence.

– Our model works with a single mobile sensor node as well as a swarm of
mobile sensor nodes. In the latter case, the sensor nodes have the ability to
share local information in order to draw a global picture, which helps each
sensor node to acquire the target along a significantly shorter path.

– The in-network prediction algorithm enables faster yet accurate target po-
sition acquisition: sensor nodes would be required to reach the target only
when the model prediction is not accurate enough to satisfy the require-
ment with an acceptable confidence. This allows a significant reduction in
navigation energy.
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The remainder of this paper is organized as follows. Section 3 defines the
assumptions. Section 4 overviews the design. In Section 5, we present the in-
network per-node prediction model. Section 6 describes target acquisition in the
context of global prediction and the corresponding mobile sensor node navigation
protocol. Section 7 presents empirical data obtained from the MICAZ platform
as well as simulation results. Finally, in Section 8, we present our conclusions
and future works.

3 Assumptions

Our design is based on two assumptions: network connectivity and the self-
localization of mobile wireless sensors.

– Connectivity: First, wireless sensor nodes in the network are assumed to
be able to ensure connectivity. Individual mobile sensor nodes deployed in
large area is likely to lose connection to a central base station, if the routing
information is not updated. Therefore, it is desirable to maintain connections
across a team of mobile sensor nodes while minimizing power consumption
and allowing the sensor nodes to achieve their individual goals.

– Node Self-Localization: The second assumption hinges on the localization
availability for a mobile wireless sensor network. If a mobile sensor node en-
ters an unknown area, it must be able to specify its own location dynamically
without a map. This location can be obtained either through GPS such as
used in ZebraNet [7] and VigilNet [3]. It can also use a dynamic localization
scheme [8] that adjusts the estimated location of a node periodically based
on the recent observed motion.

4 Overview of Prediction Model

The objective of our GraDrive target acquisition scheme is to predict the lo-
cation of stationary targets within allowable uncertainty (or a confidence level)
dictated by a rescue plan. To illustrate the design of GraDrive, we start our de-
scription with a rescue scenario shown in Fig. 1. Here we note that our method
is independent of this rescue application and can be applied in other scenarios
as well.

– Objective: The control center (base) disseminates a search objective to a
mobile sensor network with two parameters, error tolerances and confidence
level of the target, specifying the quality of target acquisition. For exam-
ple, the objective would be locating a target within 2 meters with at least
95% confidence. The tolerance levels for each mobile sensor nodes can vary
correspondingly in case different nodes are designed for different purposes.

– Individual Prediction Model: Once the search objectives are received by
the mobile nodes, individual node decides their most efficient way to locate
the potential target with the requested confidence individually, using the
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Fig. 1. The Architecture schematic of GraDrive
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Fig. 2. Collaborative Prediction Scheme of GraDrive

per-node prediction model. It starts to move toward the direction in which
it anticipates the fastest path to reach the confidence.

– Collaborative Prediction Model: In addition to its own plan and naviga-
tion, sensor nodes also report back to a base station, where all the individual
nodes’ readings and plans are collected and computed to create a global map
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and an uncertainty area. If computation results show probability increase by
certain interval, e.g.5% to its previous state computation, the base station
will disseminate the global prediction value over the network so that each
sensor nodes in network can update their model. In other words, the predic-
tion result based on collaborative information overrules the results from the
individual prediction model.

As demonstrated in Fig. 2 from (A) to (D), the individual sensor node
continuously predicts the target position with increasing probability and
move toward the target, the uncertainty area where the target is located
shrinks through collaboration among mobile sensor nodes. If collaborative
probability calculated reaches the dictated objective, a success of rescue plan
is achieved. The position it reports is the exact target position specified.
Compared to other static sensor node navigation plans, the prediction results
computed by our model still provide considerably more information than
MobileRobot [6] and SafeRobot [9].

5 Gradrive Model Details

In this section, we formally describe our per-node prediction model to estimate
the position of a stationary target with certain confidence. This per-node pre-
diction model forms the basis for global collaborative prediction described in
Section 6. We note even though we consider an unknown area with multiple
targets, the searching for separate targets is independent to each other as long
as the field (RSSI) generated by one target doesn’t overwhelm that generated
by others. Therefore in the remaining of paper, we focus on only single target
acquisition problem.

5.1 Prediction Problem Formulation

Conventionally, we begin with a value-prediction problem, which creates a Re-
ceived Signal Strength Indicator F (θ) over a parameter set θ. For example, if
θ = (d, t, v), RSSI is related to d, the distance between a mobile sensor node
and the target, t, the time of sampling, and v, the speed of mobile sensor nodes.
This model can be established by getting consecutive sensing readings (system
states) when a mobile sensor node moves. Typically, the number of parameters
in θ is much less than the number of states collected and changing one para-
meter changes the estimated value of many states. To approximate our model
appropriately, we seek to minimize the mean squared error over some distribu-
tion, P , of the inputs.There are generally far more states than components in
θ. The flexibility of the function estimator is thus a scarce resource. Better ap-
proximation at some states can be gained generally only at the expense of worse
approximation at other states.

5.2 Distance Prediction Model

In GraDrive, we extend the familiar one-dimensional normal probability den-
sity function known as Gaussian distribution to two variants multidimensional
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distribution. The predicted distance from sensor nodes’ current position to pre-
dicted target position can be queried or estimated from the model. The mul-
tidimensional Gaussian distribution function over two attributes, trust interval
and RSSI, can be expressed as a function of two parameters: a 2-tuple vector
of means, μ, and a 2 × 2 matrix of covariances,Σ. Further, we assume the trust
interval set by a rescue team is independent of the RSSI received, which means
the trust interval of the predicted distance estimation Ti to the mean of historic
results μ doesn’t change dynamically along the searching process. The two di-
mensional distribution can be separated for description purposes. Without loss of
generality, it is assumed that the predicted distance d is disproportional to RSSI,
that can be expressed as d = r1/RSSI + r2, where r1 and r2 are two adaptive
parameters that can be determined before the searching process. We note here
other RSSI attenuation models can be used here as well without invaliding our
approach. We then use historical data or experience data to construct the mod-
els, providing r1 and r2 at each RSSI value appropriately. Besides offering the
predicted distance, a probability model associated the d is also constructed to
provide confidence of the prediction, e.g. given a predicted distance of 2 feet, the
confidence for this prediction is 95%. The models must be trained before it can
be used, a general limitation for probabilistic model. The accuracy of the model,
therefore, relies on the accuracy of data used to train it. Once the initial model is
constructed, each sensor nodes can query the predicted distance map from saving
model and come up with a confidence value. One distribution of the distance d
against the confidence p over one RSSI is a Gaussian distribution. Suppose that
rescue team have set a trust interval of Ti, given the distribution of distance over
one RSSI, we can get the points di that satisfied that P (di)−P (u) <= Ti. Here
we emphases that if the trust interval is too small, the amount of data needed
to train the model will increase exponentially.

5.3 Signal Strength Distribution Prediction Model

Besides obtaining the distance d information based on measured RSSI, we can
further refine the RSSI distribution Model. This distribution model can then
be used to navigate the mobile sensor network toward the target at a shortest
path. The central element in our approach is to construct a prediction model
that represents attributes as accurate as possible in a mobile sensor network.
As we discuss above, if the predicted RSSI distribution function depends on
parameters including distance d and confidence or probability p, the function
can be expressed as F (d, p) considering d and p’s distribution are independent.
If we do the Tylor expansion on function F , a polynomial function of attributes
d and p is achieved, shown as

F (d, p) = f(d0, d1, d2...)f(p) (1)

where di is the function of distance variable d. To reduce the computation energy
consumption, only second order polynomial is considered in our case, which offers
a 3-tuple vector of D = [d0, d1, d2]:
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d0 = c0

d1 = 1/(d + c1)
d2 = 1/(d2 + c2)

(2)

where c1, c2, c3 are constants used to avoid singularity when d = 0. Now we can
define our gradient distribution function into a simple format as:

F = D • A • p where A = [a0, a1, a2] (3)

Equation 3 is our probabilistic gradient distribution prediction function for
attributes of d and p. suppose that each sensor nodes observe the value of at-
tribute Dj to be dj , we now input sensing reading into a vector of Dj . Thus the
vector D is extended as a matrix.

If enough sensing samplings are provided, we can apply non-linear Least
Square Fitting to estimate the parameters A. For nonlinear least squares fit-
ting to our undetermined parameters, linear least squares fitting may be applied
iteratively to a literalized form of the function until convergence is achieved.
Since we can anticipate the power type of fit and have decided initial parame-
ters chosen for our models, the nonlinear fitting has good convergence properties.

In general, the computation of the matrix does cost a large amount of the
wireless nodes’ energy. The solution in GraDrive is to simplify the prediction
distribution function as above, given that prediction function computation can
be distributed over the network with collaboration of its neighbors or the data
to be delivered back to a base station where stronger computation ability and
energy are normally not limitations. If this is the case, the base station creates a
gradient distribution map globally using a weighted average method as a function
of probability and predicted distribution. This kind of global information is sent
back to each individual node involved in application.

6 Target Localization Using the Collaborative Prediction
Model

Based on the per-node prediction model, the mobile sensor nodes can infer the
position of target (x, y) and the associated confidence value p. This information
is then used to perform global predictions. Specifically, we propose to use a
probability-weighted average model for global collaborative prediction, due to
its high efficiency and low cost characteristics. The simple rational behind our
method is that the sensor nodes having a higher probability are much closer to
the intended target.

Generally, if the predicted target location provided by sensor nodes n1, n2, ...,
nk, are (x1, y1), (x2, y2), ..., (xk, yk) associated with probability value p1, p2, ...pk.
The estimated position of the target is given as:

X =

k∑
i=1

pkxk

k∑
i=1

pk

Y =

k∑
i=1

pkyk

k∑
i=1

pk

(4)
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6.1 Collaborative Navigation and Prediction Protocol

With per-node and global prediction models established, we are now ready to
describe how the sensor nodes navigate using these two models.

Initially, sensor nodes enter an intended region with certain moving speeds,
moving directions and trust intervals. It should be noted that different mobile
sensor nodes could have different moving speed or initial moving direction. After
the entrance, the mobile sensor nodes continue to detect the RSSI in its sensing
range. The detected RSSI readings are an important input for training the model
it is assigned initially. Thus they use a default navigation plan, which is to keep
moving forward unless they detect a smaller sensing reading. During the moving
process, nodes themselves perform per-node prediction calculation to construct
the local RSSI map as described in Section 5.3. Meanwhile, the sensor nodes
estimate their distance to the target position according to the sensing RSSI,
randomly pick one prediction within its trust interval. The predicted target
location information is forwarded back to a base station. To prevent excessive
energy consumption in communication, the frequency of updates can be specified
in advance. As long as the global picture is not available, individual sensor nodes
navigate according to the per-node prediction model. However, if the base station
notifies the sensor nodes that it has constructed a global RSSI distribution with
certain confidence, each sensor node will combine the information with its current
model together and change its direction toward the gradient direction. This
process will be repeated until the target position has been discovered locally or
at the base station within acceptable confidence.

6.2 Default Navigation Plan When Global Prediction Unavailable

If initially there is no global picture constructed by the base station with ac-
ceptable confidence, or if there is only one separated node in the network for
rescue plan, or if the network is partitioned or unable to deliver the data, the
mobile sensor nodes fall back to the per-node prediction model. Given its cur-
rent sensing reading, it compares with previous readings stored in memory at
each motion step. After getting a smaller sensing reading, it rotates 90 degrees
clockwise. The reason for that is that the target position is most likely located
perpendicularly to its previous moving direction.

7 Experiments and Simulation

7.1 Model Matching Experiment

In order to verify the feasibility of the proposed prediction model and parameter-
fitting algorithms, we have prototyped a light sensing system based on Berke-
ley MICAZ modes. Even though it is stationary, the prediction model and
parameter-fitting algorithms can still be verified at the base station site which
can be transferred to individual sensor nodes and implemented. Light signal
strength is used as an example of RSSI to feed the model. One laptop equipped
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with motherboard acts as the base station. A lamp works as a target and a series
of sensor nodes are deployed as shown in Fig. 3. The sensor nodes detect the
sensing reading and exchange the readings to their neighbors. The base station
calculates the parameters for the sensor nodes by using the least square fitting
method. Fig. 4 shows one set of data fitted by the prediction model. The distance
between two adjacent sensor nodes is equal and unified for matching purpose.
Since the received signal strength is not an accurate measurement, probability
approximation model comes into play. From the matching results, it is shown
that the least square method tries to reduce the deviation among the sensing
data collected. Other sets of data can also be collected and used to train the
model before it can be applied into the mobile sensor scenario.

Fig. 3. Model fitting experiment with light as source of signal and using Micaz nodes
in array to sense the signal strength

7.2 Simulation Setup

We have developed a program to verify the advantage of using our prediction
model to locate the target in a faster approach. In our simulation, a 200×200
m2 area is regarded as an unknown space with a target located at the center
and a distribution along the diameter is defined. Essentially, it would be any
random distribution that having a gradient toward the center. Each distance
unit is represented as the smallest unit that the mobile sensor nodes can travel
each time during simulation. The navigation algorithm is used to simulate the
mobility of objects. Initially, the mobile nodes are located at the edges of the
area. The initial direction is randomly picked by each mobile sensor node. If
some sensor nodes move outside the simulation region, they bounce their moving
direction back into simulation area. Under simulation, each mobile sensor node
moves at a constant speed in integer multiples of 1m/s. After each time unit (1
second in our case), a node determines their next moving direction according to
our algorithm.

7.3 Delay in Target Acquisition

We first experiment on comparing our algorithm (w/o global distribution calcu-
lation option) against Random Way Point Model. The simulation results (Fig. 5)
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Fig. 4. The predicted model with real sensing data

Fig. 5. Convergence time with node number for different models

Fig. 6. Convergence time with Node number under different required confidence level

suggest that even without a global distribution calculation mode turning on, our
default algorithm (rotating 90 degree counterclockwise) still provides 30% faster
estimation than the random way method. If global calculation mode is on, then
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Convergence Time & Error Vs Moving Speed
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Fig. 7. Convergence time and Accuracy with different moving speeds of mobile sensor
nodes

initially the sensor nodes still use default plan, but if the global signal strength
distribution is available, it moves faster than the default algorithm.

7.4 Impact of the Confidence p

We also compare the impact of different required confidence level on the conver-
gence time as shown in Fig. 6. It is clear that if the required confidence level goes
beyond 90%, it will take much longer to simulate simply because it requires at least
2 nodes to get very close to target position. It is reasonable to choose a relative high
confidence level e.g. 80% in order to balance accuracy and time cost. 0

7.5 Impact of the Target Speed

In Fig. 7, we further investigate the relationship between the moving speed of
sensor nodes and prediction accuracy of target location. The convergence time
correlated directly with moving speed of each sensor node since the average time
for sensor nodes to get closer to target is reduced. However, the accuracy of
prediction gets worse if the speed increases because the minimum deviation for
the prediction is increased as well. Therefore the error continues to grow in the
prediction as node moves faster from its original location. In the situation of
high speed, accuracy error larger than 10 units is shown. To protect against
inaccuracies in the prediction model of mobile sensor nodes, a user must set a
limit for moving speed of sensor nodes.

8 Conclusion and Future Work

In this paper we present a probabilistic prediction model for dynamic target
localization and evaluation of the localization algorithm. Our model does not
require any known map to determine the positions of potential targets. Also the
proposed gradient driven algorithm leads to a 40% reduction in time compared
to that of a random working model. The relationship between sensor density and
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convergence time can be used as a reference of consideration for doing planning
of such a mobile sensor network. Even though the computation power could be
large, the error of the predicted target position can reach to almost zero and in
a short time (about only 47sec). As future work, we would like to implement our
algorithm on off-the-shelf hardware platforms. We would also need to design a
speed self-adjusting algorithm so that the sensor node has the ability to trade
off performance and cost.
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Abstract. Vehicular Ad-hoc Networks (VANETs) have emerged as a new 
network environment for intelligent transportation systems. In this paper, we 
focus on traffic monitoring (TM) and roadside message transfer (RMT) 
applications. The TM application (TMA) allows drivers to query traffic 
conditions at some distance ahead of themselves so that they can make 
decisions on route changes. The RMT application (RMTA) allows data 
messages to be delivered between roadside entities e.g. emergency messages, 
via the moving vehicles. We design a robust data transfer protocol (RDTP), and 
evaluate its effectiveness on the two applications with various vehicular density 
and vehicular speed. Our study shows that our protocol achieves comparably 
accurate speed estimate and higher query success rate with lower control 
overhead than VITP, an existing protocol designed for TMA. It also achieves 
higher data throughput and lower delivery latency than another existing 
approach for RMTA. 

1   Introduction 

In the near future, many vehicles will be equipped with computing technologies and 
wireless communication devices. Thus, intelligent transport systems (ITS) [1],[2] can 
become a reality very soon. Such systems can enable a wide range of applications e.g. 
emergency message dissemination, real-time traffic condition monitoring, collision 
avoidance, and real-time route scheduling. Traditional ITSes often rely on certain 
infrastructures e.g. installing roadside traffic sensors (or cameras) and having such 
sensors report the data to a central database via cellular networks. Users can query the 
aggregated information via cellular networks. However, such traditional systems are 
expensive since sensors need to be installed on every road in which the system is 
going to be used. In addition, such systems are not scalable due to their centralized 
design. 

Vehicular ad hoc networks based on short-range wireless communications (e.g. 
IEEE 802.11) has emerged as the preferred network design for intelligent 
transportation systems. The Federal Communications Commission (FCC) has recently 
allocated 75 MHz in the 5.9 GHz band for licensed Dedicated Short Range 
Communication (DSRC) [3] for vehicle-to-vehicle and vehicle-to-infrastructure 
communications. Unlike infrastructure-based networks, VANETs are constructed  
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on-the-fly and do not require any investment except for the wireless network 
interfaces which may be a standard feature in next-generation vehicles.  

An important problem to be solved for VANETs is the scalable and efficient 
dissemination of information among vehicles. In some applications, the information is 
disseminated proactively using broadcast (push model), while in others, the 
information is obtained on-demand (pull model). Different applications may require 
different dissemination models. In this paper, we consider two types of applications. 
The first application is real-time traffic monitoring [4]. A user behind a vehicle can 
issue a query to find out the average vehicular speed at a certain distance ahead of the 
vehicle. Such information allows a driver to determine if there is a traffic jam ahead 
so that he can take an alternate routes to avoid the congestion area. The second 
application is data transfer between two road-side entities [5]. There are several 
motivations for this second application. For example, an accident occurs at some point 
on the highway and a data relaying scheme can facilitate transfer of emergency data 
(e.g. medical information) between a vehicle at the site of  an accident and a base 
station located further down the highway. Data relaying over vehicular networks 
reduce the number of road-side base stations that need to be installed and also reduce 
the cost of backhaul network that connect these road-side entities. 

The organization of the paper is as follows. In Section 2, we review related  
work and in Section 3, we state the problem that is being addressed in this paper. In 
Section 4, we present our data transfer protocol for supporting these two applications 
in vehicular adhoc networks. In Section 5, we describe our simulation model. Then, 
we present and discuss the simulation results we obtained. We conclude with 
discussions on some future work in Section 6. 

2   Related Work 

A good data dissemination algorithm must address the unique characteristics of the 
network in which it will operate. Some unique characteristics of a vehicle-to-vehicle 
(V2V) network [9] include: (1) constrained movement, largely due to fix roadway 
geometry, (ii) rapidly changing topology due to high mobility, (iii) frequent partition 
due to the high mobility speeds and the number of vehicles that support V2V 
communications, (iv no significant power constraints, (v) unreliable communication 
channels. These properties make VANETs different and affect the design of data 
delivery protocols for such networks. Much work on the intelligent vehicular system 
(ITS) focus on designing protocols for collision warning systems in a VANET 
[6],[7],[8]. The collision warning system designed in [8] computes the time to 
collision (TTC) and the time to avoidance (TTA) using relative vehicular velocity and 
location information. A warning is issued to other vehicles if the TTC is less than 
TTA plus a tunable constant. In the Vehicular Collision Warning Communication 
(VCWC) protocol designed in [7], the authors adjust the transmission rate of 
emergency warning messages so that such warning messages do not overwhelm a 
VANET. These papers deal more with disseminating emergency warning messages to 
vehicles and do not support applications that use query/response type of transactions.  
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The two most relevant papers to our work are [4], and [5]. In [4], the authors 
describe an information transfer protocol called VITP for vehicular computing. VITP 
allows users to issue location-aware requests to obtain traffic information ahead of the 
drivers. VITP provides syntaxes that allow users to set return conditions of their 
issued queries e.g. return the average speed of 10 vehicles which are 500 m ahead of a 
driving vehicle. We will describe the data transfer protocol used in [4] in more details 
when we discuss the data transfer protocol we design in Section 4. In [5],  the authors 
propose several protocols to allow roadside entities to use passing by vehicles as 
relaying nodes to transfer messages between them. The main feature of their protocols 
is to use a single hop data transfer approach. The source selects a nearby node as a 
relay node. The relay node will carry the transferred messages until it reaches a 
location that is within the transmission range of the destination. The different 
protocols described in [5] only differ in how the nodes who hear the solicit message 
from the source respond so that with high probability a higher priority node will send 
its response first and be selected as the relay node. In this paper, we design a multihop 
data transfer protocol to handle both types of applications. We compare our approach 
with the single hop approach described in [5] and the VITP protocol described in [4]. 

3   Problem Statement 

In this paper, we design a data transfer protocol that can support two types of 
vehicular services. In the first type of service, a driver is able to issue a query to 
determine the traffic condition of a certain road segment ahead of himself. Such 
information allows him to make decision whether or not he wants to take an alternate 
route to reach his destination.  The second type of application we want to support is 
the data transfer between roadside entities. The difference between these two types of 
applications is that we have query/response transactions in the first type of application 
but the second type of application is merely a data delivery transaction. We refer to 
the first type of the application as the Traffic Monitor Application (TMA) and the 
second type of application as the Roadside Message Transfer Application (RMTA). 

For TMA, the information requested by the driver of a vehicle can be computed out 
of the data available on vehicles and roadside facilities located in the road segments 
specified by the driver e.g. the traffic flow on a road segment can be derived by 
estimating the average speed of vehicles moving in that road segment for a short 
period of time. To derive such information, the user’s inquiries need to be translated 
into a series of location-sensitive queries. Each of these queries should be forwarded 
to the desired location of interest via the vehicular adhoc network. Upon arrival at its 
destination area, the vehicles in the relevant area must collaborate to generate relevant 
replies. The reply from each vehicle needs to be aggregated hop by hop as the reply 
traverses back to the querying node. The querying node will have to do the final 
computation.  

For RMTA, the source needs to find an appropriate forwarder. Each intermediate 
forwarder in turns need to find an appropriate next hop node to carry the messages to 
the final destination. A trade-off can be made between using more hops (and hence 
each node may end up spending more energy) or incurring more delay for delivering a 
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message. We argue that since there is no tight energy constraint in vehicles, a 
multihop approach is more useful. 

To design a vehicular infrastructure that is capable of supporting TMA and RMTA, 
we need to have (a) a vehicular information transfer protocol, (b) a lightweight 
software component that implements the message syntax for query/response 
transactions and the information transfer protocol, and (c) the location encoding 
scheme to allow users to specify their location-aware queries. The message syntax 
defined in VITP [5] can meet our needs so we intend to use a modified version of this 
VITP syntax to support both TMA and RMTA. We, however, do not use the VITP for 
data transfer. Instead, we will be using a scheme we design called Robust Data 
Transfer Protocol (RDTP) for both applications. We will elaborate on the differences 
between VITP and RDTP in Section 4. 

4   Robust Data Transfer Protocol (RDTP) 

In this section, we describe the data transfer protocol we design for supporting TSA 
and RMTA. We refer to our scheme as the robust data transfer protocol (RDTP). 
First, we use two scenarios to illustrate how RDTP works. Then, we provide some 
pseudo codes for RDTP. 

4.1   Traffic Monitoring Scenario 

In Figure 1, we use a TMA scenario to explain the robust data transfer protocol we 
design and discuss how it differs from VITP [4]. We first describe how VITP works 
in a TMA scenario before we describe how RDTP works. In Figure 1, the source, src, 
broadcasts a query message to find the average speed of the vehicles in the query 
region.  In VITP, this query message will be delivered via geographical routing 
protocol towards the query region. It is assumed that every node running VITP 
periodically issues a beacon announcing its location and speed. Based on the beacons 
heard, each node can maintain a neighbor list. Thus, a node that relays a query knows 
how to pick the next node to relay the query.  Once the query reaches the query 
region, each node inside the query region that hears such a query will compute an 
average speed estimate based on the average speed, the counter value in the received 
query and its own speed information. If this node happens to be the first node in the 
query region that receives the new query, then it merely enters its own speed, and sets 
the counter value to one. Each intermediate node will pick another node in the query 
region to forward this query as long as the counter limit is not exceeded. Once the 
counter value reaches the count limit set in the original query, the last node that 
receives this query will generate a reply. This reply will be relayed back to the node 
that issues the query. Since the querying node may have moved during this period, 
one may have to use flooding to deliver the query reply once the reply has reached an 
area closer to where the querying node is originally thought to be located. 

In RDTP, the source sets a timer to wait for the replies after issuing a query 
message. This timer is set to Time_Per_Hop*2*Max_Hops where Time_Per_hop is 
the time taken to transmit a query by one hop and Max_Hops is the number of hops 
the source expects it takes for the query to reach the end of the query region. Each 
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node that receives a query message checks to see if it needs to forward the query. For 
example, in Figure 1, nodes 1,2,3 and 4 receive a query message from the source, src. 
However, node 4 will discard the query since it is farther away from the query region 
than its parent (the node from which it hears the query). Node 3 also discards the 
query since it is traveling in the opposite direction to the querying node. So, only 
nodes 1 and 2 will forward the query. They each sends a short reply to the source to 
indicate that the source is their parents. Then, they each updates the TTL in the query 
packet and starts a timer which is equal to Time_Per_Hop*2*(Max_Hops-TTL+1) to 
wait for a query reply. Such settings allow the timer at nodes 1 & 2 to expire before 
their parent node. In addition, they record who their parent (the node from which they 
first hear the query) is. Each node will only relay the query that it has heard the first 
time.  

             Fig. 1. Source issues query                         Fig. 2. Parent nodes aggregate response 

 

 Fig. 3. Source solicits data forwarders              Fig. 4. Multihop forwarding for RMTA 

Each node within the query region that receives the query will make a note that it 
needs to include its own information and process any query reply it will receive in the 
future. Such query forwarding continues until the query reaches some nodes that are 
near the end of the query region e.g. node 11. Nodes in the end zone (within a 
distance d=k*transmission_range of the end of the query region where k is set to 0.6) 
will generate a reply immediately to their parents after receiving the query. Other 
intermediate nodes will generate a reply only if reply timer expires or upon receiving 
replies from all children. We explain in Figure 2 how this takes place using the 
example we show in Figure 1. 

Node 11 will generate a reply immediately after receiving the query since node  
11 is in the end zone. When node 9 receives the reply from node 11 (as shown in 
Figure 2) node 9 will add its own speed, recompute the average speed, increment a 
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counter before sending back the updated message to its parent. Node 7 may hear node 
9’s reply but since node 9’s reply is unicasted to its parent which is node 8, node 7 
will not utilize this information. Since each node has a unique parent, we ensure that 
each vehicle’s speed information is only utilized once. Eventually, all replies will 
reach the query node and the query node performs the final computation to get a final 
answer. 

To minimize the number of nodes within the query region to be involved in the 
query reply process, we allow each node in the query region to relay the query 
probabilistically. That way, not every node within the query region needs to be 
involved. The trade off is the accuracy of the estimated average speed of vehicles in 
the query region. 

4.2   Roadside Message Transfer Scenario 

In Figure 3, we show two roadside entities separated by a distance of L m. To select 
a forwarding node, the source (denoted as src in Figure 3) broadcasts a forwarder 
solicit request message which contains information about the intended destination. 
Any node that hears this message issues a forwarder solicit response message 
including information about its own speed and location. The source waits for a 
certain period of time, denoted as TIMER for replies from all nearby nodes. Then, 
the source computes a metric that reflects the contact duration it will have with any 
responding node. Based on this information, the source will select one node as the 
data forwarder and start sending data messages to that node. In Figure 3, we show 
that the source selects node 1 as the forwarder. The node selected as the forwarder 
transmits a data acknowledgement packet periodically. This message not only helps 
the source to know what messages to re-transmit but also allows the source to know 
when its link with the selected forwarder will be broken. Once the source has lost 
connectivity with a selected forwarder, the source will repeat the forwarder 
selection process again. 

In Figure 4, we show that each forwarder (e.g. nodes 1, 5, 7 and 9) repeats the 
forwarder selection process to select the next-hop forwarder until the message reaches 
the destination (denoted as dst). 

The delivery approach in RDTP differs from the data delivery approach used in 
[5]. In [5], once the source has selected node 1 as the data forwarder, node 1 will 
travel towards the destination after receiving messages from the source. When node 1 
is within the transmission range of the destination e.g. it hears the periodic beacons 
sent by the destination), then it will deliver the picked up messages to the destination. 
So, we see that tradeoffs are made to deliver the message faster in RDTP by incurring 
extra transmissions to deliver the message faster. To reduce the transmission 
overhead, RDTP allows the vehicles to reply probabilistically to the forwarder solicit 
messages rather than always reply to such messages. 

4.3   Description of Robust Data Transfer Protocol 

Programs 1 & 2 show the pseudo code for a common routing module and two 
application specific modules.  
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Program.1. Pseudo code for common route module 

distribution_type= 1(unicast),2(broadcast) 
msg_type         = 1(query),2(reply),3(unicast),  
                4(solicit),5(data),6(net_control) 
dest_type        = 1 (unicast),2(area),3(broadcast) 
destination      = unique_destination_IP or target_area 
 
send_message(distribution_type, msg_type,  
             dest_type, destination) 
{ 
    if (distribution_type==broadcast) 
         transmit_message(broadcast, broadcast_addr);   
      // destination description is in msg payload 
    else if (distribution_type==unicast) 
            next_hop=select_forwarder(destination); 
            transmit_message(msg_type, next_hop); 
} 
 
select_forwarder(destination) 
{ 
    if (forward_solicit_flag(destination)==TRUE)  
         send(broadcast, solicit, broadcast_addr);    
      // issue neighbor solicit message 
         start solicit_timer; 
         while(solicit_timer does not expire) 
                 add response node to list;  
    wait for more responses; 
         next_hop=forwarder_selection(dest_addr); 
         forward_solicit_flag(destination)=FALSE; 
     return next_hop(destination);    
 // if next-hop info is available, return right away 
} 
 

  receive_message(msg_recvd) 
{ 
    if (msg_recvd.distribution_type==broadcast)  
         if (msg_recvd.msg_type==query) 
                 TMA_application(msg_recvd); 
         else if (msg_recvd.msg_type==solicit) 
                 RMTA_application(msg_recvd); 

  else if (msg_recvd.msg_type==unicast && 
     msg_recvd.destination==my_id) 

         if (port==TMA)  
                 TMA_application(msg_recvd); 
         else if (port==RMTA) 
                 RMTA_application(msg_recvd); 
    else if (msg_recvd.msg_type==unicast) 
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         next_hop=select_forwarder( 
    msg_recvd.destination); 
         send_message(unicast, msg_recvd.msg_type,  
     msg_recvd.dest_type, next_hop); 
} 

 
For the TMA scenario (shown in Program 2(a), the source issues a query, sets a 

timer and waits for the replies. The source sets the maximum number of vehicles’ 
information, cnt_limt, that it will wait before generating an aggregate average speed 
estimate. Thus, either the timer expires or enough replies arrive to allow the source to 
generate an answer. As for intermediate nodes, they will only respond to any query 
that they receive the first time. In addition, they will check to see if they need to 
perform any actions upon receiving a new query (e.g. check if they are traveling along 
the right direction etc). If they need to respond, then, they re-broadcast the 
TMA_Query_Request, waits to count the number of downstream nodes that consider 
themselves as parents. If the node that receives a new query happens to be in the end 
zone, then it will generate a TMA_Query_Response with its own speed and sets cnt to 
1. This node will send the response to its parent. Any intermediate node will wait for 
sufficient number of replies (or the reply timer expires depending whichever happens 
first) before generating a response back to its parent. 

Program.2. (a) Pseudo code for TMA 

TMA Source Node: 
{   
    send_message(broadcast, query, area, target_area);  
    //issue a query 
    start reply_timer; 
    while (reply_timer not expired and reply_cnt<CNT) 
          upon receiving TMA_Reply 
                  record (speed, cnt) from TMA_Reply; 
    update reply_cnt (query_id); 
    compute aggregated speed; 
} 
 
TMA Intermediate Node: 
{ 
    while (1) 
       upon receiving TMA_Query 
  if (check_new_request(msg_recvd)==TRUE)     
       // only process new requests 
               in_target_area=check(msg_recvd. 
     target_area, cur_loc);   
               if (eligibility_relay_check()==TRUE)            
          // need to relay the query? 
                       cache_prev_hop(query_id);    
     send_message(broadcast,query, 
        area, target_area); 



 Performance Study of Robust Data Transfer Protocol for VANETs 385 

                       start reply_timer;                    
               else if (check_end_zone()==TRUE)     
    //reply if near end of query zone 
                      generate TMA_Reply(own speed,1); 
                      send_message(unicast, reply,  
        unicast,prev_hop(query_id));     
       upon receiving TMA_Reply 
  record (speed, cnt) from TMA_Reply; 
  update reply_cnt(query_id); 
       if (reply_timer expires)  
              if (in_target_area==TRUE)  
          include own speed; 
          reply_cnt(query_id)++; 
                      compute aggregated speed;    
                      generate TMA_Reply(aggregated  
                                   speed,reply_cnt);  
    send_message(unicast,reply, 
         unicast,prev_hop(query_id)); 
} 
 
For the RMTA scenario, the source issues a forward solicit request. Upon receiving 

several responses, the source will select an appropriate forwarder (e.g. the one that has 
the longest contact duration among those nodes who respond). Each intermediate 
node that carries some messages in turn repeats this forwarder selection process until 
the message is delivered as shown in the pseudo code in Program 2 (b). 

Program.2. (b) Pseudo code for RMTA 

RMTA Source: 
{ 
   if (forwarder_solicit_flag(destination)==FALSE) 
       forwarder_solicit_flag(destination)=TRUE; 
   send_message(unicast, data, unicast, destination); 
} 
 
RMTA Intermediate Node: 
{ 
   while(1) 
       upon receiving RMTA_forwarder_solicit request 
  if (eligibility_check()==TRUE) 
      generate RMTA_forwarder_solicit response; 
      forwarder_solicit_flag(prev_hop)=FALSE; 
      send_message(unicast, solicit, unicast, 
         prev_hop);     
       upon receiving RMTA_forwarder_selection 
  issue heartbeat to prev_hop;    
  // heartbeat interval is long enough to avoid 
  // high overhead but fast enough to pick a  
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  // new forwarder if the existing one leaves 
       upon receiving Data 
  send_message(unicast, data, unicast, 
                       destination); 
} 
 
For all forwarders: 
{ 
     listen for forwarder heartbeat;        
     upon detecting loss of forwarder 
       forwarder_solicit_flag(node_id)=TRUE;       
} 

5   Simulation Study 

In this section, we first describe the simulation model that we implement using ns-
2[10]. For TMA, we simulate a scenario similar to what is described in [4]. We use 
IEEE 802.11 radio with a peak data rate of 11 Mbps in our simulator. The 
transmission range is set to 250m. Our simulator allows us to change the road length, 
the average gap distances between vehicles, the number of lanes etc. In our simulator, 
once a vehicle leaves the road, a new vehicle enters the road. The speed of the vehicle 
is chosen uniformly between 10 and 30 m/s (thus the average speed of the vehicles is 
20 m/s). The simulation time is set to 500 seconds. The query segment is fixed at 800 
m. Each vehicle will respond to the query message with probability p (with default 
value of 0.67). 

The metrics used for the TMA scenario are (i) response time – this is the average 
time of a successful query/response transaction, (ii) the dropping rate – this is the 
percentage of unsuccessful queries, (iii) accuracy – this measures how close the 
estimated average speed is to the actual average speed of the vehicles in the region of 
interest, and (iv) efficiency [4] which measures the percentage of the number of 
exchanged query messages that were actually employed in calculating a result over 
the total number of query messages exchanged both in routing and inside the target 
location. The efficiency metric reported in [4] does not include the hello messages 
sent by the nodes so we include a new metric called control overhead per query. In 
Sections 5.1, we discuss the performance of RDTP and VITP as the query distance is 
varied. Section 5.2 discusses the performance of RDTP and VITP as the vehicle 
density is varied. In Section 5.3, we study the impact of varying the response 
probability on the data delivery performance. 

For RMTA, we simulate a scenario similar to the one described in [5]. We have a 
highway of length 5000 m with three lanes. In the first scenario, we vary the speed 
from 40 mph to 70 mps. In the second scenario, we fix the speed to 55 mph and vary 
the vehicular density. In both scenarios, we compare our approach with the best 
approach described in [5]. The metrics we use for RMTA is the achievable throughput 
and the average message delivery latency. Section 5.4 discusses the performance 
comparison when we vary the free flow velocity and Section 5.5 discuses the 
performance comparison when we vary the vehicular density.  Since we do not have 
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access to the simulators in [4] & [5], the numbers we report for these protocols are 
extracted from the plots in their papers. 

5.1   Effects of Query Distance D on TMA Performance 

In Figure 5, we plots the response time versus the query distance for both VITP and 
RDTP. For the VITP plot, we use the results when the count limit is set at 20.  The 
response time increases with the query distance for both protocols. The RDTP 
achieves better response time than VITP until a query distance of 4000 m after which 
VITP performs slightly better. With RDTP, each hop has a response expiry time of 5 
ms so the minimum query response time is 5ms*number of hops traveled. With 
increasing query distance, the query response time increases. But with VITP, there is 
no minimum response expiry time so as the query distance increases, its query 
response time will be better than RDTP. Figure 6 plots the accuracy of the query 
results for both protocols. Our results indicate that RDTP can achieve similar 
accuracy as VITP. The key thing to note is that RDTP achieves similar performance 
results with much lower control overhead (refer to Table 1). Each vehicle only sends 
forwarder solicit request message when it has been chosen as a forwarder and hence it 
needs not send hello messages periodically. 

Table 2 reports the dropping rates for different query distances. The forward 
dropping rate corresponds to the fraction of queries that are dropped due to the failure of 
query delivery while the backward dropping rate corresponds to the fraction of failed 
queries due to failure of having the query response delivered to the source. From Table 
2, we see that both dropping rates increase with query distance for both protocols. 
RDTP has lower dropping rates than the VITP since RDTP indirectly uses multipath 
information. The lower dropping rates translate to higher query success rate for RDTP. 

5.2   Effects of Vehicle Density on TMA Performance 

Next, we study the impact of vehicular density on the performance of RDTP. In this 
set of experiment, we fix the query distance to 2000 m and change the vehicle density 
by changing the gap between consecutive vehicles on the same lane from 50 to 200 m. 
Table 3 tabulates the forward/backward dropping rates, accuracy of speed estimation 
and the packet utilization of RDTP and VITP (only for some statistics that are 
reported in [4]). The results show that the efficiency and the accuracy drop with 
increasing vehicular gap. The degradation in efficiency with increasing vehicular gap 
distance is more significant with VITP than with RDTP. 

The response time (see Figure 7) increases with the gap for both protocols. Even 
though the response time for RDTP is slightly better, and we expect the query success 
rate for RDTP to be higher than that for VITP. From Table 3, we see that the forward 
and backward dropping rates of RDTP increase with increasing gap distance. 

5.3   Impact of Response Probability p on the RDTP Performance for TMA 

In this section, we vary the values of the response probability p and see how  
it impacts the RDTP performance for TMA and the accuracy of speed estimates. 
Table 4 summarizes our results. The results indicate that setting p to 0.67 gives an 
accuracy close to what is achieved using a p value of 1. 
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5.4   Effect of Free Flow Velocity on RDTP Performance for RMTA 

For the first set of experiments on RMTA, we fix the vehicular density to 2000 
vehicles/hour and vary the free flow velocity. In Figure 8, we plot the achievable 
throughput versus free flow velocity for both protocols. Our results show that RDTP 
can achieve higher throughput than Protocol 3(b) (the best protocol in [5]). Table 5 
shows the utilization of both protocols. RDTP achieves higher utilization. We also 
plot the message delivery latency of both protocols in Figure 9. Our results show that 
RDTP achieves lower message delivery latency than Protocol 3(b). 
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      Fig. 5. Response time vs. query distance               Fig. 6. Accuracy vs. query distance 

Table 1. Control overhead for VITP and RDTP 

control overhead (per second) query distance  
(meter) VITP RDTP 

500 750 9.0 
1000 750 12.5 
2000 750 15.4 
3000 750 21.8 
4000 750 26.2 
5000 750 36.7 

Table 2. Dropping rates vs. query distance 

forward dropping (%) backward dropping (%) query distance 
(meter) VITP RDTP VITP RDTP 

500 12 12 1 2 
1000 18 17 1 3 
2000 36 21 2 3 
3000 51 26 3 5 
4000 61 30 4 8 
5000 66 37 4 10 
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Table 3. RDTP/VITP performance with different gaps 

packet
utilization

 (%) 

control overhead 
(message/second)

forward 
dropping 
rate (%) 

backward 
dropping 
rate (%) 

accuracy
(%)

gap between 
consecutive 

nodes 
(meter) VITP RDTP VITP RDTP RDTP RDTP RDTP 

50 45 29 1500 19.2 10 2 95 
100 14 24 750 15.4 21 3 93 
150 8 15 500 12.7 28 5 92 
200 6 12 375 9.1 33 5 90  

Table 4. RDTP performance with TMA application vs. response probability 

response
probability

forward 
dropping 
rate (%) 

backward 
dropping 
rate (%) 

result
accuracy

(%)

packet
utilization

(%)

response
time 

(second)

control  
overhead 
(msg/sec) 

0.30 21 3 86 11 0.072 12.6 
0.50 21 3 90 18 0.072 13.9 
0.67 21 3 93 24 0.072 15.4 
1.00 21 3 95 36 0.072 15.8  

Table 5. Utilization: 2000 vehicles per hour 

average  
velocity (mph) 

protocol 3b our protocol 

40 0.91 0.95 
45 0.91 0.96 
50 0.90 0.95 
55 0.91 0.98 
60 0.89 0.97 
65 0.85 0.98 
70 0.88 0.97 
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5.5   Effect of Vehicles Per Hour on RDTP performance for RMTA 

Next, we fix the vehicle speed to 55 mph and vary the traffic levels in the roadway by 
varying the vehicles per hour. We plot the achievable throughput results for Protocol 
3(b) in [5] and RDTP in Figure 10. Again, our results show that RDTP can achieve 
higher throughput than Protocol 3(b). 

6   Conclusions 

In this paper, we have described a robust data transfer protocol (RDTP) that we 
have designed to support two approach can provide comparably accurate speed 
estimate and higher query success rate with lower control overhead and response 
time than VITP. For RMTA, our scheme can achieve higher throughput than what 
can be achieved with the best scheme reported in [5]. This is just a preliminary 
work. We are in the process of developing a prototype with our data transfer 
protocol. In our prototype, we intend to have a voice-activated proxy that allows a 
driver to search for an alternate route upon finding congested area. We intend to 
carry out some field tests around Lehigh campuses. We also intend to add location-
based broadcast messages into our system for business advertisement. Our goal is to 
design an intelligent transportation system that can benefit local community around 
our campuses. 
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Abstract. It is challenging to support multimedia transmissions over wireless
networks, especially, wireless mesh networks, due to some natural resource con-
straints of wireless networks. In this paper, we investigate in detail some possible
improvements on a number of layers to enable the multimedia transmission over
wireless networks with QoS support. We implement all our protocols in some
test-beds to study their real time performances. We first study a number of im-
provements of some existing routing protocols to support multimedia transmis-
sions. Some new admission control and rate control mechanisms are studied and
their performance gains are verified in our experiments. In our new cross-layer
adaptive rate control (CLARC) mechanism, we adaptively change the video en-
coder’s output bit rate based on the available network bandwidth to improve the
quality of the received video. We design and implement a campus test-bed for
supporting multimedia traffics in mobile wireless mesh networks. We also design
a mobile gateway protocol to connect the MANET to Internet and a wireless LAN
management protocol to automatically manage WLAN to provide some QoS.

1 Introduction

A number of protocols have been proposed to improve the throughput, reliability, se-
curity, or to reduce the delay or the energy consumption for wireless networks (e.g.,
mesh networks). However, there are still a great number of technical challenges left.
In particular, real-time multimedia traffic such as voice and video typically have high
data rate requirements and stringent delay constraints, whereas wireless nodes gener-
ally have limited resources (especially in bandwidth). Networking tasks such as routing
also become demanding due to the lack of an infrastructure and the frequent topology
changes. Various interesting problems in supporting multimedia communication over
wireless networks has previously been studied, e.g., [2,3,4,6,7,8]. To support the mul-
timedia traffic with QoS guarantee, we need to investigate possible improvements on
a number of layers. Adaptive link layer techniques (e.g., [9, 10]) can be used to adjust
the capacity of individual wireless links to support delay-constrained traffic, possibly
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in multiple service classes. A congestion-optimized routing algorithm (e.g., [6]) will
provide multiple paths to real-time multimedia streams and will intelligently provide
the reliability guarantee. An adaptive encoding method (e.g., [11,12]) that dynamically
adjusts its bit-rate to the available bandwidth will improve the quality of the received
video. An adaptive transmission rate control (e.g., [13]) will also alleviate the link con-
gestion in bandwidth limited wireless networks. So far, the majority of research on sup-
porting multimedia over mesh networks has been done by simulations. Test-bed imple-
mentations are now typically sought to validate a proposed protocol. Current successful
test-bed implementations (e.g., [14,15]) did not address the bandwidth demanding mul-
timedia stream. Here we propose a multi-layer approach with test-bed implementation
to support multimedia stream over mesh networks with QoS provision.

We choose a loosely coupled cross-layer design so a certain protocol independence
between different networking layers are preserved. Unlike the majority of previous stud-
ies, we demonstrate the effectiveness of our methods via extensive simulations and,
more importantly, via extensive experiments in a test bed. Our experiments show that
our proposed new schemes indeed improve the QoS performance for multimedia traf-
fics in wireless mesh networks. Our test-bed implementations systematically investigate
how different techniques should interact with each other and how they should evolve
over time to continuously adapt to the changing wireless environment and traffic de-
mands. The major obstacle to support multimedia stream over wireless mesh networks
is the unsteadiness of wireless links: the link capacity fluctuates over time and space in
wireless networks. Thus, a fixed path is often not a good choice for multimedia stream.
In this paper, we investigate several different routing approaches to enhance the multi-
media experience over wireless mesh networks. As a running example, we identify sev-
eral possible weaknesses (e.g., misjudging link failures, non-negligible overhead caused
by extensive ACK packets) of a routing protocol in supporting multimedia stream. For
DSR, we revise the existing ACK mechanism to reduce the possible large ACK over-
head while keep a certain level of transmission reliability.

The second main research is dynamic rate control for multimedia encoding. QoS is
extremely difficult to achieve in wireless networks mainly due to the fluctuation of link
bandwidth over time and space. For simple file services, we can dynamically adjust the
sending rate to reflect the current available path bandwidth to the receiver. However,
multimedia stream poses another difficulty: when the encoding rate is fixed, reducing
the sending rate (i.e., the number of frames sent per second) by the sender will greatly
reduce the perceived multimedia quality if the sending rate is below a threshold. In this
paper, we propose the cross-layer adaptive rate control (CLARC) that dynamically ad-
justs the encoding at the sender site, in addition to adjust the sending rate. We designed
a mechanism (checking the number of ACKs received in a certain time period) to let
the sender to dynamically adjust its encoding rate based on the path bandwidth. Our ex-
tensive test-bed experiments show that it greatly improves the perceived quality by the
receiver. In our experiments, we assume that the sender (or several senders) will capture
video (and audio) and then send the multimedia to Internet via a wireless gateway.

The rest of the paper is organized as follows. In Section 2, we study a number of
possible improvements over some existing routing protocols to enhance their perfor-
mances. In Section 3, we study how to use rate adaptive video transmission to improve
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the QoS performance. In Section 4 we briefly review the related works for multimedia
communication over wireless mesh networks. We conclude our paper in Section 5.

2 Improved Routing Protocols

2.1 DSR Improvement to Support Multimedia

Dynamic Source Routing (DSR) [1] uses of hop by hop ACK mechanism to monitor
and control link failure on route layer. It will regard the link as failing one, if the source
hasn’t received ACK for certain packets in some given time. Congestion, hidden ter-
minal or channel instability can cause ACK lost, which will result in misjudging link
failures by DSR. Therefore, a flooding route maintenance procedure will be initiated,
which will further increase the delay. We first analyze problems existing in DSR-ACK
mechanism, and illustrate the role ACK plays in performance improvement.

Link Failure Misjudgement: Judging link failures correctly is very important to the
routing protocols’ performance improvement. We conducted extensive experiments un-
der different traffic loads using the original DSR. When the traffic is light, the DSR’s
old ACK scheme, that is, to acknowledge every data packet, can monitor the link status
effectively and detect link failures in time. However, as the traffic load becomes heav-
ier, the frequency of switching to new routes and initiating route discovery increases
greatly, because DSR implementation mistakenly thought that the link was broken.
And, to some extent, the upper layer application even cannot work at all due to the
frequent route switching. To find out the reason, we deleted ACK mechanism from the
code, and found that video transmission was much steadier in the same environment. In
other words, in this case, DSR’s assumption of link failure is not correct.

Analyzing the results of our experiments, we have found reasons of link failure mis-
judgement. When traffic is light, ACK RTT (the time between the data packet is sent out
and ACK is received) is small, within 10ms. As traffic load becomes heavier, ACK RTT
increases to a maximum of 5s! In DSR, ACK timeout value is a constant. So when the
traffic is heavy enough, ACK RTT will be greater than ACK timeout. So no matter
how many times the data packets are retransmitted, the ACK will time out, which re-
sults in the DSR’s assumption of link failure. The queuing time of ACK packets in up-
stream/downstream nodes’ MAC layer takes up major part of ACK RTT. So ACK RTT
changes with traffic load fluctuation. To judge link status correctly, dynamic ACK time-
out value should be taken instead of fixed one. Futher, ACK could get lost just because
of channel competition or disturbing signals, while the link still remains.

Route Maintenance Overhead: Bandwidth of wireless ad hoc networks is limited,
thus, route maintenance overhead should be as small as possible. DSR protocol requires
the last hop returns an ACK for every data packet in order to monitor the link status.
Although ACK packets are as small as tens bytes, they also compete for channel usage
and queue in the MAC layer. We have compared effective bandwidth of DSR without
ACK and that with ACK, and found that the latter is only 70% of the original. ACK
packets take up as much as 30% of the bandwidth. So, sending too many ACK packets
decreases throughput and affects the transmission of regular traffic.
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To do route maintenance, there are two other schemes. The first one removes ACK
completely and sets upstream nodes into promiscuous mode to determine whether the
downstream nodes have received and forwarded the packets or not. The second one
uses MAC layer ACK to check whether the packets are received. The first one uses less
bandwidth but it imposes great computation and power consumption burden on nodes.
The second requires modifying drivers of wireless cards, which decreases the DSR pro-
tocol’s generality. Thus, to decrease overhead caused by ACK in DSR protocol, we rely
on decreasing the number of ACK packets sent. Our modified route maintenance mech-
anism and dynamic ACK algorithm can not only determine link failures more correctly,
but also decrease overhead. The effective bandwidth is also increased. Compared with
the bandwidth of DSR implementation without ACK, the effective bandwidth of UDP
traffic has reached more than 98% of the latter, while the old DSR only gets 70% of the
bandwidth of the latter.

Our Mechanism: Next we present a dynamic ACK algorithm to alleviate the problem
stated above. This algorithm lets the upstream node adjust the number and time in-
terval when packets need to be confirmed according to the link status. A downstream
node will only confirm the packets that want to be confirmed. When the network load
is light, the ACK can return in a few milliseconds, while it may be up to several hun-
dreds in high load network. Because the difference is so large, the ACK overtime should
change with the network situation. In new algorithm, we estimated next ACK overtime
by the latest received ACK RTT (denoted as LAST ACK RTT). Normally, the next
ACK’s return time will not be more than 2 times of LAST ACK RTT. Since the net-
work load changes gradually, ACK RTT will also fluctuate as the load changes. To re-
flect this gradual changing progress, we let ACK TIMEOUT= 1

2 ·ACK TIMEOUT+ 1
2 ·

2·LAST ACK RTT.
In our new protocol, when a node sends packets, it will require ACK once in a certain

time period, denoted by NEED ACK TIME, which also fluctuates as follows when the
network load changes. Here NEED ACK TIME=JIFFIES(t)+LAST ACK RTT, where
t is the current system time. When the network load is light, the ACK RTT and
LAST ACK RTT will be small, which will result in too many ACKs and consequently
reduce the network throughput. Thus, we set a lower bound ACK RTT BOTTOM on
them. Furthermore, in our modified DSR algorithm, only when k continuous ACKs are
all over time (we set k = 3 in our experiments), the protocol will invalidate the route.
Combining the dynamic DSR-ACK mechanism, this method can judge the route status
more exactly.

Experiment Results on Improved DSR: We conducted extensive experiments to com-
pare the performances of our modified routing protocol with the original DSR protocol.
Our experimental data show that the DSR protocol with dynamic ACK scheme im-
proves network bandwidth and the judgment of the link-state, and reduces maintaining
cost. The traffic sending time of each experiment is 10s. The unit of ACK RTT is mil-
lisecond (ms). ACK RTT BOTTOM is 100ms in the improved DSR.

The accuracy of link-state monitoring: To ensure the data’s universality and compa-
rability, all ACK RTT data were selected from the source nodes of the 3-hop traffic.
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(a) Link failure misjudgement (b) bandwidth comparison

Fig. 1. Performance comparison of original DSR and modified DSR

Figure 1 (a) shows that perceived link-failure times that the improved DSR protocol
has is much less than that of the original DSR. The stability of the improved DSR
protocol is much better than the original one. It shows that the improved DSR protocol
has fewer mistakes in judging the link failures. Each point in the figure is the mean
perceived link-fail times computed with all node pairs in the network. The physical
layer bandwidth of the middle nodes in the experiment is 2Mbps.

We compare the maximal path effective bandwidth between the original DSR pro-
tocol, the improved DSR protocol, and the DSR without ACK. We can find out the
trend of the maximal effective bandwidth when the hop-count increases. To observe the
transformation when effective bandwidth decreases with the hop number, we set band-
width of all nodes to 2Mbps. Since in practice the hop account barely exceeds 3 in this
experiment, we collect data of 1-hop, 2-hops and 3-hops. From Figure 1 (b) we can see
that, when the hop number increases on a DSR path, the maximal path effective band-
width decreases no matter the upper layer protocol is TCP or UDP, and no matter which
kind of DSR protocol is used. We can also see from these figures, no matter how many
jumps, the maximal path effective bandwidth achieved by improved DSR protocol is
larger than the original DSR protocol. When the hop number increases, the advantage
of the improved DSR protocol becomes more obvious.

Performance for Multimedia Traffics: We then conducted experiments of multimedia
traffic to compare and analyze the performance of the DSR and improved DSR protocol.
UDP traffic of different rate is used to simulate real voice and video flows. To measure
the delay of packet delivery, ping packets of the same size as the multimedia traffic
packets are sent simultaneously with the simulated voice and video flows. Then the
destination node of UDP also takes part in the channel competition and consequently it
has an impact on the sending of the simulated video traffic. This impact should be more
remarkable when the traffic load of the link is heavy. The bandwidth range of voice
traffic varies from 8kbps to 64kbps, and the video traffic needs at least 100kbps. To fit
multi-hop transmission in ad hoc networks, MP4live is used to gather the video and
the sending rate is between 100kbps and 450kbps. Moreover, considering the situation
that two video flows will be sent simultaneously at one node, the node will have a load
of 900kbps in the worst situation. In this group of experiments, Iperf is used to send
UDP traffic from the source node to the destination node at a rate of 64kbps, 300kbps,
600kbps and 900kbps respectively. At the same time of sending the UDP traffic, ping
packets of 1400 bytes, almost the same size as UDP packets, are sent.
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(a) delay (b) delay jitter (c) packet loss ratio

Fig. 2. Performance comparison for multimedia traffics

Every reported experimental result of this group is the average value of three repeated
experiments. In each experiment, the UDP traffic lasts for 60s. In all the experiments
conducted here, the bandwidth of the three participating nodes is 2Mbps.

Figure 2 (a) shows that under a light load of emulated voice flows, the packet de-
livery delay of both DSR and improved DSR is very low, and DSR is even better than
the improved version. The reason is probably that under light network load, the delay
caused by the overhead of the rate limit and priority queue of improved DSR is rela-
tively higher. However, as the traffic load increases, the delay of DSR rises quickly. The
major reason is that for the DSR there are a great number of ACKs in the MAC queue,
which makes the queues at each node very long and the channel competition caused by
ACKs also cumbers data packet from sending as analyzed above. Both of the negative
impacts will be more remarkable as the load becomes heavier. The above figure also
shows that under the load of 600kbps, the delay of DSR is higher than 4 times of that of
improved DSR. As the load increases further, although the delay of improved DSR rises
to 211ms quickly, there is obvious superiority compared to 264ms of DSR. We have to
point out that according to QoS standard prescribed by the latest VoIP technique, the
delay of voice transmission should be less than 400ms. Here our improved DSR test
bed is able to provide less than 16ms delay for the high quality voice flows of 64Kbps
in the two hops situation. Thus, we believe that, even if several hops are added to the
transmission path, the delay cannot exceed 400ms. Under the medium load, improved
DSR is able to provide less than 38.3ms delay for the video flows. Since the require-
ment for delay of video flows is not as high as that of voice flows, the new DSR is able
to guarantee the QoS requirement for delay of the real time voice and video traffic.

Delay jitter directly affects the playing delay of voice and video and the buffer size.
Figure 2 (b) compares the delay jitter of the two DSR protocol under different multi-
media traffic bandwidth. It shows that the delay jitter of DSR is smaller than that of
improved DSR under light load of simulated voice flows. The major reason is that in
the latter case packets are delayed by the rate limit according to the MAC queue status
of that time before they are sent to the MAC queue, which causes some delay jitter.
When the load is light, the jitter caused by rate limit is evident. As the load increase
gradually, the delay jitter of the delivered packets increases in both DSR and improved
DSR. However, the increasing rate of DSR is more rapid. Because when the load is
relative heavy, DSR will begin to have link failure and packet loss more frequently. So
except for the light load situation, the delay jitter of DSR is higher than improved DSR.
Moreover, it is obvious that under medium load (between 300 to 600kbps), the delay
jitter of improved DSR has the most superiority. Its average value is less than 1/4 of
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that of DSR. Even under the relatively heavy load of 600Kbps, the delay jitter caused
by improved DSR is only around 10ms.

VoIP technique requires that when voice data packets are transmitted in the network,
the loss probability should be less than 8%. Figure 2 (c) shows that both old DSR or
improved DSR has no packet loss when transmitting the simulated voice flows. As the
traffic load increases, the performance of improved DSR is quite good. Until the UDP
traffic load rises to 600kbps, slight packet loss appears and the loss probability is only
0.11%. However, old DSR is hypersensitive to the increase of traffic load and the packet
loss probability rises rapidly. Under 900Kbps traffic load, its packet loss probability is
already as high as 67.7%, which is as high as two times of that of improved DSR. New
DSR’s lower packet loss probability can be attributed to following improvements: (1)
the reduction of the number of ACKs (thus, with the same physical layer bandwidth, the
maximal available bandwidth provided is much higher than old DSR); (2) the reduction
of link failure judgments and then route change times is less than old DSR. Notice
one route change will cause a great number of packet loss for the higher layer (3) the
introduction of traffic class priority mechanism to improved DSR. During the process
of finding a new route after link failure in old DSR, a number of data packets will be
lost. While in improved DSR, though link failures could happen, there is no packet loss
or only a few packets lost during the link failures. We also found that the link failures
of new DSR are much less than those of DSR under the same traffic load. This can
be mainly attributed to the new link probing algorithm of new DSR, which reduces
the link-failure judgment times. caused by the protocol Observe that one of the major
reasons for the high packet loss of old DSR protocol is that it misjudged too many link
failures and the route thus changes frequently.

Although the reported results here are mainly based on DSR, we did implement the
improvements over some other routing protocols (e.g., AODV) also and the approaches
generally apply to them.

2.2 Using BSR to Support Multimedia

When the primary path breaks, one way to improve the performance is to establish and
maintain backup routes. A key advantage of using a backup path is the reduction of the
frequency of route discovery flooding, which is recognized as a major overhead in on-
demand protocols. We will study the performance improvement using backup source
routing compared with routing using primary path only. The BSR algorithm, which ex-
tends DSR by selecting a backup path piggybacked with the primary path in the header
of data packets to achieve the most reliable routes between each communicating mobile
node. BSR is an extension of DSR, which uses the conception of backup route to im-
prove the route reliability. Backup routes consist of the primary path, the shortest delay
path (or the shortest hop-count path), and a backup path. BSR consists of two phases:
(a) Route Discovery and (b) Route Maintenance. Route Discovery is only invoked when
needed, and Route Maintenance operates only when the route is used actively to send
individual packets.

Experiment Evaluation: Figure 3 reports our experimental study of BSR in a test-
bed. Here node 3 is receiving video sent from node 7 with rate 150kbps, and node 8
is receiving video from node node 4 with rate 300kbps. These 5 nodes are moving at
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Fig. 3. Performance of BSR

a walking speed as follows: nodes 3, 4, 7, 8 move east-west and node 5 moves south-
north. We recorded the changes of routes and quality of the videos during the movement.
For nodes pair (7, 3), in our experiments, we found that the prime route (7, 5, 3) is quite
stable. We found route (7, 4, 3) and route (7, 3) as backup routes. We observed that
there are 8 occasions the prime route fails, 28 occasions the backup routes fail, and 8
occasions both routes fail simultaneously. The data delivery ratio improves accordingly.
Node 7 sent 22,192 packets, among which 21,590 packets (i.e., 97.29%) have a valid
route to node 3 at the time. Node 3 received 19750 packets, implying a delivery ratio
91.48%. See Figure 3 (b) for illustration. Although we set the network card in the mode
of 5.5Mbps fixed rate, the achieved rate fluctuates at times. Sometimes the rate even
dropped to 0, i.e., there is no route from source to target. Figure 3 (c) shows the change
of bandwidth in node 7. We can see the throughput of node 7 is always about 150kbps.
But the throughput is 0 during the period between 15:58:25 and 15:59:11. The reason is
that mpeg4ip can not send packets during that time and is not caused by route broken.
Because of only a few route brokens, the transmission is quite stable.

3 Rate Adaptive Video Transmission over Ad Hoc Networks

Given a target bit rate, many video encoders can control their output stream’s bitrate
as close as to the target as possible using a rate control technique. This type of en-
coders is called adaptive video encoder. Of course, the higher the bit rate, the better
the reconstruction video quality. However, over bandwidth-constrained ad hoc net-
work, high source bit rate may lead to network congestion, hence more packets are
dropped when they arrive after the deadline. Therefore, it is expected to allow the
video encoder’s output bitrate to be in accordance with the available network band-
width. Ban [13] presented an adaptive rate control approach which would control the
source bit rate with respect to the hop-counts. However, the source bit rate would be
constant, if the hop-counts keep unchanged. In fact, the available bandwidth would
vary with time even under the same hop-counts. We thus propose a cross-layer adaptive
rate control mechanism, called CLARC. The basic idea behind CLARC is to adapt the
video encoder’s output bit-rate to the available bandwidth (network congestion and the
routing information from the underlying network layer) to improve the quality of the
video.
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3.1 The Cross-Layer Adaptive Rate Control

The video will be transmitted using the RTP/UDP/IP protocol stack. We adopted the
public domain H.263+ standard TMN8.0 as the video encoder. Its rate control model
is modified to be capable of matching the output bitrate to the target bit rate for each
frame. Before the encoder encodes a frame, it would call CLARC to get its target bit
rate. There are two kinds of feedback information input to CLARC. One is the frame
loss information from RTCP at the application layer; the other is the routing informa-
tion from the routing protocol. According to the feedback information, CLARC would
determine the target bit rate using the algorithm described next.

Frame loss information: We considered frame loss rather than packet loss for the
following reasons. In wireless networks, the channel error is burst, which will cause one
or several consecutive packets lost. This kind of packet loss should not be considered as
network congestion indication. But it is difficult to differ it from packet loss caused by
network congestion. In fact, one frame, especially Intra-frame, is always much longer
than one MTU. In addition, the decoder can recover the error caused by some packets
loss in one frame using error concealment technique. Therefore, we are allowed to feed
back frame loss information. It makes CLARC robust to random error to some extent.

Routing information: We also use the information of hop-count and route breakage to
facilitate the rate control [4]. Many ad hoc network routing protocols can provide the
above information, such as DSR and AODV [5]. In this paper, DSR is adopted. A route
breakage can also be detected by looking at the routing table information and/or control
messages of the routing protocol.

3.2 The CLARC Algorithm

To detect the available network bandwidth, CLARC utilizes a probing method. Be-
ginning from a small rate, CLARC would increase the rate gradually til the network is
nearly congested. It responds quickly to the topology change by using cross-layer infor-
mation. A key component in CLARC is network congestion decision. If the destination
detects a frame loss, it will send NAK to the source. Otherwise, it will send ACK for
each frame correctly received. If the source node receives n ACKs consecutively, the
network is considered as being in good condition. If it receives n NAKs consecutively,
and the route was not broken recently, the network is considered congested. Here n is
a controllable parameter. We also designed a window-based structure to avoid network
congestion. The window is an FIFO buffer. When a frame is sent, its timestamp is put
into the window sequentially at the same time. When it is acknowledged, this frame
and the ones before it will be cleared from the window. That is to say, the frames in
the window are the ones that have been sent out but not acknowledged yet. The win-
dow length can indicate the degree of network congestion to some extent. A threshold
CONG AVOID is set. When the window length is longer than the CONG AVOID, it
warns the network congestion incoming. Algorithm 1 describes our CLARC method.

Here, the variables used in the above algorithm are
– MIN BIT RATE Rmin: It is the minimal bitrate of a video to achieve acceptable recon-

struction quality. For CIF video (352 × 288 pixels), Rmin is set to 100kbps.
– MAX BIT RATE Rmax: The maximum bitrate allowed under current network condition.
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Algorithm 1. CLARC: Cross-Layer Adaptive Rate Control
1: Set Rmax according to the hop count and set Rmin. Set Rcur = Rinit.
2: if received n ACKs then
3: Rcur = min(Rmax, Rcur + n · δ). Here δ is the minimum rate increment, which

we set to be 10kbps.
4: else if received n NACKs and no route brokens then
5: Rcur = min(Rmax, Rcur − n · δ).
6: else if window length > CONG AVOID then
7: Rcur = min(Rmax, Rcur − δ).
8: if hop count changes then
9: Rcur = min(Rmax, Rcur).

– INITIAL BIT RATE Rinit: The initial bitrate. We set Rinit = (Rmax + Rmin)/2.
– TARGET BIT RATE Rcur: The bitrate to encode video based on network condition.

3.3 Test-Bed Implementations

To validate the performance of CLARC and its feasibility, we implemented an ad hoc
video transport testbed with notebook computers and 802.11b WLAN cards. In the
experiments, the maximum bandwidth was set to 11Mbps. The server has a camera and
it captures live video (encoded using H.263+ TMN8.0 with 15 frame/s at CIF format)
and sends streaming video to clients. We test CLARC using two different scenarios.

Scenario 1: In this scenario, we aimed to show how CLARC adapts the rate to the
varying bandwidth. The network is formed by 4 laptops (as server, router1, router2, and
client) placed along a line. The server communicates with the client though router1 and
router2 with 3 hops. We let the client laptop move toward router1 and finally stop there.
As a result, the distance between the server and the client varied from 3 hops to 1 hop,
and the available bandwidth also increases accordingly. In this experiment, we start one
live video flow from the server to the client. Figure 4 (a) shows the results of the actual
bit rate achieved. At the beginning, the bit rate is small at about 350Kbps. With the
decreasing of hops, the available bandwidth increases and the bit rate also increases to
800Kbps at last. In the client, the received video remains fluent during the experiment
(with reduced video quality at smaller bit rate). Without CLARC, the received video at
clients paused many times and have mosaic many times also at a smaller bit rate.

Scenario 2: In this scenario, the network is composed of 5 nodes: two video servers
placed in two left corners of a square, two video clients placed in the right corners of
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the square, and a router in the middle of the square. The server and the client cannot
hear each other directly, but all of them can hear the router. Video flow 1 was transmitted
from server 1 to the client 1 through the router, and video flow 2 is from server 2 to the
client 2. Flow 1 starts early and also terminates early. Part of the experimental results
are shown in Figure 4 (b). Using CLARC, the two video flows can share the wireless
channel fairly well. When one flow stops, the other flow can increase its rate as much
as possible to occupy the bandwidth, hence the received video also becomes better. As
in scenario 1, CLARC makes the received video remain fluent during the experiment
with a dynamically changed quality adapting to the bit rate.

4 Related Work

Supporting multimedia applications over wireless links has been one of the main fields
of attention in the networking and video coding communities in the last decade. As
the number of nodes of a wireless network grows, interference increases, reducing the
achievable data rates. The capacity of a static wireless ad hoc network is shown to as-
ymptotically vanish as the number of nodes increases in a landmark paper [16]. The
art of video streaming over ad hoc wireless networks is still in its infancy, especially
when addressed via a multi(or cross)-layer network design. In [12] path diversity in
an 802.11 network combined with multistream coding of video is proposed and ana-
lyzed. Several cross-layer approaches have been suggested, as in [2, 3]. In [3], source,
channel coding, packetization, and MAC layer retransmissions are performed together
to reach optimized usage of the wireless channel. [4] proposed a cross layer feedback
control mechanism that can allow the application layer to adapt itself to a dynamically
changing network topology. Power and flow may also be allocated jointly through con-
vex optimization to minimize network congestion [17]. [15] evaluates the ability of a
wireless mesh architecture to provide high performance Internet access.

It is widely known that multiple paths routing will improve the throughput in wire-
less networks. Lin et al. [18] and Mao et al. [12] proposed to do video transport over
ad hoc networks using multiple paths. Setton et al. [6] studied congestion-optimized
scheduling for video over wireless ad hoc networks, and how to minimize distortion for
multipath video streaming. Wu and Chuang [7] proposed a dynamic QoS allocation for
multimedia in ad hoc wireless networks. Rate adaptive routing scheme for supporting
multimedia with QoS was also studied in [10]. Fu et al. [8] proposed a transport protocol
for supporting multimedia streaming in mobile ad hoc networks. To our best knowledge,
none of the methods studied adaptive rate control for source video encoding.

5 Conclusion

In this paper, we investigated in detail some improvements on a number of layers to
enable the multimedia transmission over wireless networks with QoS support. We im-
plemented all our protocols in some test-beds to study their real-time performances. We
first studied a number of improvement of some existing routing protocols to support
multimedia transmission. Some new admission control and rate control mechanisms
are studied and their performance gains are verified in our experiments. We also im-
plemented mobile gateway protocol to enable Internet access of ad hoc nodes. To ease
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the burden of network management, we implemented several protocols to improve the
network performance via SNMP. In our current implementation, the routing protocol
is mainly based on DSR. We extend the function of original DSR by introducing the
concept of mobile gateway. We implemented all functions that are necessary for Inter-
net access in our test-bed, specifically, the support of DSR and NAT at gateway nodes,
a gateway discovery protocol by non-gateway nodes in MANET. In our testbed, the
gateway node can link to an AP or a base station of a cellular network (i.e., Internet by
GPRS). We conducted extensive experiments to study the performance and the experi-
mental results are not included here due to space limit.
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Abstract. With the development of ad hoc networks, it is one of the
most important problems to protect the security of information flows be-
tween the nodes. The paper applies the technique of trusted computing
to designing the Trust Extended Dynamic (TED) security model. TED
model protects the security of information flows between the nodes built
on trusted platforms. The security model is based on BLP and Biba
models. Due to introducing the concept of reliability and the functions
for the trustworthy state measurements, the trustworthiness of subjects
and some objects is monitored, and the accessing ranges of subjects are
adjusted at runtime. Through these means, the ability of TED security
model to resist running attacks is enhanced. The formal description of
TED model is specified in detail, and its security properties are described.
The paper also introduces the application of the model in the Trusted
Web Server (TWS).

Keywords: Trusted computing, Access control, Security model, Reli-
ability, Measurement.

1 Introduction

Ad hoc networks are dynamically formed anywhere without any hardware in-
frastructure. With the development of wireless communication and terminal
techniques, ad hoc networks have been widely used in commerce. As the networks
constantly change their topologies, the security problems of them are more than
the normal networks. Unprotected ad hoc networks face several threats, such
as wiretapping, playback attacks and so on. Because the considerations on the
security of routing protocols are limited, some malicious or unsafe nodes may be
contained in the networks. The confidentiality and integrity of the information
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in ad hoc networks may be damaged by them. Therefore, controlling informa-
tion flows between the nodes in ad hoc networks improves the security of the
networks.

Access control prevents unauthorized information flows, and it enforces se-
curity polices based on security models. But current security models have some
shortages as follows. Above all, process (subject) in conventional security models
inherits the security properties of the user who runs it, but the trustworthiness
of the running process itself and input data is ignored. So these security models
couldn’t resist running malicious codes. Moreover, most of these models don’t
satisfy the requirements of some high-assurance environments, in which confi-
dentiality and integrity are needed at the same time.

With the increasing demands for information protection, the technique of
trusted computing is promoted by Trusted Computing Group (TCG), which
creates a foundation of trust for software processes based on a trusted compo-
nent named Trust Platform Module (TPM), in the form of build-in hardware.
Trusted Platform (TP) enhances the security of computing terminal by improv-
ing platform authentication, platform integrity, protected storage, and authenti-
cated booting. Now, the technique has been supported by above 200 companies
all over the world. Every node founded on a TP should enhance the security of
ad hoc networks. Although trusted computing has improved the security of cur-
rent computing terminals, it only detects the integrity of system configurations
and doesn’t control the confidentiality and integrity of information flows in a
computing system.

On one hand, security models protect legitimate information flows and prevent
unauthorized accesses, which remedy the disadvantage of trusted computing
which cannot confine the unsafe information flows. On the other hand, trusted
computing assures that the access control module is loaded correctly, and it can
supervise the running environments of a TP. Thus designing a security model
with trusted computing can reflect the current trustworthiness of the system
environments, which makes the model more reasonable and secure than the
traditional models.

The paper puts forward TED security model, which defends the security of
information flows between the nodes built on TPs in ad hoc networks. The model
is founded on BLP [1] and Biba [2] models. Besides protecting the confidentiality
and integrity of system objects, the concept of reliability and the functions for
trustworthy state measurements are promoted, which monitor the trustworthi-
ness of subjects and objects. And it also adjusts the accessing ranges of subjects
according to the security rules. Then the ability of TED security model to stand
against running attacks is enhanced. The design notion, components and secu-
rity rules of TED model are specified in detail. And its security properties are
proved. The transformation of the trustworthy states of requests is also intro-
duced in the paper. The usage of the model in TWS is described, including the
structure and processing course of TWS.

The paper organizes as follows. Section 2 analyzes the attacks on system proc-
esses and important files, and it shows the necessity of checking the trustworthiness
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of running environments. Section 3 illuminates the notion, components and secu-
rity rules of TED security model, and its security properties are proved. The trans-
formation of the trustworthy states of requests is also described. Section 4 pro-
vides the application of TED model in TWS, including its structure and process-
ing course. The related work is specified in section 5. Section 6 concludes the paper
and presents the future work.

2 Analysis of Attacks

Various types of runtime attacks, such as stack and heap overflow, Trojan horse,
malicious scripts, are often encountered. As the frangibility and limited pro-
tection in ad hoc networks, these attacks damage the nodes in the networks
more easily than normal network nodes. Because the trustworthiness of running
processes is not detected, processes can run as normal even if aggressive codes
have been embedded in them. On the other hand, the trustworthiness of accessed
objects is not validated. So some important system files and configurations may
be modified without any notifications. These make attackers to enter and control
the system easily. In this section, we analyze two types of attacks from the view
of trustworthiness checking: Rootkit and system files attack. These are represen-
tative examples of such attacks involving processes and objects respectively.

2.1 Rootkit Attack

Rootkit is one of the most popular activities of serious intrusions. Once intruders
obtain root privileges of a terminal running SunOS, UNIX or Linux, they will
replace some system files to concealed their trails, and steal sensitive information
in the systems.

The most simple and classic example of Rootkit may implement as following
steps. To begin with, an intruder obtains a copy of the source code to /bin/login
for the version of Linux the target host is running. And he edits its source code to
include a password that will let him login as root. Then he replaces the original
/bin/login with the new /bin/login. After login in the host, he will replace some
system binaries including netstat, ifconfig, ps, ls, inetd, i.e.. So his activities can
be concealed. If the intruder is far more skilled in his attacks, he will modify the
target kernel, and kernel Rootkits can hide files, directories, and processes.

It is the most useful method to avoid Rootkit that the trustworthiness of
processes is inspected regularly. In some cases, even OS kernel should be detected
before it starts. If the integrity measurements are different from the normal
values, it may be confirmed that the systems have been destroyed, and the
destructive processes should be terminated.

2.2 Attack on System Files

Init is a user mode process in Linux. When operating system starts up, init starts
all the other processes and services. It is one of the most important processes in
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a system. Init reads the /etc/inittab file, which plays a crucial role in the boot
sequence. It supplies the script to the init command’s role as a general process
dispatcher. If the runlevel in inittab was altered to 0 or 6 (system halt or system
reboot), the system should not start as normal, and it can be viewed as a kind
of Denial of Service (DOS).

To prevent it, the trustworthiness of inittab should be examined to judge
whether the important contents of inittab were modified during booting. When
some differences were found, the current booting shouldn’t continue unless the
destroyed inittab was covered with the backup file.

3 Formal Description of TED Security Model

As stated in the above section, without checking the trustworthiness of running
processes and accessed objects, quite a number of malicious programs can intrude
upon a system. Then the sensitive information in it may be modified or accessed
with on permission. In order to protect the information flows between the nodes
in ad hoc networks, we propose a new security model in this section, which
imports the concept of reliability to reflect the trustworthiness of subjects and
objects. The ability of the model to resist runtime intrudes is enhanced.

3.1 Notion of Design

BLP (Bell-La Padula) model [1] proposed in 1973 is based on finite state ma-
chine. The model is strictly proved and has been widely adapted to various
secure applications. However, it only concerns confidentiality of system informa-
tion. In 1975, another model named Biba [2] is promoted to protect the integrity
of information flows, which is a mathematical dual of BLP model. Due to the
importance of integrity to many applications, especially network applications,
TED security model is founded on the integration of BLP and Biba model.

According to the definitions of BLP model, the security properties of a process
inherit the properties of the user who invokes it. Actually, a user in a high security
level may start a process that isn’t trusted. If the integrity of the process was
damaged, and it contained some malice codes, the security of the resources in
the system shouldn’t be ensured. Whether the processes can perform a user’s
instructions dependably affects the safety of a system directly. Moreover, if a
trusted process accessed an object including a Trojan horse or the other kinds
of intrusive programs, the safety of the information in the system should also
be damaged. With the increasing complexities of application environments, the
descriptions of the reliability of subjects and objects cannot be ignored in a
security model.

Therefore, the concept of reliability introduced in TED describes the trust-
worthy degrees of subjects and objects. Reliability comprises the reliability value
of a subject (or an object) and its current state of trustworthiness. The functions
of trustworthy state measurements monitor the trustworthiness of current sub-
jects and some objects which are important system files and have fixed contents.
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If their integrity was destroyed, they should not be trusted any more, and any
requests concerning them should be rejected. If a subject requested to access an
undecided object, the accessing range of the subject should be reduced. After
the operation, the current state of the subject turns to be undecided while its
original state is trusty. Similarly, if a trusted object was requested by an unde-
cided subject, the accessing range of the undecided subject should be dwindled.
After the access, the current state of the object changes to be undecided while
its original state is trusted. As a result, the ability of TED model to prevent
runtime attacks is improved.

3.2 Definitions

Suppose S is the set of subjects, ST of trusted subjects. Then S′ = S −ST is the
set of subjects that aren’t trusted. TS = {trusty, unchecked, untrusty} is the
set of the trustworthy states. O represents the set of objects.

Definition 1. Trustworthy State Measurement to Subject: ims : S → TS
is a mapping of the set of subjects to TS. ∀s ∈ S, if ims(s) = trusty, the subject
s is trusted; if ims(s) = unchecked, s is undecided; if ims(s) = untrusty, s isn’t
trusted.

Definition 2. Value of Reliability: D = {d1, d2, . . . , dn} is the set of the
values of reliability. ∀d ∈ D is not a negative integer, which denotes the trusted
degree of a subject or an object.

Definition 3. Reliability of Subject: Rs = {rs1 , rs2 , . . . , rsn} is the set of
reliability of subjects. ∀si ∈ S, rsi = (dsi , tssi) specifies the reliability of si is rsi .
And dsi ∈ D is the reliable value of the process si itself. If si ∈ ST , dsi is the
biggest reliable value in the system. tssi ∈ TS is the current trustworthy state
of si.

It must be pointed out that if and only if s ∈ ST and ims(s) = trusty, s is a
trusted subject at runtime.

Definition 4. Trustworthy State Measurement to Object: imo : O → TS
is a mapping of the set of objects to TS. ∀o ∈ O, if imo(o) = trusty, the object o
is trusted; if imo(o) = unchecked, o is undecided; if imo(o) = untrusty, o isn’t
trusted.

Definition 5. Reliability of Object: Ro = {ro1 , ro2 , . . . , ron} is the set of
reliability of objects. ∀si ∈ S, roi = (doi , tsoi) specifies the reliability of oi is roi .
And doi ∈ D inherits the reliable value of the subject who creates oi. tsoi ∈ TS
is the current trustworthy state of oi. If an object doesn’t have the fixed contents,
its trustworthy state is denoted as ”unchecked”.

s is a process which is running. The security properties of s comprise its confi-
dentiality level, integrity level, categories, and reliability. Its security properties
except the reliability inherit the user’s, who invokes the process.
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o is a passive computer system repository which is used to store information.
Data, files, and I/O devices can all be viewed as objects. The security properties
of an object comprise its confidentiality level, integrity level, categories, and
reliability. Its security properties are determined by the security label rules in
system.

A = {r, w, a, e} is the set of access modes. It explains the operations which a
subject can request. It has the same meaning as [1].

Definition 6. Lf is the set of confidentiality levels, which is expressed by the
set of positive integrities. If ∀m, n ∈ Lf , and m > n, the confidentiality level m
is higher than the confidentiality level n. Suppose SystemHighf is the highest
confidentiality level in Lf , and SystemLowf is the lowest in Lf .

Definition 7. Li is the set of integrity levels, which is expressed by the set of
positive integrities. If ∀m, n ∈ Li, and m > n, the integrity level m is higher
than the integrity level n. Suppose SystemHighi is the highest integrity level in
Li, and SystemLowi is the lowest in Li.

Definition 8. System State: ∀v ∈ V, v = (B × M × F × I × K × T × H) is a
system state.

B = P (S × O × A): ∀b ∈ B records current access of subjects to objects in
various modes.

Access Matrix M : describes the access modes that a subject can operate on
an object, which embodies discretionary security.

Confidentiality Level Vector F = (fs, fc, fo): fs(s) is the maximal con-
fidentiality level of the subject s. fc(s) is the current confidentiality level of the
subject s, and fs(s) ≥ fc(s). fo(o) is the confidentiality level of the object o.

Category Function K: k(s) is the categories of a subject s. k(o) is the
categories of an object o.

Reliability Vector T = (ts, to): ts(s) is the reliability of a subject s. to(o) is
the reliability of an object o.

Hierarchy H: H represents objects hierarchy, and it can be a collection of
rooted, directed trees and isolated points.

Definition 9. Function of Adjusting Confidentiality Level δ : D → Lf :
∀s ∈ S, o ∈ O, δ(ds, do) represents the current adjusting confidentiality level lf
while the reliable value of s is ds and the reliable value of o is do. lf satisfies
fc(s) − δ(ds, do) ≥ SystemLowf and fc(s) + δ(ds, do) ≤ SystemHighf.

Definition 10. Function of Adjusting Integrity Level λ : D → Li: ∀s ∈
S, o ∈ O, λ(ds, do) represents the current adjusting integrity level li while the
reliable value of s is ds and the reliable value of o is do. li satisfies ic(s) −
λ(ds, do) ≥ SystemLowi and ic(s) + λ(ds, do) ≤ SystemHighi.

3.3 Security Rules

Rule1 Trust Extended Discretionary Security: A state v = (b × M × f ×
i×k× t×H) satisfies the Trust Extended Discretionary Security, iff (si, oj , x) ∈
b ⇒ x ∈ Mij , and tssi �= untrusty, and tsoj �= untrusty.
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Rule2 Trust Extended Simple Security: A state v = (b×M×f×i×k×t×H)
satisfies the Trust Extended Simple Security, iff (s, o, x) ∈ b ⇒

a) x = e, and tss �= untrusty, and tso �= untrusty;
or b) x = r, and fs(s) ≥ fo(o), and k(o) ⊆ K(s), and tss �= untrusty, and

tso �= untrusty;
or c) x = a, and is(s) ≥ io(o), and k(o) ⊆ K(s), and tss �= untrusty, and

tso �= untrusty;
or d) x = w, and fs(s) ≥ fo(o), and is(s) ≥ io(o), and k(o) ⊆ K(s), and

tss �= untrusty, and tso �= untrusty.

Rule3 Trust Extended Reading Security: A state v = (b×M × f × i× k×
t×H) satisfies the Trust Extended Reading Security to S′ ⊂ S, iff (s, o, r) ∈ b ⇒

e) fc(s) ≥ fo(o), and ic(s) ≤ io(o), and k(o) ⊆ k(s), and tss = trusty, and
tso = trusty;

or f)tss = unchecked or tso = unchecked, and satisfies the following condi-
tions:

(1) fc(s) − fo(o) ≥ δ(ds, do), and io(o) − ic(s) ≤ λ(ds, do), and k(o) ⊆ k(s);
(2) b′ = b ∪ (s, o, r), and v′ = (b′, M, f, i, k, t′, H), and t′ = (t′s, t

′
o),

if tss = trusty, then ts′s = unchecked, i.e. t′s(s) = (ds, unchecked), else
t′s = ts;

if tso = trusty, then ts′o = unchecked, i.e. t′o(o) = (do, unchecked), else
t′o = to.

Rule4 Trust Extended Appending Security: A state v = (b × M × f ×
i × k × t × H) satisfies the Trust Extended Appending Security to S′ ⊂ S, iff
(s, o, a) ∈ b ⇒

g) fc(s) ≤ fo(o), and ic(s) ≥ io(o), and k(s) ⊆ k(o), and tss = trusty, and
tso = trusty;

or h)tss = unchecked or tso = unchecked, and satisfies the following condi-
tions:

(1) fo(o) − fc(s) ≤ δ(ds, do), and ic(s) − io(o) ≥ λ(ds, do), and k(s) ⊆ k(o);
(2) b′ = b ∪ (s, o, a), and v′ = (b′, M, f, i, k, t′, H), and t′ = (t′s, t′o),
if tss = trusty, then ts′s = unchecked, i.e. t′s(s) = (ds, unchecked), else

t′s = ts;
if tso = trusty, then ts′o = unchecked, i.e. t′o(o) = (do, unchecked), else

t′o = to.

Rule5 Trust Extended Writing Security: A state v = (b×M × f × i× k ×
t×H) satisfies the Trust Extended Writing Security to S′ ⊂ S, iff (s, o, w) ∈ b ⇒

i) fc(s) = fo(o), and ic(s) = io(o), and k(o) = k(s), and tss = trusty, and
tso = trusty;

or j)tss = unchecked or tso = unchecked, and satisfies the following condi-
tions:

(1) fc(s) = fo(o), and ic(s) = io(o), and k(o) = k(s);
(2) b′ = b ∪ (s, o, w), and v′ = (b′, M, f, i, k, t′, H), and t′ = (t′s, t

′
o),

if tss = trusty, then ts′s = unchecked, i.e. t′s(s) = (ds, unchecked), else
t′s = ts;
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if tso = trusty, then ts′o = unchecked, i.e. t′o(o) = (do, unchecked), else
t′o = to.

3.4 Theorems

Theorem 1. The reading range of a subject in the undecided state is the subset
of its reading range in the trusty state.

Proof. Argue by contradiction. Contradiction yields the proposition ” the read-
ing range of a subject in the undecided state is not the subset of its reading
range in the trusty state.”.

Suppose Ranger is the reading range of s in the trusty state, Range′r of s in
the undecided state. Then Ranger ⊂ Range′r can be concluded.

Suppose s ∈ ST . Then Ranger ⊂ Range′r contradicts the Trust Extended
Simple Security, which concludes Ranger = Range′r.

Suppose s ∈ S′. According to the rule of Trust Extended Reading Security,
the categories of s in the undecided state are equal to its categories in the trusty
state. So the range changes of confidentiality and integrity levels need to concern.

While s is trusty, suppose Ranger|f is the reading range of confidentiality
level, and Ranger|i is the reading range of integrity level. According to the
rule e, for ∀o ∈ O′, Ranger|f = {SystemLowf , . . . , fc(s)} and Ranger|i =
{ic(s), . . . , SystemHighi} can be educed.

While s is undecided, suppose Range′r|f is the reading range of confidentiality
level, and Range′r|i is the reading range of integrity level. According to the rule
f, for ∀o ∈ O′, Range′r|f = {SystemLowf , . . . , fc(s)− δ(ds, do)} and Range′r|i =
{ic(s) + λ(ds, do), . . . , SystemHighi} can be concluded.

Suppose Ranger|f ⊂ Range′r|f , then it leads to fc(s) < fc(s) − δ(ds, do), i.e.
δ(ds, do) < 0.

On account of δ(ds, do) ∈ Lf , δ(ds, do) < 0 contradicts definition 9 in which
Lf is a set of positive integrities.

The argument is complete. ��

Theorem 2. The appending range of a subject in the undecided state is the
subset of its appending range in the trusty state.

The proof is similar to theorem 1. So it isn’t specified in detail.
The above theorems show that TED security model adjusts the accessing

ranges of a subject. While a subject is trusty, its accessing range is bigger than
that in the undecided state. If it isn’t trusty, it can access nothing. So the damage
of runtime attacks is depressed.

3.5 Transformation of Trustworthy States of Requests

Every request in an operating system contains a subject, a requested object and
a type of access mode. The current trustworthy states of the subject and the
object in a request form the trustworthy state of the request.
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Suppose strusty is a trusted subject, and sunchecked is an undetermined sub-
ject, and suntrusty is a subject that isn’t trusted. Similarly, otrusty is a trusted
object, and ounchecked is an undetermined object, and ountrusty is an object that
isn’t trusted. Then every pair of a subject and an object has five trustworthy
states of a request: (strusty, otrusty), (sunchecked, ounchecked), (strusty, ounchecked),
(sunchecked, otrusty),(suntrusty , ∗)�(∗, ountrusty). Here, ∗ denotes every possible
trustworthy state of a subject or an object. Let a, b, c, d, e denote the above
trustworthy states of a request respectively.

Fig. 1. Transformation of trustworthy states of requests

In accordance with the security rules in section 3.3, the transformation of
trustworthy states of requests is shown in figure 1. In TED model, every subject
starts from a trusted state. Suppose a subject firstly requests to access a trusted
object, i.e. the trustworthy state of the request starts from the state a. If the
subject still accesses a trusted object, the subject’s trustworthy state doesn’t
change, and the trustworthy state of the request doesn’t transfer, too. While the
subject tries to access an unchecked object, the state enters c. After operating
the requested object, the subject is undetermined. If the subject requests to
access a trusted object, the trustworthy state of the request changes to d. If
an unchecked object is requested, the state enters b. The trustworthiness of
the subject is measured after it sends a request. If the subject is trusted, the
trustworthy state of the request may change to state a or c. If not, the state enters
e, and the subject stop running. If the trustworthiness of an object having fixed
contents is measured after it is requested by the subject, the trustworthy state
of the request may change to a or d when the object is trusted. If the object
isn’t trusted, the state enters e, and it can’t be accessed any more.
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4 Application of TED Security Model in Trusted Web
Server

In the above section, TED model is specified in detail. This section will introduce
how to use the model to protect the security of information flows between the
nodes in ad hoc networks. Http is the network protocol of web, which is simple
and powerful. But it doesn’t maintain any connections and user information be-
tween transactions. Consequently, it is difficult to implement fine-grained access
control to sensitive resources in server.

TWS has been developed on Linux in a TP. It is supported by Integrity
Measurement Architecture (IMA), which is a loadable kernel module and has
been realized by IBM [3]. It measures all executable contents when they are
loaded. As it is the open source software, we have extended it to sustain the
integrity measurement of some important system files. So it can support TED
model to detect the integrity of subjects and some objects at runtime.

During the trusted booting, TPM assures system hardware, OS kernel, IMA
and TWS are loaded correctly. At running, user authentication is achieved by
Digest Access Authentication (DAA) offered by HTTP and SSL. SSL also affords
protection to transmitted data. When a browser asks to access some resources,
TWS firstly attests the integrity of hardware and software in the remote platform
after authenticating the requester. Then the security polices of TED model are
adopted, which protect sensitive objects against unauthorized access. Attackers
cannot enter the system through the security leakages of the web server.

Fig. 2. The structures of TWS and the corresponding browser

The structures of TWS and the corresponding browser are shown in figure 2.
The main components of TWS include authenticator, attestator, TED polices
enforcer and service provider. The corresponding browser contains the module
of service of attestation. The steps of process are described as follows.
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Step 1: A browser requests to access some resources in TWS.
Step 2: Above all, TWS decides whether the requested object needs to au-

thenticate after receiving the request of the browser. If not, TWS provides the
requested service. If authentication is needed, TWS asks to authenticate the
requester’s identity.

Step 3: The browser sends the authenticated information of the requester to
authenticator in TWS.

Step 4: TWS determines whether the requester is authorized. If not, TWS
rejects the request, and returns an error message. If the user is authorized,
attestator in TWS asks the browser to send the integrity values of its platform.

Step 5: The browser reads the current integrity measurements of the platform
from the PCRs in the TP’s TPM through IMA.

Step 6: The browser sends the values after signing them.
Step 7: TWS verifies the sign, and attestator attests the integrity values of

the remote platform. If the values aren’t right, the platform may be damaged,
and it isn’t trustworthy. Then the request isn’t approved. If the remote platform
is trusted, attestator sends the security properties of the subject and the object
in the request to TED polices enforcer.

Step 8: TED polices enforcer decides whether the access should be accepted
by the requester’s security properties, the security properties of the demanded
object, and the rules of TED model.

Step 9: If the request is accepted, TWS supplies for the requester. If it disobeys
the security rules, TWS refuses the request and returns an error.

5 Related Work

The related researches on protecting the security of a system on a TP are de-
scribed in this section. Using LSM and TPM, David Safford [4], et al, in Wat-
son research center of IBM, have realized Trusted Linux Client (TLC). TLC
implements three complementary loadable kernel modules for protecting client
integrity. In TLC, all files are labeled with the security levels and measured be-
fore they are used. The method limits it only to verify the files in local platform
and cannot solve the problem of remote attestation.

Reiner Sailer [3], et al, have designed and implemented a secure Integrity
Measurement Architecture (IMA) for Linux 2.6. All executable contents loaded
into the Linux system are measured before execution, and the values of these
measurements are protected by TPM. IMA extends the trust concept of TCG to
dynamic executable contents from BIOS to the application layer. It doesn’t pre-
vent systems from running malicious codes because it only measures the integrity
of executable programs when they are loaded. Moreover, the confidentiality and
integrity of the information flows in a system haven’t been considered.

A new measurement approach called the Policy-Reduced Integrity Measure-
ment Architecture (PRIMA) is proposed by Trent Jaeger [5], et al, which is
based on information flow integrity. It settles the problem that the load-time
measurements of code alone do not accurately reflect runtime behaviors. The



Trust Extended Dynamic Security Model and Its Application in Network 415

PRIMA prototype has been built on IMA using SELinux policies to protect
the information flows. It only checks the integrity of executable programs and
ignores the integrity of accessed objects.

6 Conclusion

The paper analyzes the attacks on processes and important system files, and it
shows the necessity of checking running environments. Especially in ad hoc net-
works, these attacks are more harmful than in normal networks. A new approach
to design security model is provided by trusted computing. TED security model
is promoted in the paper, which is based on BLP and Biba model. The model
is used in a TP. Adopting the concept of reliability and the functions for trust-
worthy state measurements, the trustworthiness of processes and input data is
monitored and the accessing ranges of subjects are adjusted dynamically. So the
ability of TED security model to defend running attacks is enhanced. The formal
description of TED model is specified in detail, including its components and
security rules. Its security properties are also proved. And the transformation of
the trustworthy states of requests is described in the paper. The model is applied
to TWS which protects the authorized information flows in ad hoc networks.

In the future, we shall try to improve the flexibility of TED model, so it will
be much fine-grained and feasible for various applications.
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Abstract. In 2006, Manik et al. proposed a novel remote user authentication 
scheme using bilinear pairings. Chou et al. identified a weakness in Manik et al.’s 
scheme and improved the scheme. And besides, Thulasi et al. pointed that both 
Manik et al.’s and Chou et al.’s schemes are vulnerable to forgery attacks and re-
play attacks. In this paper, we analyze the previous schemes based on a timestamp 
and provide further comments and an improved scheme using a nonce. Our 
scheme also provides mutual authentication between a user and a remote server 
while the previous schemes only provided unilateral authentication. 

Keywords: Mutual Authentication, Bilinear Pairing, Forgery Attack, Replay 
Attack, Off-line Dictionary Attack. 

1   Introduction 

With the rapid change of computing environment, electrical commerce, business 
transaction and government services have been conduct and offered in a public chan-
nel. Remote user authentication scheme is one of the important factors to use the 
above services. Remote user authentication scheme allows the authenticated user to 
login the remote system for accessing the services. For this reason, various kinds of 
authentication scheme have been announced [1, 2]. In 1981, Lamport proposed a 
password authentication scheme for insecure communication [3]. The scheme re-
quires the remote server to maintain a password table for purpose of verification. In 
2000, Hwang and Li proposed a new scheme using smart cards [4]. The advantage of 
the Hwang-Li’s scheme is that it does not need any password table.  

Recently, Manik et al. proposed a remote user authentication scheme using bilinear 
pairings [5]. In the scheme, they use timestamps to avoid replay attacks while sending 
the authentication request over a public channel. But this is completely insecure as an 
adversary can use this information for illegal login later.  

Chou et al. identified that the verification of Manik et al.’s scheme involves sub-
traction of two components, which are passed over the public channel leading to  
replay attack [6]. One can do replay by adding same information to those two  
                                                           
* Corresponding author. 



 An Improvement of Remote User Authentication Scheme Using Smart Cards 417 

 

components, as it results in valid verification. To overcome replay attack, they sug-
gested a modification in verification part of Manik et al.’s scheme.  

Thulasi et al. point out that Chou et al.’s modified scheme still suffers from the re-
play attack [7]. Namely, the modified verification by Chou et al. as ê(DID,  P) = 
ê(TsH(ID) + V, P) also holds valid for DID′ = DID + a′ and V′ = V′ + a′, where a′ ∈ 
G1. And Thulasi et al. identified that Manik et al.’s scheme is also vulnerable to for-
gery attack and has the weakness in password change phase.  

The above mentioned protocols used a timestamp for generating parameters though 
the inverse of a timestamp is easily computed by well-known algorithm such as ex-
tended Euclidian algorithm. In this paper, we analyze the substantial problems on the 
mentioned schemes and propose an efficient protocol to avoid the attacks that identi-
fied Chou et al.’s and Thulasi et al.’s scheme. Our scheme also provides mutual au-
thentication between a user and a remote server while the previous schemes only 
provided unilateral authentication. 

The rest of this paper is organized as follows: Section 2 illustrates background of a 
bilinear paring and mathematical problems associated with the current work, Section 
3 briefly reviews the previous schemes and comments of Manik et al.’ scheme. Sec-
tion 4 provides the further comments, our improved scheme and security and per-
formance analysis. Finally, Section 5 gives concluding remarks. 

2   Mathematical Background 

Suppose G1 is an additive cyclic group generated by P, whose order is a prime q, and 
G2 is a multiplicative cyclic group of the same order. A map ê: G1×G1 G2 is called a 
bilinear mapping if it satisfies the following properties: 
 

 Bilinear: ê(aP, bQ) = ê(P, Q)ab for all P, Q ∈ G1 and a, b ∈ Zq
*. 

 Non-degenerate: there exists P, Q ∈ G1 such that ê(P, Q)  1. 
 Computable: there exists an efficient algorithm to compute ê(P, Q) for all P, 

Q ∈ G1. 
 

We note that G1 is the group of points on an elliptic curve and G2 is a multiplica-
tive subgroup of a finite field. Typically, the mapping will be derived from either the 
Weil or the Tate paring on an elliptic curve over a finite field. Other mathematical 
problems associated with the current work are as followings: 
 

 Discrete Logarithm Problem (DLP): Given two elements P, Q ∈ G1, find an 
integer a ∈ Zq

*, such that Q = aP whenever such an integer exists. 
 Computational Diffie-Hellman Problem (CDHP): Given (P, aP, bP) for any 

a, b ∈ Zq
*, compute abP.  

 Decisional Diffie-Hellman Problem (DDHP): Given (P, aP, bP, cP) for any 
a, b, c ∈ Zq

*, decide whether c = ab mod q.  
 Gap Diffie-Hellman (GDH) group: G1 is a GDH group if there exists an effi-

cient polynomial time algorithm which solves the DDHP in G1 and there is 
no probabilistic polynomial time algorithm which solves the CDHP in G1 
with non negligible probability of success.  

 Bilinear Diffie-Hellman Problem (BDHP): Given (P, aP, bP, cP) for any a, 
b, c ∈ Zq

*, compute ê(P, P)abc. 
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3   Review of Previous Schemes 

In this section, we briefly review the previous schemes and cryptanalysis of Manik et al., 
Chou et al., and Thulasi et al. 

3.1   Manik et al.’s Scheme 

[Setup phase] The remote server (RS) selects a secret key s and compute PubRS = sP. 
Then the RS publishes the system parameter < G1, G2, ê, q, P, PubRS, H>. 
 

[Registration phase] This phase is invoked whenever Ui initially registers or re-
registers to the RS. 
 

(1) Ui submits his identity IDi and PWi to the RS. 
(2) On receiving the registration request, the RS computes RegIDi = sH(IDi) + 

H(PWi). 
(3) The RS personalizes a smart card with the parameters IDi, Reg IDi, H and sends it 

to Ui over a secure channel. 
 

[Authentication phase] This phase is invoked whenever Ui wants to login the RS. 
This phase is further divided into login and verification phase. 
 

Login Phase: The user Ui inserts smart card in a terminal and keys IDi and PWi. If IDi 

is identical to the one that is stored in the smart card, the smart card performs the 
following operations: 
 

(1) Computes DIDi = TRegIDi, Vi = TH(PWi), where T is the user system’s time-
stamp. 

(2) Sends the login request < IDi, DIDi, Vi, T > to the RS over a public channel. 
 

Verification phase: This phase is invoked whenever the RS receives Ui’s login re-
quest. 
 

(1) Verifies the expected valid time interval T  (T* – T). 
(2) Checks whether ê(DIDi – Vi, P) = ê(H(IDi), PubRS)

T. If it holds, the RS accepts the 
login request; otherwise, rejects it. 

  

[Password change phase] This phase is invoked whenever Ui wants to change his 
password. 
 

(1) Ui attaches the smart card to a terminal and keys IDi and PWi. If IDi is identical to 
the one that is stored in the smart card, proceeds to the step (2); otherwise, termi-
nates the operation.  

(2) Ui submits a new password PWi
*. 

(3) The smart card computes RegIDi
* – H(PWi) + H(PWi

*) = sH(IDi) + H(PWi
*). 

(4) The password has been changed now with the new password PWi
* and the smart 

card replaced the previously stored RegIDi value by RegIDi
* value. 

3.2   Chou et al.’s Improvement on Manik et al.’s Scheme 

Chou et al. [6] pointed that the verification in [5], ê(DIDi – Vi, P) = ê(H(IDi), PubRS) 
holds valid even when DIDi′ = DIDi + a and Vi′ = Vi + a where a ∈ G1, as shown below. 
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ê(DIDi′ – Vi′, P) = ê(DIDi + a – Vi - a, P) 
= ê(DIDi – Vi, P) 
= ê(H(IDi), PubRS)  

 

To avoid this, Chou et al. proposed different verification technique as ê(DIDi, P) = 
ê(TsH(IDi) + Vi, P) to avoid the subtraction effect of [5].  

3.3   Thulasi et al.’s Cryptanalysis 

The verification in [5] is modified by Chou et al. [6] as ê(DIDi, P) = ê(TsH(IDi) + Vi, 
P). However, Thulasi et al. pointed that this verification also holds valid for DIDi′ = 
DIDi + a′ and Vi′ = Vi + a′ where a′ ∈ G1, as shown below. 
 

ê(DIDi′, P) = ê(DIDi + a′, P) 
= ê(DIDi, P)ê(a′, P) 

                                              = ê(TsH(IDi) + Vi, P) + ê(a′, P) 
                                              = ê(TsH(IDi) + Vi + a′, P) 
                                              = ê(TsH(IDi) + Vi′, P) 
 

Thus the approach of Chou et al., by adding Vi on the right side instead of the left 
side, cannot solve the problem as shown above.  
 

Forgery attack. Given P and PubRS = sP, finding s is DLP but given x and xQ, it is 
feasible to compute Q. In the login phase, the tuple < IDi, DIDi, Vi, T > is being sent 
to the RS over a public channel. Any adversary tapping this message can compute a 
valid < IDi, DIDi′, Vi′, T′ >. 

As DIDi = TRegIDi where T ∈ Zq
*, Vi = TH(PWi), attacker can compute T-1,  RegIDi 

and H(PWi) as below. 
 

RegIDi  = T-1DIDi = T-1TRegIDi  

H(PWi) = T-1V = T-1TH(PWi) 
 

Attacker, who knows RegIDi and H(PWi), can form the valid tuple <IDi, DIDi′, Vi′, 
T′> for time stamp T* by computing, DIDi = TRegIDi , Vi′ = T′H(PWi). The attacker 
can use the information IDi, RegIDi, H(PWi) for accessing remote system whenever he 
wants. So the scheme is completely insecure against replay attacks and forgery at-
tacks. Anyone can forge the login request, so it is also possible for an insider, leading 
to the insider attack.  
 

Weakness in password change phase. In the password change phase, a user submits 
IDi, old password PWi and new password PWi

*. But there is no verification in which 
the old password is valid one. Namely, in the equation, RegIDi

*  =  RegIDi – H(PWi) + 
H(PWi

*) of the password change phase,  if the value of H(PWi) is not the original 
value, the password change process is done. So anyone knowing the IDi and having 
the smart card can change the secret value RegIDi in the smart card. 

4   Further Comments and Improved Scheme 

In this section, we illustrate further flaws on Manik et al.’s scheme and provide an 
improved scheme. We also provide security and performance analysis at the end of 
the section. 
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4.1   Further Weakness of Manik et al.’s Scheme 

Manik et al.’s scheme has fundamental flaw about generation of the parameters such 
as DIDi, Vi. In the login phase, the parameters are computed as DIDi = TRegIDi and Vi 
= TH(PWi). The first of all, the designer overlooked the inverse of a timestamp, T-1. In 
finite group operation, the inverse is easily computed by well-known algorithm such 
as extended Euclidian algorithm. Therefore, In the above equations, the secret value is 
only one parameter, RegIDi and H(PWi) respectively. Thus we easily identify the  
values which are kept in smart card, and the following off-line guessing attack is 
possible. 
 

Off-line guessing attack. Besides the replay attack and forgery attack on Manik et 
al,’s scheme, their scheme is still insecure against a guessing attack. When Ui sends 
the login request <IDi, DIDi, Vi, T> to the RS over a public channel. An active adver-
sary can guess the password of a user from the equation, Vi = TH(PWi). 
 

Comment on password change phase. Thulasi et al. worried that there is no verifi-
cation in which the old password is valid one. However if the password change phase 
is operated after checking the validity of the inputted password, the phase does not 
have any problem. 
 

Unilateral Authentication. In the above mentioned schemes, only a user is authenti-
cated to the RS. In order to protect a server spoofing attack and achieve a reliable 
protocol, it is better to provide mutual authentication. 

4.2   Our Improved Scheme 

As mentioned above in Section 4.1, the previous scheme is insecure against not only 
forgery attack, replay attack but guessing attack. One of the key reason of those weak-
nesses is that RegIDi, H(PWi) can be revealed based on computation of the inverse of 
T. To remedy of the weakness, we generate a nonce at login phase and two crypto-
graphic hash operations: one is a general hash operations such as MD-5 or SHA and 
the other is map-to-point hash operation. The following procedure illustrates our im-
proved scheme. 
 

[Setup phase] The remote server (RS) selects a secret key s and compute PubRS = sP 
and two cryptographic hash functions, H1: {0, 1}* → G1 and H2: {0, 1}*→ Zq

* are also 
chosen by RS. Then the RS publishes the system parameter < G1, G2, ê, q, P, PubRS, 
H1, H2>. 
 

[Registration phase] 
R1 Ui submits his identity IDi and PWi to the RS. 
R2 On receiving the registration request, the RS computes RegIDi = sH1(IDi) + 

H1(PWi). 
R3 The RS personalizes a smart card with the parameters IDi, RegIDi, H1, H2 and 

sends it to Ui over a secure channel. 
 

[Authentication phase]  
Login phase: The user Ui inserts smart card in a terminal and keys IDi and PWi. The 
smart card performs the following operations. 
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L1 Checks if IDi is identical to the one that is stored in the smart card. 
L2 Generates a nonce ni ∈ Zq

*. 
L3 Computes Vi = niP and t = H2(T || Vi

x || Vi
y) where T is user system’s time stamp, 

and Vi
x and Vi

y are the x and y coordinates of the point Vi. 
L4 Computes DIDi = ni

-1(RegIDi – H1(PWi) + tP). 
L5 Sends the login request < IDi, DIDi, Vi, T > to the RS over a public channel. 
 

User authentication phase: On receiving the login request < IDi, DIDi, Vi, T > from 
the user, the RS performs the following operations: 
 

U1 Verifies the expected valid time interval T  T* - T. 
U2 Checks whether ê(DIDi, Vi) = ê(H1(IDi), PubRS) ê(P, P)t. If it holds, the RS ac-

cepts the login request; otherwise, rejects it. 
U3 Computes VR = TR sH1(IDi) and sends < VR, TR > to the user where TR is the RS’s 

time stamp. 
 

Server authentication phase: On receiving the message < VR,TR > from the server, the 
user performs the following operations: 
 

S1 Verifies the expected valid time interval T  T* - TR. 
S2 Checks whether TR(RegIDi – H1(PWi)) = VR. If it holds, the user authenticates the 

RS. 

 

Fig. 1. Proposed remote user authentication scheme using bilinear pairings 

4.3   Security Analysis and Performance 

Suppose any adversary eavesdrop and record the tuples IDi, DIDi, Vi, and T that are 
being sent to the RS over a public channel in login phase. In Manik et al.’s scheme, an 
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attacker can obtain RegIDi and H1(PWi) using T-1 where T is a user system’s time 
stamp, and they can forge the RS. However, in our scheme based on a nonce, RegIDi 
and H1(PWi) cannot be computed by any attacker. 
 

Correctness. The verification in V2 of login request is verified as followings. 

ê(DIDi, Vi) = ê(ni
-1(RegIDi - H1(PWi) + tP), niP) 

= ê(s H1(IDi) + H1(PWi) - H1(PWi) + tP, P) 
= ê(s H1(IDi), P) ê(tP, P) 
= ê(H1(IDi), PubRS) ê(P, P)t 

 

Replay attack. Though an adversary replays an intercepted valid login request and 
the RS receives the request at time T′. The attack does not work because the time 
interval exceeds the expected time delay T. 
 

Forgery attack. In the login phase, an adversary can get the tuple < IDi, DIDi, Vi, T 
>, however, he cannot extract RegIDi or H1(PWi) from the equation, DIDi = ni

-1(RegIDi 
- H1(PWi) + tP) since an adversary cannot find the nonce ni. Thus he cannot compute 
the inverse of the nonce. An invalid password input cannot generate a correct DIDi 
value at L4 step so that the request will be failed. Only a valid time stamp can be 
passed through the verification phase since an invalid T′ cannot make a legitimate 
value, t. 
 

Server spoofing attack. The attacker cannot impersonate the RS since he/she cannot 
compute a legitimate value, VR. Though he/she can obtain the values, TR, IDi and H1, 
the server’s secret value, s cannot be found based on DLP problem. 
 

Insider attack. If the user login request is password-based and the RS maintains pass-
word or verifier table for login request verification, this attack can be achieved by an 
insider of RS. In our scheme, however, the user login request is based on the user’s 
password as well as RS’s secret and a nonce which is not maintained in verifier table, 
thus our scheme can withstand this attack. 

 
Table 1. Computational cost in proposed authentication scheme 

 
 User’s smart card Remote server 
Registration  1 scalar multiplication 

2 map-to-point hash operations  
1 point addition in G1 

User 
authentication 

2 scalar multiplication 
1 hash operation (H2) 
1 map-to-point hash operations 
2 point addition in G1 

1 scalar addition 
1 map-to-point hash operations 
3 pairing operations 
1 group exponent in G2 

Server 
authentication 

1 scalar addition 
1 scalar multiplication 
1 point addition in G1 

2 scalar multiplications 
1 map-to-point hash operation 

Moreover, our scheme can simply prevent the scenario of many logged in users 
with the same login-ID as the other person cannot login to the RS without the  
smart card. In our scheme, RS does not posses any password or verifier table for user 



 An Improvement of Remote User Authentication Scheme Using Smart Cards 423 

 

verification so that our scheme also withstands a stolen verifier attack. Table 1 shows 
the computational cost of proposed paring-based authentication scheme. In our 
scheme, a user’s smart card has only four scalar computations, two hash operations 
and three point additions.  

5   Conclusion 

In remote authentication, the most important factor is the computational cost of a user. 
Several researchers indicated that Manik et al.’s scheme has security flaws but it is 
quite hard to improve their scheme in given environment because of their fundamen-
tal problem. Thus we analyzed that Manik et al.’s scheme has a fundamental flaws in 
construction of parameters and constructed an efficient scheme based on employing a 
nonce and two kinds of hash operations. Moreover we have shown that our mutual 
authentication provides not only security satisfaction but also low computational cost 
so that it is well-suited and practical for applications in remote user systems. 
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Abstract. In this paper, we propose a new architecture based on an
efficient trust model and clustering algorithm in order to distribute a
certification authority (CA) for ensuring the distribution of certificates
in each cluster. We use the combination of fully self-organized security
for trust model like PGP adapted to ad-hoc technology and the cluster-
ing algorithm which is based on the use of trust and mobility metric,
in order to select the clusterhead and to establish PKI in each cluster
for authentication and exchange of data. Furthermore, we present new
approach Dynamic Demilitarized Zone (DDMZ) to protect CA in each
cluster. The principle idea of DDMZ consists to select the dispensable
nodes, also called registration authorities; these nodes must be confident
and located at one-hope from the CA. Their roles are to receive, filter and
treat the requests from any unknown node to CA. With this approach,
we can avoid the single point of failure in each cluster. This architecture
can be easily extended to other hierarchical routing protocols. Simulation
results confirm that our architecture is scalable and secure.

Keywords: Wireless ad hoc networks, security, clustering algorithm.

1 Introduction

In recent years, much interest has been involved in the design of Mobile Ad-hoc
Network (MANET) technologies. Mobile ad-hoc networks are characterized by
their self-configuration, open peer-to-peer network architecture, shared wireless
medium, stringent resource constraints, and highly dynamic network topology.
These characteristics make them vulnerable to security attacks. Existing security
solutions for wired or wireless networks with infrastructure cannot be directly
applied to MANETs. Designing security solutions for MANET is the nontrivial
challenges. The goal of security solutions is to provide security services, such as
authentication, confidentiality, integrity, and availability to mobile users. In order
to achieve this goal, we must develop some key management systems adapted to
the characteristics of MANET.

In this article, we propose a new architecture based on an efficient trust
model and distributed clustering algorithm for designing the specific public key
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management systems. Our trust model is based on PGP (Pretty Good Privacy)
approach [1] adapted to MANET characteristics, like fully self-organized secu-
rity proposed by Hubaux et al. in [2]. Our distributed clustering algorithm uses
the trust level and mobility metric for the selection of the cluster head (CH)
which becomes certification authority (CA) in the cluster. In order to secure the
cluster formation, we propose a new scheme which uses dispensable confident
nodes, called registration authorities (RA). It consists to provide dynamic de-
militarized zone (DDMZ) at one-hope from the CA in each cluster. The role of
RAs is to protect CA, by receiving requests of certification, filtering and treating
these demands before forwarding them to the CA.

The rest of the paper is organized as follows. In section 2, we discuss the related
work on current key management systems developed for MANET. In section 3,
we describe our global architecture, our trust model and the distributed cluster-
ing algorithm. In section 4, we present the simulation results of our distributed
hierarchical architecture. In section 5, we study and analyse the security of our
system. The last section consists of the conclusion.

2 Related Work

Several works have been proposed in the literature to deal with the security prob-
lems in ad hoc networks. Specially, we investigate the distributed CA approach
using threshold cryptography scheme and a clustering concept.

2.1 Distributed CA Approach Using Threshold Cryptography

Having a single central authority to distribute the public key certificate to all
nodes is not suitable for MANET, because this scheme is vulnerable to single
point of failure like ARAN (Authenticated Routing in Ad-hoc Networks protocol)
[13]. If this node is compromised, the entire network becomes compromised.

Zhou and Haas’s idea consists on distributing the CA role among n nodes of
the network using (n, k + 1) threshold cryptography scheme [11]. In this scheme
the secret key is divided into n partial shares (S1, S2, · · · , Sn) where at least k+1
of n are partial shares which are needed to generate a secret S. The advantage is
its increased availability, since any k+1 among n nodes in the local neighborhood
of the requesting node can issue or renew a certificate. Another advantage is that
any node, which does not have a secret share yet, can obtain a share from any
group of at least k + 1 nodes which has already a share. Unfortunately, this
scheme has some drawbacks: First, the k + 1 nodes must be initialized by a
trusted authority. Second, the number k must be a trade-off between availability
and robustness. Third, the system overloads the network because instead of
sending only one request for obtaining certificate or revocation the node must
send at least k + 1 request (k traffic add in network).

2.2 A Clustering Concept

Mobile ad-hoc network may be represented as a set of clusters. Each cluster
is represented by a cluster-head (CH) and gateway nodes which manage the
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communication with adjacent clusters. Among several secure solutions based on
clustering ad hoc networks which we studied, one is a cluster based security
architecture proposed by Becheler et al. [12]. This architecture use the threshold
cryptography scheme (n, k) to distribute CA. The idea is to distribute the private
key of CA over CHs where every CH holds a fragment of the whole key. In
order to be certified, any guest node must possess a certain number (W ) of
warranty certificates from warrantor nodes. After that, it must request at least
(k) certificates from different CHs, whose association of these k certificates gives
the network certificate. The drawbacks of the log-on procedure are as follow.
First, this approach is not realistic, because the warrantors do not have any
information about the new node to be guaranteed (the warrantors must have
minimal information about nodes, so that they can decide to guarantee or not).
Second, even the guest has already W certificates from guarantors, it cannot
succeed to have K certificates from CHs and it will not be certified. Third,
the network traffic generated by each new node in these procedure is at least
2 ∗ (W + K) packets. The Becheler’s architecture has some other drawbacks in
merging networks process, it assembles several networks in one network. As the
two network keys cannot be mixed, one of them must be dropped and the other
must be distributed over the whole network. The criterion to choose the dominate
key among these different network’s keys depends on the number of CHs of each
network. The network which has maximum CHs will become dominant network
and its network key remains private key of CA. These processes present a point
of failure, because in this architecture any node can construct its own cluster.
Thus, a set of malicious nodes can form their network with the maximum of
CHs, and then attack the network in order to merger in the network and take
the CA control.

This architecture does not contemplate the presence of two CHs in only one
cluster due to the mobility of the nodes. Furthermore, the selection criteria
of CHs are not mentioned in the paper. Also, to renew the network key, the
intervention of a trust third party is needed so that it can subdivide the new key
and distribute the fragment of the key over CHs. In the light of above factors,
we believe that this architecture is not well adapted for Ad hoc environments.

3 Architecture

Firstly, we define a new trust model on which is based our architecture. Secondly,
we present a clustering algorithm based trust and mobility metric to ensure a
selection of trust and relatively stable confident node as CH which will become
CA node in the cluster. Finally, we discuss how to evaluate certificate chain
between clusters.

3.1 Primitives

The basic idea of our architecture consists of establishing dynamic public key
infrastructure with CA as clusterhead that will change according to topology
changes. We propose a clustering algorithm based on this trust model. A new
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concept is proposed to protect CA node in each cluster based on dispensable
nodes.

Definition 1. DDMZ is defined as the zone of 1-hop or more from CA. It is
formed by at least one or more confident nodes (RA). Their role is to not au-
thorize unknown nodes to communicate directly with CA node. All guest nodes
must be passed by DDMZ to request certificate from CA.

We assume that there are spare social relationships among nodes in order to
establish trust relationship of any to-be-trust node with confident nodes. Also,
every node has its own private/public key pair. Furthermore, the initial trust
nodes (or confident nodes) are honest and do not issue false certificates. More-
over, each node manages a trust table. Initially, each trust node knows the iden-
tity and public key of other trust nodes (ID, K+). It means, if we have initially
k trust nodes these nodes have k-1 entries (known mutually) in their trust table.

3.2 Trust Model

In our trust model, we define trust metric (Tm) as continuous value on the
[0..1] interval. A node i has a high trust value (Tm(i) = 1), if it is known and
exchanged keys over secure side channel (physical encounters and friends) with
one or more of confident nodes [8][2]. Another manner to obtain a high trust
value is that a node must prove its good faith by adapting a good behavior and
a cooperation. If a new node is added in the trust table by one or more confident
nodes all others confident nodes will be aware. This is because confident nodes
update and exchange their trust tables. Each new unknown node starts with
Tm = 0.1 its lower trust level.

Five roles of nodes are defined in each cluster and each role has particular
trust level:

– CAk : Certification authority of cluster k which certificate public key of
nodes belonging in the same cluster. CAk has high trust level, Tm value
must be equal one.

– RAi,k : Registration Authority of cluster k assured by trust node i. The mean
goal of RA is to protect CA against attackers that by DDMZ formation in
order to prevent direct communication between unknown nodes and CA, for
example, they treat and filter the requests of certification toward CA. Also,
RAs must be confident nodes with Tm(i) = 1.

– GWi,j : It is a gateway node ensuring a connection between two different
clusters i and j. These nodes must be certified by two different CA. GW
nodes must haves good trust level with Tm(g) ∈ [0.7 − 1.0].

– MNi,k : it represents a member node i belonging to the cluster k which
success to pass from visitor to member status by well behaviour and good
cooperation. This status can be recommended by CAk to another CA node.
Node i can communicate inside and outside its cluster. It has an average
trust level Tm(i) ∈ [0.5 − 0.7] .
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– V Ni,k: It is a visitor node i that belongs to cluster k, it has low trust certifi-
cate, because CAk and RAj,k nodes need to have more information about
node i behavior. Node i cannot communicate outside its cluster. It has a
minimal trust level Tm(i) ∈ [0.1 − 0.5] .

Figure 1 shows the state transition diagram where each state represents the
node’s role in each cluster.

Fig. 1. State transition diagram Fig. 2. Monitoring scheme

The hierarchical monitoring process consists to supervise behaviors of nodes.
Each node with high trust value monitors its neighbors nodes with low trust
value. Figure 2 shows the possibility of a node with certain status to monitor
other status nodes. CA can monitor other CAs and all other status. RA can
monitor {GW,MN,VN} status, also GW can supervise {MN,VN} status. Finally
MN node can supervise only VN status but VN cannot supervise any node.

In our trust model, the trust relationship is ensured by CAs between clusters.
A CA can recommend node, with certain trust level, belonging in its cluster to
another CA. It is also ensured by RA in order to recommend nodes which belong
in the same cluster to the CA.

The trust value of a path depends on its trust chain which is represented by
its certificate chain. The inter-cluster communication is based on the evaluation
of the certificate chain. The trust evaluation between two nodes consists to take
the small trust value of nodes (eg. Trust between RA and GW is min(1, w)
where w ∈ [0.7 − 0.9]). Figure 3 shows two examples of certificate chain. The
best trust chain (TC) is given in the case of b: TC(b) > TC(a).

Fig. 3. Certificate Chain
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3.3 Distributed Clustering Algorithm

A clustering network in our architecture is ensured by a Secure Distributed
Clustering Algorithm (SDCA). The main rules of this algorithm are as follow:

1. Only confident nodes (Tm(i) = 1) can be candidate to become CA.
2. Each cluster-head is CA of only one cluster.
3. All confident neighbors of CA, can become RA in the cluster.
4. Other nodes are at distance of maximum d-hop from the CA according the

predefined size of cluster.

Our algorithm selects CA of the cluster according to trade-off between security
and stability. It is based on sending periodic beacons by each confident node to
its neighbors at predefined interval time. Based on information available in the
received beacons and after authentication and verification of beacon’s integrity,
the receivers update their information and decide about their cluster status.

The security parameter depends on trust metric, only nodes with Tm = 1 and
at least one trust neighbor (to establish DDMZ) can be candidate to become
CA in the cluster. This constitutes the cluster formation condition. Moreover,
to reinforce the security of the cluster, the algorithm selects the candidate with
maximum trust degree; its means the trust node which has a maximum trust
neighbors.

The stability parameter is very important on clustering algorithm, this para-
meter is defined as cluster-head duration. Several clustering strategies have been
proposed in order to increase system stability, such as: Lowest-ID cluster-head
selection based on ID [10], max-connectivity algorithm [9]. In our algorithm, we
adopt a mobility metric [3][7] because this strategy gives good result 33% of
reduction in the number of cluster-head changes compared with last approach
[10][9].

Each trust node puts the following information in the beacon before trans-
mission:

– CA (Cluster-head): ID of the CA to which the node is attached.
– HopCount: hop count number to CA.
– Degree of Trust neighbors (DTN): each transmitter puts the number of its

trust neighbors and their identities.
– Relative mobility (RM): it indicates the relative stability of the trust node

with respect to its trust neighbors as presented in [4].
– ID number of the beacon (ID-num): it is the sequence number of the beacon

which is incremented by one at each beacon transmission by the node.
– Message Authenticated Code (MAC): this field is reserved to authenticate

the beacon information signed with private key of the sender.

(MACK−[CA, Hopcount, DTN, RM, ID − num])

This information permits to any trust receiver to authenticate the sender of
the beacon and verify the integrity of information.
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At first, each trust node sends successive hello packet in order to calculate
the relative mobility RM, after that, it announces itself as CA by assigning
its own address to the CA field of the beacon and initializes the Hop Count.
When a trust node receives a beacon, from one of its neighbors, it executes
the clustering algorithm to change its status from clusterhead (CH that is also
CA) to RA or cluster-member only. The decision to change the status from CA
to cluster-member depends on two main factors: security and stability parame-
ters. Two security parameters in this algorithm have been defined: the trust
level and the numbers of trust neighbors of CA candidate. These parameters
indicate the security hardiness of the future cluster and the degree of attacks
resistance. Another parameter is introduced: the stability of the CA. A CA is
considered more stable than another one if it has low relative mobility. Any
trust node with relative mobility more than certain threshold is not considered
stable and will not enter in CA competition with others candidates. When com-
petition between two candidate CAs, the CA with lower trust neighbors and
also more relative mobility, loses the competition and becomes RA or member
only, it depends on the distance (i.e., hop count) from the winner CA. If the
hop count is equal to 1, the candidate CA becomes RA. It means that all trust
nodes, directly connected (one-hop) to CA winner, can become RA. The nodes
situated between two adjacent clusters can become gateway (GW). The below
algorithm 1 is executed by each node which has high trust metric Tm = 1; these
nodes declare themselves as candidate to become CA. The extent of a node
CA to manage nodes (in its cluster) at one hope or more depends on the value
of d.

Algorithm 1. Clustering Algorithm executed by confident node
When receiving a beacon by node j from node i;
begin

Authentication do if (Tm(i)! = 1) then
RejectBeacon(); Goto(end);
else if (HopCount >= d) then

No − Competition; Goto(end);
else if (RMi < RMj) OR ((RMi == RMj) AND (DTNj < DTNi)) then

Accept node i as CA;
if (HopCount == 1) then

Status(j) = RA;
HopCount(i) = 1;

else
HopCount(i) = HopCount + 1;
Status(j) = MN ;

else if (RMj < RMi) OR (DTNj > DTNi) then
node j remains as CA candidate;

else if (RMi == RMj) AND (DTNj == DTNi) then
apply Lowest-ID;

end
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In order to detect the topology changes, we introduce the movement detection
process. Movement of CA is detected by RA nodes while not receiving any beacon
from CA for predefined period of time. Also, cluster’s nodes can detect movement
of RA nodes by not receiving beacons from them. The movement detection of
nodes CA and RA is very important for the cluster lifetime.

Algorithm 2. Algorithm executed by a node when its RA or CA is lost
If node i does not receive any beacon from CA after Timeout predefined;
begin

if It can recover CA with another RA then
Keep previous CA;
Update RA node and Hop count;
else if It can find another CA then

Join the new CA node;
if (Tm(i) == 1) then

if (HopCount == 1) then
Status(i) = RA NODE;
HopCount(newCA) = 1;

else
Status(i) = MN ;
HopCount(newCA) = HopCount + 1;

else
Request Certificate to RA node;

end

Each cluster’s node other than CA or RA receives the beacon from CA. It
must verify the authentication and the integrity of the beacon information by
using the CA’s public key (KCA+). If the verification succeeds then the node
updates any change about hop-count or new RA. If CA changes, cluster nodes
verify the new CA identity. The information over the nodes can be assembled
by trust model.

Each member cluster’s node update periodically the cluster’s information (CA
and RA nodes), for more detail, the reader can refer to [4].

4 Performance Evaluation

We have implemented our clustering algorithm as described previously. We use
Network Simulator (NS-2) [14] with CMU wireless extensions to simulate our
algorithm. Simulation scenarios were generated with parameters listed in the
table 1. The movement of mobile nodes is randomly generated and continuous
within the whole simulation periode.

In order to compare the algorithm proposed in the previous section with others
clustering algorithms. We assume that all nodes of the network are high trust
level which means that any node can become CH.
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Table 1. Simulation parameters

Parameter Value in our simulation

Number of nodes (N) 50

Network size (mxn) 670x670m2

Constant mobility 20 m/sec

Transmission Range 10 m - 125 m

Pause time 0.30 s

Broadcast interval (BI) 0.75-1.25 s

Discovery interval 10*BI s

Contention periode 3.0 s

In Figure 4, we note that there is difference between our algorithm, MOBIC
and Lowest-ID in the transmission range 50 m, because our algorithm need at
least two nodes to form cluster, only one (isolated node) cannot become CA
for security raison. In this simulation, the number of conceived clusters does
not exceed 25. With a transmission range between 50 and 125 m the number of
clusters decreases and more of 150 m the network become more stable. However,
while fixing d=2 we obtain less cluster-head compared to MOBIC and lowest-ID.
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The cluster-head (CA) duration is the parameter which indicate the cluster
stability. The longer CA duration means the system is more stable. The simu-
lations with 100 nodes, 2500x2500 of scenarios size and 12.5m/s of maximum
speed gives 12.8 second of average CA duration.

Figure 5 shows the average number of different status of nodes in the network.
The average number of isolated nodes (nodes cannot join any cluster) decreases
when the transmission range increases. Also the number of CAs decreases with
longer transmission range. The number of other nodes (member of different
clusters) increases when the transmission range increases. The number of isolated
nodes must be reduced to get more security communication in the network.
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5 Security Analysis

The security of our architecture depends directly on the trust model. The pres-
ence of a great number of confident nodes increases the security of the network.
Nodes with low trust level cannot participate in the CA election process. Only
a confident node can announce itself as CA candidate. If a malicious node try
to be introduced in the CA process election by announcing itself as candidate,
the confident nodes can detect this in authentication phase showed in algorithm
1. If malicious nodes succeed to form their cluster and try to communicate with
other clusters; the CA of cluster destination can authenticate the CA of the
source cluster in inter-cluster communication. All communications from a mali-
cious cluster are ignored.

The Denial-of-Service (DoS) attack over CA node is prevented by DDMZ
where RA nodes filter all requests from unknown nodes. The robustness of
DDMZ depends on the number of RAs which collaborate in order to protect
CA of their cluster. If attackers try to impersonate legitimate nodes as CA or
RA they will be detected by monitoring process and then isolated from the net-
work. The malicious nodes can use the identity of legitimate nodes only if their
private’s keys are divulgated. If attackers try to compromise all the network, it
must compromise all CAs.

The number of clusters formed by our proposed solution is related to the
number and the mobility of confident nodes. The cluster size must be adapted
with number of confident nodes in order to well secure CA node. The presence
of two confident nodes is the minimum configuration of clustering and it must
be reinforced.

We can use the thresholds cryptography scheme in each cluster after CA
election. A CA divides its private key into n partial shares which are distributed
over RA nodes.

Our system’s architecture obliges nodes to collaborate and to adapt well be-
haviors to obtain more trust levels. Each unknown node must begin with a visitor
status and then obtain the member status.

In order to evaluate the trust of CA authentication, we calculate the quality
of authentication (QoA), so that, we apply attenuation factor to trust chain
[6]. This factor is (1 − p)(d−1) where p is the probability of the existence of
compromised or a malicious node in the network and d the length of the trust
chain.

QoA(V1 − V2) = TC(V1 − V2) ∗ (1 − p)(d−1) (1)

The more trust chain is longer the more risk to be compromised is important.
In this case the cluster size must be carefully chosen.

The QoA between two clusters depends of the trust chain (TC) which attach
CA nodes of clusters and also percentage of malicious nodes in the network. The
communication between CAs must passed via high trust chain and it is assured
by getaway nodes (GW).

The figure 6 illustrate the quality of authentication versus probability of ma-
licious nodes. We have plot curves in the case of cluster size 1 and 2 hop with
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maximum and minimum values of TC respectively 1 and 0.49 (0.7 ∗ 0.7). We
remark the QoA linearly decrease with probability of malicious nodes increase
in the case of one hop of cluster size. When we increase the cluster size at two
hop we note that, QoA decrease more fast with probability of malicious nodes
than the case of one hop of cluster size.

The figure 7 shows the general case of QoA with different values of TC and
probability of malicious nodes. We compare three case of cluster size 1, 2, and
3 hop, we remark the best value of QoA is in the case of one hop of cluster size,
low value of malicious nodes and high TC.

According to the last figures 7 and 6, we can conclude that, more of the cluster
size is large, the risk to have weak QoA is hight.

6 Conclusion

In this paper, we have proposed a new architecture based on our trust model
and clustering algorithm in order to distribute a certification authority (CA).

Our clustering algorithm is based on two parameters: security and stability.
The security factor is related to the trust model; only confident nodes can become
cluster-head and ensure CA role. The stability factor is presented by mobility
metric in order to give more stable clusters. In our approach, the trust model
is accomplished by monitoring process which allows any node with high trust
metric to monitor and evaluate other nodes with low trust metric. In addition,
we have proposed a new mechanism to protect CA, called DDMZ, which permits
to increase security robustness of clusters and endures malicious nodes that try
to attack CA or issue false certificates.

Our architecture ensures the security and availability of public key authenti-
cation in each cluster. This architecture is adapted to any topology changes.

Simulation results of our clustering algorithm showed the improvement of
clusters stability compared to MOBIC and Lowest-ID algorithms. Furthermore,
we remark that availability and robustness of DDMZ depend on the transmission
range, the number and mobility of confidant nodes. We are also considering
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energy conservation and lifetime of the network while conceiving clusters. Our
future work is to study and analyse our architecture in order to evaluate the
resistance degrees of DDMZ faced to different DoS attacks.
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Abstract. In this paper, we demonstrate a new class of protocol com-
pliant exploits that initiates at the MAC layer but targets ad hoc on-
demand routing mechanisms. A misbehaved node implementing this type
of attacks completely follows the specifications of IEEE802.11 standard
and the existing on-demand routing protocols. However, it can cause
routing shortcut attacks or detour attacks. We detail the exploits against
two on-demand routing protocols: AODV and DSR. We evaluate the im-
pact of such attacks on the network performance and propose PSD (Pre-
vention from Shortcut and Detour Attack) to mitigate their impacts.

Keywords: Ad hoc networks, medium access control, security.

1 Introduction

Previous attack strategies in mobile ad hoc network (MANET) target either the
network layer or the MAC layer. Interlayer attack strategy, however, has not
been fully addressed. In this paper, we present attacks initialized at MAC layer
but aiming at ad hoc routing mechanisms and also propose the schemes to mit-
igate such attacks. Lately, significant research efforts have focused on improving
the security of ad hoc networks. In mobile ad hoc networks (MANET), nodes are
both routers and terminals and due to the lack of a routing infrastructure these
nodes have to cooperate to ensure successful communication. Clearly, coopera-
tion means ensuring correct routing establishment mechanisms, the protection
of routing information and the security of packet forwarding [5]. One major
challenge that was neglected previously by the research community is that of
securing against MAC layer misbehaviors, particularly MAC misbehavior that
can evade from the existing MAC misbehavior detection systems [3], [4], [6] and
affect the cross-layer performance, such as throughput and delays.

The rest of this paper is organized as follows: Section 2 elaborates two in-
terlayer attack strategies: ShortCut Attack (SCA) and DeTour Attack (DTA).
Section 3 illustrates the impacts of SCA and DTA on the ad hoc routing proto-
cols using case studies. Section 4 analyzes the network throughput under such
attacks via modeling. Section 5 proposes a method PSD to mitigate SCA and
DTA. Section 6 presents the simulation experiments. Finally Section 7 concludes
this paper.

J. Cao et al. (Eds.): MSN 2006, LNCS 4325, pp. 436–448, 2006.
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2 Interlayer Attack Strategy

In this section, we present shortcut attack (SCA) and detour attack (DTA) that
initialize at MAC layer but aim to disrupt the performance of ad hoc routing
mechanisms. Through simple manipulation of IEEE 802.11 backoff procedure,
SCA can attract more flows and drop the packets to cause denial of service
whereas DTA can help a node to reduce the chance to be selected as a forwarding
node thus conserve its device energy.
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(b) Attack Case

Fig. 1. Route changes - Case (I)

Shortcut Attack: In [2], the authors introduced a new category of routing
attack, namely, rushing attack. Generally, the attacker can propagate the rout-
ing messages faster than other well-behaved nodes (WN) using a wormhole.
Therefore, it effectively increases the probability that any discovered new route
contains the mis-behaved nodes (MN). Once selected as a relaying node, the
MN can implement other attacks, such as JellyFish and Dropping RTS/DATA,
to discard the data packets which leads to denial of service. In this paper, we
present a simple technique to implement rushing attack. Recall that, a node with
a data packet (either broadcast or unicast) to send out has to set up a backoff
timer by randomly choosing a cw from [0, CW ]. However, a MN can intention-
ally pick up a smaller cw upon reception of a routing packet. Note that, a MN
does not need to know the exact packet type, e.g., routing packet1. Therefore,
this MN is capable of accessing the channel faster than its neighbors to relay the
RREQ. As a result, the route containing the MN will have more opportunity
to be selected because the routing protocol “thinks” this route is a short one.
In the rest of the paper, we refer to this attack as shortcut attack. Note that,
unlike other backoff manipulation misbehavior [3], in this case a MN needs to
manipulate cw only for a routing packet.

Detour Attack: Contrary to shortcut attack, the objective of detour attack
aims at conserving the attacker’s limited device energy by choosing to forward
1 Since RREQ (RREQ is a route request control packet used by reactive routing pro-

tocol in order to discover a route between a source and a destination) is a broadcast
packet, a MN can start misbehaving only when it receives a broadcast packet, i.e,
address = 255.255.255.255.
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less data packets. A MN implementing DTA forces a flow to detour around
itself by delaying the propagation of routing messages, e.g., RREQs, which will
allow RREQ forwarded by WN to arrive at the destination sooner. Hence, the
attacker will reduce the possibility of being selected as a forwarding node. Here,
unlike SCA, a MN chooses a larger cw to backoff for a longer duration than a
well-behaved node. If its neighbors also receives the RREQ, they will have more
chance to capture the channel and send a packet if they are WNs. Consequently,
the RREQs broadcasted by WNs will arrive at the destination faster than those
being forwarded by MNs. Hence, a MN could conserve its energy by evading
being selected as a router.

3 Case Study

In this section, we use two simple cases to illustrate the procedure of SCA and
DTA in both AODV and DSR.

42 43 44 45 46 47 48

35 36 37 38 39 40 41

28 29 30 31 32 33 34

21 22 23 24 25 26 27

14 15 16 17 18 19 20

7 8 9 10 11 12 13

0 1 2 3 4 5 6

Original Detour

Fig. 2. Route changes - Case (II)

Case (I): In Fig. 1(a), Node S originates a data flow addressed to node D. Nodes
M0, · · · , M2 are misbehaving whereas nodes W0, · · · , W2 are well-behaving. The
solid lines in the figure represent the physical connections between each pair of
nodes. The distance between node Mi (Wi) and node Mi+1 (Wi+1) equals to
100m whereas the distance between node Mi and node Wi is 200m. Moreover,
for the following discussions, the transmission range for each node is 250m and
the carrier sense range is 550m. Initially, all nodes are well-behaved. The data
flow will be routed through S → W0 → M1 → W2 → D2 (denoted by the dashed
line). When all the MNs are activated, the route will be disrupted and changed
as follows:

2 Upon different selection of the simulation seeds, there exists multiple choice of routes
from S to D. Here, we only show one specific example.
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Table 1. Number of forwarded packets - Case (II)

AODV route length pkt (W ) pkt M(M11)
Normal 3 hops 985 981(981)
Detour 9 hops 5485 1791(0)

– SCA: when S broadcasts a RREQ, both M0 and W0 receive this message.
Consider each RREQ is transmitted without any delay at the network layer,
M0 will send the RREQ to its neighbors. Here, the RREQs broadcasted by
M0 will be discarded by S and W0, i.e., M1, W1, faster than W0 because it
selects a smaller cw than W0. Later, when the RREQs sent by W0 arrives
at M1 and W1, they will be dropped because each node has already “seen”
a recent RREQ (the one from M0). As a consequence, both M1 and W1

will forward the RREQ sent from M0. Hence, the final discovered route will
contain M0. The same scenario happens for other MNs as well. Finally, for
this scenario the new discovered route will always be S → M0 → M1 →
M2 → D for any simulation seeds (as shown in Fig. 1(b) denoted by the
dotted line). Hence, the MNs succeed in attracting this flow.

– DTA: Unlike the previous scenario, here a MN will always choose a larger
cw, e.g., from range [0, 3×CW ] instead of [0, CW ]. This will allow the WNs
to flood the RREQs faster than MNs. As a result, the discovered route will
have less probability to contain MNs. In this scenario, the MNs conserve
energy while causing extra traffic load for other nodes (which might be MN
or WN as discussed in Case (II)). The route change is shown in Fig. 1(b),
denoted by the thick solid line.

Case (II): As shown from Fig. 2, we see that the route has successfully changed
from 3 hops to 9 hops. The setup of this experiment is a grid network of 7 × 7
nodes. The grid unit is 100 meters. There are 49 (numbered 0 to 48) nodes that
are positioned on the grid. The seed for this simulation run is 100 and the data
rate is 10 packets/second with the packet size of 512 bytes. The simulation time
is 100 seconds. On one side, the MN (M11) “evades” from the route discovery
and is successful to conserve its energy. On the other side, this route change has
caused extra traffic load for other nodes. Table 1 shows that M11 relays 0 packet
whereas WNs (1, 14, 28, 36, 45, 40) and MNs (27, 12) have extra traffic load. Note
that, as long as this route is maintained, the throughput of this flow will not
be affected. However, when node mobility is high or the network environment
is congested, a longer route is easily broken and therefore shorter routes will be
preferred. In this case, when the MNs misbehave the flow will have less chance
to traverse through a long route and maintain the connection.

4 Modeling and Analysis

In this section, we use simple models to explore the impacts of interlayer attacks
on the network performance.

Throughput Analysis: First, we assume that there is no idle time which means
that a source will always have packets to send to a destination during the whole
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simulations. Next, consider we have N nodes in an ad hoc network, M out of
N are misbehaved nodes (MN) (0 ≤ M ≤ N). The route length for a flow is
denoted as l. Let P{i|j} denote the probability that the ith forwarding node is
misbehaving given that j MNs have been already selected for the same flow:

P{i|j} =

⎧⎪⎨⎪⎩
0, M = 0
(M − j)/(N − i), 0 < M < N

1, M = N

(1)

Assume a relaying node is randomly selected from the N nodes in the network,
the probability that a route contains no misbehaved nodes PWN

3 is given by:

PWN = (1 − P1)(1 − P2) · · · (1 − Pl)

=
l∏

k=1

(1 − Pk)
(2)

The normalized throughput is computed by E[Tflow ]
E[Tsim] , where Tflow is the time

duration to transfer the actual data. Tsim is the total simulation time. Similar
to [1,7], Tsim is given by:

Tsim = Tflow + Trepair (3)

where Trepair is the time for an on-demand routing protocol to repair a route
after breakage due to mobility, link failure, etc. Trepair consists of four parts
which are given by:

Trepair = Tdiag + Terr + Treq + Trep (4)

First, Tdiag is the time to diagnose a new route breakage. Second, the time to
generate a RERR message to the upstream nodes is denoted as Terr. Moreover,
the time to initialize a new route discovery by flooding RREQs is denoted as
Treq. Finally, the time duration for nodes to receive a RREP is denoted as Trep.
The life time of an existing route is denoted as Tlife, i.e., route duration. We
can see that T f

flow = T f
life for flow f . Thus, the throughput is computed as:

Snorm =
F∑

f=1

(
E[T f

life]

E[T f
life] + E[T f

repair]
) (5)

where F is the total number of flows. In the presence of SCA or DTA, the Trepair

will either decrease (SCA) or increase (DTA) a small fraction which is denoted
as δ. Therefore, we have the following equation:

SSCA/DTA =
F∑

f=1

(
E[T f

life]
∗

E[T f
life]∗ + E[T f

repair]∗
)

=
F∑

f=1

(
E[T f

life] ± γ · δ
(E[T f

life] ± γ · δ) + (E[T f
repair ] ∓ γ · δ)

(6)

3 We adopt the short notation Pk = P{k | j}.
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Fig. 3. Throughput Analysis under SCA/DTA

where in ∓, “−” refers to SCA, “+” refers to DTA and γ refers to the percentage
of SCA/DTA nodes. From the results shown in [7], we choose E[T f

life] as 18
second corresponding to node velocity is 20 meters/second and E[Trepair] as 5
seconds4. In the presence of SCA, E[Trepair] is decreased to E[Trepair]− by γ · δ
due to accelerated propagation of routing messages. On the contrary, in DTA,
E[Trepair]+ represents an increased repair time duration. The delay might be
introduced by both MAC layer and routing layer. In our case, we focus on delay
incurred by MAC layer contention. Consider a MN that selects a cw = 1023
(which is the CWmax specified by IEEE 802.11) and Tslot = 20us, the maximum
delay for one transmission attempt is 20 ms for DTA. Moreover, the minimum
delay is 0 ms for SCA.

In Fig. 3(a), it is shown that the throughput comparison under SCA (denoted
as “-x”, where x is the time subtracted from E[Trepair ]), DTA (denoted as “+x”,
where x is the time added to E[Trepair]) and normal case. Clearly, the throughput
are all comparable to the normal case. However, in SCA the throughput slightly
increases whereas in DTA the throughput decreases based on the value of the
delay. We can also draw the same conclusion from the simulation results as
shown in Fig. 3(b)5. It shows that the throughput for SCA/DTA is similar to the
normal case in terms of number of flows. Note that, according to the standard,
the maximum delay introduced in MAC is around 20ms. If a DTA node has
the ability to completely abuse the standard, it can select a very large cw, e.g.,
50000, to sharply reduce the network throughput.

Furthermore, as we explained in Section 2, SCA has to combine with DoS
attacks to degrade the network performance otherwise SCA will only attract

4 Treq is determined by RREQRatelimit (which is the maximum number of RREQs
allowed to originate by a node) and RREQRetries. Trep is determined by the Net-
TraversalTime.

5 In this simulation, there are 49 nodes in the network with 10 flows randomly gener-
ated.
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Fig. 4. Impacts of SCA combined with DoS Attacks

flows. We assume M MNs can implement any type of dropping attacks and each
single MN can disrupt the whole flow. Hence, PWN is a constant which equals
to (1 − M

N )l. As explained in [1], in the presence of misbehaved nodes, the time
to repair a route that contains no misbehaved nodes is given by:

E[Trepair ] =
∞∑

n=1

n × (E[Tdiag] + E[Treq] + E[Trep])

× PWN × (1 − PWN )n−1

(7)

where n is the number of attempt times for a node to repair a broken route. For
simplicity, we suppose that all repairs have the same duration and all flows have
the same length. Thus we have:

Sf
SCA−DoS =

E[T f
life]

−

E[T f
life]− + E[T f

repair ]− × P−l
WN

(8)

As Fig. 4(a) shows, in SCA-DoS attack, the throughput of longer routes will
drop to zero quickly as the MN% increases. This is due to the facts that: 1)longer
routes have more probability to contain MNs; and 2) it requires longer duration
to repair the broken links. For example, throughput for 2-hop is higher than 8-
hop by almost 100% when MN% of both cases equals to 20%. Fig. 4(b) indicates
that collisions between SCA and DoS can cause severe performance degradation
if SCA nodes can successfully attract more flows than normal cases. It is clear
that the more data flows attracted to the SCA nodes, the worse the network
throughput is (“n-SCA” in the figure represents n flows have been attracted to
the SCA nodes). Furthermore, Fig. 4(c) depicts the total network throughput
when varying the route life time under 3-hop case. Different value of life time
corresponds to different mobility, e.g., the lower the life time the higher the
node mobility. Clearly, the throughput decreases as MN% increases. Higher
mobility results shorter route duration, thus it will cause degradation of network
throughput due to frequently broken routes and repairing procedure.
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5 Proposed Scheme

In this section, we describe our scheme Prevention from Shortcut Attack and
Detour Attack (PSD) to defend against interlayer attacks.

5.1 PSD - Part I: Randomized Routing Messages Selection

Upon the reception of a RREQ, a node will check to determine whether this
message is a recent RREQ. For AODV, this is determined by receiving a RREQ
from the same originator address with the same RREQ ID during a time period
greater or equal than PathDiscoveryTime. In DSR, a node considers a RREQ
recently seen if it still has information about that Request in its Route Request
Table. Both protocols will discard the upcoming RREQ which is considered
“recent”.

In [2], the authors proposed randomized message forwarding to mitigate rush-
ing attacks under the assumption that each forwarding node is capable of collect-
ing the maximum possible number of RREQs when given “perfect” information,
such as network topology. However, such perfect information is usually unavail-
able in real ad hoc networks since there is no centralized management. Here,
we propose a similar approach and specify how to determine the timeout Tto

during which RREQs are buffered and one is randomly selected. If an interme-
diate node (IN) receives the first request RREQ1 destined to node D at time
tRREQ1 , it sets T lb

to (lower bound of Tto) to tRREQ1 and T ub
to (upper bound) to

T lb
to + (2imin − 1) × Tslot, where 2imin − 1 = CWmin is the minimum contention

window size. Consequently, it buffers RREQ1. If the IN senses the channel is
busy, the timeout timer is frozen. Otherwise it will continue to count down until
it times out. During this timeout interval (T lb

to < tRREQi ≤ T ub
to ), if another

RREQ arrives, it is buffered. In the presence of a collision at tcol, the IN assigns
tcol to T lb

to and increases T ub
to to T lb

to + (2imin+Ncol − 1)Tslot, where Ncol is the
number of all collisions. To avoid unlimited waiting for the retransmitted pack-
ets, the maximum T ubmax

to is defined as T lb1
to +(2imax+1−1)Tslot. As we explained

in Section 4, the delay incurred at MAC layer is small, the IN can also simply
set its T ub

to to the maximum value. After the expiration of the timeout timer,
the IN can randomly choose a RREQi

6 to forward, which reduces (increases)
the probability that a SCA (DTA) node is included (excluded) in the routing
selection.

5.2 PSD - Part II: Randomized Delay of RREQs

This is a complementary scheme to PSD - part I. Recall that the delay introduced
by the backoff manipulation is in terms of milliseconds, therefore we can ignore
this fraction of delays at higher layer. For example, rather than forwarding the
newly received RREQ immediately, the routing protocol can delay the transmis-
sion of this RREQ by a small delay, e.g., a delay uniformly selected from [0, tjit]

6 An IN can also apply certain policy to randomize the RREQ selection, e.g., randomly
select RREQ from N1 slow RREQ and N2 fast RREQs (N1 > N2).
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Algorithm 1. PSD
1: if collisions happen then
2: Ncol + +
3: end if
4: for each recv RREQi do
5: if i == 1 then
6: T

lbi
to = tRREQ1

7: T
ubi
to = min(T ubmax

to , (tRREQ1 + (2imin+Ncol − 1) × Tslot))

8: Buffer (RREQ1)
9: else
10: if tRREQi

> T
ubi
to then

11: Discard (RREQi)
12: else
13: if Ncol > 0 then

14: T
lbi
to = tRREQi

15: T
ubi
to = min(T ubmax

to , (tcol + (2imin+Ncol − 1) × Tslot))

16: Buffer (RREQi)
17: else
18: Buffer (RREQi)
19: end if
20: end if
21: end if
22: end for
23: if Tto timer expires then
24: forward(RandomRREQ, jitter8)
25: Ncol = 0
26: end if

milliseconds7. As shown in Section 4 Fig. 3(a), it is clear that the throughput is
close to that of normal case when a smaller delay is introduced. However, this
operation is based on the assumption that the MN will not be able to break the
routing protocol. Therefore, a secure on-demand routing protocol is required.
Several protocols have been already proposed. For more details, readers please
refer to [8], [5], [9].

5.3 DSD: Detection of SCA and DTA

If a MN is capable of choosing a very large cw beyond CWmax, it can defeat the
PSD scheme and even cause devastating performance degradation as we men-
tioned in Section 4. Here we presents a simple method to detect such behavior.
After the timeout timer for the RREQ buffering expires, the IN continues to
record the arrival time of received RREQ for the same destination. If the RREQ
is incredable late, e.g., in AODV the RREQ bearing the same sequence number
arrives 1 second later than the first received RREQ, the IN can mark the source
of the RREQ as a MN. To ensure correct diagnosis ratio, the IN can monitoring
for a period to collect more information. Note that, the longer the delay of the
RREQ, the higher the correct diagnosis.

7 AODV jitters the sending of broadcast packets by 10ms by default, however, this is
not enough to counter the delay introduced by MAC. In our experiments, we jitter
the broadcast messages by 100ms which is sufficient to solve the problem as shown
in Table 2.
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6 Simulation and Analysis

We use NS-2 to evaluate the impacts of interlayer attacks and the efficiency of
our proposed scheme PSD.

6.1 Static Networks

Fig. 5 shows the number of packets forwarded by MN (WN) under DTA. The
network topology in this experiment is the same as Fig. 2. There are 8 CBR
flows in the network and 40% out of 49 nodes are mis-behaved (always selecting
cw = 127 for routing messages) which are randomly positioned in the network.
Fig. 5(a) indicates that the MNs in DTA always forward less packets than WNs
in both AODV and DSR. However, when the fraction of the MNs is large, the
MNs can not successfully detour the traffic, e.g., when MN% = 50 the number
of forwarded packets is comparable for attack and normal cases in AODV. This
is because the neighbors of the MNs might be also misbehaving. Similar results
can be seen from Fig. 5(b) as well. Table 2 shows the efficiency of PSD when
applied to the Case I (see Fig. 1(a)). The results show that PSD can partially
mitigate the impacts caused by DTA/SCA.
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Fig. 5. Number of packets forwarded by MN (WN) under detour attack

Table 2. Number of forwarded packets (Case - I)

AODV normal DTA SCA PSD I (DT) PSD II (DT)

W 7992 11988 0 59949 7992
M 3996 0 11988 5994* 3996

DSR normal DTA SCA PSD I (DT) PSD II (DT)
W 7986 11979 0 5994* 7986
M 3993 0 11979 5994* 3993
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6.2 Mobile Ad Hoc Networks

Our protocol evaluations are based on the simulation of 50 wireless nodes forming
an ad hoc network, moving over a rectangular 1500m×300m area. Random way-
point model is used for generating the mobility pattern. The transmission range
for each node is 250m and the carrier sense range is 550m. 10 flows are randomly
generated between a source-destination pair. The traffic type is constant bit rate
(CBR). The packet size is 512 bytes/packet and the data rate is 4 packets/second
for each flow which is a relatively low load. The channel bit rate is 2Mbps.
The total time for each simulation run is 300 seconds. For brevity, only DSR
is discussed in the following section. Similar results can be also obtained from
AODV. To model the interlayer attacks, we consider only detour attack where
a misbehaved node will always select cw = 31 for the routing packets.

Fig. 6(a) shows the network packet delivery ratio when varying the pause time
under normal case (depicted as “Normal”), attack case (depicted as “Attack”)
and PSD (depicted as “PSD - I” and “PSD - II”). Lower node pause time
corresponds to higher mobility, e.g., 0 second pause time means that a node will
continue to move around during the whole simulation. It is clear that, there is
no significant difference between these cases, however, delivery ratio of DTA is
smaller than the PSD and normal case when the mobility is higher. Furthermore,
as shown in Fig. 6(b), the average delay in DTA is much higher normal case even
in a less congested environment which reflects the fact as we discussed in Section
3, that is a flow might traverse longer routes than normal case in the presence of
DTA resulting an increased delay. Clearly, both PSD - I and PSD - II can mitigate
this negative impact when the node mobility is high. Also, the delay of PSD -
I and PSD - II are comparable to the normal case. The largest average delay
difference between the normal case and PSD is around 0.03 second. Moreover,
PSD - II incurs more delay than PSD - I because it always jitters routing packets
by 20ms where the delay caused by PSD - I is between the range [0, 20ms].

Fig. 7 depicts the number of packets forwarded under normal case, attack
case and PSD when the percentage of misbehaved nodes MN% is fixed at 10%
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Fig. 7. Number of packets forwarded by MN (WN) under detour attack

and the misbehaved node IDs are the same for each simulation run. Fig. 7(a)
clearly shows that DTA nodes forward much less packets than the normal case
indicating they succeed in avoiding to be selected by the routing protocol as a
router. This will also cause an extra traffic load for well-behaved nodes as shown
in Fig. 7(b) where in DTA the misbehaved nodes forward more packets than the
normal case. Furthermore, both PSD - I and PSD - II can mitigate such behavior
efficiently. PSD - II has better performance than PSD - I, however, at the cost
of a higher delay compared with PSD - I and a secure routing protocol.

7 Conclusion

We presented two simple attacks implemented at MAC layer, however, affecting
ad hoc on-demand routing mechanisms. A misbehaved node can use shortcut at-
tack to increase the probability to be selected as a relaying node. After attracting
flows traversing through itself, the MN can carry out DoS attacks to degrade
the overall network performance. Alternatively, a node using detour attack can
reduce the probability to be discovered by the routing discovery process there-
fore saving its limited device energy. Via simulation, we showed that SCA/DTA
can affect both AODV and DSR and we proposed PSD scheme which could
successfully mitigate the impacts of SCA/DTA. For future work, we plan to
further study and analyze our scheme PSD - II at the network layer under the
consideration of a secure protocol.
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Abstract. The biggest challenge for current RFID technology is to provide the 
necessary benefits while avoiding any threats to the privacy of its users. 
Although many solutions to this problem have been proposed, almost as soon as 
they have been introduced, methods have been found to circumvent system 
security and make the user vulnerable. We are proposing an advanced mutual-
authentication protocol between a tag and the back-end database server for a 
RFID system to ensure system security integrity. The three main areas of 
security violations in RFID systems are forgery of the tags, unwanted tracking 
of the tags, and unauthorized access to a tag’s memory. Our proposed system 
protects against these three areas of security violations. Our protocol provides 
reader authentication to a tag, exhibits forgery resistance against a simple copy, 
and prevents the counterfeiting of RFID tags. Our advanced mutual-
authentication protocol uses an AES algorithm as its cryptograph primitive. 
Since our AES algorithm has a relatively low cost, is fast, and only requires 
simple hardware, our proposed approach is feasible for use in RFID systems. In 
addition, the relatively low computational cost of our proposed algorithm 
compared to those currently used to implement similar levels of system security 
makes our proposed system especially suitable for RFID systems that have a 
large number of tags. 

Keywords: RFID, AES, cryptograph. 

1   Introduction 

Radio-frequency identification (RFID) is an emerging technology. It is the next 
generation of an optical barcode with several major advantages over an optical 
barcode since a line-of-sight between the reader and the barcode is not needed, and 
several tags can be read simultaneously. RFID technology is rapidly finding more 
diversified applications in today’s marketplace. For example, RFID technology is 
now being used for automatic tariff payment in public transport, animal identification 
                                                           
*  This research was supported by the MIC(Ministry of Information and Communication), 

Korea, under the ITRC(Information Technology Research Center) support program 
supervised by the IITA(Institute of  Information Technology Assessment) (IITA-2006-
C1090-0603-0020). 
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and tracking, automated manufacturing, and logistical control for automatic object 
identification since every object can be identified by a unique identification tag 
number. A RFID system consists of three parts: the radio-frequency (RF) tags, the RF 
readers, and the back-end database server. The back-end server associates records 
with the tag data collected by the readers. Tags are typically composed of a microchip 
for storage and performing logical operations and a coupling element such as an 
antenna coil for wireless communications. Memory chips on the tags can be read-
only, write-once/read-many, or fully writable. Each memory chip holds a unique ID 
and other pertinent information transmitted to the tag reader using a RF. The tag 
readers interrogate the tags using a RF antenna and interact with the back-end 
database for more functionality.  

However, RFID tags may pose a considerable security and privacy risk to 
organizations and individuals using them. Since a typical tag answers its ID to any 
reader and the replied ID is always the same, an attacker can easily copy the system 
by reading out the data of a tag and duplicating it to bogus tags. Unprotected tags may 
have vulnerabilities to eavesdropping, location privacy, spoofing, or denial of service 
(DoS). Unauthorized readers may compromise privacy by accessing tags without 
adequate access control. Even when the content of the tags is protected, individuals 
may be tracked through predictable tag responses. Even though many cryptographic 
primitives can be used to remove these vulnerabilities, they cannot be applied to a 
RFID system due to the prohibitive cost of including protection for each and every 
RFID tag. The RFID tag is the most costly item in a RFID system as such systems 
inherently use at least a minimum of several tags. Economic constraints usually 
dictate that the tags cost as little as possible and that as few as possible are used. 
Power consumption, processing time, storage, and gate count are all severely limited. 
For example, a practical tag costing in the order of $0.05 US may be limited to having 
only hundreds of bits of storage and roughly 500–5,000 gates in order to meet cost 
restraints. 

In this paper, we propose a new mutual authentication protocol that uses AES 
(Advanced Encryption Standard) for the security of a RFID system. In November 
2001, NIST announced that the AES algorithm, based on the Rijndael algorithm, was 
the new encryption standard [11], [12]. We chose the AES as our cryptographic 
primitive because it is standardized and considered to be secure. The AES algorithm 
consists of one s-box, two other kinds of transformations, and a key schedule. It 
supports key lengths of 128, 192, and 256 bits, and many hardware implementations 
of the AES algorithm exist. However, several papers have presented a low-power 
implementation of the AES suitable for use in RFID tags in terms of power 
consumption and die size [10], [13], [14].     

Our proposed mutual-authentication protocol can be used to solve the inherent 
security problems of RFID systems. Our protocol allows high-value goods to be 
protected against adversarial attackers. Also, our protocols can easily meet current 
data rate restrictions and are compliant with existing standards as well as 
requirements concerning chip area and power consumption. With mutual 
authentication we can provide a proof for each entity of a RFID system based on an 
AES encryption. Therefore, our proposed protocol is sufficiently robust to withstand 
active attacks such as the man-in-the-middle attack, the replay attack, the 
eavesdropping attack, and the unwanted tracking of customers.  
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2   Related Works 

RFID security and privacy issues have been an active and continuing area of research. 
We describe some of the related studies below. 

Hash lock scheme, developed by MIT [6]. In this scheme, each tag verifies the reader 
as follows. The reader has a key (k) for each tag, and each tag holds the result 
metaID, where metaID = hash (k) of a hash function. A tag receives a request for ID 
access and sends a metaID in response. The reader sends a key that is related to the 
metaID received from the tag. The tag then calculates the hash function from the 
received key and checks whether the result of the hash function corresponds to the 
metaID held in the tag. Only if both data sets agree does the tag send its own ID to the 
reader. However, in this scheme, the adversary can track the tag via the metaID. 
Furthermore, both the random key and the tag ID is subject to eavesdropping by an 
attacker. 

Randomized hash lock scheme, developed by MIT [6]. This is an extension of the 
hash lock scheme, and requires the tag to have a hash function and a pseudorandom 
generator. Each tag calculates the hash function based on the input from a 
pseudorandom generated r and id, i.e., c = hash (id, r). The tag then sends c and r to 
the reader. The reader sends the data to the back-end database. The back-end database 
calculates the hash function using the input as the received r and id for each ID stored 
in the back-end database. The back-end database then identifies the id that is related 
to the received c and sends the id to the reader. The tag output changes with each 
access, so this scheme deters tracking. However, the attacker can impersonate the tag 
to a legitimate reader. Also the attacker can know the r and IDk because 
eavesdropping is possible.  

A RFID security approach for a supply chain system, developed by the IBM China 
Research Lab [2]. This approach requires read-access control. When a tag receives an 
inquiry from a reader, the tag will first create a random number k, which it then 
transmits. After the random number k is received by the reader, the reader sends k 
back to the backend database. The backend database hashes (ReaderID || k) and sends 
out the hash value to the reader. The reader then sends it to the tag. In the meantime, 
the tag also hashes (ReaderID || k). Then the tag compares the hash value calculated 
by the tag to that by the reader. If they are equal, the reader passes the authentication 
and the tag can then provide tag ID-related information. However, in this approach, 
an attacker can eavesdrop on the Reader ID as no security is required for the tag to get 
the reader ID. Therefore, an attacker can impersonate a reader to a tag.  

Cryptographic approach to “privacy-friendly” tags, developed by the NTT lab [8]. 
The basic idea of Ohkubo et al. is to modify the identifier of the tag each time it is 
queried by a reader so that the identifiers can be recognized only by authorized 
parties. The tag refreshes its identifier autonomously using two hash functions, G and 
H, as described below. Readers are (untrusted) devices that do not have cryptographic 
functionalities but a hash function can be embedded into the tags. Soon, this may well 
be a realistic assumption. Ohkubo et al.’s scheme has a complexity of mn hash 
computations in a closed environment (2 hash operations are carried out mn/2 times), 
and of 2 mn in an open environment since the database computes all of the hash 
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chains when trying to identify a foreign tag. Thus, when the number of tags, n, or the 
number of read operations, m, is large, the complexity becomes unmanageable so this 
scheme is not scalable. 

Strong authentication for RFID systems using the AES algorithm, developed by 
project ART [1]. The main theme of this paper is the assumption that an AES is 
feasible for current RFID technology without major additional costs. The ART project 
team selected AES as a cryptographic primitive for symmetric authentication. They 
analyzed several architectural possibilities for implementing AES-128 encryption 
functionality. The implementation of the data path of an AES-128 encryption design 
has a current consumption of 8.15 A on a 0.35- m CMOS process. It operates at a 
frequency of 100 kHz and needs 1,016 clock cycles for encrypting a 128-bit data 
block. The required hardware complexity is estimated to be 3,595 gate equivalents 
(GEs). 

This report uses unilateral authentication, which works as follows. There are two 
partners, A and B. Both possess the same private key, K. B sends a random number, r, 
to A. A encrypts the random number Ek(r) with the shared key K and sends it back to 
B. B proofs the result and can verify the identity (in other words, the possession of K) 
of A.  

In this case, the man-in-the-middle-attack is possible. The attacker sends a random 
number to a tag. Then the tag replies with the encrypted value of r to the attacker. 
Therefore, it is possible for the attacker to obtain the shared k value from many 
combinations of r and Ek(r). Then the attacker can impersonate a legitimate reader to 
the tag or a legitimate tag to the reader. Therefore, we need mutual authentication.  

3   Our Proposed Approach to RFID Security 

3.1   Notations 

We use the notations summarized in Table 1 to describe our protocol throughout the 
remainder of this paper.  

Table 1. Notations 

T RF tag, or transponder 
R RF tag reader, or transceiver 
B Back-end server, which has a database 
k1 , k2 Random secret keys, shared between T and B 

K Cryptographic key, shared between T and B 

IDk 
Unique identification number of T, shared 
between T and B 

1 2( )kE k k⊕  AES cipher text, using k1 , k2 , and k  

1 2( )k kE k k ID⊕ ⊕  AES cipher text, using k1 , k2 , k, and IDk 

Ek(k1, k2) The notated 1 2( )kE k k⊕  

Ek(ID) The notated 1 2( )k kE k k ID⊕ ⊕  
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3.2   Assumptions and Attacking Model 

In our protocol, we assume that T has AES encryption cryptographic hardware. In 
[16], since an AES encryption and decryption unit with a block size of 128 bits can be 
implemented with only about 3.4 K-gates, our protocol only requires a small gate 
size. Also, we assume that T only has its authentication-related information, IDk, Also, 
T has a memory for keeping values of IDk, k1, and k2 to process mutual authentication. 
We assumed that the communication channel between R and B was secure.  

To solve the security risks and privacy issues, the following attacking model must 
be prevented [3]–[6]. However, in our protocol, we have not considered a physical 
attack such as removing a RFID tag physically from a product because it is hard to 
carry out in public view or on a wide scale without detection. We consider the 
following attacks. 

Man-in-the-middle attack: The attacker can impersonate a legitimate reader and get 
the information from T, so he/she can then impersonate a legitimate T responding to 
R. Thus, a legitimate R can easily be fooled into authenticating an attacker before the 
next session. 

Replay attack: The attacker can eavesdrop on the response message from T, and 
retransmit the message to the legitimate R.  

Forgery of tags: A simple copy of T’s information can be obtained through 
eavesdropping by an attacker. 

Unwanted tracking of customers: It is possible to track people’s movements, social 
interactions, and financial transactions by correlating data from multiple tag reader 
locations. 

3.3   Security Requirement 

To protect user privacy, we consider the following requirement from a cryptographic 
point of view [7], [8]. 

Data confidentiality: T’s private information must be kept secure to guarantee user 
privacy, and T’s information must be meaningless to any unauthorized users even 
though it can be easily obtained through eavesdropping by an attacker.  

Tag anonymity: Although T’s data are encrypted, T’s unique identification 
information can be exposed since the encrypted data are constant. An attacker can 
identify each T by using its permanent encrypted data. Therefore, it is important to 
make the information on T anonymous. 

Data Integrity: If the memory of T is rewritable, forgery and data modification will 
occur. Thus, the linkage between the authentication information and T itself must be 
given in order to prevent a simple copy of T. However, data loss will result from a 
DoS attack, power interruption, message hijacking, etc. Thus, authentication 
information between T and B must be delivered without any failure, and data 
recovery must be provided. 

In addition, we had to consider and evaluate the following security feature in the 
design of our RFID authentication protocol. 
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Mutual authentication and reader authentication: In addition to access control, the 
mutual authentication between T and B must be provided as a measure of trust. By 
authenticating mutually, the replay attack and the man-in-the-middle attack to both T 
and B is prevented.  

3.4   Protocol Design 

Our overall protocol is shown in Fig. 1. The detailed procedures for each step are 
described in the following: 

3.4.1   Initial Setup 
Each T is given two fresh random secrets, k1 and k2, and a unique identification, IDk. 
The database (D) of B also stores them as the shared secret. In addition, D manages a 
record pair for each tag consisting of (IDk, TagID). T has an AES-128 encryption 
circuit. If a reader requires a tag’s ID, the tag must first authenticate the reader. After 
authentication, the reader can obtain the tag ID by the tag’s response and reference to 
the database. In addition, both T and B have a cipher key, k, that is a 128-bit key.  

3.4.2   Detailed Description 
In the following, we describe our proposed protocol according to the sequence of 
message exchange. Also, we discuss the security goals that are achieved during the 
execution of each protocol message.   

Step 1 (Challenging): In this step, reader R usually applies a collision protocol such 
as secure binary tree walking [4], an interleaved protocol [3], or the standard protocol 
of ISO 18000-3 MODE [7] to singularize T out of many. The Reader, R, receives 
Ek(k1,k2) from the back-end server, B. Then R sends Ek(k1,k2 ) to the queried T.  The 
cipher key k and random numbers k1 and k2 are shared by B and T. Therefore, Ek(k1,k2) 
is used to authenticate the validity of R.   

Step 2 (Authentication of R): When queried, T generates E*
k(k1,k2 ) and verifies 

whether the received Ek(k1,k2) is valid by comparing Ek(k1,k2) with E*
k(k1,k2). If 

Ek(k1,k2)==E*
k(k1,k2), T authenticates R. Then T generates 1 2( )k kE k k ID⊕ ⊕ , 

designated as Ek(ID), which is the encryption of the AES-128 cryptographic 
algorithm. T uses this as the identification information and sends it to R.  

Otherwise, R is not authenticated and T will keep silent. Therefore, being tracked 
by an attacker is not possible when no authorized readers are nearby. Cipher key k 
and random numbers k1 and k2 are shared only between T and R. Therefore,  T can 
detect an illegal R and discard the message.  Consequently, the man-in-the-middle 
attack by an illegitimate R and a passive eavesdropper can be prevented.  

If T has successfully authenticated R, T updates the shared secrets keys, k2 and k1 

by exclusive-ors with 1 2( )kE k k⊕ . 

Step 3 (Authentication of T): R simply forwards Ek(ID) to B. Within this step, B 
authenticates T with Ek(ID). At first, B decrypts Ek(ID) using cipher key k and random 
numbers k1 and k2 and obtains IDk. Then B verifies whether IDk is valid by comparing 
the obtained IDk with ID*

k. Random secrets, k1 and k2, and the cipher key, k, are 
shared only between B and T. Therefore, B can detect an illegal T and discards the 
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message. Therefore, the man-in-the-middle attack by an illegitimate T and a passive 
eavesdropper can be prevented. If T is authenticated, B retrieves the records 
corresponding to IDk and gets the real TagID.   

1 1 2 1

2 2 2 1

( )

( )
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k

k k E k k

k k E k k

← ⊕ ⊕

← ⊕ ⊕
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2 2 2 1
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( )

k

k

k k E k k

k k E k k
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← ⊕ ⊕

 

Fig. 1. The Proposed Mutual-Authentication Protocol 

Even if EK (ID) is discovered through eavesdropping, the eavesdropper cannot 
know the IDk value, since he/she does not know k1, k2, and the cipher key k. Since B 
initially stores the unique identification, IDk, B can evaluate the linkage between 
Ek(ID) and T itself in order to prevent forgery. Forgery can be detected and prevented 
by B at this time.  

At the same time, B can detect and prevent the man-in-the-middle attack since IDk 
is used as the factor of the man-in-the-middle attack detection. Similarly, the replay 
attack can also be detected and prevented simultaneously.  

If B successfully finishes the authentication process, B generates 1 2( )kE k k⊕  with 

its shared random secrets, k1 and k2. The database of B updates the shared secrets 

keys, k1 and k2, by exclusive-ors with 1 2( )kE k k⊕ . Then, mutual authentication has 

finally succeeded.  

4   Analysis 

4.1   Security Analysis 

We have evaluated our protocol from a security requirement standpoint. Our protocol 
guarantees a secure mutual authentication only with AES-128 encryption messages, 

1 2( )kE k k⊕ , 1 2( )k kE k k ID⊕ ⊕ , and IDk, T does not store user privacy information. 
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Thus, data confidentiality of tag owners is guaranteed and the user privacy on data is 
strongly protected. In every session, we use a fresh random nonce as the keys between 
entities. These keys are randomized and anonymous since they are updated for every 
read attempt. Thus, tag anonymity is guaranteed and the location privacy of a tag 
owner is also not compromised. Based on mutual authentication, our protocol 
guarantees the data integrity between T and B. The forgery-resistance feature was 
realized by exclusive-oring the unique authentication number, IDk, of T with the 
authentication information. IDk is originally stored during the initial step. Whenever T 
generates Ek(ID), it refers to IDk, so the linkage between IDk and T itself can be 
determined. B keeps each tag's IDk initially and authenticates the ownership of the 
authentication information for T. Table 2 shows the comparison of the security 
requirements and the possible attacks. 

The man-in-the-middle attack. Through the authentication steps 1 and 2, R sends 

1 2( )kE k k⊕  to T and T sends 1 2( )k kE k k ID⊕ ⊕  to B for preventing the man-in-the-

middle attack. B can verify IDk with the decryption of the AES-128 cryptographic 
value of Ek(ID) transmitted from T. The key freshness is also guaranteed for each 
session. The replay attack for T and B is detected and prohibited in step 3 for B and in 
step 2 for T.  

Table 2. Comparison of the secure requirements 

Protocol 
HL
S 

[6] 

RHL
S 

[6] 

Ref. 
[2] 

Ref. 
[8] 

Ref. 
[1] 

Our 
scheme 

User data 
confidentially 

x O O O O O 

Tag anonymity x O O O O O 
Mutual 
authentication 

     O 

Reader 
authentication 

x x x x x O 

Man-in-the-
middle attack 
prevention 

O O x O x O 

Replay attack 
prevention 

 O x  O O 

Forgery 
Resistance 

x x O O O O 

Tracking x x O x x O 
Notation: x – not satisfied; O – satisfied;  - partially satisfied 

 
Invulnerable to eavesdropping. In the process of authentication, even when an 
attacker eavesdrops on the output of tag, Ek(k1,k2), it can not pretend to be an 
authorized reader in the next authentication session since the random secrets, k1 and 
k2, are changed in every session. Also, the required Ek(k1,k2 ) value is an AES 
algorithm cipher, and random secrets, k1 and k2, and cipher key k are shared only 
between T and B. Since an AES-128 encryption is extremely difficult to inverse, the 
tag IDk and random secrets, k1 and k2, are protected even if the output is captured by 
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an attacker. Therefore, it is invulnerable to eavesdropping. In one word, our proposed 
approach is secure when any communication between readers and tags are subjected 
to eavesdropping. 

Prevent being tracked by adversary. Tags keep silent to attackers. They only respond 
to authenticated readers. Furthermore, as explained above, it is impossible for 
attackers to pretend to be an authenticated reader. Since no tag output occurs, 
attackers are unable to track customers by the tag value that existed as they checked 
out. The privacy of location and the secrecy of what objects that the customers are 
carrying is protected. 

4.2   Performance Analysis  

We analyzed the performance of our proposed scheme with respect to computation 
and its anti-collision mechanism. 

Low computation load. When identifying a tag from N known tags, a reader performs 
only two AES operations, while for other approaches of randomized access control, at 
least N hash operations and N searches [2] are required. In addition, the AES tag’s 
hardware has a relatively low cost and fast computation time [10].  

Since the computation load remains low even with an increasing number of tags, 
our proposed approach is suitable for protecting RFID systems with a large number of 
tags. This feature is very important for a supply chain. Each part along a supply chain 
deploys numerous tags. In warehouses or retail stores, thousands of products need to 
be tagged to accelerate the supply chain process. Therefore, a secure RFID scheme 
that is suitable for a large number of tags is a definite prerequisite for the 
implementation of a RFID supply chain system.  

Anti-collision mechanism. The most important command is the anti-collision 
sequence, which is a command every tag must implement. Therefore, a reader sends 
an initial inventory command. All tags in the environment make a response that is the 
tag’s unique ID. If only one tag answers the request, the ID can be retrieved by the 
reader and all subsequent commands can be addressed using the ID that addresses one 
single tag. If two or more tags answer a request, a collision occurs. This can be 
detected at the reader. The reader then uses a modified inventory request in which it 
adds a part of the tag’s ID to the request. Only tags that have this part of the ID are 
allowed to answer. Once the ID of one tag is identified, the reader sends a “stay quiet” 
command to the tag with the identified ID. This method is used as long as no more 
collisions occur and all tags within the environment are identified. In our proposed 
approach, we have suggested two anti-collision mechanisms, namely the interleaved 
protocol [3] and the binary-three algorithm [4].   

5   RFID Tag Architecture  

The RFID tag consists of the analog front-end; the controller for implementing 
software requirements such as data coding, implementation of the protocol 
commands, anti-collision mechanisms, and error detection; the EEPROM that stores 
k1, k2, IDk, and k; the key for cryptographic algorithms; and the AES hardware 
module.  
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We selected AES as the cryptographic primitive for our proposed approach. One 
important criterion for selecting the AES algorithm was its structure allowing efficient 
implementation in hardware. In addition, several previous implementations of the 
AES have proven it to be low-cost and relatively fast. The tag cost can be around 
$0.05 US and the die size is less than 0.25 mm2. Power consumption is about 10 μA 
[3], [10], [13].  

Most hardware implementations of the AES algorithm have focused on realizing a 
high data throughput. Recently, however, some attention has been given to hardware 
implementations that were designed with hardware efficiency in mind. Hardware 
efficiency can be increased by lower die sizes and reduced power consumption. Some 
recent papers have been published that focus on this issue [10], [13]–[15].  

Mangard et al. [14] presented a highly regular approach. It is comparable to RFID 
requirements but requires a chip area of 8,500 gate equivalents while having a higher 
data throughput of 70 Mbps. The AES hardware of Satoh et al. [13] is a 32-bit 
architecture and has a hardware complexity of 5,400 gates and reaches a throughout 
of 311 Mbps. 

Feldhofer et al. [10] presented a silicon implementation of the AES optimized for 
low die size that offers excellent power consumption characteristics. The AES core of 
the manufactured chip has an area of 0.25 mm2 on a 0.35 mm CMOS technology, 
which is comparable in size to a grain of sand. In terms of circuit complexity, the size 
equals 3,400 gate equivalents, and the average power consumption can be lowered to 
<5 mW when operated at 100 kHz and 1.5 V. Feldhofer et al. [10] implemented the 
AES algorithm as an 8-bit architecture.  

Our protocol only uses the encryption circuit of AES. Therefore, our protocol 
hardware requires less chip area and power consumption than previous 
implementations. It also has several advantages as follows. 

• It is an 8-bit implementation of the AES architecture [1], [10], [17].  
• We need only the encryption circuit of the MixColumns [10], [13], [15].  
• The Rcon function is a constant value. It is implemented as two different 

constant values in the encryption and the decryption processes. Only circuitry 
to implement a constant value is required for the encryption process [13].  

• By using RAM as detailed in [10], we do not need a ShiftRows transformation. 
The ShiftRows transformation can be implemented by an appropriate 
addressing of the RAM or we can use an 8-bit register as the ShiftRows [13].  

6   Conclusions 

This paper proposes an advanced mutual-authentication protocol for security and 
privacy protection in RFID systems using an AES algorithm as a cryptographic 
primitive. This protocol protects high-valued goods against attackers. With mutual 
authentication, we can provide a proof for each entity of a RFID system, and since 
this proof is based on an AES encryption, our proposed protocol is sufficiently robust 
to withstand active attacks such as the man-in-the-middle attack, the replay attack, the 
eavesdropping attack, and the unwanted tracking of customers. Also, our protocols 
can easily meet current data rate restrictions and are compliant with existing standards 
as well as requirements concerning chip area and power consumption. In addition to 
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cipher k, our proposed protocol uses k1 and k2 for security. These secret random 
numbers, k1 and k2, are changed in every session, so the attacker can not obtain 
important data from a tag even if the tag’s outputs have been eavesdropped.  

All authentication messages are randomized. In addition, each tag has its own 
unique identification data, so user data privacy and location privacy are guaranteed. 
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Abstract. Traditionally the anonymity of an entity of interest can be
achieved by hiding it among a group of other entities with similar char-
acteristics, i.e., an anonymity set. In mobile ad hoc networks, generating
and maintaining such an anonymity set for any ad hoc node are chal-
lenging because of the node mobility and consequently of the dynamic
network topology. In this paper, we address the problem of the destina-
tion anonymity. We propose protocols that use fuzzy destination position
to generate a geographic area called anonymity zone (AZ). A packet for a
destination is delivered to all the nodes in the AZ, which, consequently,
make up the anonymity set. The size of the anonymity set may de-
crease because nodes are mobile, yet the corresponding management on
anonymity set is simple. We design techniques to further improve node
anonymity. We use extensive simulation to study the node anonymity
and routing performance, and to determine the parameters that most
impact the anonymity level that can be achieved by our protocol.

1 Introduction

Privacy is a major concern for today’s network users. An important privacy
requirement is represented by anonymity, which is becoming increasingly im-
portant in a large variety of application domains. At the same time, mobile ad
hoc networks are envisioned as an effective solution for extending the last-hop
network communications to any party at any time and anywhere. Therefore,
communication privacy, especially anonymity for communicating parties in ad
hoc networks, is highly desired. In this work we investigate the application sce-
nario where an ad hoc node receives sensitive data from well-known servers. This
receiver may not wish its identity to be revealed to the network; we refer to this
requirement as destination anonymity.

Traditional anonymous communication protocols may not be directly applied
to mobile ad hoc networks. MIX [12] and Onion routing [13] require that se-
curity associations among entities be set up and stably maintained, which is
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very difficult in MANET because of the lack of fixed infrastructure and of its
dynamic nature. Approaches based on broadcast [2] or multicast [3] are not ap-
plicable because the network has limited bandwidth. In addition, multicast in
MANETs is itself a challenging research issue. The obstacles against achieving
communication-end privacy, especially destination anonymity, also depend on
the fact that in on-demand routing protocols, such as AODV [4] and DSR [5], a
global flooding is required in the route discovery stage. The destination identity
is carried in the request, therefore, it has to be revealed to the entire network.
All nodes in the network may thus become aware of the communications being
established.

A widely investigated class of routing protocols for ad hoc networks is based
on geographic (i.e., positioning) routing algorithms [6], where node positions
are used for routing. A commonly proposed positioning routing algorithm is the
Greedy Perimeter Stateless Routing (GPSR) [7]. GPSR has a better potential to
achieve communication privacy because of its local and stateless route discovery
protocol. More importantly, the routing information required by GPSR is the
node position, not the node ID. Therefore, the real identity of a node, e.g., a
destination, can be hidden. Approaches [8][17] have been reported to deal with
the challenges of achieving anonymity in MANET. Under the AO2P protocol
[8] node positions are used as pseudonyms for node anonymity. An important
pre-requisite for AO2P is a secure position service system. Designing such a
system, especially in a distributed ad hoc environment, is not trivial. In [17],
a proposed neighborhood authentication protocol allows neighboring nodes to
authenticate each other without revealing their identities. However, the desti-
nation ID has to be revealed for on-demand route discovery. Therefore, only a
conditional anonymity can be achieved for the destination, namely that a tracer
knows which node is the destination, yet the tracer does not know where the
destination is.

The goal of our paper is to explore the advantages of geographic assisted rout-
ing while at the same time to address the privacy problem connected with the
use of the aforementioned sensitive position data. We propose an anonymous ge-
ographic routing algorithm that uses fuzzy destination positions. The notion of
fuzzy position has been used in privacy-preserving location-based services [9] [10];
under such an approach, a mobile user intentionally provides inaccurate posi-
tions for services to protect its real positions. Here, we use a fuzzy position to
prevent adversaries from discovering the real position of a node and a destination
ID based on its position. A pseudo destination that has a position near that of
the real destination is generated, toward which packets are sent. The successful
delivery in such a routing algorithm relies on the broadcast nature of wireless
communication, where a transmission can always be received by all the nodes
within the transmission range of the sender. Therefore, if the real destination is
located in a geographic area that is not far away from the pseudo destination, it
will receive the packets. Such a geographic area, that we refer to as an anonymity
zone (AZ), is the key concept in our design. The destination anonymity is
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determined by the number of nodes that are located in the AZ, and the protocol
is thus called zone-based anonymous positioning routing (ZAP) protocol.

ZAP is based on the same principle of the Crowds protocol [1], under which
a receiver hides among a group of entities, referred to as anonymity set. The
difference, however, is that in ZAP, the size of such anonymity set, is affected
by many network conditions and varies with time. For example, the number of
nodes located in an AZ depends on the size of the AZ and the node distribution.
In addition, once the AZ is built, the size of the group will decrease because
of the node mobility. On the other hand, if one allows a fixed anonymity set,
e.g., a group consisting of some fixed ad hoc nodes, reaching every node in
the anonymity set requires MANET multicast, which may result in anonymity
breaches.

ZAP is a light-weight routing protocol which exploits geographical informa-
tion of nodes in order to reduce overhead incurred by privacy purposes. Although
other anonymous routing protocols like ANODR [14] can also achieve destination
anonymity by VCI (Virtual Circuit Identifier) enabled anonymous routes, those
protocols incur heavier communicational overhead when performing on-demand
anonymous route discovery. Such a discovery floods larger route request mes-
sages and has initial buffering time. ZAP, instead, emphasizes the destination
anonymity. Considering position information is sensitive data in many applica-
tions, ZAP achieves destination anonymity by using fuzzy positions. After all,
ZAP strives to balance over tolerable losses in privacy and a simpler protocol
and network management with increased efficiency.

The paper is organized to first introduce the basic zone-based anonymous
positioning routing and then an enhanced scheme in Section 2. Section 2 also
discusses the anonymity, the attacks, and the mitigating techniques. Section 3
reports evaluation results from simulations. And Section 4 concludes the paper.

2 Zone-Based Anonymous Positioning Routing Protocol

2.1 Assumptions

With respect to the network, we assume that nodes are uniformly distributed
with a node density not too low. A node moves toward a random direction at a
variable speed. The wireless channel is bi-directional. Each node knows its own
position, e.g., through a GPS system. Nodes exchange their positions locally
through “hello” messages.

With respect to privacy, we assume that each node has a public key that
is known to all the other nodes. The public key is assigned by a certificate
authority before a node joins the network. For data delivery, the identity of the
destination is not revealed to the network. Each node has an equal probability
to be a receiver (client).

The attacker models that we consider in our work are as follows. There are
internal attackers that trace or monitor the behavior of other nodes for mali-
cious purposes. These attackers follow the protocols. They do not act aggressively
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(that is, do not interrupt the correct network functioning) to obtain additional
information because they would like to stay in the network without being no-
ticed. An attacker is able to eavesdrop the communication channel. It can col-
lect position information of its neighbors by intercepting hello messages. An
attacker or colluding attackers therefore can discover the local network topology.
Finally, if a transmission lasts long enough, attackers can locate the transmitter,
e.g., through directional antenna techniques, and identify it by moving to the
transmitter.

2.2 ZAP with Pseudo Destination (PD-ZAP): A Basic Approach

ZAP preserves destination anonymity through anonymity zones, under which a
destination is located with a number of other nodes. The protocol operates in
the following steps.

A client (destination) sends a server (source) a connection request for data
downloading. The request indicates parameters for setting up a private route,
which includes the fuzzy position information (i.e., the pseudo destination) and,
if necessary, the range of the anonymity zone. The connection request can be
sent by traditional routing algorithms or flooding. To assure data confidentiality
and integrity, the destination can generate a symmetric key and carry it in
the connection request. Concerning the destination anonymity of this request
message, our claim is that the probability of intercepting a sporadic request at
its initiating location by an attacker is very small. In addition, the identity of
the request originator is not carried in the message.

Number
Sender

     ID
Next−hop
     ID

Position of pkt Seq.

ID
RREQ Symmetric 

   Key pseudo destination
Position of Routing

Information
Requested

Server

Encrypted by server public key

syemetric key
Encrypted by

pseudo destination HMACData

a) Frame for connection request

b) Frame for data packet

Fig. 1. Data frame for the packet

The message frames for con-
nection requests and data pack-
ets can be structured as shown in
Fig. 1. The routing information
in a connection request is deter-
mined by the routing algorithm to
be used for sending the request.

The source retrieves the AZ in-
formation after receiving the con-
nection request. It then initiates
the greedy geographic forwarding
to deliver data packets. Any for-
warder (including the source) forwards the data packet to a neighboring node
that is closest to the pseudo destination, which also is the geographic center of
the AZ. Once a data packet reaches the AZ, a node in the AZ that first re-
ceives the packet becomes a proxy. The proxy then uses different local packet
distribution mechanisms to deliver the packet to the destination, according to
the size of AZ. The source uses the symmetric key to encrypt data, and uses
HMAC [11] for data integrity. As data packets are delivered toward the AZ, not
the real destination, such an approach is called ZAP with pseudo destination,
or PD-ZAP.



Achieving Anonymity in Mobile Ad Hoc Networks 465

PD-ZAP is illustrated in Fig. 2. The position of the pseudo destination is
randomly selected, and is not too far from that of the real destination. This
position is also the routing information carried in each data packet. Therefore,
the connection request does not have to carry the real identity of the destination,
as it is not required for routing. This guarantees the destination anonymity even
if the source is compromised.

In PD-ZAP, a packet will finally be received by a node that is closest to the
pseudo destination 1. This node then acts as a proxy and broadcasts the received
packet to all of its neighbors. In this paper, a broadcast is defined as the process
that a node transmits a message to all of its neighboring nodes that are within its
radio coverage. In Fig. 2, the solid circular represents the transmission range of
the proxy, which has a radius of r. r is the maximum ad hoc channel coverage.
If the real destination is within the proxy’s radio coverage, it will receive the
data packet. If an ACK is required, the proxy sends its neighbor list back to the
source. The neighbor list has been obtained by exchanging “hello” messages.

Source

node 1

node 2

 node 4
 node 3

(second hop) Destination
Destination
Pseudo

Proxy

d τ

r

Fig. 2. The PD-ZAP approach

A new session has to be started
if the destination can no longer re-
ceive data packets, typically when
the destination has moved away
from the AZ. In this case the des-
tination has to send a new con-
nection request along with the
updated AZ information, based
on which the source initiates an-
other private route.

The generation of the pseudo
destination is the key part of the
algorithm. The maximum distance (or the distance threshold value) between the
pseudo destination and the real destination, denoted as dτ , determines both the
node anonymity and the success of a packet delivery. The distance cannot be too
long, otherwise the real destination may not receive the data packet from the
proxy. It cannot be too short either, because a short distance results in a small
anonymity set. As shown in Fig. 2, the destination anonymity zone (D-AZ) in
PD-ZAP is the shaded circular area that is centered at the pseudo destination
and has a radius of dτ . For the attackers, only a node located in that area can
be the destination. The pseudo destination selection depends on node density
and node mobility.

In PD-ZAP, the position of the pseudo destination is also used as the ses-
sion ID, according to which a node receiving the packet from the proxy knows
whether it is the destination. Only the destination will be able to decrypt the
packet using the established symmetric key. The other nodes simply drop the
packet. However, since upon different packet arrivals, the node that is closest to
the pseudo destination may be different, proxies can be different for the same
session.

1 It is not necessary that a node is located at that position.
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2.3 Anonymity, Weaknesses, and Mitigation Techniques

In this subsection we discuss the protocol anonymity at high level. We determine
possible privacy attacks, and propose mechanisms as counter measures.

Anonymity. Our anonymity goal is to hide a destination among a number of ad
hoc nodes. In ZAP, the destination anonymity depends on the size of the group
formed by the nodes that are located in the D-AZ. The determining factors are
node distribution, size of D-AZ, and node mobility.

Intercepting a connection request may not help attackers too much in identify-
ing the destination. As the identity of the request originator is not carried in the
message, upon intercepting a request, the attacker cannot even tell whether the
node from which it intercepted the message is the originator or just a forwarder.
Even if an attacker knows that such node is the originator, the transmission
happens too soon so that it is difficult for the attacker to locate the originator
and thereafter to identify it. For the same reason, when a destination sends an
ACK back using an alternative private route and the ACK is intercepted by
attackers, the identity of the destination will not be discovered.

Because a node has to locally disclose its position, an attacker can stay close to
its target node and monitor its behavior. Under such a target-oriented attack,
communication privacy cannot be preserved by just using ZAP protocol. To
mitigate such an attack, background noise is needed. A node can occasionally
send out dummy packets that have the same pattern as requests and ACKs. In
this case, when a real request or ACK is sent, the attacker cannot be certain.

The goal of the destination anonymity achieved by PD-ZAP can be achieved
using earlier work on untraceable and anonymous routing presented in AN-
ODR [14]. In both PD-ZAP and ANODR, the real destination hides within
the radio range of the last hop towards the destination. The two protocols also
share a similar way of establishing a credential between the source and the des-
tination. The global trap door used by ANODR can be implemented the same
way as in PD-ZAP given the available public keys. The difference relies on the
location information. Geographic position (could be pseudo) allows a destination
node (client) in PD-ZAP to send an initial request to the source (server) directly
through geo-forwarding, and in return, allows the server to geo-forwarding data
packets to the destination. While in ANODR, without location information,
a destination has to flood its initial request and then use the signaling route
discovery to establish a route. In addition, the ZAP protocols can be used in
applications that favor geographic information assisted routing. However using
geo-forwarding, an internal passive attacker can learn the approximate area of
the destination from any hop. When that happens, destination anonymity relies
on the protection within the zone. In order to increase the anonymity zone and
to defend attacks against destination anonymity, we present a ZAP variant (RR-
ZAP, in Section 2.4) that expands the anonymity zone towards an area other
than the receiving range of the last hop.

Intersection Attack: The Impact of Node Mobility on Anonymity.
Node mobility has important impact on the anonymity. To analyze such im-
pact, the notion of intersection attack has to be introduced.
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An intersection attack occurs when an attacker knows its Entity of Interest
(EOI) is in more than one anonymity set. In this case, it concludes that the
EOI must be in the intersected set among all these anonymity sets. As the
intersected set is smaller than any of the original set, the anonymity level for
the EOI decreases.

Node mobility helps attackers to conduct intersection attacks and therefore
to degrade node anonymity. This is especially the case when the communication
between the source and the destination lasts for a long time. Fig. 3 shows an
example. Suppose that two packets arrive at the D-AZ at times t1 and t2, respec-
tively. At time t1, a set1 of nodes is located in the D-AZ and at time t2, a set2 of
nodes is located in the D-AZ. The sets set1 and set2 are not equal because some
nodes may have moved out or into the D-AZ between the two transmissions. To
an attacker, the anonymity set for the destination includes only the nodes that
are in the D-AZ at both t1 and t2, that is, the intersection of the anonymity sets
at the times t1 and t2. In this example, it is easy for the attacker to infer that
the destination node is either e or f . The size of the anonymity set is reduced
to 2, instead of 6 for set1 or 5 for set2.

Node x

Node y

Node z

Node a

Node b

Node c

Node d

Node e

Node f

Anonymity set1 at time t1 Anonymity set2 at time t2

Fig. 3. Example of intersection attack

If a session lasts long, the num-
ber of nodes remaining in the
anonymity zone can be small. The
destination anonymity thus can
be very low. Note that the nodes
that are originally out of an AZ
move in the AZ during the com-
munication do not contribute to
anonymity, because the attacker
knows these nodes cannot be the
destination anyway.

Mitigating Techniques Against Intersection Attack. Different approaches
can be adopted to mitigate the impact of node mobility and to reduce the
anonymity degradation. One approach is to divide a long-duration session into
a number of short subsessions that use different D-AZs. For each subsession, a
D-AZ and the corresponding symmetric key are generated. As a subsession does
not last a long time, the destination anonymity may only decrease moderately
because of mobility. The challenge is how to make these subsessions un-linkable.
A straightforward solution is to increase the inter-subsession duration, which
improves anonymity at the cost of the communication delay.

Tradeoff Between Privacy and Network Performance. ZAP achieves pri-
vacy at the cost of network performance. The inaccurate routing information in
PD-ZAP results in a decreased data delivery ratio in MANETs. In approaches
that mitigate intersection attacks resulting from node mobility, additional sig-
naling and increased redundant transmissions are required. In general, a better
performance implies a sustained communication duration that is long enough to
complete a session. A longer communication, on the other hand, may decrease
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node anonymity because it gives a tracer more opportunities to conduct an inter-
section attack. In a later section, we present an analysis on the flooding overhead
with respect to the initial D-AZ size. An extensive analysis on the mutual im-
pact between network performance and privacy will be carried out as part of our
future work.

2.4 ZAP with Route Redundancy: Advanced Approach

As PD-ZAP has a relatively small anonymity set, we propose to use a route with
redundant hops to increase the D-AZ; we call such an approach ZAP with route
redundancy (RR-ZAP) (refer to Fig. 4.). RR-ZAP can be used in a network
where the position of servers (that is, sources) are well known. Like PD-ZAP,
in RR-ZAP, a client (destination) creates a pseudo destination, denoted by P in
the figure, for building a private route. Unlike PD-ZAP, in RR-ZAP, P is not
close to the real destination, but can be a few hops away. P is selected so that
the real destination is close to the direct connection between the source and the
pseudo destination, which is line SP in the figure. If the network nodal density
is not too low, the routing path may not deviate too far away from SP . The
real destination then is close to the path, and can intercept the data delivered
to the pseudo destination. In Fig. 4, the real destination can receive the packet,
probably, from node 3.

node 2

Proxy

Destinationnode 1

 node 3

 node 4

Destination
Pseudo

r
d

( )(Source)S P

τ τl

Fig. 4. The RR-ZAP approach

The distance between the
real destination and SP should
not be higher than a thresh-
old value lτ . lτ determines the
anonymity set and successful
delivery ratio. It depends on
node density and distribution.
To an attacker, as the destina-
tion can be any node that is no more than lτ away from the SP , the anonymity
zone for the destination then includes the shaded rectangular area in the figure.
Other than that, the real destination can also be located at the circular shaded
areas at the two ends of the path, which are respectively the coverage of the
source and the anonymity zone for PD-ZAP.

When an immediate acknowledgment from the real destination to the source
is required, all the nodes in the path will collect ACKs from their neighbors
and send back the lists to the source. The source then knows whether the real
destination has received the packet.

3 Simulation Study

We further evaluate the destination anonymity and the network performance of
the proposed protocols through simulation. The evaluation metrics include: (i)
the size of the anonymity set : the number of nodes that remain in the anonymous
zone when a session ends compared to those at the beginning of the session; (ii)
packet delivery ratio: the ratio between the number of data packets received and
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those originated by the sources; (iii) normalized packet forwarding overhead :
the number of packets transmitted by ZAPs normalized to those transmitted
by GPSR under the same condition. (vi) average end-to-end packet latency:
the average time from when the source generates the data packet to when the
destination receives it.

We evaluate protocols PD-ZAP and RR-ZAP. For RR-ZAP, the simulation
area limits the number of hops we can choose for redundancy. Thus in our
implementation, a pseudo destination is positioned at the intersection of the
boundary and it is chosen to ensure that lτ equals to the half of the transmission
range. We present GPSR for reference when appropriate.

We use QualNet [15], a detailed packet-level network simulator, in investi-
gating the impact from the protocol specific parameters and varying network
conditions on the aforementioned metrics. The simulated ad hoc network has
180 nodes initially uniformly distributed in a 2000m × 2000m area. The nodes
move according to Random Waypoint Model [5], with a pause time of zero and
the minimum and the maximum speeds set to the same (note that this configu-
ration avoids the problem pointed out in [16]). The average density is around 20
neighbors per node. Simulations use renewal CBR application so to constantly
maintain five CBR sessions. Each source generates data packets of 256 bytes at
a rate of 4 packets per second. The source-destination pairs are chosen randomly
from all the nodes(but we exclude the pairs that are located close to the edge of
the network to be destinations). The session duration is a variable. We use IEEE
802.11b DCF at MAC layer and two-ray ground propagation model at physical
layer. Network devices have link bandwidth at 2Mbps and 370m power range.
The results are averaged over several simulation runs with various random seeds.

3.1 Anonymity

The destination anonymity is measured by the size of the anonymity set (SizeAS)
that consists of the nodes remained in the D-AZ through out the session. We
investigate how it is affected by session time, mobility, and the sizes of the
anonymous zone. The default AZ sizes are 250m.

Figure 5(a) reports the change of SizeAS as a function of the session dura-
tion. The figure illustrates several interesting facts. First, when session duration
increases, all curves show a decreasing trend in anonymity set. Second, when
mobility is high, the anonymity set size decreases faster because more nodes
move out of the initial anonymous zone during the session. Third, in general,
the anonymity set of RR-ZAP is larger than that of PD-ZAP because the en-
tire route becomes the anonymous region, which, in most cases is larger than a
destination-based D-AZ.

Figure 5(b) shows the change of SizeAS of ZAPs as a function of mobility for
long and short sessions. The trends are similar to the previous figure. RR-ZAP
has larger AS size. But the set size decreases when mobility increases, especially
when sessions last longer the decreasing is quicker. This is because RR-ZAP’s
anonymous zone is generally long and narrow. It is more sensitive to mobility.
Yet PD-ZAP can tolerate higher mobility when session is short (30sec). Up to
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Fig. 5. Payoffs with perfect information

mobility equals to 6m/s, the sizes of the AS are mostly not affected by mobility,
due to the fact that few nodes can move out of the original AS region in a short
period of time. When session is long (70Sec), all the ZAPs start degradation at
low mobility.

3.2 Routing Performance

We investigate how the packet delivery performance of the ZAP protocols are
affected by session time, mobility, and the sizes of D-AZs. While we try to stress
one condition, we keep other parameters moderate.

 0.7

 0.75

 0.8

 0.85

 0.9

 0.95

 1

 100  150  200  250  300  350

D
el

iv
er

y 
R

at
io

d_tau(m)

PD-ZAP (  4m/s)
PD-ZAP (10m/s)

PD-ZAP

Fig. 6. D-AZ Impact on Delivery Ratio

Figure 6 investigates how the
zones affect PD-ZAP on the deliv-
ery ratio. Sessions are kept short in
30 seconds. It shows that PD-ZAP
maintains high delivery ratio when
mobility is low (4m/s) no matter
how dτ increases. This is because
the distance a node can move in the
short session time does not cause
many nodes to move out of its D-AZ,
which is a little smaller than a node’s
transmission range. But delivery ra-
tio degrades quickly in high mobility
(10m/s) as expected.

Figure 7 reports the impact from session duration, where dτ is 250m. The
figure shows that GPSR has the nearly perfect data delivery ratio over all the
session length. All ZAPs suffer from delivery ratio degradation when sessions are
long. High mobility has large impact even when sessions are short. Impact from
session duration and mobility is caused by the fact that destination nodes move
away from the anonymous region.

Figure 8 gives mobility impact on the performance of protocols. The configu-
ration is: CBR sessions are 30 seconds long), dτ is the same as in previous figure.
Figure 8(a) shows the mobility impact on delivery ratio. GPSR is not affected by
mobility since it can always find a closer forwarder in the current node density
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Fig. 7. Session Duration Impact on Delivery Ratio

(nodes update location database once per second). Both RR-ZAP and PD-ZAP
are not significantly affected as well because the CBR session time is relatively
short. Figure 8(b) shows the latency over mobility. Again, it is expected to see
that mobility has little impact on each individual protocol.
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In summary, our simulations show that for destination anonymity protection,
RR-ZAP has successfully increased the AS size. But RR-ZAP is more sensitive
to mobility and communication duration than PD-ZAP.

4 Conclusion

In this paper we proposed ZAP, an anonymous routing protocol that adopts the
group-based anonymity idea in MANET. An anonymity zone is defined, and the
nodes residing in the anonymity zone form the anonymity set. Because nodes
are mobile, the anonymity set in our work is dynamic, which is different from
that in wired networks. We use simulation to study the protocol performance
such as node anonymity and packet delivery percentage. We have found that if
the anonymity requirement is not high, PD-ZAP can be used because it achieves
efficient node anonymity and a good routing performance (e.g., a low probability
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of a delivery failure). We then propose RR-ZAP, which uses redundant route
to further improve anonymity. RR-ZAP is more sensitive to mobility, but it is
worthy to trade-off for anonymity compared to PD-ZAP.
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Abstract. In mobile Ad Hoc networks, the existence and availability of
trusted authorities is severely limited by intrinsic network features, and
problems such as “service availability” have become a crucial issue. A
proxy signature scheme allows an entity to delegate his/her signing ca-
pability to another entity in such a way that the latter can sign messages
on behalf of the former when the former is not available. This is an impor-
tant primitive to ensure the service availability issue. Proxy signatures
have found numerous practical applications such as distributed systems,
mobile agent applications, etc. However, the security of the known proxy
signature schemes is proven in the random oracle which does not imply
security in the real world. In this paper, we propose the first proxy signa-
ture schemes without random oracle. The unforgeability of our scheme is
based on the hardness of the well known Computational Diffie Hellman
(CDH) problem.

Keywords: Proxy Signature, Without Random Oracles, CDH Problem,
Bilinear Pairings.

1 Introduction

In Mobile Ad hoc Networks, permanent connections between customers and
servers are unnecessary and infeasible. In order to ensure service availability to
the customers distributed in the whole networks, the server must delegate his
rights to some other parties in the systems, such as the mobile agents. This way,
replication can be achieved and there is no need to count on a single server.

A proxy signature scheme is a variation of the standard signature schemes,
in which an original signer (say, Alice) can delegate her signing right to another
signer, called the proxy signer (say, Bob), for signing messages. The notion of
proxy signature was introduced by Mambo, Usuda and Okamoto [15]. Since then,
proxy signature schemes have attracted a considerable amount of interest from
the cryptographic research community. Based on the delegation type, there are
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three types of proxy signatures: full delegation, partial delegation, and delegation
by warrant. In the full delegation system, Alice’s secret key is given to Bob
directly so that Bob can have the same signing capability as Alice. In practice,
such schemes are obviously impractical and insecure. In a partial delegation
proxy signature scheme, a proxy signer possesses a key, called private proxy key,
which is different from Alice’s private key. Hence, proxy signatures generated
by using the proxy private key are different from Alice’s signatures. However,
in such schemes, the messages a proxy signer can sign are not limited. This
weakness is eliminated in delegation by a warrant that specifies what kinds of
messages are delegated. Here, the original signer uses the signing algorithm of
a standard signature scheme and its secret key to sign a warrant and generate
a signature on the warrant which is called as delegation. The proxy signer uses
the delegation and his/her secret key to create a proxy signature on behalf of
the original signer. According to whether the original signer can generate a valid
proxy signature, proxy signatures can be classified into proxy-unprotected and
proxy-protected schemes. In a proxy-protected scheme only the proxy signer can
generate proxy signatures, while in a proxy-unprotected scheme either the proxy
signer or the original signer can generate proxy signatures. In many applications,
proxy-protected schemes are required to avoid the potential disputes between the
original signer and the proxy signer. Though there exist many proxy signature
schemes, most of them are insecure [14,11,13,16,17,20].

Provable security is the basic requirement for the proxy signature schemes.
Currently, all the practical secure signature schemes were proven in the ran-
dom oracle model. The random oracle model was introduced by Bellare and
Rogaway in [5]. The model replaces hash functions by truly random objects
and provides probabilistic security proofs for the resulting schemes, showing
that attacks against these can be turned into efficient solutions of well-known
mathematical problems, such as the discrete logarithm problem or factorization.
Although the model is efficient and useful, it has received a lot of criticism that
the proofs in the random oracle model are not proofs. They are simply a design
validation methodology capable of spotting defective or erroneous designs when
they fail. Canetti et al. have shown that security in the random oracle model
does not imply the security in the real world in that a scheme can be secure
in the random oracle model and yet be broken without violating any particular
intractability assumption, and without breaking the underlying hash functions
[7]. Therefore, the search for a secure proxy signature scheme without random
oracle remains an open and interesting research problem.

Our Contribution
In this paper, we propose the first secure proxy signature scheme whose security
does not rely on the random oracle. We incorporate Water’s signature scheme
[19] to obtain a concrete secure proxy signature scheme. The new scheme is
proxy-protected in the sense that even the proxy signer can not forge a valid
proxy signature. The security of the proposed scheme is based on the hardness
of the well-known hard problem, the Computational Diffie Hellman Problem.
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Roadmap
The rest of this paper is arranged as follows. In next section, we provide the
preliminaries of our scheme including bilinear pairings and security assumptions.
In Section 3, we describe the formal models of our proxy signature scheme.
We present our proxy signature scheme without random oracle in Section 4. In
Section 5, we provide formal security analysis of the proposed scheme. Finally,
we conclude our paper in Section 6.

2 Preliminaries

In this section, we will review some fundamental backgrounds used throughout
this paper, namely bilinear pairings and complexity assumption.

2.1 Bilinear Pairing

Let G1 and GT be two groups of prime order p and let g be a generator of G1.
The map e : G1 × G1 → GT is said to be an admissible bilinear pairing if the
following three conditions hold true:

– e is bilinear, i.e. e(ga, gb) = e(g, g)ab for all a, b ∈ ZZp.
– e is non-degenerate, i.e. e(g, g) �= 1GT .
– e is efficiently computable.

We say that (G1, GT ) are bilinear groups if there exists a group GT , e : G1×G1 →
GT as above, and e, and the group action in G1 and GT can be computed
efficiently. See [3] for more details on the construction of such pairings.

2.2 Complexity Assumption

Definition 1. Computational Diffie Hellman (CDH) Problem in G1

Given g, ga, gb ∈ G1 for some unknown a, b ∈ ZZp, compute gab ∈ G1.

The success probability of a polynomial algorithm A in solving the CDH problem
in G1 is denoted:

SuccCDH
A,G1

= Pr[A(g, ga, gb) = gab : a, b ∈R ZZp, ]

Definition 2. Computational Diffie Hellman (CDH) Assumption in G1

Given g, ga, gb ∈R G1, for some unknown a, b ∈ ZZp, SuccCDH
A,G1

is negligible.

3 Formal Models of Proxy Signatures

Let Alice denote the original signer and Bob the proxy signer. Our proxy signa-
ture scheme consists of the following algorithms: ParaGen, KeyGen, StandardSign,
DelegationGen, ProxySign and ProxyVerification.
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1. ParaGen: Taking as input the system security parameter �, this algorithm
outputs system’s parameters: Para. That is: Para ← ParaGen(�)

2. KeyGen: Taking as input system’s parameter Para, this algorithm generates
a secret-public key pair (ski, pki) where i ∈ {a, b} denotes Alice and Bob,
respectively. That is: (ski, pki) ← KeyGen(Para)

3. StandardSign: Input system’s parameter Para, the signer’s secret key sk and
the message M to be singed, this algorithm generates the standard signature:
σS . That is: σS ← StandardSign (Para, sk, M)

4. DelegationGen: Input system’s parameter Para, the original signer’s secret key
ska and the warrant W to be singed, this algorithm uses the StandardSign al-
gorithm to generate the delegation: σW . That is: σW ← DelegationGen(Para,
ska, W )

5. ProxySign: Input system’s parameter Para, the warrant W , the delegation σw,
the secret key skb of the proxy signer and the message M to be signed, this al-
gorithm generates the proxy signature σ. That is: σM ← ProxySign(Para, W,
σW , skb, M)

6. ProxyVerification: Input system’s parameter Para, original signer’s public keys
pka, proxy signer’s public key pkb, the warrant W , the signed message M
and the signature σM , this algorithm outputs True if σ is a valid proxy
signature of the message M and output ⊥ otherwise. That is: {True,⊥} ←
ProxyVerification(Para, pka, pkb, W, M, σM )

3.1 Security Models

Lee, Kim and Kim defined some properties that a strong proxy signature scheme
should provide in [12]. While these informal requirements provide some intuition
about the goals that a notion of security for proxy signature schemes should cap-
ture, their precise meaning is unclear. The first security model of proxy signature
was proposed in [4]. In [10], the authors also proposed a security model of the
proxy signature. In the model defined in[10], they divide the potential attackers
into three kinds:

1. Type I: This type adversary AI only has the public keys of Alice and Bob.
2. Type II: This type adversary AII has the public keys of Alice and Bob, he

additionally has the secret key of the proxy signer Bob.
3. Type III: This type adversary AIII has the public keys of Alice and Bob,

he additionally has the secret key of the original signer Alice.

One can find that if a proxy signature scheme is secure against Type II (or Type
III) adversary, the scheme is also secure against Type I adversary. We note the
above classification helps to make the security model clearer, therefore, we will
use this classification to redefine and improve the security model proposed in
[4]. In the security model defined later, we only consider the general case of the
proxy signature where the original signer and the proxy signer are distinct.

In a warrant based proxy signature, the delegation is the original signer’s
standard signature on the warrant which contains information regarding the
particular proxy signer such as the proxy signer’s public key, a period of validity,
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and restrictions on the class of messages for which the warrant is valid. Therefore,
this kind of proxy signature can prevent the misuse of the delegation. Here after,
we only focus on the unforgeability of the proxy signature.

Existential unforgeability against adaptive AII Adversary
Roughly speaking, the existential unforgeability of a proxy signature scheme
under a type II attacker requires that it is difficult for a user to forge a valid
proxy signature under a warrant if he does not obtain the delegation of this
warrant. It is defined using the following game between the challenger C and a
type II adversary AII :

– Setup: C runs the ParaGen algorithm to obtain system’s parameter Para,
runs KeyGen to obtain the secret-public key pairs (ska, pka), (skb, pkb) of
the original signer Alice and proxy signer Bob, respectively. C then sends
(pka, pkb, skb) to the adversary AII .

– Delegation queries: Proceeding adaptively, AII can request the delegation on
the warrant W . In response, C runs the DelegationGen algorithm to obtain
σW and returns σW to the adversary AII .

– ProxySign queries: Proceeding adaptively, AII can request the proxy signa-
ture on the message M under the warrant W . In response, C runs Delega-
tionGen algorithm to generate the delegation on the warrant W . Then C runs
the ProxySign algorithm to obtain the proxy signature σM and returns σM

to the adversary AII .
– Output: Finally, AII outputs a signature σ∗ with the warrant W ∗ and the

message M∗ such that
1. W ∗ has not been requested as one of the Delegation queries.
2. (M∗, W ∗) has not been requested as one of the ProxySign queries.
3. σ∗ is a valid proxy signature of the message M∗ under the warrant W ∗.

Compared with the model defined in [4], an important refinement is that AII

can adaptively submit the ProxySign queries under warrant whose delegation is
unknown to AII . The only restrictions are that when AII outputs the forgery
(M∗, W ∗, σ∗), he cannot submit W ∗ as one of the Delegation queries or submit
(M∗, W ∗) as one of the ProxySign queries. However, he can even submit (M ′, W ∗)
to the ProxySign queries where M ′ �= M∗. The success probability of an algorithm
AII wins the above game is defined as Succ AII .

Definition 3. We say a type II adversary AII can (t, qW , qPS , ε) break a proxy
signature scheme if AII runs in time at most t, AII makes at most qW Del-
egation queries and at most qPS ProxySign queries and Succ AII is at least ε.

Existential unforgeability against adaptive AIII adversary
The existential unforgeability of a proxy signature scheme under a type III at-
tacker requires that it is difficult for the original signer to generate a valid proxy
signature of a message M∗ which has not been singed by the proxy signer. It
is defined using the following game between the challenger C and a type III
adversary AIII :
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– Setup: C runs the ParaGen algorithm to obtain system’s parameter Para,
runs KeyGen to obtain the secret-public key pairs (ska, pka), (skb, pkb) of
the original signer Alice and proxy signer Bob, respectively. C then sends
(pka, pkb, ska) to the adversary AIII .

– StandardSign: Proceeding adaptively, AIII can request proxy signer’s stan-
dard signature on the message M . In response, C runs the StandardSign
algorithm to generate the standard signature on the message M and returns
to the adversary AIII .

– ProxySign queries: Proceeding adaptively, AIII can request the proxy sig-
nature on the message M under the warrant W . In response, C runs the
DelegationGen algorithm to generate the delegation on the warrant W . Then
C runs the ProxySign algorithm to generate the proxy signature σM and
returns σM to the adversary AIII .

– Output: Finally, AIII outputs a signature σ∗ with the warrant W ∗ and the
message M∗ such that
1. (M∗, W ∗) has not been requested as one of the ProxySign queries.
2. σ∗ is a valid proxy signature of the message M∗ under the warrant W ∗.

In this model, we allow the attacker AIII can submit StandardSign queries, this
is to guarantee that proxy signer’s standard signature on the message M∗ can
not help the attacker to forge a valid proxy signature on the same message.
The success probability of an algorithm AIII wins the above game is defined as
Succ AIII

Definition 4. We say a type III adversary AIII can (t, qS , qPS , ε) break a proxy
signature scheme if AIII runs in time at most t, AIII makes at most qS Stan-
dardSignqueries and qPS ProxySign queries, and Succ AIII is at least ε.

4 Proposed Scheme

In this section, we will describe our proxy signature scheme without random
oracle. It consists of the following algorithms:

1. ParaGen: Let (G1, GT ) be bilinear groups defined in Section 2.1 where |G1| =
|GT | = p for some prime p, g is the generator of G1. e denotes the bilinear
pairing G1 × G1 → GT . The messages M to be signed in this scheme will
be represented as bitstrings of length n. Furthermore, picks 2n + 2 random
elements u′, v′, u1, u2, · · · , un, v1, · · · , vn ∈R G1 and set u = (u1, u2, · · · , un),
v = (v1, v2, · · · , vn). Then the common parameter Para = (G1, GT , p, g, e, n,
u′, v′, u, v).

2. Key Gen: The original Alice picks two secret values xa, ya ∈R ZZ∗
p and set the

secret key ska = (skax, skay) = (xa, ya). Then the signer computes the public
key pka = (pkax, pkay) = (gxa , gya). Similarly, the proxy signer’s secret key
is skb = (skbx, skby) = (xb, yb) and the public key is pkb = (pkbx, pkby) =
(gxb , gyb)
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3. StandardSign: Let M be an n-bit message to be signed and Mi denote the
ith bit of M , and M ∈ {1, · · · , n} be the set of all i for which Mi = 1,
the standard signature is generated as follows. First, a random r ∈ ZZp

is chosen. Then the standard signature is constructed as: σS = (σS1 , σS2)
where σS1 = gskxsky (u′∏

i∈M ui)r, σS2 = gr. Here skx, sky denote the secret
key of the signer.

4. DelegationGen: Let W be an n-bit message to be signed by the original signer
Alice and Wi denote the ith bit of W , and W ∈ {1, · · · , n} be the set of all i
for which Wi = 1, the delegation is generated as follows. First, a random ra ∈
ZZp is chosen. Then the signature is constructed as: σW = (σW1 , σW2) where
σW1 = gxaya(u′∏

i∈W ui)ra , σW2 = gra . Then Alice sends the delegation σW

with the warrant W to the proxy signer Bob.
5. ProxySign: Let M be an n-bit message to be signed by the original signer

Alice and Mi denote the ith bit of M , and M ∈ {1, · · · , n} be the set of all
i for which Mi = 1, the proxy signature is generated as follows. First, two
random values r′a, rb ∈ ZZp are chosen. Then the signature is constructed as:

σM = (σM1 , σM2 , σM3) = (σW1 (u
′ ∏
i∈W

ui)r′
agxbyb(v′

∏
i∈M

vi)rb , σW2g
r′

a , grb).

= (gxayagxbyb(u′ ∏
i∈W

ui)ra+r′
a(v′

∏
i∈M

vi)rb , gra+r′
a , grb)

6. Verification: Given the public keys (pka, pkb), a warrant W ∈ {0, 1}n, a mes-
sage M ∈ {0, 1}n, and a signature σM = (σM1 , σM2 , σM3), verify whether

e(σM1 , g) ?= e(pkax, pkay)e(pkbx, pkby)e(u′ ∏
i∈W

ui, σM2)e(v
′ ∏
i∈M

vi, σM3).

If the equality holds the result is True; otherwise the result is ⊥.

Correctness:

e(σM1 , g) = e(gxayagxbyb(u′ ∏
i∈W

ui)ra+r′
a(v′

∏
i∈M

vi)rb , g)

= e(gxaya , g)e(gxbyb , g)e((u′ ∏
i∈W

ui)ra+r′
a , g)e((v′

∏
i∈M

vi)rb , g)

= e(pkax, pkay)e(pkbx, pkby)e(u′ ∏
i∈W

ui, g
ra+r′

a)e(v′
∏

i∈M
vi, g

rb)

= e(pkax, pkay)e(pkbx, pkby)e(u′ ∏
i∈W

ui, σM2 )e(v
′ ∏
i∈M

vi, σM3)

5 Security Analysis

In this section, we will provide the formal security analysis of the proposed proxy
signature scheme.
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5.1 Unforgeability Against Type II Adversary

Theorem 1. If there exists a type II adversary AII can (t, qW , qPS , ε) breaks
the proposed proxy signature scheme then there exists another algorithm B who
can use AII to solve an instance of the CDH problem in G1 with the probability

SuccCDH
B,G1

≥ ε

27(n + 1)2
· 1
(qW + qPS)2

in time t + c1(4qW + 7qPS) + c2((n + 2)qW + (2n + 4)qPS). Here c1, c2 are the
two constants that depend on G1.

Proof. Let G1 be a bilinear pairing group of prime order p. Algorithm B is given
g, ga, gb ∈ G1 which is a random instance of the CDH problem. Its goal is to
compute gab. Algorithm B will simulate the challenger and interact with the
forger AII as described below.

Let’s recall the definition of the type II adversary AII . This type of adversary
AII has the public key of the original signer Alice and the proxy singer Bob, he
also has Bob’s secret key.

1. Setup: B chooses two integers �a, �b, and other two integers, ka, kb, uniformly
at random between 0 and n. Then it chooses two values x′

a, x′
b and two

random n-vectors, xa = (xai), xb = (xbi) where x′
a, xai ∈R ZZ�a , x′

b, xbi ∈R

ZZ�b
. Additionally, B chooses two values y′

a, y′
b and two random n-vectors

ya = (yai), yb = (ybi) where y′
a, y′

b, yai, ybi ∈R ZZp. B keeps all the values
secret.

For an n-bit X , we let X ⊆ {1, 2, · · · , n} be the set of all i for which Xi =
1. Then, for a warrant W , W be the set of all i for which Wi = 1. Similarly,
for a message M , M be the set of all i for which Mi = 1. To make the
notation easy to follow, we define six functions Fa(X), Fb(X), Ja(X), Jb(X)
and Ka(X), Kb(X) as [19]:
(a) Fa(X) = (p−�aka)+x′

a+Σi∈Xxai and Fb(X) = (p−�bkb)+x′
b+Σi∈Xxbi

(b) Ja(X) = y′
a + Σi∈X yai and Jb(M) = y′

b + Σi∈X ybi

(c) Ka(X) =
{

0, if x′
a + Σi∈Xxai ≡ 0 (mod �a)

1, otherwise

and Kb(X) =
{

0, if x′
b + Σi∈Xxbi ≡ 0 (mod �b)

1, otherwise
B sets the public keys of the users and the common parameter as:
(a) B chooses two random numbers skbx, skby ∈ ZZ∗

p and sets

pkax = ga, pkay = gb, pkbx = gskbx , pkby = gskby .

Where ga, gb are the input of the CDH problem.
(b) B assigns u′ = pk

p−ka�a+x′
a

ay gy′
a , ui = pkxai

ay gyai , ua = (u1, u2, · · · , un)

(c) B then assigns, v′=pk
p−kb�b+x′

b
ay gy′

b, vi =pkxbi

by gybi and v=(v1, v2, · · · , vn).
Then B returns (G1, GT , e, p, g,u, u′, v, v′) and (pkax, pkay, pkbx, pkby, skbx,
skby) to the Type II adversary AII .
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2. Delegation queries: Suppose AII issues a delegation query for an n-bit war-
rant W . If Ka(W ) �= 0 (If we have Ka(W ) �= 0 this implies Fa(W ) �= 0
(mod p), since we can assume p > n�a for any reasonable values of p, n, and
�a[19]), B can construct the delegation of this warrant by choosing a random
ra ∈ ZZp and computing:

σW = (σW1 , σW2 ) =

(
pk

−Ja(W )
Fa(W )

ax (u′ ∏
i∈W

ui)ra , pk
−1

Fa(W )
ax gra

)

If Ka(W ) = 0. B terminates the simulation and reports failure.
3. ProxySign queries: Suppose AII issues a delegation query for an n-bit message

M under the warrant W .
(a) If Ka(W ) = 0, Kb(M) = 0, B terminates the simulation and reports

failure.
(b) Else Ka(W ) = 0, Kb(M) �= 0, B can construct the delegation of this

warrant by choosing a random ra, rb ∈ ZZp and computing: σM = (σM1 ,
σM2 , σM3 ). where

σM1 =

(
pk

−Jb(M)
Fb(M)

ax (u′ ∏
i∈W

ui)ra · gskbxskby (v′
∏

i∈M
vi)rb

)
,

σM2 = gra , σM3 = pk
−1

Fb(M)
ax · grb

(c) Otherwise Ka(W ) �= 0. In this case, B can compute the delegation of
the warrant W as he does in response to the delegation queries. Since B
knows the secret key skbx, skby of proxy signer, B can run the ProxySign
algorithm as defined in Section 4 to compute the proxy signature and
return the signature to AIII .

Finally, the adversary AII outputs a proxy signature σ∗ = (σ∗
1 , σ∗

2 , σ∗
3) of

the message M∗ under the warrant W ∗ such that
(a) W ∗ has not been submitted as one of the Delegation queries.
(b) (M∗, W ∗) has not been submitted as one of the ProxySign queries.
(c) σ∗ = (σ∗

1 , σ∗
2 , σ∗

3) is a valid signature, that is:

σ∗
1 = gskaxskay gskbxskby (u′ ∏

i∈W∗
ui)r∗

a(v′
∏

i∈M∗
vi)r∗

b , σ∗
2 = gr∗

a , σ∗
3 = gr∗

b

If Fa(W ∗) �= 0 or Fb(M∗) �= 0, B will abort. Otherwise, Fa(W ∗) = 0,
Fb(M∗) = 0. In this case,

σ∗
1 = gskaxskay gskbxskby (u′ ∏

i∈W∗
ui)r∗

a(v′
∏

i∈M∗
vi)r∗

b

= gabgskbxskby (gJa(W∗))r∗
a(gJb(M

∗))r∗
b

= gabgskbxskby (gr∗
a)Ja(W∗)(gr∗

b )Jb(M
∗)

= gabgskbxskby (σ∗
2)Ja(W∗)(σ∗

3)Jb(M
∗)

Therefore, B can compute gab = σ∗
1

gskbxskby (σ∗
2 )Ja(W∗)(σ∗

3 )Jb(M∗)
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This completes the description of the simulation. It remains to analyze the prob-
ability of B not aborting. B will not abort if all the following cases happen:

A : Ka(W ) �= 0 (mod �a) during Delegation queries

B : Ka(W ) �= 0 (mod �a) or Kb(M) �= 0 (mod �b) during ProxySign queries

C : Fa(W ∗) = 0 (mod p) and Fb(M∗) = 0 (mod p)

The success probability is SuccCDH
B =Pr[A ∧ B ∧ C]ε.

Pr[A ∧ B ∧ C] = Pr[
qW∧
i=1

Ka(Wi) �= 0
qP S∧
i=1

(
Ka(Wi) �= 0

∨
Kb(Mi) �= 0

)
∧

Fa(W ∗) = 0 (mod p)
∧

Fb(M∗) = 0 (mod p)]

≥ 1
(n + 1)2�a�b

(1 − 2(qW + qPS)
�a

)

Therefore, SuccCDH
B,G1

≥ 1
(n+1)2�a�b

(1− 2(qW +qP S)
�a

)ε. We can optimize it by setting
�a = �b = 3(qW + qPS), then

SuccCDH
B,G1

≥ ε

27(n + 1)2
· 1
(qW + qPS)2

Algorithm B’s running time is the same as A′
IIs running time plus the time

it takes to respond to qW Delegation queries and qPS ProxySign queries. Each
Delegation query requires 4 exponentiation operations and n + 2 multiplication
operations in G1. Each ProxySign query requires at most 7 exponentiation oper-
ations and 2n+ 4 multiplication operations in G1. If we assume each exponenti-
ation takes time c1 and each multiplication takes time c2, the total running time
is at most t + c1(4qW + 7qPS) + c2((n + 2)qW + (2n + 4)qPS). This completes
the proof. ��

5.2 Unforgeability Against Type III Adversary

Theorem 2. If there exists a type III adversary AIII can (t, qS , qPS , ε) breaks
the proposed proxy signature scheme then there exists another algorithm B who
can use AIII to solve an instance of the CDH problem in G1 with the probability

SuccCDH
B,G1

≥ ε

27(n + 1)2
· 1
(qS + qPS)2

in time t + c1(4qW + 7qPS) + c2((n + 2)qW + (2n + 4)qPS). Here c1, c2 are the
two constants that depend on G1.

Proof. It is similar to the proof of Theorem 1.
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6 Conclusion

In this paper, we proposed the first proxy signature scheme without random
oracle based on Water’s signature scheme [19]. We showed that our scheme is
unforgeable against an adaptively chosen message attacker. Even the original
signer can not forge a valid proxy signature of our scheme. The security of our
scheme is based on the Computational Diffie Hellman problem.
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Abstract. Dynamism of mobile ad-hoc networks implies changing trust rela-
tionships among their nodes that can be established using peer-to-peer PKIs. 
Here, certification paths can be built although part of the infrastructure is tem-
porarily unreachable because there can be multiple paths between two entities 
but certification path discovery is difficult since all the options do not lead to 
the target entity. On the contrary, in hierarchical PKIs, there is only one path 
between two entities and certification paths are easy to find. For that reason, we 
propose a protocol that establishes a virtual hierarchy in a peer-to-peer PKI. The 
results show that this protocol can be executed in a short time. In addition, our 
protocol does not require to issue new certificates among PKI entities, facili-
tates the certification path discovery process and the maximum path length can 
be adapted to the characteristics of users with limited processing and storage 
capacity. 

Keywords: Public Key Infrastructure (PKI), hierarchical trust model, peer-to-
peer trust model, Mobile Ad-hoc Networks (MANETs). 

1   Introduction 

The development of wireless networks has allowed that mobile users with compatible 
wireless devices can establish short duration networks that permit them to satisfy their 
communication necessities in a certain moment called ad hoc networks. Mobile Ad-
hoc Networks (MANETs) are open peer-to-peer networks where nodes can move ran-
domly and organize themselves arbitrarily. The network topology is highly dynamic as 
nodes frequently join or leave the network, and roam in the network on their own will.  

Trust establishment is a difficult task in MANETs that requires fast and flexible 
protocols, independent of a fixed networking infrastructure. Peer-to-peer Public Key 
Infrastructures (PKIs) can provide such trust since they are quite dynamic and certifi-
cation paths can be built although part of the infrastructure is temporarily unreach-
able. However, certification path discovery is difficult because they can have multiple 
paths between two entities and all paths do not lead to the target entity. 

The purpose of our proposal is to take advantage of the efficiency in the path  
discovery process offered by hierarchical PKIs, where trust relationships are unidirec-
tional and paths are easy to find. For that reason, our protocol establishes a virtual  
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hierarchy among the Certification Authorities (CAs) of a peer-to-peer PKI, contribut-
ing to simplify the path discovery process. In a hierarchical model, there is only one 
path between two entities so the verifier must carry out less search operations to dis-
cover a path than in a peer-to-peer architecture. In addition, our protocol is adaptable 
to the characteristics of the mobile users with limited processing and storage capaci-
ties, since it establishes a maximum path length that can be set in accordance with the 
features of the users’ terminals.  

Section 2 defines certification path and describes the certification path validation 
process. Also, it compares the characteristics of hierarchical and peer-to-peer PKIs. In 
section 3, we explain how our protocol creates a virtual hierarchy in a peer-to-peer 
PKI. Section 4 contains a practical example of our protocol and determines the time 
required to execute the protocol in this example. Finally, section 5 concludes. 

2   PKI Trust Models. Processing Certification Paths 

2.1   Certification Path Validation Process 

PKI [1] uses Trust Third Parties (TTPs), known as certification authorities, to digi-
tally sign Public Key Certificates (PKCs), ensuring that a particular public key be-
longs to a certain user. Therefore, certificates, and the keys they contain, give the 
communicating parties information about the owner of the certificate and the author-
ity that issued it.  

A CA’s certification domain defines the organizational or geographical boundaries 
within which the CA is considered trustworthy. Thus, all the PKI users in a CA’s cer-
tification domain consider this authority like their trust anchor.  

A trust anchor is a certification authority that a PKI user explicitly trusts under all 
circumstances and is used by the client application as the starting point for all certifi-
cate validation. Each user receives the public key of its trust anchor when it is regis-
tered in the PKI.  

When two users belong to the same certification domain and they want to commu-
nicate each other, one can obtain easily the other’s public key, since they know the 
public key of their trust anchor. But when the users belong to different certification 
domains, their communication is only possible if there is an uninterrupted chain of 
trust points between them, which supposes the intervention of several CAs and there-
fore the necessity of an agreement among their policies. Cross certification allows 
CAs to build these trust chains from an entity to another.  

Cross certification is the establishment of a trust relationship between two certifi-
cation authorities through a certificate signed by a CA and that contains the public 
key of another CA, referred to as cross certificate.  

Therefore, a certification path [2] is a chain of public key certificates through 
which an entity can obtain the public key of another entity.  

The primary goal of a path validation process is to verify the binding between a 
subject and a public key. Then, the verifier must check the signature and validity of 
each certificate in the path in order to trust the public key of the target entity. Thus, 
the path is traced from the verifier’s trust anchor to the CA public key required to 
validate the target entity’s certificate and the certification path length is equal to the 
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number of CAs in the path plus one: a certificate for each CA and the target entity’s 
certificate.  

In general, a path validation process involves the following steps: 

• Discovering a Certification Path: It is to build a trusted path between the verifier’s 
trust anchor and the target entity based on the trust relationship among the CAs of 
the PKI. A certification path can be built in the forward direction, that is, from the 
target entity to a trust anchor, or in the reverse direction, that is, from a trust anchor 
to the target entity[3]. 

• Retrieving the Certificates: It is to retrieve each certificate in the path from the 
place(s) where they are stored. In today’s enterprise, it is common practice to post 
(or publish) certificates and certificate revocation information (particularly revoca-
tion information based on CRLs) to a repository. A repository is a generic term 
used to denote any logically centralized database capable of storing information 
and disseminating that information when requested to do so [4]. 

• Verifying the Digital Signatures: It is to verify the validity of the digital signature 
of each certificate in the path. It involves: 

1. Decrypting the signed part of the certificate with its issuer’s public key. 
2. Calculating a hash of the certificate’s content. 
3. Comparing the results of 1 and 2. If they are the same then the signature is 

valid. 
• Verifying the Validity of the Certificates: It is to determine if the certificates have 

expired or have been revoked. The certificate validity period is used to verify the 
expiration, while the revocation status depends on the revocation mechanism used. 
Certificate revocation is the mechanism under which an issuer can revoke the bind-
ing of an identity with a public-key before the expiration of the corresponding cer-
tificate. It is possible to use periodic publication mechanisms such as Certificate 
Revocation Lists (CRLs)[1], or on-line query mechanisms such as the Online Cer-
tificate Status Protocol (OCSP) [5].  

2.2   Hierarchical and Peer-to-Peer Trust Models 

Certification architectures or trust models provide a technological framework for cre-
ating and managing trust relationships among the different entities of a PKI. Thus, 
certification architectures describe how the trust relationships and the necessary rules 
to find and to cross the certification paths are built. The most popular PKI trust mod-
els are hierarchical and peer-to-peer (see [6], [7]) 

2.2.1   Hierarchical Model 
This is the most common model. In this configuration, all users trust the same root 
CA (RCA). That is, all the users of a hierarchical PKI begin their certification paths 
with the RCA’s public key. In general, the root CA does not issue certificates to users 
but only issues certificates to subordinate CAs. Each subordinate CA may issue cer-
tificates to users or another level of subordinate CAs, if it is permitted by the certifica-
tion policies. In a hierarchical PKI, the trust relationships are unidirectional, that is, 
subordinate CAs do not issue certificates to their superior CAs (Fig. 1). 
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Hierarchical PKIs are scalable. Certification paths are easy to develop because trust 
relationships are unidirectional and the longest path is equal to the depth of the tree 
less one, because RCA’s certificate is not part of the path since it is known by all enti-
ties in the architecture.  

The drawbacks of the hierarchical model result from the reliance on a single trust 
point. The compromise of the RCA’s private key results in a compromise of the entire 
PKI. In addition, transition from a set of isolated CAs to a hierarchical PKI may be 
logistically impractical because all users must adjust their trust points.  

 

 
Fig. 1. Hierarchical model 

2.2.2   Peer-to-Peer Model 
It is also known as cross-certificate architecture or mesh model. Here, the user’s trust 
anchor is its local CA and all the CAs can be trust points because they are autono-
mous. Autonomy refers to the fact that the CA does not rely on a superior CA in a  
hierarchy. An autonomous CA can perform peer-to-peer cross-certification with other 
autonomous CAs. Thus, a pair of certificates describes their bidirectional trust rela-
tionship (Fig. 2). However, the trust relationship may not be unconditional. If a CA 
wants to limit the trust, it must specify these limitations in the certificates issued to its 
peers. All certificate validation, by clients within an autonomous CA, starts with the 
local CA’s self-signed certificate.  

Peer-to-peer PKI can easily incorporate a new community of users and although 
the management cost is high, there is not a single point of failure since it counts on 
different trust points and they can have multiple paths between two users. In addition, 
a peer-to-peer PKI can easily be constructed from a set of isolated CAs because the 
users do not need to change their trust points. This model serves to represent the dy-
namic changes of the organizational structures or environments where communicating 
entities are not related hierarchically.  

The drawback of this model is that the number of trust relationships is directly pro-
portional to the number of CAs (n), that is, the number of trust relationships is equal 
to n*(n – 1), what causes scalability problems. The maximum length of a certification 
path in a mesh PKI is the number of CAs in the infrastructure. 
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Fig. 2. Peer-to-peer model 

Table 1 compares the characteristics of hierarchical and peer-to-peer trust models. 

Table 1. Hierarchical model vs. peer-to-peer model 

Characteristic Hierarchical Peer-to-Peer 
Trust Anchor Root CA Local CA 
Trust Relationships Unidirectional Bidirectional 
Scalability Yes No 
Number of paths between 
two entities 

One Multiple 

Path Discovery Easy Difficult 
Longest Path Depth of the tree less one Number of CAs in the infra-

structure 

3   Protocol Description 

In this section, we describe how our protocol establishes a virtual hierarchy in a peer-
to-peer PKI, based on the trustworthiness level of the participant CAs. The hierarchy 
is built from the leaves to the root (upwards). This protocol facilitates the certification 
path discovery process and can be adapted to users with limited capacities. 

Some aspects of our protocol are inspired on the algorithm proposed by J. Hernan-
dez-Serrano et al in [8], although the application area is different. Table 2 shows the 
notation used in this paper. 

We divide our protocol in two phases to understand it better. 

• Trustworthiness order among CAs: In this phase, the neighboring CAs are ar-
ranged from the less trustworthy to the most trustworthy.  

• Construction of the hierarchy: In this phase, it is established a hierarchical trust re-
lationship among the CAs of the peer-to-peer PKI. 

3.1   Trustworthiness Order Among CAs 

The protocol begins when an authority CA0 declares to its neighbors (CAs that issued 
a certificate to CA0 and CAs that CA0 issued a certificate) that it wants to establish a 
hierarchical trust relationship with them. In addition, CA0 propose a maximum certifi-
cation path length (LMAX) based on the processing and storage capacity of its users. 
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Thus, CA0 sends a request message to its neighbors containing the value of LMAX. 
These messages and all the messages sent among CAs along the protocol must be au-
thenticated by the receiver. 

Table 2. Notation 

Notation Meaning 
LMAX Maximum path length allowed 
CAi Certification authority i 
L i Number of certificates from the leaves to the authority i 

INi Number of CAs which CAi trusts (received certificates) 
OUTi Number of CAs that trust CAi (issued certificates) 

CA0 Current authority 

Each neighbor can accept or refuse to collaborate in the establishment of that hier-
archy, sending to the demanding authority an acceptance or rejection message. 

Once authority CA0 receives the responses from all its neighbors, it determines the 
number of CAs that want to be part of the hierarchy and issued a certificate to CA0 
(IN0), and the number of CAs that want to participate in the hierarchy and received a 
certificate from CA0 (OUT0). Then, CA0 sends these values to its participant 
neighbors in an information message and these neighbors send to CA0 their own pa-
rameters INi and OUTi. We assume that there is a secure system by which each au-
thority always sends truthful information to its neighbors.  

Later, CA0 compares OUT0 with the received OUTi values and puts them in order 
from the lowest to the highest. The authority with the lowest OUTi is the less trust-
worthy, that is, the neighbor that less the other participants trust. If there are two or 
more CAs with the same OUTi, they are arranged in accordance with the INi value 
from the lowest to the highest too. For the sake of simplicity, we have not considered 
other parameters to put in order the CAs such as existing policy mapping or distance 
between authorities, but these can be considered if parameters OUTi and INi are the 
same for two or more CAs. Thus, each authority put in order its neighbors, from the 
less trustworthy to the most trustworthy, determining which of its neighbors are less 
trustworthy and more trustworthy than itself. At the beginning of the protocol, Li=0 
for all the CAs. 

3.2   Construction of the Hierarchy 

In this phase of the protocol, the CAs act from the less trustworthy to the most trust-
worthy in accordance with the order established at the first phase. Therefore, the less 
trustworthy authority in the neighborhood acts first and the other CAs must wait for 
the intervention of their less trustworthy neighbors.  

The objective of the second phase is that each authority chooses a superior CA 
among the participant neighbors that issued it a certificate (trusted neighbors). Thus, 
when an authority CA0 acts, it looks for the most trustworthy authority of its trusted 
neighbors, based on the trustworthiness order established at the first phase of the pro-
tocol, and chooses this neighbor like superior CA. If L0 is higher than Li of superior 
CA and (L0 + 1) is less than or equal to (LMAX – 1), Li of superior CA takes the value 
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of (L0 +1). In case that (L0 +1) is higher than (LMAX – 1), the chosen superior CA is not 
appropriate and CA0 must choose the next trusted neighbor like superior CA provided 
that this neighbor is more trustworthy than CA0. CA0 checks again if L0 is higher than 
Li of the new superior CA and so on until CA0 finds a suitable superior CA. Neverthe-
less, it can be possible that none of the trusted neighbors that are more trustworthy 
than CA0 can be used like superior CA. Thus, when CA0 concludes this procedure, it 
sends an association message to its neighbors informing the identity of its superior 
CA or a failure message if it was not possible to choose a superior CA.  

Later, the following less trustworthy authority in the neighborhood, according to 
the order established in the first phase, repeats the procedure and so on until all CAs 
act, except for the most trustworthy authority that must not carry out this procedure 
because there is not a neighbor more trustworthy than it. Instead of that, this authority 
sends a root_CA message to its neighbors. 

The authorities that did not choose a superior CA in this phase of the protocol, in-
cluding the most trustworthy authority, are considered root CAs. If there are more 
than one root CA at the end of the second phase, the protocol must be repeated with 
the resulting root CAs, considering only the certificates issued among them to deter-
mine the new value of OUTi and INi parameters. Li maintain the value that they ob-
tained during protocol execution. In addition, when the protocol is repeated, the value 
of Li can be less than or equal to LMAX in the second phase, instead of (LMAX – 1).  

Even so, hierarchy can have more than one root CA after the repetition of the pro-
tocol. In this case, root CAs must find the shortest path among them using an alterna-
tive method.  

Root CAs send their public key to all the authorities below them in a root_CERT 
message, at the end of the protocol execution. 

4   Practical Example 

Fig. 3 shows a mobile ad-hoc network with 10 nodes. Arrows represent the certifi-
cates issued from one node to another. 

At the first round, node 1 wants to carry out the protocol, so it sends a request mes-
sage to its neighbors (2, 3, 4, 5 and 7) and proposes a maximum path length LMAX =3.  

We define a round as the set of messages that are sent or received at the same time 
slot. Round time will depend on processing time, network speed, latency, etc. 

In the second round, if node 2 wants to collaborate with node 1, it sends an accep-
tance message to 1 and a request message containing the value of LMAX to its other 
neighbors (3, 4, 5, 6, 9 and 10). 

For the sake of simplicity, we suppose that all nodes want to be part of the hierar-
chy. Thus, at the same round, node 3 sends an acceptance message to node 1 and a re-
quest message to nodes 2, 4, 6, 7, 9 and 10. Node 4 sends an acceptance message to 
node 1, and a request message to nodes 2, 3, 7, 8, 9 and 10. Node 5 sends an accep-
tance message to node 1, and a request message to nodes 2, 6, 7, 9 and 10. And node 
7 sends an acceptance message to node 1, and a request message to nodes 3, 4, 5, 6, 8 
and 9.  

In the third round, node 6 sends an acceptance message to nodes 2, 3, 5 and 7, and 
a request message to nodes 9 and 10. Node 8 sends an acceptance message to nodes 4 
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and 7, and a request message to node 9. Node 9 sends an acceptance message to nodes 
2, 3, 4, 5 and 7, and a request message to nodes 6, 8 and 10. Node 10 sends an accep-
tance message to nodes 2, 3, 4 and 5, and a request message to nodes 6 and 9. On the 
other hand, node 2 sends an acceptance message to nodes 3, 4 and 5; node 3 sends an 
acceptance message to nodes 2, 4 and 7; node 4 sends an acceptance message to 
nodes 2, 3 and 7; node 5 sends an acceptance message to nodes 2 and 7; and node 7 
sends an acceptance message to nodes 3, 4 and 5. 

 

 

Fig. 3. Mobile ad-hoc network 

In the fourth round, node 6 sends an acceptance message to nodes 9 and 10; node 8 
sends an acceptance message to node 9; node 9 sends an acceptance message to nodes 
6, 8 and 10; and node 10 sends an acceptance message to nodes 6 and 9.  

Until now, 84 messages have been sent: 42 request messages and 42 acceptance 
messages. 

When nodes receive response to its request messages, they must determine their 
OUTi and INi values and send them in an information message to their neighbors in 
the fifth round. Altogether, they are 62 information messages. Table 3 shows the pa-
rameters of each node. 

Table 3. Parameters of the nodes 

 1 2 3 4 5 6 7 8 9 10 
OUTi 2 5 7 4 5 5 3 3 4 3 
INi 3 4 3 4 3 4 7 1 7 5 

Once each node obtains the parameters of its neighbors, puts them in order from 
the less trustworthy to the most trustworthy. Thus, for node 1 the trustworthiness or-
der is: 1, 7, 4, 5, 2, 3; for node 2 is: 1, 10, 4, 9, 5, 2, 6, 3; for node 3 is: 1, 10, 7, 4, 9, 

1 

2 3 

6 

5 

4 

7 

8 

9 

10 

Certificate 



 Building Hierarchical Public Key Infrastructures in Mobile Ad-Hoc Networks 493 

2, 6, 3; for node 4 is: 1, 8, 10, 7, 4, 9, 2, 3; for node 5 is: 1, 10, 7, 9, 5, 2, 6; for node 6 
is: 10, 7, 9, 5, 2, 6, 3; for node 7 is: 1, 8, 7, 4, 9, 5, 6, 3; for node 8 is: 8, 7, 4, 9; for 
node 9 is: 8, 10, 7, 4, 9, 5, 2, 6, 3; for node 10 is: 10, 4, 9, 5, 2, 6, 3. 

According to this order, nodes 1, 8 and 10 act first in the second phase, then node 
7, next node 4, later node 9, after that node 5, then node 2, next node 6 and finally 
node 3 is the most trustworthy. 

Node 1, among its trusted neighbors (2, 3 and 5), chooses 3 like superior CA, be-
cause it has the highest OUTi. Since, L1=L3 and (L1+1) < (LMAX-1), L3=L1+1=1. Thus, 
node 3 is a suitable superior CA for 1 and it sends an association message to its 
neighbors (2, 3, 4, 5 and 7) in the sixth round. At the same round, node 8 chooses 9 
like superior CA, so L9=L8+1=1, and node 10 chooses 3. These nodes also send asso-
ciation messages to their neighbors. 

In the seventh round, node 7 chooses 3 like superior CA. Since L7<L3 and L3< 
(LMAX-1), the choice of node 7 is appropriate.  

Node 4 trusts nodes 1, 3, 7 and 8, and node 3 is the most trustworthy. Therefore, 
this is chosen like superior CA by node 4 that sends an association message to its 
neighbors (1, 2, 3, 7, 8, 9 and 10) in the eighth round. 

Now, node 9 chooses a superior CA. Among its trusted neighbors (2, 3, 4, 5, 6 and 
10), node 3 is the most trustworthy, L9=L3 and (L9+1) = (LMAX-1), so this node is a 
suitable superior CA for 9 and L3=L9+1=2. Thus, in the ninth round, node 9 informs 
its neighbors the identity of its superior CA through an association message. 

In the tenth round, node 5 chooses 6 like superior CA and L6=L5+1=1. Next, in the 
eleventh round, node 2 chooses 3 like superior CA. And, in the twelfth round, node 6 
chooses 3 like superior CA. Finally, in the thirteenth and fourteenth rounds, node 3 
sends a root_CA message to its neighbors and a root_CERT message to the subordi-
nate CAs (1, 2, 4, 5, 6, 7, 8, 9 and 10). Altogether, they are 71 messages: 55 associa-
tion messages, 7 root_CA messages and 9 root_CERT messages. Fig 4 shows the es-
tablished hierarchy, where node 3 is the root CA.  

 

Fig. 4. Established hierarchy 

4.1   Run Time of the Protocol 

To calculate the time of a successful transmission in a WLAN 802.11b (11Mbps) us-
ing RTS/CTS scheme, we can use the values in Table 4 and equations (1), (2), (3), (4) 
and (5), that have been taken from [9]. In addition, the average real rate (C) for this 
type of network, when there is a high concurrence level is 2,739Mbps, according to 
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tables in [10]. Therefore, if we assume that the maximum length of a message is 700 
bytes (l=5600 bits) and a propagation delay δ=1μs, the time of a successful transmis-
sion TS

RTS is 2,8ms. Thus, the time needed to carry out fourteen (14) rounds is 
39,2ms.  

On the other hand, we can calculate the time needed to sign the messages sent by 
each node and to verify the signature of the received messages. If we assume that 
each node is a laptop with Pentium 4 2,1GHz processor under Windows XP SP1, ac-
cording to [11], the run time of a signature operation using a RSA-1024 algorithm is 
4,75ms/operation, whereas the run time of a signature verification operation is 
0,18ms/operation . Therefore, the time needed to sign and to verify the signature of 
the 14 messages is 69,02ms.  

Finally, the total time needed to execute our protocol in this ad-hoc network is ap-
proximately 108,22ms. Nevertheless, this must be considered like a minimum time 
since it depends also on the response time of the nodes and the congestion of the net-
work. On the other hand, the run time of signature and verification operations of lim-
ited devices such as PDAs and mobile phones is higher, so this will increase the run 
time of our protocol. 

TS
RTS = DIFS+TRTS+SIFS+TCTS+SIFS+Theader+(l/C)+SIFS+TACK+4δ (1) 

Theader = (MAChdr/C) + (PHYhdr/Ccontrol) (2) 

TACK=lACK/Ccontrol;   (3) 

TRTS=lRTS/Ccontrol (4) 

TCTS=lCTS/Ccontrol (5) 

Table 4. DSSS system parameters used in 802.11b standard 

Parameter Value 
MAC header, MAChdr 272 bits 
PHY header (long), PHYhdr 192μs 
RTS packet, lRTS 160 bits + PHYhdr 
CTS packet, lCTS 112 bits + PHYhdr 
ACK packet, lACK 112 bits + PHYhdr 
DIFS 50μs 
SIFS 10μs 
Control rate, Ccontrol 2Mbit/s 

5   Conclusions 

Dynamism of mobile ad-hoc networks implies changing trust relationships among 
their nodes. Although peer-to-peer PKIs are quite dynamic and certification paths can 
be built where part of the infrastructure is temporarily unreachable, the discovery of 
certification paths is not an easy task since there can be multiple paths between two 
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entities and all the options do not lead to the target entity. This is not the case of hier-
archical PKIs, where there is only a path between two entities.  

In this paper, we describe a protocol that establishes a virtual hierarchy in a peer-
to-peer PKI, based on the trustworthiness of the participant CAs. The level of trust-
worthiness of each authority is determined in accordance with two parameters: the 
number of issued certificates (OUTi) and the number of received certificates (INi).  

An advantage of our protocol is that it does not establish new trust relationships 
among the CAs but it takes the existing relationships to establish the hierarchy. Thus, 
it is not necessary to issue new certificates or adjust the trust points.  

The practical example of section 4 shows that our protocol can be carried out in a 
short time, what is a token of its efficiency. In addition, thanks to unidirectional trust 
relationships of the hierarchy, the verifier can discover easier and more rapidly the 
paths than in a peer-to-peer model.  

Also, our protocol is adaptable to users with limited processing and storage capaci-
ties, since hierarchy is established considering a maximum certification path length 
(LMAX) 

Our protocol not always finds a single root CA, what not implies that there is not a 
path among the authorities. For that reason, in those cases, we advise to use alterna-
tive methods to find the shortest path among the resulting root CAs. 
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Abstract. The IEEE 802.15.4 specification is a recent low data rate wireless per-
sonal area network standard. While basic security services are provided for, there
is a lack of more advanced techniques which are indispensable in modern per-
sonal area network applications. In addition, performance implications of those
services are not known. In this paper, we describe a secure data exchange proto-
col based on the Zigbee specification and built on top of 802.15.4 link layer. This
protocol includes a key exchange mechanism. Then, we evaluate the overhead of
this scheme under different application scenarios. Initial results show the range
of network and traffic parameters wherein the proposed scheme is feasible to use.

1 Introduction

The IEEE 802.15.4 specification outlines a class of wireless radios and protocols tar-
geted at low power devices, personal area networks, and sensor devices. IEEE 802.15.4
specification employs a number of well-known security services that can be imple-
mented but at the cost of memory and communication overhead. Currently, not many
wireless sensor network overhead statistics are available when security is employed in
such networks. Sensor network application developers and network administrators al-
ways need these overhead statistics in choosing the security option that best suites the
security for a particular threat environment. For evaluating these security overheads on
wireless sensor networks, we will simulate IEEE 802.15.4 media access control layer
and try to implement secure data exchange once the devices exchange link keys with
the PAN coordinator. We will try to measure the costs that are incurred after employing
these security features under different inputs to wireless sensor network model.

For the remaining of this paper, we will give an overview of IEEE 802.15.4 specifica-
tion in section 2 and later in section 3 we will introduce the security features addressed
in IEEE 802.15.4. As IEEE 802.15.4 does not address any keying model, we are relying
on keying model from Zigbee specification and will discuss about this in section 3.2. In
section 4 we will explain the simulation model, how it is implemented and in the same
section will present our results. Finally we will conclude our work in section 5.

2 IEEE 802.15.4

The need for low-cost, low-power and short-range communication is the main reason
of introducing IEEE 802.15.4 Low Rate Wireless Personal Area Network (LR-WPAN)
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standard [1]. According to this specification, such WPAN consists of devices which
are the basic components of these networks. Two or more devices communicating in a
common physical channel create a WPAN.

Star topology is one option for communication in LR-WPAN. In this topology de-
vices communicate via a single central controller called PAN coordinator. After decid-
ing on a PAN identifier, PAN coordinator may decide whether a device can join the
PAN.

In the current work we concentrate on beacon-enabled based communication. In this
form of communication, devices first listen for the network beacon. When the beacon is
found, the device synchronizes to the superframe structure. At the appropriate point, the
device transmits its data packet, using slotted CSMA-CA, to the coordinator (uplink).
The coordinator acknowledges the successful reception of the data by transmitting an
acknowledgment frame.

On the other hand, when the PAN coordinator has something to send to a device
(downlink), it informs the device by including in the network beacon that a data mes-
sage is pending. The device periodically listens to network beacon and, if a message
is pending, transmits a request frame to the coordinator using slotted CSMA-CA. The
coordinator acknowledges the successful reception of the data request by transmitting
an acknowledgment frame. The pending data frame is then sent using slotted CSMA-
CA. The device acknowledges the successful reception of the data by transmitting an
acknowledgment frame.

3 Security in IEEE 802.15.4

IEEE 802.15.4 standard provides physical and link layer solutions for wireless per-
sonal area networks. It also provides well-known and well-understood cryptographic
techniques [2,3] by supporting Authentication, Message integrity, Confidentiality and
Freshness check for preventing replay attacks. Application of such security mechanisms
comes at a cost that include processing overhead, memory overhead, power consump-
tion and resulting low bandwidth [4]. In this paper, we will mainly focus on measuring
the processing and communication overhead of secure IEEE 802.15.4 networks.

An application implemented using IEEE 802.15.4 has choice of different security
suites that control the type of security protection by setting appropriate control parame-
ters in the link layer security suite stack. A long Message Authentication Code (MAC)
size improves the security feature of authentication and it is very difficult for an adver-
sary to break or guess a MAC of longer size [5]. But this improved security is achieved
at the cost of longer packet size. In IEEE 802.15.4 compliant wireless sensor networks,
packet size is very crucial to the overall throughput that is required by the application.
Applications that support continuous data flow would be affected more than the applica-
tions in which data flow is periodic. Applications used for real time monitoring of some
critical environments rely on continuous flow of data and hence by implementing se-
curity will affect the overall throughput and lifetime of such network by increasing the
packet size. For the current work we will employee the security suite specified in IEEE
802.15.4 that supports both encryption and data integrity with MAC size of 128 bits.
The security suite uses Counter with CBC-MAC (CCM) [6] mode of AES (Advanced
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Encryption Standard) for encryption and authentication. This cryptographic technique
uses counter by first applying integrity protection both on message header and data pay-
load and later it encrypts the data payload and MAC using AES. At the receiver end the
receiver gets the packet; applies decryption using parameters based on sender’s address
from its Access Control List.

3.1 Security Building Blocks

The IEEE 802.15.4 specification provides basic security mechanisms but these security
features can not work at their own. The level of security in any network revolves around
the keys that are shared among devices. Different approaches have been suggested to
distribute and manage these keys. While IEEE 802.15.4 does not suggest any keying
mechanism hence in this paper we will follow the keying mechanism from Zigbee al-
liance specifications [3]. In this section we will first introduce the keying mechanisms
and later explain how this is handled in Zigbee specification by taking advantage of the
inherent security mechanisms already provided by IEEE 802.15.4.

Keying Model. As explained above, the IEEE 802.15.4 addresses good security mech-
anisms but it still does not address what type of keying mechanism will be used to
employ above techniques.

Zigbee alliance [3] is an association of companies working together to enable wire-
less networked monitoring and control products based on IEEE 802.15.4 standard. Af-
ter the acceptance of 802.15.4 as IEEE standard, Zigbee alliance is mainly focused on
developing network and Application layer issues. Zigbee alliance is also working on
Application Programming Interfaces (API) at network and link layer of IEEE 802.15.4.
Alliance also introduces secure data transmission in wireless sensor network that are
based on IEEE 802.15.4 specification but most of this work is in general theoretical
descriptions of security protocol at network layer. There is no specific study or re-
sults published or mentioned by Zigbee alliance in regards to which security suite per-
form better in different application overheads. Zigbee alliance has also recommended
both symmetric and asymmetric key exchange protocols for different networking lay-
ers. Asymmetric key exchange protocols that mainly rely on public key cryptography
are computationally intensive and their feasibility in wireless sensor networks is only
possible with devices that are resource rich both in computation and power.

Application support sub-layer of ZigBee specification provides the mechanism by
which a Zigbee device may derive a shared secret key (Link Key) with another ZigBee
device. Key establishment involves two entities, an initiator device and a responder
device and is prefaced by a trust provisioning step. Trust information (e.g. MASTER
key) provides a starting point for establishing a link key and can be provisioned in-band
or out-band.

Zigbee alliance uses Symmetric-Key Key Establishment (SKKE) protocol for link
key establishment. In SKKE an initiator device establishes a link key with a responder
device using a master key. This master key, for example, may be pre-installed during
manufacturing, may be installed by a trust center, or may be based on user-entered data
(PIN, password). In current study we assume that all the devices and Pan coordinator
have pre-installed Master keys and we will focus mainly on Link key establishment.
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Keyed Hash Function for Message Authentication. A hash function is a way of cre-
ating a small digital fingerprint of any data. Cryptographic hash function is a one-way
operation and there is no practical way to calculate a particular data input that will result
in a desired hash value thus is difficult to forge. A practical motivation for constructing
hash functions from block ciphers is that if an efficient implementation of block cipher
is already available within a system (either in hardware or in software), then using it
as the central component for a hash function may provide latter functionality at little
additional cost. IEEE 802.15.4 protocol supports a well known block cipher AES and
hence Zigbee Alliance specification also relied on AES. Zigbee alliance suggested the
use of Matyas-Meyer-Oseas [7] as the cryptographic hash function that will be based
on AES with a block size of 128 bits.

Mechanisms that provide integrity checks based on a secret key are usually called
Message Authentication Codes (MACs). Typically, message authentication codes are
used between two parties that share a secret key in order to authenticate information
transmitted between these parties. Zigbee alliance specification suggest the keyed hash
message authentication code (HMAC) as specified in the FIPS Pub 198 [8]. A Mes-
sage Authentication code or MAC takes a message and a secret key and generates a
MACtag, such that it is difficult for an attacker to generate a valid (message, tag) pair
and are used to prevent attackers forging messages. In this paper, the calculation of
MacTag (i.e HMAC) of data MacData under key MacKey will be shown as follows

MacTag = MACMacKeyMacData

3.2 Symmetric-Key Key Establishment Protocol (SKKE)

Key establishment involves two entities, an initiator device and a responder device, and
is prefaced by a trust-provisioning step. Trust information (e.g., a master key) provides
a starting point for establishing a link key and can be provisioned in-band or out-band.
In the following explanation of the protocol we assume unique identifiers for initiator
device’s as U and for Responder Device (PAN Coordinator) as V . The master key
shared among both devices is represented as Mkey.

We will divide Symmetric-Key Key Establishment Protocol (SKKE) between initia-
tor and responder in following major steps.

Exchange of Ephemeral Data. Figure 1 illustrates the exchange of the ephemeral data
where the initiator device U will generate the Challenge QEU . QEU is a statistically
unique and unpredictable bit string of length challengelen by either using a random or
pseudorandom string for a challenge Domain D. The challenge domain D defines the
minimum and maximum length of the Challenge.

D = (minchallengeLen, maxchallengeLen)

Initiator device U will send the Challenge QEU to responder device which upon
receipt will validate the Challenge QEU by computing the bit-length of bit string Chal-
lenge QEU as Challengelen and verify that
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Fig. 1. Exchange of ephemeral data

Challengelen ∈ [minchallengelen, maxchallengelen]

Once the validation is successful the Responder device will also generate a Chal-
lenge QEV and send it to initiator device U . The initiator will also validate the Chal-
lenge QEV as described above.

Generation of Shared Secret. Both parties involved in the protocol will generate a
shared secret based on unique identifiers (i.e. distinguished names for each parties in-
volved), symmetric master keys and Challenges received and owned by each party (Fig-
ure 2).

1. Each party will generate a MACData by appending their identifiers and respec-
tive valid Challenges together as follows

MACData = U ||V ||QEU ||QEV

2. Each party will calculate the MACTag (i.e Keyed hash) for MACData using
Mkey (Master Key for the device) as the key for keyed hash function as follows.

MACTag = MACMkeyMACData

3. Now both parties involved have derived same secret Z
(note: This is just a shared secret not the Link key. This Shared secret will be in-
volved in deriving the link key but is not the link key itself.)

Z = MACTag

Derivation of Link Key. Each party involved will generate two cryptographic hashes
(this is not keyed hash) of the shared secret as described in ANSI X9.63-2001 [9].

Hash1 = H(Z||01)
Hash2 = H(Z||02)
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Fig. 2. Generation of shared Secret

Fig. 3. Generation of Link Key

The hash value Hash2 will be Link key among two devices (Figure 3). Now for
confirming that both parties have reached on same Link key (KeyData = Hash2) we
will use value Hash1, as key for generating Keyed hash values for confirming stage of
the protocol.

MACKey = Hash1 (1)

KeyData = Hash2 (2)

KKeyData = Hash1||Hash2 (3)

Confirming Link Key. Till this stage of protocol both parties are generating the same
values and now they want to make sure that they reached on same Link key values but
they do not want to exchange the actual key at all. For this they will once again rely on
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keyed hash functions and now both devices will generate different MACTags based
on different Data values but will use same key (i.e. MACKey) for generating the keyed
hashes (MACTags).

1. Generation of MACTags
Initiator and responder devices will first generate MACData values and based
on these values will generate MACTags. Initiator device D will receive the
MACTag1 from the responder device V and generate MACTag2 and send to
device V .

We explain the generation of both MACData values and MACTags as
follows

First both devices will calculate MACData values

MACData1 = 0216||V ||U ||QEU ||QEV
MACData2 = 0316||V ||U ||QEU ||QEV

From the above MACData values both devices will generate the MACTags
using the key MACkey (Equation 1) as follows

MacTag1 = MACMacKeyMacData1

MacTag2 = MACMacKeyMacData2

2. Confirmation of MACTags
Now the initiator device D will receive MacTag1 from responder and Responder
device V will receive MACTag2 from device D and both will verify that the
received MACTags are equal to corresponding calculated MACTags by each
device. Now if this verification is successful each device knows that the other device
has computed the correct link key (Figure 4).

3.3 Use of SKKE in Our Simulation Model

We have implemented SKKE in four major communication steps as are described in
ZibBee specification [3] (Figure 5).

SKKE-1
Initiator U will send the Challenge QEU and wait for the Challenge QEV from re-
sponder V .

SKKE-2
Responder V will receive the Challenge QEU from initiator U , calculates its QEV
and in the same data packet will send the MacTag1.

SKKE-3
Initiator will verify the MacTag1 and if it is verified successfully, will send its
MacTag2. Now the initiator has a Link key but will wait for an acknowledgment that
its MacTag2 has been validated by the Responder V .
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Fig. 4. Confirmation of Link Keys

SKKE-4
Responder will receive and validate the MacTag2 from the Initiator. If MacTag2 val-
idated successfully, the responder will send an acknowledgment and now both Initiator
and Responder have Link keys. Once initiator receives this SKKE-4 message, keys es-
tablishment is complete and now regular secure communication can proceed using Link
key among the initiator and the responder.

4 Simulation Model

We have simulated the key exchange mechanism using the IEEE 802.15.4 network us-
ing Artifex [10] a general development platform for discrete event simulations. For the
remaining of this section we first give a quick introduction of beacon-enabled simula-
tion model of 802.15.4 [11,12] and later explain the simulated key exchange process
simulated in our current work.

4.1 Beacon-Enabled IEEE 802.15.4 Simulation Model

The network communication model of this simulation is based on star topology. The
model is built on three primary objects : PAN coordinator, Device and Medium. The
device and PAN coordinator objects are inter-connected via medium object in our sim-
ulation model.

Two different Token types are defined that play the role of packet and backoff. Pack-
ets can be any of beacon, MAC request, data and acknowledgment (ack) types. The
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communication is initiated when PAN coordinator first sends beacon to medium (bea-
cons are sent after every 48t where t is duration of one backoff period). After receiving
the beacon the medium starts a clock and sends pulse to all devices every t time.

Data packets are generated by device object following exponential distribution and
are destined to a randomly chosen device. The packet is then sent to the medium and
a copy of it is kept for retransmission if needed. Data packets are then received by the
medium. If the number of received packets in medium is greater than 1, collision occurs.
If there are no collisions, data packets are sent successfully to the PAN coordinator and
the medium status is set to busy.

PAN coordinator is the next stop for data packets and is responsible for sending ack
type packets to corresponding device after a specified delay. As of every packet, ack
will be received first by the medium and then sent to corresponding device. When PAN
coordinator is sending data to a device it keeps finite buffer for each device in the PAN.
If the buffer of the device which the data packet is destined for is full, the packet will
be discarded. In the case that there is still room in that device’s buffer, the coordinator
adds the destination ID of packet to the pending devices list and advertises the ID in the
beacon. The device will notice that there is packet waiting for it and will initiate a MAC
request packet to be sent to the coordinator. The PAN coordinator after receiving the
request will perform round robin scheduling algorithm and choose the device to send
the packet from its corresponding downlink buffer.

4.2 Adding Key Exchange Mechanism to the Simulation Model of IEEE
802.15.4 Network

In this section we describe the communication between the ordinary nodes and PAN
coordinator which occurs as result from the link key exchange. We assume that devices
are attached to the cluster and the formation of the piconet is finalized. Also, we as-
sume the master keys are established, so that there is no threat of eavesdropping during
exchange of master keys. The next step is generating link keys between each device

     U || QEU  

V || U || QEU || QEV’ || MACtag1 

U|| V || MACtag2  

  U || V || SKKE-ACK 
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and PAN coordinator. For the exchange of link keys, we will follow SKKE protocol as
describe in Section 3.3.

The process of key generation starts by PAN coordinator’s advertisement for the first
phase of key generation packets. Depending on which stage of generation we are in,
the corresponding SKKE type of data packet (ranging from 1 to 4) will be processed
(e.g the first data packet has the type of SKKE-1 and so on). According to the standard
specification at most 7 devices can be advertised in each beacon. Therefore the PAN
coordinator will advertise 7 devices in each beacon. According to the standard, each
device listens to each beacon and if its ID has being advertised the device will send a
request packet. Request packet is transmitted in CSMA-CA mode and can collide with
other packets. If it is received successfully by the PAN coordinator it will be acknowl-
edged and downlink packet transmission carrying the SKKE protocol data will follow
in the downlink transmission.

In our model, key exchange packets have non-preemptive priority over data packets.
If the node has started backoff process for data packet and it hears its ID in the beacon it
will finish the current packet transmission before sending the request packet. However,
if data packet arrives to the device’s buffer while the key exchange is going on, its trans-
mission will be postponed until device receives the new link key. PAN-Coordinator will
first check key for the destination device from its access control list and no packet will
be sent to the specific destination until the corresponding link key is already exchanged
between PAN coordinator and the node. From this point on regular secure data packets
will be immediately send to the destination.

4.3 Simulation Run and Analysis

We have implemented the physical, data link and security layer of an IEEE 802.15.4
cluster operating in beacon enabled, slotted CSMA-CA mode. The packet size without
security overheads includes all physical layer and Medium Access control layer head-
ers, and it is set to 30 bytes i.e. to three backoff periods. When packet signature (message
authentication code) of 16 bytes is added to the total packet size had to be rounded to 5
backoff periods (the largest packet size could be set to 13 backoff periods).

The cluster under consideration contains 14 devices, each having buffer capacity for
three packets. Packet arrival per device followed the Poisson process with average rate
of 90.5 packets per minute. When the coordinator announces key exchange in the bea-
con, all nodes had to temporarily stop uplink data transmissions until they receive new
key initialization values from the coordinator in the downlink packets. Due to com-
plex downlink data-link transmission algorithm we expected that key exchanges will
adversely affect the regular sensing traffic. we considered the impact of the increase of
packet size due to addition of Message Authentication Code, increased processing time
needed for encryption in AES with CBC-MAC, and key exchange between the nodes
over various packet arrival rates and cluster sizes. Figure 6 presents throughput, access
probability (probability of no packet collision) and blocking probability at the node’s
buffer when all security overhead is included. Results were taken for varying number of
nodes and varying packet arrival rate per node. Figure 7 presents the same parameters
(except the key exchange cost since it does not exist) when no security measures are de-
ployed in the network. We observe that without security measures, blocking probability
is equal to zero i.e. that network works without losses.
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Fig. 6. Throughput, Access Probability and Blocking Probability as the function of simulation
time (backoffs) for the case when security is employed and all devices stop their communications
to update their keys
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Fig. 7. Throughput, Access Probability and Blocking Probability as the function of simulation
time(backoffs) when no security technique is employeed

5 Conclusion and Future Work

We have studied and simulated the key exchange process in IEEE 802.15.4 on top of
simulation model of this network and the results confirm our expectations. Data en-
cryption is provided by exchanging link keys between each device and PAN coordi-
nator. The signature payload plays a big role on performance of the network. Also we
have observed that the total access delay is higher when encryption and decryption is
provided.

For the future works we will measure more realistically the performance of secure
IEEE 802.15.4 personal area network. Calculation of timeout for SKKE packets should
be less than usual packets because device needs to throw error if it does not receive
response quickly. The SKKE packets should be processed and selected in a priority
queue at PAN Coordinator. Also different key exchange protocols need to be studied
and if they are suitable for this kind of networks, their performance will be compared
to the SKKE protocol.
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Abstract. The growing popularity of wireless ad hoc networks has
brought increasing attention to many security issues for such networks.
A lot of research has been carried out in the areas of authentication and
key management for such networks. However, due to lack of existing
standards for such networks, most of the proposed schemes are based on
different assumptions and are applicable only in specific environments.
Recently Balachandran et al. proposed CRTDH [1], a novel key agree-
ment scheme for group communications in wireless ad hoc networks. The
protocol has many desirable properties such as efficient computation of
group key and support for high dynamics. However, the protocol does
not discuss mutual authentication among the nodes and hence, suffers
from two kinds of attacks: man-in-the-middle attack and Least Common
Multiple (LCM) attack. This paper identifies the problems with the
current CRTDH scheme and discusses these attacks. AUTH-CRTDH, a
modified key agreement protocol with authentication capability, is also
presented. Results from extensive experiments that were run on the
proposed protocol and some other key agreement protocols including
CRTDH are also discussed. It can be observed from the experiments
that the new scheme is comparable with the CRTDH scheme and bet-
ter than many other non-authenticated schemes in terms of performance.

Keywords: Network security, Chinese remainder theorem, Key
management, Mobile ad hoc networks, Secure group communication.

1 Introduction

The recent developments in wireless networks, in particular IEEE 802.11 net-
works, have revolutionized the way people use computers and networks. Wire-
less networks offer convenience and ease of use and hence find applications in
numerous fields such as business, home and military. Mobile ad hoc networks
(MANETs) are a special type of wireless networks consisting of a set of au-
tonomous mobile nodes that form a temporary infrastructure-free network to
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carry out basic networking functions. Ad hoc networks offer a convenient mode
of communication over a shared wireless medium.

However, the advantages attributed to such wireless networks come with an
associated cost of complicating endpoint management and security. Wired net-
works usually employ a trusted central authority, which provides the security
services such as authentication, key management and authorization. Ad hoc
networks operate in an infrastructureless setting and the communication links
in such networks use an open shared medium. Hence they are vulnerable to var-
ious kinds of active and passive attacks [2]. In such a setting, it is untenable to
assume the presence of an online server to provide the above mentioned security
services. As a result, the members provide for these services themselves.

The security requirements of ad hoc networks, when considered at a high level
are identical to that of wired networks [3]. These include availability, confiden-
tiality, integrity, authentication and non-repudiation. Achieving these security
requirements in wireless ad hoc networks becomes more challenging due to many
reasons, which include limited computation capabilities, inherent mobility, and
shared access medium [4].

Security for ad hoc networks has been a field of active research in recent
years. The primary focus of the previous research had been on securing ad hoc
routing protocols. Recently much interest has been shown in authentication and
key management issues for such networks [5,3,6,7,8,9,10]. However, due to the
lack of existing standards for general ad hoc networks, all the proposed protocols
are based on different assumptions and security requirements. As a result, most
of them are applicable in certain specific environments only. Moreover, most of
the solutions proposed in literature are not comprehensive in nature i.e. the key
management schemes avoid the issue of authentication and most authentication
protocols do not discuss key management.

Recently Balachandran et al. [1] proposed CRTDH, a novel and efficient key
agreement scheme for wireless ad hoc networks. The protocol uses Chinese Re-
mainder Theorem and Diffie-Hellman key exchange to obtain a contributory
key agreement scheme for secure group communication. The proposed scheme
achieves key agreement in an efficient manner and has additional advantage of
not having the requirement for member serialization. However, the protocol does
not consider mutual authentication among nodes and hence, is vulnerable to two
kinds of attacks, namely, the man-in-the-middle attack and the least common
multiple (LCM) attack. In this paper the security of the CRTDH scheme is
analyzed along with a discussion on these attacks. AUTH-CRTDH, a new key
agreement scheme for secure group communication (SGC) with authentication
capability is also proposed. The scheme possesses the desirable characteristics
of the original scheme including good support for user dynamics and also pro-
vides authentication capability in an efficient way. Extensive experiments were
performed on the proposed scheme, original CRTDH scheme and some other typ-
ical key agreement protocols. The proposed protocol is comparable to CRTDH in
terms of performance and better than many other non-authenticated protocols.
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The rest of the paper is organized as follows. The related work along with a
description of CRTDH and the corresponding attacks are presented in Section 2.
Section 3 describes the proposed protocol and the experimental results along with
a brief discussion are presented in Section 4. Section 5 presents our conclusions.

2 Related Work

2.1 Existing Key Agreement Protocols

A lot of research has been done in the area of key management schemes for secure
group communication and several contributory key agreement schemes have been
proposed in literature. The initial attempt to extend the two party Diffie Hellman
(DH) key exchange to group communication was done by Ingemarsson et al. [11],
and the proposed scheme is known as the ING protocol. The protocol executes
in n− 1 rounds and requires that all the members be arranged in a logical ring.
The protocol has the advantage that it does not have a group controller (GC),
but it suffers from high communication overhead.

Steiner et al. proposed an elegant extension to the two party Diffie Hell-
man (DH) exchange for dynamic peer groups called Group Diffie Hellman
(GDH) [12,13,14]. Three closely related protocols (GDH.1,2 and 3) were dis-
cussed in the study. These protocols achieve contributory key agreement even
though the computation load is not equally distributed among the different mem-
bers. The protocols also require the members to be serialized or structured in a
particular order and the information is sent from one node to another in a serial
fashion.

Another extension to the DH protocol was proposed by Steer et al. in [15].
This scheme also requires members to be serialized as in the GDH schemes. None
of the above mentioned schemes discuss mutual authentication among users in
the respective protocols.

2.2 Description of CRTDH

In 2005, Balachandran et al. proposed CRTDH [1], an efficient key agreement
scheme for wireless ad hoc networks. The scheme uses the Chinese Remainder
Theorem and Diffie-Hellman key exchange to achieve totally distributed key
agreement for secure group communication. The key agreement procedure in
the CRTDH protocol is discussed below.

Assume n users {U1, U2, ..., Un} wish to form a group and compute the shared
group key. Each user Ui (i = 1, ..., n) selects the Diffie-Hellman (DH) private
share xi and broadcasts the public share yi = gxi mod p, where p and g are
the prime modulo and generator used in the DH computation. On receiving the
public shares (yj) from all other members in the group, each Ui computes the
DH key shared with each of them as

mij = yxi

j mod p
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where j = 1, ..., i−1, i+1, ..., n. Each user then finds the Least Common Multiple
(LCM) of the DH keys computed in the previous step. Let the LCM for Ui be
lcmi. Ui then randomly selects ki (such that ki < min{mij, j �= i}) , its share
for the group key. It also selects two arbitrary numbers, D and Dp such that
D �= ki and gcd(Dp, lcmi) = 1. Each member then solves the CRT

crti ≡ ki mod lcmi

crti ≡ D mod Dp

and broadcasts it to the group. Once each user Ui receives the CRT values from
all the other members in the group, it obtains their corresponding secret shares
by computing

kj = crtj mod mij , where j �= i.

It then computes the group key as GK = k1 ⊕ k2 ⊕ ... ⊕ kn.

2.3 Attacks on CRTDH

The CRTDH protocol, in its current form, lacks mutual authentication among
members and hence is vulnerable to the man-in-the-middle attack. The paper
does not address this issue since the major focus is on key management. The
Diffie-Hellman (DH) key exchange in its basic form is susceptible to imperson-
ation attacks and the existing CRTDH scheme uses DH in its basic form, hence,
suffering from such kind of attack. CRTDH also suffers from another kind of
attack, which we call the Least Common Multiple (LCM) attack. The attack is
possible due to the fact that the LCM for any given set of numbers is not unique
to the given set. In other words, there could be many more numbers that could
possibly be added to the set and still result in the same LCM value. This could
cause problems in the member join and member leave operations.

Problem with Member Join. Assume that there exists a group of four mem-
bers, {U1, U2, U3, U4} who share the group key GK and a user U5 wishes to join
the group. The member join operation in the current scheme requires one of the
members (closest to the newly added member) to provide the new member with
the hash value of the current group key, along with the public DH shares of the
current group members i.e. h(GK) and y1, y2, y3, y4. User U5 executes the steps
in the key agreement procedure (as described previously) and broadcasts the
CRT value crt5 along with its DH public share y5. Existing members obtain the
secret share selected by U5 (k5) after computing the DH key they share with it.
The new group key is obtained by XORing the hash of the current group key
and the key share of the newly joining member U5.

The problem arises in the step where an existing user computes the DH key
that it shares with the newly joined member. There could be a case where the
addition of the shared DH key does not affect the LCM and hence the LCM value
remains the same as before. This could lead to breaching of backward secrecy
where the newly added member would be able to obtain the secret share of the
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existing member. To better explain the problem, assume that user U4 computes
the following after receiving the public share of U5.

{U4} → m41 = 6, m42 = 4, m43 = 8, m45 = 12.
As can be observed, lcm4 (=24) remains unchanged upon the addition of m45.

Hence user U5 could obtain the shared secret k4, if it could capture previous
messages sent by user U4. Similarly, it is possible that the values for all other
lcms remain unchanged after U5 joins, thus making it possible for U5 to obtain
all the previous key shares. This way U5 can compute the previous group key.

Problem with Member Leave. In the current scheme, when an existing
member of the group decides to leave, say Ui, the rekeying operation is performed
in order to maintain forward secrecy. Any of the remaining members, say Uj ,
repeats the key agreement steps, wherein it selects a new k′

j and computes lcmj

again, but leaves the DH key it shares with Ui out of the LCM computation. It
then solves the CRT and broadcasts it to the group. The idea here is that since
the DH key shared between Ui and Uj i.e. mij is not included in the LCM and
CRT computations, Ui would not be able to obtain the new key share k′

j .
The problem arises once again due to the fact that there may be cases where

the new LCM value for a user may still cover the DH key value that it shared
with the departing member. In such a case, the departing member would still
be able to decrypt new messages.

3 AUTH-CRTDH: A Key Management Scheme for
Ad Hoc Networks with Authentication Capability

In this section, we describe AUTH-CRTDH, a key management scheme for ad
hoc networks with authentication capability. The users utilize the services of a
central key generation center (KGC) for obtaining a secret corresponding to the
ID. This central entity is different than a Group Controller (GC) (present in
many schemes) as the services of the KGC are required only at system setup
and it does not participate in the key agreement procedure. The operations
performed at the KGC can be thought of as offline operations that need to be
performed prior to the formation of any ad hoc environment. However, these
operations ensure that each node in the ad hoc network can authenticate itself
to any other node in the network. We also propose changes in the join and leave
algorithms in the existing scheme to make the scheme resistant to LCM attacks.
The proposed scheme is described below.

A. Offline System Setup
The users in the system are identified with a unique identity (ID). The scheme
is analogous to RSA public key cryptosystem, with a value of e=3. The system
setup procedure carried out at the KGC is described below.

– Step 1: Generate two large prime numbers p1 and p2, and let n = p1 · p2.
– Step 2: Select the center’s secret key d from the computation:

3 × d ≡ 1 mod (p1 − 1)(p2 − 1).
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– Step 3: Select an integer g that is a primitive element in Z∗
n.

– Step 4: Select a secure hash function h (i.e. one-way and collision-resistant)
which is used to compute the extended identity (EIDi) of user Ui as:

EIDi = h(IDi)

The hash function is made public.
– Step 5: Generate the user secret key Si as

Si = EIDd
i ( mod n)

As a result of the above relations, the following equation holds.

EIDi = S3
i ( mod n)

When a user Ui registers with the system, he sends his IDi to the KGC, which
performs the steps 4 and 5 mentioned above. The KGC sends (n, g, h, Si) to Ui.
Ui keeps Si secret and stores the public information (n, g, h). In addition, the
ID of each user is publicly known.

B. Key Agreement
In order to establish the group key for a group with m members, each member
Ui should execute the following steps, where i = 1, 2, ..., m.

– Step 1: Select the Diffie-Hellman (DH) private share xi, and compute the
following values for the first broadcast.

Ai = Si · g2xi (mod n)
Bi = g3xi (mod n)

– Step 2: Broadcast Ai and Bi to all members of the group.
– Step 3: Receive the public shares Aj and Bj from other members in the group

and authenticate the users. Each member Ui calculates EIDj = h(IDj) and
checks the validity of the member’s broadcast message through the following:

EIDj = A3
j/B2

j

If the equation holds true, then the user computes the DH shared secret with
each of the members as follows:

mij = Bxi

j mod n, where j �= i.

Otherwise, Uj’s authentication fails and action would be initiated to remove
user Uj from the group. Note: Step 6 and Step 7 conduct a second time
verification on Ai.

– Step 4: Find the least common multiple (LCM) of all the DH keys calculated
in Step 3 as lcmi.

– Step 5: Select a random share for the group key ki, such that ki <min{mij ,
∀j �= i}. Also select an arbitrary number D such that D �= ki and another
number Dp such that gcd(Dp, lcmi) = 1 (similar to original CRTDH scheme).
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– Step 6: Solve the CRT: (as in original CRTDH scheme)

crti ≡ ki mod lcmi

crti ≡ D mod Dp

For authentication purposes, the user also computes the following
Xi = h(ki) · g2D · Si (mod n)
Yi = g3D (mod n)
Zi = {Ai||Xi}ki

and broadcasts {Xi, Yi, Zi, crti} to the group.
– Step 7: Receive the CRT values from all the other members in the group and

calculate the following: (similar to CRTDH scheme)

kj = crtj mod mij

for all j �= i. To validate the authenticity of the key kj , the user also computes
EIDj and verifies the following equation

(h(kj))3 = X3
j /(Y 2

j · EIDj)

In addition, {Aj||Xj}kj will be computed and verified against Zj . This aims
at authenticating Ai (Step 1) and Xi.

After both of the above verifications succeed, the user then computes the
group key (as in CRTDH scheme)

GK = k1 ⊕ k2 ⊕ ... ⊕ kn

Thus the Chinese Remainder Theorem is used to send the secret key share
of each user (disguised) to all the other members in the group. The mutual
authentication is provided by using an ID based scheme.

To understand the details of the protocol, let us consider a group of 4 members
{U1, U2, U3, U4}. In the first two steps, the users generate and distribute their
DH public share in a way that their identity could be verified. U1 selects a DH
private share x1 and computes A1 = S1 · g2x1 (mod n) and B1 = g3x1 (mod n).
U1 then broadcasts A1 and B1 to the other members in the group.

Step 3 of the protocol involves mutual authentication of users and genera-
tion of mij values, which are the DH keys shared between U1 and the other
members. U1 calculates EID2, EID3, EID4 and authenticates U2, U3, U4. On
successful authentication, U1 calculates three m values m12, m13, m14, which are
equal to Bx1

2 , Bx1
3 , Bx1

4 respectively. The three DH keys (m12, m13, m14) gener-
ated by U1 are equal to m21, m31, m41 generated by U2, U3, U4 respectively. U1

then calculates the LCM of the three DH keys m12, m13, m14.
In step 5 of the protocol, U1 generates its random key share k1. The random

key share must be less than all DH keys m12, m13, m14. U1 selects two arbitrary
numbers, D and Dp, which are used in solving the CRT. Care should be taken
while selecting D such that it is not equal to k1. Otherwise, the solution of the
CRT would be equal to k1.

In step 6 of the protocol U1 solves the CRT and also computes X1 = h(k1) ·
g2D ·S1 mod n and Y1 = g3D mod n and broadcasts {X1, Y1, crt1} to the group.
After receiving the CRT values crt2, crt3, crt4 from other members of the group,
U1 can obtain k2, k3, k4 by performing the following operations.
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k2 = crt2(mod m12)
k3 = crt3(mod m13)
k4 = crt4(mod m14)

The shares ki are then XOR-ed to obtain the group key GK = k1⊕k2⊕k3⊕k4.

C. Member Join
The operations when a new member joins the group are described below.

– Step 1: The newly added member Ui executes Steps 1 and 2 of the Key
Agreement procedure and broadcast Ai and Bi to the group.

– Step 2: Every other member Uj (for all j �= i) authenticates the incoming
message from Ui and on successful authentication computes its shared DH
key with Ui, (mji). It then recomputes the value for lcmj. Let us call the
new value lcm′

j

– Step 3: Now the user Uj checks for the following condition:

lcm′
j mod mji = 0,

If the above condition holds, then the new member Ui is asked to re-select
its secret xi and broadcast the public share Bi again.

– Step 4: Once this has been done, and there is no member with the above
condition satisfied, the closest member sends the hash of the current group
key and the public shares of the existing members of the group to the newly
joined member. The new member performs the rest of the steps of the Key
Agreement procedure and the new group key is obtained in a similar fashion
as in the original scheme, by XORing the hash of the current key and the
key share of the newly joining member U5 as follows:

GKnew = h(GK) ⊕ k5

D. Member Leave
The leave operation in AUTH-CRTDH is discussed below.

– Step 1: When a member, say Ui leaves the group, any one of the remaining
members, say Uj recomputes its LCM (lcm′

j).
– Step 2: It then evaluates the following condition:

lcm′
j mod mji = 0,

If the above condition holds, then the new LCM covers the shared DH key
mji and hence Uj needs to reselect its secret xj and broadcast the public DH
share Bj . The other members update their corresponding shared DH keys
with Uj and the leave operation from step 1 is repeated.

– Step 3: If the above condition is not valid anymore, the new group key is
obtained in the same way as in the current scheme, by XOR-ing the existing
group key with the secret share of Uj .
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4 Experimental Results

This section discusses the results from experiments conducted on several pro-
tocols, including the AUTH-CRTDH scheme. Different key agreement protocols
were implemented and compared on the basis of computation times for the users.
The implementation was done in C++ using the Crypto++ library [16], which
is a free C++ library of cryptographic schemes. All tests were carried out on a
Dell PowerEdge server with Dual 3.2 GHz Pentium CPU and 4GB RAM run-
ning Linux OS. The schemes that were implemented and compared were AUTH-
CRTDH, CRTDH, ING, BD and Steer (STR) protocol. Graphs representing the
computation time for a single member for key establishment are discussed. Addi-
tionally computation times for member join and leave and overheads on existing
members when a member joins or leaves the group are also discussed.
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Fig. 1. Computation time of a single member for group key establishment (left) and
Join operation time of joining member (right)

The first graph (See Figure 1 (left)) shows the computation time for a single
member for key establishment in different protocols. Group sizes with the number
of members ranging from 10 to 100 members were considered for the tests.
The time was reported in milliseconds and the group key of size 128 bits was
used in each case. As can be observed from Figure 1 (left), the AUTH-CRTDH
computation time increases linearly and depends on the size of the group as well
as the group key size. The computation times for ING and STR protocol are
close. The AUTH-CRTDH scheme performs better than these protocols and is
only a little more expensive than the original CRTDH scheme. However, this is
a small cost paid to achieve mutual authentication among the members, which
no other scheme discussed achieves. The BD scheme is most computationally
efficient among all the schemes for key establishment. However, the BD protocol
requires member serialization that is not required in AUTH-CRTDH.

The computation time (for the joining member) for the join operation is shown
in Figure 1 (right). As can be observed, the join operation times are close to the
key establishment times. This is due to the fact that the newly joining mem-
ber essentially performs all operations of the key establishment procedure. The
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Fig. 2. Computation time: Leave operation time for leaving member (left) and Com-
putation overhead for existing member when another member joins/leaves (right)

AUTH-CRTDH and CRTDH computation times for the newly joining member
is slightly less than the key establishment time since the newly joining member
does not have to perform the modular operation (for all other members) to ob-
tain their secret shares. Instead the newly joining member computes the group
key by XORing the hash of the old key and the key share that it selected.

A point to note here is that even though the BD protocol performs well com-
putationally during the join operation, it involves two rounds of communication.
On the other hand, both AUTH-CRTDH and CRTDH involve only one round of
communication. Additionally in the BD protocol, existing members other than
the joining members need to perform considerable amount of computation, which
is not the case in AUTH-CRTDH. The computation load on existing members
is also discussed later in this section.

Figure 2 (left) discusses the computation times for a member leave opera-
tion. The ING, BD and STR protocols have similar computation times as the
key establishment and join operations since all these three operations are quite
similar. As mentioned above for the join operation, the AUTH-CRTDH protocol
involves less overhead for existing members when a member leaves the group,
unlike the BD protocol.

The overhead on an existing member when another member joins or leaves is
an important factor. This specifies the amount of computation that a user has
to perform due to a membership change. This is an important factor in ad hoc
networks as there may be frequent group changes due to high mobility. Hence,
the overhead of the system should be minimal to save battery power.

Figure 2 (right) shows the computational overhead for an existing member for
member join/leave. As can be observed from the figure, the overhead is highest
in the ING protocol. In order to make the graph more clear, the ING protocol
was removed and another graph was obtained as shown in Figure 3.

It can be observed from Figure 3 that the overhead is constant for the STR
protocol since it involves one DH public key exponentiation. The computational
overhead for the BD protocol increases as the group size increases. The AUTH-
CRTDH and CRTDH schemes have the least overhead for an existing member



An Authenticated Key Agreement Protocol for Mobile Ad Hoc Networks 519

 0

 50

 100

 150

 200

 0  20  40  60  80  100

T
im

e 
in

 m
ill

is
ec

on
ds

Number of Group Members

AUTHCRTDH
CRTDH

BD
STR

Fig. 3. Computation overhead for existing member when another member joins/leaves
without ING computation times

compared to all the other protocols when a member joins or leaves the group.
This is a desired property for ad hoc networks.

Thus it can be inferred from the above experiments that the proposed AUTH-
CRTDH protocol retains the desirable characteristics from the original CRTDH
scheme while adding authentication to the protocol. The protocol in fact, per-
forms better than some of the non-authenticated protocols. The proposed pro-
tocol does not require any pre-shared secrets between the nodes and supports
high user dynamics. The protocol uses Chinese Remainder Theorem, which is
not computationally intensive.

The scheme is very efficient communication wise as it requires only two rounds
for initial key agreement and member join operation and one round for leave
operation. The scheme does not require member serialization, a requirement in
some protocols which is not feasible in ad hoc networks. Every node is treated
equally and the workload is distributed among all nodes equally. As the proposed
scheme is efficient in terms of amount of computation time also, it could be
employed for secure conference applications.

5 Conclusion

In this paper, we identify the lack of key management protocols for ad hoc net-
works with authentication capabilities. We study the security of the CRTDH
protocol and describe several practical attacks on it. We also proposed AUTH-
CRTDH, a modified key agreement scheme with authentication capability. The
new scheme maintains the efficiency of the original CRTDH scheme while de-
feating the attacks discussed in the paper.
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Abstract. The nature of mobile ad-hoc networks does not permit a
member of the group or a central authority to determine a single key to be
used among the group members. Group key agreement offers a solution
to this problem by allowing the group members to collaboratively deter-
mine the common key for the group. Additionally, authenticated group
key agreement (AGKA) is an important issue in many modern collabo-
rative and distributed applications. During the last few years, a number
of authenticated group key agreement protocols have been proposed in
the literature. In this paper, we present a secure ID-based AGKA proto-
col which only requires one round by using pairing-based cryptography.
We prove that the scheme is secure against an active adversary under
the decisional bilinear Diffie-Hellman assumption in the Random Oracle
Model. We then extend our scheme to a two-round AGKA protocol which
is more efficient in communication costs, and this scheme outperforms
any existing AGKA protocols in the literature.

Keywords: authenticated group key agreement, bilinear pairings, ID-
based, cryptography.

1 Introduction

Mobile ad-hoc networks, comprised of constrained devices, offer convenient com-
munication over the shared wireless channels in the (partial) absence of any fixed
infrastructure. Securing such networks becomes a very important issue. In ad-hoc
networks, key distribution techniques are less useful than key agreement tech-
niques since the trust in the network to allow a member of the group of a central
authority to determine the group key is lacking. Group key agreement protocols,
which enable a set of participants to agree on a common secret value based on
each participant’s public contribution, provide a good solution to secure mobile
ad-hoc networks.

Since the publication of the well-known Diffie-Hellman (DH) key exchange
[9], many solutions have been proposed to extend it to the multi-party setting.
Notable solutions, which can be viewed as the first group key agreement schemes,
have been proposed by Ingemarsson et al. [10] in 1982.
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Group key agreement is a protocol that allows a group of users communicating
over an insecure, open network to come up with a common session key. This session
key, which is only known to the users who are the valid members of the group, may
later be used to facilitate the communication among these users. By using group
key agreement protocols, the presence of a central authority is no longer required.
Moreover, when the group composition changes, one can employ supplementary
key agreement protocols to obtain a new group key. Thus, a transient secure chan-
nel can be constructed during the lifetime of one session of a group.

Authenticated group key agreement is a group key agreement protocol ensured
with an authentication mechanism, which is used to guarantee that no other
users aside from the valid members of the group can learn any information
about the session key. Authenticated group key agreement can be classified into
two categories: Certificate-based and ID-based.

The certificate-based protocols work by assuming that each user has a (long-
term) public/private key pair, and each user knows the public key of each other
user. Thus, the problem of authenticating the session key is replaced by the
problem of authenticating the long-term public keys. Hence, in a certificate-
based system, the participants must firstly verify the certificate of the user before
using the user’s public key. Consequently, the system requires a large amount of
computing time and storage.

The ID-based protocols allow each user using their identities (IDs) of other
users as their public keys. Many ID-based AGKA protocols have been proposed
in recent years. Nevertheless, some efficient results in [3,4,11,17] require two
rounds to construct a session key and some of these protocols are found to be
flawed [4,17]. In [12,13,16], some single round tripartite authenticated key agree-
ment protocols were proposed but these methods cannot be extended to large
groups consisting of more than three parties since these methods rely on the
bilinearity property of bilinear pairing. Very recently, a single round ID-based
AGKA protocol was proposed in [15]. However, we note that the scheme requires
the user to keep a public key issued by the group administrator (GA) and verify
each other’s public key before using it, which is the idea of a certificate-based
group key agreement protocol. This means, that their scheme is not an ID-based
scheme, rather than a public key based scheme. Moreover, the scheme in the
paper [15] is flawed actually. We will show it in Appendix A.

Our Contribution
In this paper, for the first time in the literature, we present a provably secure
one-round ID-based AGKA protocol. The protocol is a contributory key agree-
ment in which each group member takes responsibility for contributing to the
generation of group session key. We also present an efficient AGKA protocol,
which is a variant of our one-round ID-based AGKA. The scheme itself requires
two rounds. However, as we shall show in this paper, this scheme is very ef-
ficient in communication costs than other previously known ID-based AGKA
protocols, and hence, this scheme outperforms any other existing schemes in the
literature. We provide security proofs for our schemes, and show that they are
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secure against active adversary under the decisional bilinear Diffie-Hellman as-
sumption in the Random Oracle Model. Our protocols provide forward secrecy
in the sense that any exposure of any user’s long-term private keys does not
compromise the security of previous session keys.

Organization of The Paper
In Section 2, we first review some security assumptions used throughout the
paper, and define our security model and some notations. Then, we propose our
one round authenticated group key agreement protocol (O-AGKA) in Section
3. In Section 4, we provide the security proof of our O-AGKA protocol. In
Section 5, we present an efficient two-round authenticated group key agreement
protocol (T-AGKA), which uses the same technique as our O-AGKA protocol.
We compare the efficiency between our two efficient AGKA protocols and some
other efficient AGKA protocols proposed in the literature in Section 6. Finally,
Section 7 concludes the paper.

2 Preliminaries

In this section, we first review some cryptographic assumptions that will be used
throughout the paper. Then, we describe the security model in which we prove
the security of our group key agreement protocol.

2.1 The Bilinear Maps and Assumption

Let G1 be a cyclic additive group of prime order q. Let G2 be a cyclic multi-
plicative group of same order q. We assume that the discrete logarithm problems
(DLP) in both G1 and G2 are hard to solve.

BDH Parameter Generator
Let Bilinear Diffie-Hellman (BDH) parameter generator IGDBH be a proba-
bilistic polynomial time (PPT) algorithm. When running in polynomial time,
IGDBH outputs two groups G1 and G2 of the same order q and a bilinear map
ê : G1 × G1 → G2 which satisfies the following properties:

– Bilinear: for all P, Q ∈ G1 and a, b ∈ Z∗
q we have ê(aP, bQ) = ê(P, Q)ab.

– Non-degenerate: if for P ∈ G1 we have ê(P, Q) = 1 for all Q ∈ G1, then
P = O.

– Computable: for all P, Q ∈ G1, the pairing ê(P, Q) is computable in polyno-
mial time.

Decisional Bilinear Diffie − Hellman (DBDH) problem
The decisional BDH problem is to distinguish between tuples of the form
(P, aP, bP, cP, ê(P, P )abc) and (P, aP, bP, cP, ê(P, P )d) for random P ∈ G1, and
a, b, c, d ∈ Z∗

q . An algorithm A is said to solve the BDH problem with an advan-
tage of ε if

|Pr[A(P, aP, bP, cP, ê(P, P )abc) = 1] − Pr[A((P, aP, bP, cP, ê(P, P )d)) = 1]| ≤ ε
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DBDH Assumption: We assume that the probability of a polynomial time
algorithm to solve DBDH problem is negligible.

2.2 Security Model

The model described below follows Bresson et al.’s [6] formal security model.
We restrict to recalling some details of their cryptographic proof model used for
the security proof below. A more detailed discussion of this model can be found
in [5,6].

Participants. A finite set U of PPT Turing machines Ui models the users
that constitute the (potential) protocol participants. In this model we allow
each user Ui ∈ U to execute a protocol many times with different users. A
user may execute a polynomial number of protocol instances in parallel. We
denote the instance t ∈ N of principal Ui ∈ U by Πt

i .

Initialization. During this phase, which is conducted before the first execu-
tion of the key establishment protocol, the master secret key s and global
parameters Params are generated by algorithm Setup. Each user Ui ∈ U gets
public and private keys from a group administrator GA by using algorithm
Setup, while the long-term private key SUi is only revealed to Ui, the corre-
sponding public key is given to all users.

Adversarial model. Normally, the security of a protocol is related to the
adversary’s ability. The abilities are formally modeled by queries issued by
adversaries. We assume that a probabilistic polynomial time adversary A
controls the communications completely and can make queries to any in-
stance. The list of queries that A can make is summarized below:

– Execute({U1, U2, . . . , Ur}): This query executes a protocol run between
the users {U1, U2, . . . , Ur}, and the adversary A gets the complete tran-
scripts of all the messages sent during the protocol execution.

– Send(Πt
i , M): This query allows the adversary A to send a message M

to instance Πt
i , and A gets back the reply generated by this instance.

– Reveal(Πt
i ): This query returns the session key. A is allowed to use this

query only if the oracle Πt
i has accepted, then A gets the session key.

– Corrupt(Ui): This query allows the adversary A to get the long-term
private key corresponding to Ui. But the adversary A does not get the
internal data of any instance of Ui executing the protocol.

– Test(Ui, t): The adversary A can use this query only once. This query
models the semantic security of a session key. A can ask any of the above
queries, and once, asks a Test query. Then, a random bit b is drawn and
the session key is returned if b = 1, otherwise a random value is returned.

In the model, we consider two types of adversaries according to their attack
types. The attack types are simulated by the queries issued by adversaries.
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A passive adversary is not allowed to use Send and Corrupt queries, while
an active adversary can issue all the above queries.

2.3 Security Notions

We define session IDS (SIDS) for oracle Πt
i in a execution protocol as SIDS(Πt

i )
= {SIDij, j ∈ U} where SIDij is the concatenation of all messages exchanged
by oracle Πt

i with Πw
j . The partner ID for an oracle Πt

i , denoted by PIDS(Πt
i ),

is a set of the users with whom Πt
i intends to establish a session key.

Definition 1. Partnering: Now we define instances Πt
i and Πw

j are partnered
if and only if PIDS(Πt

i ) = PIDS(Πw
j ) and SIDS(Πt

i ) = SIDS(Πw
j ).

Definition 2. Freshness: We define a user instance Πt
i that has accepted fresh

if:

– For a Uj ∈ U , a Corrupt(Uj) query was never executed before a query of
the form Send(Πt

i , ∗) or Send(Πw
j , ∗), where Πt

i and Πw
j are partnered, has

taken place.
– Πt

i has accepted a session key K �= NULL and neither Πt
i nor one of its

partners has been asked for a Reveal query.

Before we look into the security of the protocol, we first define the following
game between the adversary A and a set of oracles Πt

i for Ui ∈ U .

1. Each user is given a long-term private key during the initialization phase.
2. Adversary A interacts with some queries and gets back the reply generated

by the corresponding oracles.
3. A executes a Test(Πt

i ) query for a fresh oracle Πt
i , and finally outputs a

guess bit b′.

In above game, we denote by Succ the probability that the bit b′ outputs by
A satisfies b = b′.

Definition 3. Protocol Security: We denote the advantage of the adversary
A attacking the protocol as AdvA(k) = |2 · Succ − 1|. We say the group key
establishment protocol secure if for all PPT adversary A AdvA(k) is negligible.

Definition 4. Authentication: A key agreement protocol is said to provide
authentication if for a user Ui, no other users except partners can learn the
value of a session key.

Definition 5. Forward Secrecy: Forward secrecy means that an adversary
gets negligible advantage in knowing information about previously established
session keys when making a Corrupt query.
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3 A One Round Group Key Agreement Scheme

In this section, we propose our one-round ID-based AGKA scheme, which we
called O-AGKA. The protocol involves a group administrator GA. In the follow-
ing description H1 : {0, 1}∗ → G1, H2 : G2 → {0, 1}n and H3 : {0, 1}n → {0, 1}n

are cryptographic hash functions. H1, H2 and H3 are considered as random or-
acles in the security analysis.

Setup. GA runs BDH parameter generator to generate a prime q, two groups
G1, G2 of order q, and an bilinear map ê : G1 × G1 → G2. Choose a random
generator P ∈ G1. Then GA picks a random s ∈ Z∗

q and sets Ppub = sP . GA
keeps s secret as the master secret key and publishes system parameters
params = {ê, G1, G2, q, P, Ppub, H1, H2, H3}.

Extract. When a user Ui with identity IDi wishes to obtain a key pair, GA
computes Qi = H1(IDi) and the long-term private key Si = sQi, and re-
turns Si to the user Ui.

Let U1, . . . , Un be the n users who want to establish a session key. The pro-
tocol is as follows:

Interacting. Each user Ui picks δi
R← G2 and ri, ki

R← {0, 1}n. Then Ui com-
putes P j

i = H2(ê(Si, Qj) · δi) ⊕ ri, where 1 ≤ j ≤ n and j �= i. Ui then
computes

Di = 〈δi, P 1
i , . . . , P i−1

i , P i+1
i , . . . , Pn

i , H3(ri) ⊕ ki, L〉,

where L is a label that contains information about how “P j
i ” is associated

with each receiver. Then Ui broadcasts Di to all others.

Key Computation. Let Dj = 〈Rj , P
1
j , . . . , Pn

j , Vj ,L〉. Upon receiving Dj ,
each responder Ui, using L, finds appropriate P i

j and computes

k′
j = H3(H2(ê(Qj , Si) · Rj) ⊕ P i

j ) ⊕ Vj

Each Ui can now compute the common session key as follows:

K = Ki = k′
1 ⊕ · · · ⊕ k′

i−1 ⊕ ki ⊕ k′
i+1 ⊕ · · · ⊕ k′

n

4 Security Proof

In this section, we show that the protocol O-AGKA is secure against an active
adversary under the DBDH assumption. In other words, if there exists an active
adversary who has non-negligible probability of breaking the protocol O-AGKA,
then he also has non-negligible probability of breaking the DBDH assumption.
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Theorem 1. The above O-AGKA protocol is secure against an active adversary
under the DBDH assumption in the Random Oracle Model. Concretely,

AdvA ≤ 2n · qex · AdvDBDH
G

Proof. Let A be an active adversary that can get an advantage in breaking O-
AGKA. We first consider the case that an adversary A makes only one Execute
query and then extend this to the case that A makes multiple Execute queries.
Let n be the number of users chosen by the adversary A. The distribution of the
transcript T and the resulting group session key K is given by:

params =

⎡⎣ (G1, G2, ê) ← IGBDH ; P ← G1; s ← Z∗
q ; Ppub = sP

Q1, . . . , Qn ← G1; S1 = sQ1, . . . , Sn = sQn :
(G1, G2, ê, P, Ppub)

⎤⎦

Real =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

δ1, . . . , δn ← G2; r1, . . . , rn, k1, . . . , kn ← {0, 1}n;
R1 = δ1, . . . , Rn = δn

P i
1 = H2(ê(S1, Qi) · δ1) ⊕ r1, . . . , P

i
n = H2(ê(Sn, Qi) · δn) ⊕ rn

V1 = H3(r1) ⊕ k1, . . . , Vn = H3(rn) ⊕ kn;
k′

j = H3(H2(ê(Qj , Si) · Rj) ⊕ P i
j ) ⊕ Vj

T = 〈R1, . . . , Rn, P i
1 , . . . , P

i
n, V1, . . . , Vn〉;

K = k′
1 ⊕ · · · ⊕ k′

i−1 ⊕ ki ⊕ k′
i+1 ⊕ · · · ⊕ k′

n

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Consider the distributions Fakei defined as follows:

Fake1 =

δ1, . . . , δn ← G2; r1, . . . , rn, k1, . . . , kn ← {0, 1}n; b1, . . . , bn ← Z∗
q

R1 = δ1, . . . , Rn = δn

P i
1 = H2(ê(b1Ppub, biP ) · δ1) ⊕ r1, . . . , P

i
n = H2(ê(Sn, Qi) · δn) ⊕ rn

V1 = H3(r1) ⊕ k1, . . . , Vn = H3(rn) ⊕ kn;
k′
1 = H3(H2(ê(b1P, biPpub) · R1) ⊕ P i

1) ⊕ V1

k′
j = H3(H2(ê(Qj , Si) · Rj) ⊕ P i

j ) ⊕ Vj |2 ≤ j ≤ n, j �= i
T = 〈R1, . . . , Rn, P i

1 , . . . , P i
n, V1, . . . , Vn〉;

K = k′
1 ⊕ · · · ⊕ k′

i−1 ⊕ ki ⊕ k′
i+1 ⊕ · · · ⊕ k′

n

· · ·

Continuing in this way, we obtain the distribution:

Faken =

δ1, . . . , δn ← G2; r1, . . . , rn, k1, . . . , kn ← {0, 1}n; b1, . . . , bn ← Z∗
q

R1 = δ1, . . . , Rn = δn

P i
1 = H2(ê(b1Ppub, biP ) · δ1) ⊕ r1, . . . , P

i
n = H2(ê(bnPpub, biP ) · δn) ⊕ rn

V1 = H3(r1) ⊕ k1, . . . , Vn = H3(rn) ⊕ kn;
k′

j = H3(H2(ê(bjP, biPpub) · Rj) ⊕ P i
j ) ⊕ Vj

T = 〈R1, . . . , Rn, P i
1 , . . . , P i

n, V1, . . . , Vn〉;
K = k′

1 ⊕ · · · ⊕ k′
i−1 ⊕ ki ⊕ k′

i+1 ⊕ · · · ⊕ k′
n

Let ε = AdvDBDH
G . Assume that A made qse times Send queries and qex times

Execute queries. Then A randomly chooses (T , K) pairs to make a Test query
and outputs b′. Since A can obtain b1P, . . . , bnP by using multiple H1 queries,
and Ppub = sP is public, it is obviously that A can distinguish ê(SU1 , QUi) from
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ê(b1sP, biP ) with probability ε′, where ε′ ≤ ε. Hence A can correctly guesses
b = b′ with probability ε′. The remaining steps continue in the same way and we
obtain:

|Pr[T ← Real; K ← Real;A(T , K) = 1]−
Pr[T ← Fake1; K ← Fake1;A(T , K) = 1]| ≤ ε

|Pr[T ← Fake1; K ← Fake1;A(T , K) = 1]−
Pr[T ← Fake2; K ← Fake2;A(T , K) = 1]| ≤ ε

...
|Pr[T ← Faken−1; K ← Faken−1;A(T , K) = 1]−

Pr[T ← Faken; K ← Faken;A(T , K) = 1]| ≤ ε

Combining the above equations, we obtain the following.

ε′′ = |Pr[T ← Real; K ← Real;A(T , K) = 1]−
Pr[T ← Faken; K ← Faken;A(T , K) = 1]| ≤ n · ε

Hence ε′′ is the probability that the session key can be correctly guessed when
A make the Test query. Assume that A has made qh times H1 queries during
the breaking process, then there will be a H-list which contains all the messages
that A has queried before. Let Ask be the event that what A make to the Hash
query is on the H-list when A make the Test query. The advantage A in breaking
the protocol conditioned by the fact that the session key is correctly guessed, is:

AdvA = 2 · Succ − 1 = 2Pr[b = b′] − 1
= 2Pr[b = b′|¬Ask]Pr[¬Ask] + 2Pr[b = b′|Ask]Pr[Ask] − 1
= 2Pr[b = b′|¬Ask] + 2Pr[b = b′|Ask] − 1
= 2Pr[b = b′|Ask] = 2ε′′

In the random oracle model, 2Pr[b = b′|¬Ask] − 1 = 0, since A cannot gain
any advantage on a random oracle without asking for it. Then we can have the
probability that A breaks the O-AGKA, which is less than 2n · AdvDBDH

G . By
adapting a standard hybrid argument, we obtain the probability that an active
adversary A breaks the protocol O-AGKA as follows:

AdvA ≤ 2n · qex · AdvDBDH
G

5 An Efficient Group Key Agreement Scheme

In this section, we present a two-round authenticated group key agreement pro-
tocol called T-AGKA, which is more efficient in communiacation costs than
other previously known AGKA protocols. The T-AGKA protocol is a variant of
O-AGKA protocol presented above and described as follows:

Setup. As in the O-AGKA scheme. In addition, we pick three new hash func-
tions H4 : G2 → {0, 1}n, H5 : {0, 1}n → Z∗

q and H6 : G1 → {0, 1}n.
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Extract. As in the O-AGKA scheme.

Round 1. The initiator U1 picks δ
R← G2, r

R← {0, 1}n and k1
R← Z∗

p. Then U1

computes D1 = 〈R, P2, . . . , Pn, V, W,L〉 such that

D1 = 〈δ, r⊕H4(ê(S1, Q2) · δ), . . . , r ⊕H4(ê(S1, Qn) · δ), H5(r) · k1P, k1Ppub, L〉,

where L is a label that contains information about how “Pi” is associated
with each receiver, and broadcasts D1 to all others.

Round 2. Upon receiving D1, each responder Ui, 2 ≤ i ≤ n, using L, finds
appropriate Pi, and computes r′ = H4(ê(Q1, Si) · R) ⊕ Pi. If D1 is the valid
message, it is obvious that r′ = r. Then Ui picks ki

R← Z∗
p, computes

Di = 〈H5(r) · kiP, kiPpub〉
and broadcasts Di to all others.

Key Computation. Let Dj = 〈Xj , Yj〉. When received Dj , each Ui, including
the initiator U1, computes z1 = H5(r)−1 ·V and zj = H5(r)−1 ·Xj , 2 ≤ j ≤ n.
Then each Ui can hold a list of zj, and Ui can verify all the zj :

ê(P,

n∑
j=1

Yj)
?= ê(Ppub,

n∑
j=1

zj)

If the above equation holds, Ui can assume that all the parties involved are
valid members of the group with the corresponding long-term private keys.

Each Ui now can compute the common session key as follows:

K = Ki = H6(z1) ⊕ · · · ⊕ H6(zn)

Theorem 2. The two-round group key agreement protocol T-AGKA is secure
against an active adversary under the DBDH assumption in the Random Oracle
Model. Concretely,

AdvA ≤ 2qex · AdvDBDH
G

Due to lack of spaces, we omit the security proof of this theorem since it is
similar to the proof of Theorem 1. We refer the reader to the full version of this
paper [18] for a more complex account.

6 Comparison

In this section, we compare our protocols O-AGKA, T-AGKA with some pre-
viously known AGKA protocols, the ID-GKA by Choi et al. [4], the two round
multi-party key agreement protocol MP-KA of Du et al. [17] and the AGKA by
Shi et al. [15]. Since ID-GKA is already found to be flawed, we use an improved
ID-GKA scheme in [14] instead in the following table. We use the following no-
tations:
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n total number of the users in the group
Round total number of rounds
Pairing total number of pairing computations for all users
Ucasts total number of unicast of all members
Bcasts total number of broadcast of all members
Msize total number of the messages of all members

Then, we obtain the following comparison.

Table 1. Comparison of AGKA protocols

Protocol Round Pairing Ucasts Bcasts Msize Type

Choi’s AGKA 2 4n 0 2n 3n ID-based
Du’s AGKA 2 4n 0 2n 3n ID-based
Shi’s AGKA 1 n (n-1)2 0 n2 Non ID-based & flawed

Our O-AGKA 1 n2 0 n n(n+2) ID-based
Our T-AGKA 2 4n 0 n 3n ID-based

As shown in Table 1, our two-round T-AGKA protocol is the most efficient one
as compared to other protocols. Our O-AGKA protocol requires to involve more
messages compared to other protocols, but it only requires one round. We note
that Shi’s AGKA actually is flawed and is not an ID-based protocol (refer to
our justification in Appendix A), and hence, our O-AGKA protocol is the only
provably secure protocol that requires one round that is known to date.

7 Conclusion

We proposed a single round ID-based authenticated group key agreement pro-
tocol. We also provided an alternative way of achieving an efficient two rounds
ID-based AGKA protocol. We proved that our ID-based AGKA protocols are
secure against active adversary under the assumption of DBDH in the Random
Oracle Model(ROM).
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A Observation of One-Round ID-Based Authenticated
Group Key Agreement Protocol in [15]

Firstly, we review the One-round ID-based AGKA in [15].

Setup. GA generates a prime q, two groups G1, G2 of order q, and an bilinear
map ê : G1 × G1 → G2. Choose a random generator P ∈ G1. Then GA
randomly picks s1, s2 ∈ Z∗

q and sets Ppub = s1P, P ′
pub = s2P . GA then

publishes system parameters params = {ê, G1, G2, q, P, Ppub, P
′
pub, H}.

Extract. When a user Ui with identity IDUi wishes to obtain a key pair, GA
computes Ii = H(IDi), Qi = (Iis1+s2)P and the secret Si = (Iis1+s2)−1P ,
and returns Si to the user Ui. Qi is the user’s public key.
Let U1, . . . , Un be the n users who want to establish a session key. The
protocol is as follows:
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Interacting. Each user Ui picks ai
R← Z∗

p. Then Ui computes T j
i = aiQj , where

1 ≤ j ≤ n and j �= i. Now Ui can check public key of each user:

Qj
?= IjPpub + P ′

pub

If the above equation holds, Ui can assume that Uj is a valid member of the
group. Then Ui sends T j

i to Uj.
Key Computation. Upon receipt of T i

j , each Ui now can compute the common
session key as follows:

K = Ki = ê(T i
1 + · · ·+T i

i−1 +aiQi +T i
i+1 + · · ·+T i

n, Si) = ê(P, P )(a1+...+an)

Now we show how to attack the protocol above. An adversary A asks the GA
for a key pair, and thus he gets IA = H(IDA), QA = (IAs1 + s2)P and the
secret SA = (IAs1 + s2)−1P , where IA �= Ii, 1 ≤ i ≤ n. Then A chooses T 1

i and
T 1

j which are two messages sent to Ui and Uj by U1, and computes:

a1s1P = (Ii − Ij)−1(T 1
i − T 1

j )

= (Ii − Ij)−1(a1(Iis1 + s2)P − a1(Ijs1 + s2)P )
= (Ii − Ij)−1(a1(Ii − Ij)s1P )

a1s2P = (I−1
i − I−1

j )−1(I−1
i T 1

i − I−1
j T 1

j )

= (I−1
i − I−1

j )−1(I−1
i a1(Iis1 + s2)P − I−1

j a1(Ijs1 + s2)P )

= (I−1
i − I−1

j )−1(a1(I−1
i − I−1

j )s2P )

In the same way, A can get a2s1P, . . . , ans1P and a2s2P, . . . , ans2P . Then A
continues to compute:

TA
i = ais1P · IA + ais2P = ai(IAs1 + s2)P

A now can compute the group session key as follows:

K = Ki = ê(TA
1 + · · · + TA

n , SA) = ê(P, P )(a1+...+an)

From the description above, we can observe that if there is a user who is belong
to this group and has the valid group key pair, he can know the group session key
of any execution of the group key agreement protocol even if he is not involved
in it. �
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Abstract. In this paper, we propose an efficient augmented password-
based encrypted key exchange protocol based on that of Bellovin and
Merritt. The protocol is more efficient than any of the existing augmented
encrypted key exchange protocols in the literature we can document
and thus is popular in low resource environments. Furthermore, we have
proved its security under the assumptions that the hash function closely
behaves like a random oracle and that the computational Diffie-Hellman
problem is difficult.
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1 Introduction

Password-based encrypted key exchange are protocols that are designed to pro-
vide pair of users communicating over an unreliable channel with a secure session
key even when the secret key or password shared between two users is drawn
from a small set of values. Humans directly benefit from this approach since
they only need to remember a low-quality string chosen from a relatively small
dictionary (e.g. 4 decimal digits). The vast majority of protocols found in prac-
tice do not account, however, for such scenario and are often subject to so-called
dictionary attacks.

To address this problem, several protocols have been designed to be secure
even when the pre-shared password is short. The seminal work in this area is
the Encrypted Key Exchange (EKE) protocol proposed by Bellovin and Mer-
ritt in [1]. EKE is a classical Diffie-Hellman key exchange wherein the two flows
are encrypted using the password as a common symmetric key. Then an at-
taker making a password guess could decrypt the symmetric encryption. Follow-
ing EKE, many password authenticated key exchange protocols were proposed
[2,3,4,5,6,7,8,9,10,11,12,13,14,15]. Some of these protocols were, in addition, de-
signed to protect against server compromise, so that an attacker that was able
to steal data from a server could not later masquerade as a user without having
performed a dictionary attack. However, they contained only informal arguments
for security and some of them were subsequently shown to be insecure, e.g. [16].
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Therefore, the importance of formal proofs of security should be emphasized to
design protocols. In fact, some recent ones, e.g. [10,11,14], have been formally
proven secure but they are not in the augmented mode with the exception of
[15].

In this paper, we propose an efficient augmented password-only encrypted key
exchange and provide a rigorous proof of security for our protocol based on the
computaitonal Diffie-Hellman assumption. Our protocol is also a variation of their
EKE protocol. In contrast to some previous work (e.g. SPEKE proposed in [14]
recently), one of the primary advantages in our case is that users need remember
only a short password, and no cryptographic key(s) of any kind: this is so since
the public parameters can be “hard-coded” into any implementation of the pro-
tocol. However, some privious protocols such as SPEKE suffer from the disadvan-
tage that the client must store server’s public keys (and if the client will need to
authenticate to multiple servers, the client must store multiple public keys); in
some sense, this obviates the reason for considering password-based protocols in
the first place: namely, that human users cannot remember or securely store long,
high-entropy keys. This drawback has partially motivated our work.

Another primary advantage in our case is that our protocol is an efficient
augmented password-based encrypted key exchange protocol. The protocol is
remarkably efficient, requiring computation only a little more than “classical”
Diffie-Hellman key exchange which provides no authentication at all. So far as we
know, it is more efficient than any of the existing augmented EKE protocols we
can document, even than some not in the augmented model. In the augmented
password-based key exchange protocol, one party (commonly referred to as the
client) has the password, while the other party (commonly referred to as the
server) does not have the password. Instead, the server only has a password
verification data derived using a function of the password. It is worthful for
practical purposes because even an adversary obtains a password verification
data from the server, the adversary still needs to launch offline dictionary attacks
for getting the corresponding password.

To sum up, ours is the protocol for password-only authentication which is
both practical and provably-secure based on the computaitonal Diffie-Hellman
assumption. And the protocol is quite popular in low resource environments be-
cause of the remarkable efficiency. Finally, considering the fact that the protocol
is often used in low resource environments, we implement it over elliptic curves
(EC) because of the well-known advantages with regard to processing and size
constraints. But the efficiency argument made in this paper does not stem from
the use of elliptic curves because the performance comparison against some pre-
vious works is made under the assumption that all other related protocols are
also implemented over EC.

2 Security Models for Password-Based Key Exchange

A secure password-based key exchange is a key exchange protocol where the
parties use their password in order to derive a common session key sk that will
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be used to build secure channels. Loosely speaking, such protocols are said to be
secure against dictionary attacks if the advantage of an attacker in distinguishing
a real session key from a random key is less than O(n/ |D|) + ε(k) where |D| is
the size of the dictionary D, n is the number of active sessions and ε(k) is a
negligible function depending on the security parameter k.

In this section, we briefly review the security model we will use in the rest of
the paper to prove the security of our protocol. It is the same as the one defined
by Bellare et al.[17] and is referred to as the Find-Then-Guess (FTG) model.

2.1 Communication Model

Protocol participants. Each participant in the password-based key exchange
is either a client C ∈ C or a server S ∈ S.
Long-lived keys. Each client C ∈ C holds a password pwC . Each server
S ∈ S holds a vector pwS = 〈pwS [C]〉C∈C with an entry for each client, where
pwS [C] is the transformed-password, as defined in [18]. In a symmetric model,
pwS [C] = pwC , but they may be different in some schemes. pwC and pwS are
also called the long-lived keys of client C and server S.
Protocol execution. The interaction between an adversary A and the pro-
tocol participants occurs only via oracle queries, which model the adversary
capabilities in a real attack. During the execution, the adversary may create
several concurrent instances of a participant. These queries are as follows, where
U i denotes the instance i of a participant U :

– Execute(Ci, Sj) : This query models passive attacks in which the attacker
eavesdrops on honest executions between a client instance Ci and a server
instance Sj . The output of this query consists of the messages that were
exchanged during the honest execution of the protocol.

– Send(U i, m) : This query models an active attack, in which the adversary
may intercept a message and then either modify it, create a new one, or
simply forward it to the intended participant. The output of this query is
the message that the participant instance U i would generate upon receipt of
message m.

2.2 Security Definitions

Partnering. The definition of partnering uses the notion of session identifica-
tions (sid). More specifically, two instances U i

1 and U j
2 are said to be partners if

the following conditions are met: (1) Both U i
1 and U j

2 accept; (2) Both U i
1 and

U j
2 share the same session identifications; (3) The partner identification for U i

1

is U j
2 and vice-versa; and (4) No instance other than U i

1 and U j
2 accepts with a

partner identification equal to U i
1 or U j

2 . In practice, the sid could be taken to
be the partial transcript of the conversation between the client and the server
instances before the acceptance.
Freshness. The notion of freshness is defined to avoid cases in which adver-
sary can trivially break the security of the scheme. The goal is to only allow
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the adversary to ask Test queries to fresh oracle instances. More specifically, we
say an instance U i is fresh if it has accepted and if both U i and its partner are
unopened(The adversary has not made a Reveal query on them).

Semantic security in the Find-Then-Guess model. This is the definition
currently being used in the literature. In order to measure the semantic security
of the session key of user instance, the adversary is given access to two additional
oracles: the Reveal oracle, which models the misuse of session keys by a user, and
the Test oracle, which tries to capture the adversary’s ability (or inability) to
tell apart a real session key from a random one. Let b be a bit chosen uniformly
at random at the beginning of the experiment defining the semantic security in
the Find-Then-Guess (FTG) model. These oracles are defined as follows.

– Reveal(U i) : If a session key is not defined for instance U i or if a Test query
was asked to either U i or to its partner, then return ⊥. Otherwise, return
the session key held by the instance U i.

– Test(U i) :If no session key for instance U i is defined, then return the unde-
fined symbol ⊥. Otherwise, return the session key for instance U i if b = 1 or
a random of key of the same size if b = 0.

The adversary in this case is allowed to ask multiple queries to the Execute,
Reveal, and Send oracles in any order, but it is restricted to ask only a single
query to the Test oracle. The goal of the adversary is to guess the value of the
hidden bit b used by the Test oracle. The adversary is considered successful if it
guesses b correctly.
Semantic security. Let Succ denote the event in which the adversary is suc-
cessful. The ftg-ake-advantage of an adversary A in violating the semantic
security of the protocol P in the FTG sense and the advantage function of
the protocol P , when passwords are drawn from a dictionary D, are respectively

Advftg−ake
P,D (A) = 2 · Pr[Succ] − 1

and
Advftg−ake

P,D (t, R) = max
A

{Advftg−ake
P,D (A)},

where the maximum is over all A with time-complexity at most t and using
resources at most R (such as the number of queries to its oracles). The definition
of time-complexity that we use henceforth is the usual one, which includes the
maximum of all execution times in the experiments defining the security plus
the code size [19]. Note that the advantage of an adversary that simply guesses
the bit b is 0 in the above definition due to the rescaling of the probabilities.

2.3 EC Diffie-Hellman Assumptions

We assume a finite cyclic group G of prime order q generated by the base point
P in an elliptic curve E . We also call the tuple G = (E , P, q) the represented
group.
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EC Computational Square Diffie-Hellman: ECCSDH. The EC computa-
tional Diffie-Hellman(ECCDH) assumption states that given uP and vP , where
u and v are drawn at random from Zq, it is hard to compute uvP . The EC
computational square Diffie-Hellman(ECCSDH) problem is the particular case
where u = v and it is as hard as the basic computational Diffie-Hellman prob-
lem [11]. The ECCSDH problem can be defined more precisely by consider-
ing an experiment Expeccsdh

G (A), in which we select a value u in Zq, com-
pute U = uP and then give U to an adversary A. Let K be the output of
A. Then, the experiment Expeccsdh

G (A) outputs 1 if K = u2P and 0 other-
wise. Then, we define advantage of A in violating the ECCSDH assumption
as Adveccsdh

G (A) = Pr[Expeccsdh
G (A) = 1] and the advantage function of the

group, Adveccsdh
G (t), as the maximum value of Adveccsdh

G (A) over all A with
time-complexity at most t.

3 The EC Based Password Encrypted Key Exchange

In this section, we introduce the EC based password encrypted protocol in the
augmented mode. The protocol is remarkably efficient, requiring computation
only a little more than “classical” Diffie-Hellman key exchange which provides
no authentication at all.

3.1 Description

Our protocol is an augmented password-based encrypted key exchange proto-
col. In the augmented password-based key exchange protocol, the client has the
password, while the server does not have the password. Instead, the server only
has a password verification data derived using a function of the password. It is
worthful for practical purposes to reduce the risk of corruption of the server.
Corruption of a server occurs when an attacker gains access to the server’s local
database of passwords. If client’s passwords are stored directly in the database,
then the attacker can immediately use any of these passwords to impersonate
these clients. Fortunately, our augmented password-based key exchange protocol
is designed to prevent an attacker from doing just that because even he obtains
a password verification data from the server, the attacker still needs to launch
offline dictionary attacks for getting the corresponding password. Although this
mechanism will not prevent an adversary from mounting (off-line) dictionary
attacks, it will slow him down and thus give the server’s administrator time to
react appropriately and to inform its clients.

Our protocol is also a variation of the password-based encrypted key exchange
protocol of Bellovin and Merritt [1], in which we replace the encryption function
εpw(·) with a simple EC-based one-time pad function. More specifically, whenever
a user C wants to send the encryption of a value xP to a server S, it does so
by computing X� = xP − pwQ, where the password pw is assumed to be in
Zq and held by the client while (PW = pwQ, R = pw−1P ) held by the server
instead. And whenever a server S receives the encryption X� and he just needs
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to decrypt it by computing xP = X� + PW . In return, the server encrypts yP
as Y � = yR + PW and sends the latter to the client. Only when the client
knows exactly pw itself can he recover yP from Y �. The session key is set to
be the hash (random oracle) of the user identities, the session identification,
their password and the Diffie-Hellman key, where the session identification is
defined as the transcript of the conversation between C and S. The protocol is
simple and efficient and thus quite popular in low resources environments. The
full description of our protocol is given in Figure 1, where G is a represented
group and Q is an element in the group; l is a security parameter; and H :
C × S × G4 → {0, 1}l is a random oracle.

Public information: Q ∈ G, |G| = q, H
Secret information: pw ∈ Zq , R = pw−1P, PW = pwQ

Client C Server S

x
R←− Zq ; y

R←− Zq ;
X� = xP − pwQ Y � = yR − PW

X�, C−−−−−−→
Y �, S←−−−−−−

KC ← (x · pw)(Y � + PW ) KS ← y(X� + PW )
SKC ← H(C,S, X�, Y �, PW,KC) SKS ← H(C,S, X�, Y �, PW,KS)

Fig. 1. The password-based encrypted key exchange protocol

The correctness of our protocol follows from the fact that, in an honest exe-
cution of the protocol, KS = KC = xyP .

Finally, we should point out that Q is an important parameter and should be
chosen carefully in such a way that it is computationally difficult for an adversary
to find the discrete logarithm of Q with P as the base. Otherwise, the protocol
will be insecure.

3.2 Security

As Theorem 1 states, our EC based password key encrypted protocol is secure
in the random oracle model as long as we believe that the ECCDH problem is
hard in G.

Theorem 1. Let G be a represented group and let D be a uniformly distributed
dictionary of size |D|. Let P describe the password-based encrypted key exchange
protocol associated with these primitives as defined in Figure 1. Then,

Advftg−ake
P,D (t, qp, qs, qh) ≤ (qp+qs)2

q + q2
h

2l +2qh(1+2qsqh)Adveccsdh
G (t+3τ)+ 4qs

|D| ,

where qs represents the number of active interactions with the parties (Send-
queries); qp represents the number of passive eavesdroppings (Execute-queries);
qh represents the number of hash queries to H; and τ represents the computa-
tional time for a point multiplication in G.
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Similarly, we use the method proposed in [11] to prove Theorem 1 because the
method is comprehensible and less prone to errors.

Proof. Let A be an adversary against the semantic security of P . The idea is to
use A to build adversaries for each of the underlying primitives in such a way
that if A succeeds in breaking the semantic security of P , then at least one of
these adversaries succeeds in breaking the security of an underlying primitive.
Our proof consists of a sequence of hybrid experiments, starting with the real
attack and ending in an experiment in which the adversary’s advantage is 0,
and for which we can bound the difference in the adversary’s advantage between
any two consecutive experiments. In the following experiments, we study the
event which occurs if the adversary correctly guesses the bit b involved in the
Test-query.

Experiment0: This is the real protocol in the random-oracle model. By de-
fination, we have

Advftg−ake
P,D (A) = 2Pr[S0] − 1 (1)

Experiment1: In this experiment, we simulate the hash oracle H , but also
additional private hash function H

′
that will appear in the Experiment3 as

usual. The hash function H
′

is computed only with the user identities and the
session identification but no password or Diffie-Hellman key any longer. We also
simulate all the instances, as the real players would do, for the Send-queries and
for the Execute, and Test-queries. From this simulation, we easily see that the
game is perfectly indistinguishable from the real attack. Thus, we have

Pr[S1] = Pr[S0] (2)

Experiment2: For an easier analysis in the following, we cancel experiments
in which some unlikely collisions appear: collisions on the partial transcripts and
on hash values. The probability are bounded by the birthday paradox:

|Pr[S2] − Pr[S1]| ≤ Pr[Collision] ≤ (qp + qs)2

2q
+

q2
h

2l+1
(3)

Experiment3: We compute the session key sk using the private oracles H
′
.

The experiments Experiment3 and Experiment2 are indistinguishable unless
some specific hash queries are asked, denoted by event AskH. The session key is
computed with the random oracle H

′
that is private to the simulator, then one

can remark that the bit b involved in the Test-query cannot be guessed by the
adversary, better than at random for each attempt. Hence the advantage of the
adversary in this case is 0.

|Pr[S3] − Pr[S2]| ≤ Pr[AskH] Pr[S3] =
1
2

(4)

To bound the difference between this experiment and previous, Our goal at
this point shifts to computing the probability of the event AskH.
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Experiment4: In order to evaluate the event AskH, we introduce a random
square Diffie-Hellman instance U and let Q = U in this experiment. By using a
technique similar to that used in lemma 2 and 3 in [11], one can show that

Pr[AskH] ≤ qh · Adveccsdh
G (t + 3τ) + 2qsq

2
hAdveccsdh

G (t + 3τ) +
2qs

|D| (5)

Finally, Combining all the above equations, one gets the announced result as
follows.

Advftg−ake
P,D (A) = 2Pr[S0] − 1 = 2(Pr[S0] − 1

2 )
= 2(Pr[S1] − 1

2 ) ≤ 2(|Pr[S1] − Pr[S2]| + |Pr[S2] − Pr[S3]|
≤ (qp+qs)2

q + q2
h

2l + 2qh(1 + 2qsqh)Adveccsdh
G (t + 3τ) + 4qs

|D| . ��

3.3 Remarks

Our scheme is considered much more from the practical perspective. It assumes
only public parameters — i.e., a “ reference string” — which can be “hard-coded”
into an implementation of the protocol. The primary advantage in our case is
that users need remember only a short password, and no cryptographic key(s)
of any kind, when compared with some previous work, say, protocol proposed
recently in [14]. As a result, human users do not have to remember or securely
store long, high-entropy keys. Moreover, our protocol is in the augmented model
which is contrived to resist server compromise when compared to the two very
recent ones [11,14].

Furthermore, our protocol is efficient. In one run of the scheme, the server
side requires to compute two scalar multiplications and the client side requires
three scalar multiplications. Note that we just count the number of scalar mul-
tiplication, which entails the highest computational complexity, and neglect the
computational complexity of all other operations , which can be done efficiently.
The protocol is remarkably efficient, requiring computation a little more than
“classical” Diffie-Hellman key exchange which provides no authentication at all
and requires two scalar multiplications on each side. So far as we know, it is more
efficient than any of the existing augmented EKE protocols we can document,
even than some not in the augmented model, say, protocol proposed recently
in [14] which require four scalar multiplications on each side. Password-based
protocols designed in the augmented model are much less efficient than those
are not in that model, in terms of either computation or communication costs.
The protocol proposed recently in [15] is in the augmented mode and requires
five scalar multiplications for each side. Our protocol is certainly more efficient
than it.

Finally, we should note that the protocols proposed in [11,15] require full-
domain hash functions onto the represented group G. Such hash functions are
difficult to implement directly in practice, which usually contains an implicit
scalar multiplication over G. In that case, the computation cost of such hashes
can not be neglected. Our protocol does not need such hash functions.
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4 Conclusion

We have presented the protocol for password-only authentication which is both
practical and provably-secure based on the computational Diffie-Hellman as-
sumption. So far as we know, it is more efficient than any of the existing aug-
mented EKE protocols we can document, even than some not in the augmented
model. Therefore, our protocol is quite popular in low resource environments
due to the remarkable efficiency.
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Abstract. Relative location information is very useful in vehicular net-
works although it is vulnerable to various attacks. Many techniques
have been proposed for relative positioning and location verification.
Due to the high speed and the strict security requirements, the exist-
ing relative positioning and location verification techniques are not di-
rectly applicable to vehicular networks. Hence we present a scheme called
SRLD, which securely determines the relative locations of a set of wire-
lessly connected vehicles based on the relative locations of each vehicle’s
surrounding vehicles. SRLD uses cryptographic keys to authenticate
location messages and uses a vehicle’s public key to identify the vehi-
cle while protecting drivers’ privacy. To defend against Sybil attacks,
SRLD employs registration and ticket verification mechanisms. It de-
fends Wormhole and black hole attacks by probabilistically monitoring
losses of relative location messages. Analysis and simulation results show
that SRLD is lightweight and is resilient to Sybil, Wormhole and some
other attacks.

Keywords: secure vehicular relative location, security, vehicular net-
works.

1 Introduction

Location information is very useful in our daily life. But in many cases, we
do not need detailed global location information but only relative location in-
formation. The fatality analysis report [1] by National Highway Traffic Safety
Administration shows that collision with another motor vehicle is the most com-
mon harmful event for fatal and injury crashes. Aided by an accurate view of
the relative locations of vehicles nearby, a driver will have better chance dis-
covering vehicles at blind spots and avoiding accidents during lane changes and
merges. Furthermore, in vehicular networks, nodes’ relative location information
can be used to identify the relative location of a message source so that a vehicle
driver will be able to tell the relative position of the vehicle that is sending a
passing/decelerating message and take corresponding maneuver to prevent the
accidents.

In vehicular networks, location information is life-critical but is vulnerable to
malicious attacks such as Sybil [16] and Wormhole attacks [9]. To make sure that
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the location information is not forged or altered by malicious nodes, we need to
determine the nodes’ location and verify the authenticity of their location claims
in presence of malicious nodes.

The vehicles’ relative locations can be computed from their accurate global
locations, which can be obtained by using GPS-based techniques. But since
a GPS satellite simulator is able to generate fake GPS signals that flood the
real GPS signals [6], GPS-based solutions are not secure in vehicular networks
without authenticating GPS signals. In addition, using vehicles’ precise locations
to compute their relative locations may raise privacy concern of the drivers who
are unwilling to expose their precise locations.

Many non-GPS based positioning and distance estimation techniques have
been proposed [12, 22, 5, 2, 3, 18, 7] to determine the relative locations of nodes.
However, due to the fact that vehicles are moving at high speed, all of the
above mentioned positioning techniques except [12] are not directly applicable for
vehicular networks since most of them are designed for in-building environment.
Furthermore, all these techniques assume that all nodes are cooperative. Hence
these techniques are vulnerable to various attacks.

To authenticate nodes’ location claims and determine nodes’ relative locations
in a hostile environment, [4, 21, 8, 6] have been proposed. They can be classified
into two types. One type exploits the properties of radio and sound wave and
multilateration techniques [4, 21, 6, 14]. The other uses cryptographic keys to
authenticate location information [13]. The techniques using multilateration may
be impractical for vehicular networks because most of time the number of nodes
in the proximity is too few to perform multilateration. And the techniques using
ultrasonic sound may be inaccurate since the vehicles are moving in a speed
about 1/10 of the speed of sound wave.

Therefore, in this article, we propose a scheme to securely determine the nodes’
relative locations in the vehicular network, named Secure Relative Location De-
termination (SRLD). SRLD is distinguished from existing relative positioning
schemes in that it does not require GPS or other location information but only
the relative locations of each vehicle’s surrounding vehicles. Essentially, with the
technique introduced in the article, every node is able to construct an image of
the relative locations of a set of nearby nodes that are wirelessly connected.

SRLD uses cryptographic keys to authenticate location messages and uses a
vehicle’s public key for identification and privacy protection. To defend against
Sybil attacks, it employs registration and ticket verification mechanism. We also
design a scheme to defend against Wormhole attacks by probabilistically moni-
toring losses of relative location messages.

The rest of the article is organized as follows. Section 2 introduces the existing
relative positioning and location verification techniques. Section 3 describes the
system model and the problem statement. Section 4 presents the design of SRLD
scheme and section 5 analyzes the resilience of SRLD against Sybil, Wormhole
and black hole attacks. The performance of SRLD is simulated in section 6.
Finally, we conclude in section 7.
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2 Previous Work

Securely determining nodes’ relative locations include determining relative loca-
tions and verifying the authenticity of relative locations in presence of malicious
nodes. The first problem is referred as relative positioning problem and the sec-
ond problem is referred as relative position verification problem.

2.1 Relative Positioning Techniques

The nodes’ accurate positions obtained using GPS devices can be used to com-
pute their relative locations of nodes. In [12], V. Kukshya et al. presented a
technique to estimate the relative locations of neighboring vehicles based on the
exchange of their individual GPS coordinates. And it uses a trilateration tech-
nique to estimate relative locations during GPS outages. The relative positioning
solution in [12] requires vehicles to cooperate and does not consider security is-
sues so it is vulnerable to various types of attacks. Moreover, GPS devices can
be spoofed by GPS satellite simulators [6] , which generate fake GPS signals
that overcome the real GPS signals [23].

There are a number of relative positioning techniques [5, 18, 2] that exploit
radio beacons or ultrasonic pulse to infer proximity to a collection of refer-
ence points with known coordinates. However, due to the fact that vehicles are
moving in a speed about 1/10 of the sound wave speed (about 331 m/s), the
above mentioned positioning techniques may be inaccurate in vehicular network
scenario.

Furthermore, there are some IEEE 802.11 wireless network based positioning
techniques [3, 7], which learn the location of wireless devices by studying the
radio signal property observed at base stations.

2.2 Position Verification Techniques

Positioning techniques introduced in 2.1 are vulnerable to malicious attacks.
For instance, attackers may give false positions. Many techniques have been
proposed to verify positions and to prevent malicious attacks. They can be clas-
sified into two types. One type exploits the properties of radio and sound wave
and multilateration technique [4, 21, 6, 14]. The other uses cryptographic key to
authenticate location information [13]. We summarize some of them below.

S.Brands and D. Chaum presented a protocol to determine an upper-bound
on the distance between the verifier and the prover [4]. D. Liu et al. presented
two attack-resistant location estimation techniques [14] provided that the benign
beacon signals account for the majority. L. Lazos et al. [13] proposed a secure
localization scheme (SeRLoc) for wireless sensor networks based on directional
antennas.

However, the above-mentioned location verification techniques are not directly
applicable to the vehicle networks. First, the multilateration techniques are not
suitable for vehicular network because often the number of nodes in the proximity
is too few to perform multilateration. And directional antennas are not efficient
when used on the linear topology of vehicular networks.
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3 System Model

3.1 Problem Statement and Assumptions

First of all, the notations and terminologies used in this article are defined as
follows.

– N : the number of vehicles in the network
– PKv: public key of vehicle v;
– SKv: private key of vehicle v;
– LPv: license plate of vehicle v;
– Tv: authentication ticket vehicle v;
– R: registration interval;

We study the problem of securely determining relative locations in vehicular
networks in presence of malicious nodes. Furthermore, we explore the problem
of determining the vehicles’ relative locations with the following design goals: 1)
resistant to fake location claims, 2) decentralized relative location determination,
meaning that each node computes its own image of the network topology and
the images may vary. Moreover, we focus on determining the relative location
among a set of vehicles that are wirelessly connected.

We list next the assumptions in our relative location determination protocol.
These assumptions follow the common practices of the contemporary public key
infrastructure. In this article, when we use the term node, we mean a vehicle in
the network.

1. Vehicles are able to verify the Certification Authority (CA) certificates of the
roadside APs (Access Points). And the communications between the nodes
and the roadside APs are encrypted using asymmetric cryptography.

2. Each vehicle has a tamper-proof electronic license plate, which can only be
read by roadside APs. Every R seconds, vehicles register to the roadside APs
to indicate that they are active. During registration, APs read the vehicle’s
electronic license plate and update its registration time.

3. A vehicle’s public key [20] is uniquely linked to its license plate. And the
roadside APs verify the binding between a vehicle’s license plate number
and its public key by accessing the interfaces provided by transportation
authorities.

Assumption 1 can be implemented by adapting Secure Socket Layer(SSL)
scheme [17], through which a node can both verify that the AP is not spoofed
by malicious attackers and negotiate an asymmetric cryptographic key.

For assumption 3, we follow earlier work [11] that vehicles’ public keys and
license plates are registered and verifiable at transportation authorities.

3.2 System Architecture

The vehicular network consists of road-side APs and wireless communication en-
abled vehicles. The APs are connected through wired Internet and they
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collectively provide a wireless radio that covers the entire road. Vehicles carry
public keys of Certification Authority (CA) to verify CA signatures of APs.
Fig. 1 depicts such an architecture.

Relative locations of nodes are stored in a table called Relative Location Table
(RLT ). The structure of RLT is as follows.

{Relative Location, Public Key, Seq}
In the table, the Public Key field records the public key of a vehicle whose link to
a license plate has been proved by the APs. The Relative Location field specifies
the relative location of that vehicle. The Seq field records the sequence number
of the relative location beacon message received from the corresponding vehicle.

In our scheme, we use the vehicle’s public key to identify the vehicle rather
than using its license plate number. Using a vehicle’s license plate number as
the vehicle identifier will expose the license plate numbers of the vehicles on
the road, which may raise privacy concerns. Using public key as identifier has
the advantage of not revealing the vehicle privacy information to other vehicles
since the link between a vehicle’s public key and its license plate number is only
verifiable through the interface provided by transportation authority, which is
not accessible for normal people.

There are two types of messages in the network. One is the relative location
beacon messages. The other is the generic messages such as deceleration message
and other general communication messages. In this article, when we use the term
message, we mean generic message.

Given the RLT , we can determine the relative location of message source.
To prevent malicious nodes from fabricating messages, every message is signed
by the message source using its private key. When a vehicle receives a message,
it will first locates the relative location of the message source according to the
public key of the message source. Then the message receiver verifies the validity
of the message source’s signature using the public key of the message source
stored in the RLT .

In next section, we introduce how to construct RLT through SRLD.

4 Design of the SRLD Protocol

Fig. 2 illustrates a vehicular network comprising multiple lanes. The rationale
of SRLD scheme is to construct a graph showing the relative locations of nodes
within radio range by using the relative location information of each node’s
surrounding nodes. Specifically, each node will use video sensor to read the license
plates of nodes on front left, front, front right, rear left, rear and rear right (i.e.
node 1,2,3,6,7,8 in Fig. 2). And each node uses directional RFID reader to read
the electronic license plates of the nodes between front left and rear left(i.e.
node 4 in Fig. 2) and the nodes between front right and rear right. If every node
propagates the relative locations of its surrounding nodes to other nodes, then
eventually every node will be able to build a graph showing the relative locations
of all nodes in the network.
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Fig. 1. System Architecture
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Fig. 2. Relative Locations Graph

When most of time all nodes are on a single lane, then each node only needs to
propagate its predecessor and successor information instead of relative locations of
all surrounding nodes. Due to the limit of space and the reason that the rationale
of determining vehicle relative locations in multi-lane scenario is essentially the
same as in single-lane scenario, we describe our scheme in a single-lane scenario.

4.1 SRLD Protocol

SRLD protocol is showed in Fig. 3. SRLD may work in two modes: AP mode
and distributed mode, which are called SRLD-AP and SRLD-D, respectively.
Their difference is as follows. In SRLD-AP, APs compute the RLT and propagate
it to vehicles. In SRLD-D, vehicles distributedly construct RLT by exchanging
the relative locations of each vehicle’s surrounding vehicles.

In the first phase of SRLD-AP and SRLD-D, a vehicle v in the vehicular net-
work obtains the license plate number LPp of its immediate predecessor p using
the video cameras mounted on the front of v. Then v requests an authentication
tickets Tp from p and send Tp to a AP to authenticate it. The format of Tp is as
follows: Tp = {PKp, TS, ESKp(LPp||TS)}.

When verifying the validity of Tp, AP first check the binding between LPp

and PKp by accessing the interface provided by transportation authorities. Fur-
thermore, AP verifies that the timestamp TS in Tp does not exceed 10 seconds
to prevent stale tickets. Similarly, v requests a ticket Ts from its immediate suc-
cessor and checks the validity of Ts. If working in SRLD-AP mode, AP will also
record the predecessor and successor information of the node v when checking
the tickets Tp and Ts.

The second phase of SRLD-AP is already showed in the Fig. 3 so we focus on
introducing the second phase of SRLD-D, during which every vehicle instead of
AP disseminates its immediate predecessor and successor information to other
nodes using relative location beacon message B. Suppose B is generated by
vehicle v, whose predecessor is p and successor is s. The format of B is as
follows.
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SRLD protocol

Verification Phase:

1. Node v observes the license plate number of
its immediate predecessor p and successor s:
LPp and LPs. Then node v sends LPp to
p and requests for an authentication ticket
Tp from p. Similarly node v requests an au-
thentication ticket Ts from s.

2. Node v sends {LPp, Tp} and {LPs, Ts} to
AP to authenticate p and s.

Dissemination Phase of SRLD-D:

1. After verifying p and s, v broadcasts a rela-
tive location beacon B to neighbors.

2. When a node receives B, it updates its RLT
using B and broadcasts B after verifying the
validity of B.

Dissemination Phase of SRLD-AP:

1. APs compute the RLT from the predeces-
sor and successor information collected dur-
ing the verification phase and disseminate
{RLT ,sigAP} to all nodes. And nodes verify
the validity of RLT by checking the signa-
ture sigAP using public key of APs.

Fig. 3. SRLD Protocol

PMLD protocol

1. When an AP receives a predeces-
sor/successor authentication request, it
probabilistically determines if it monitors
the beacon message Bselect corresponding to
this authentication request. If it determines
to monitor Bselect, it conducts the following
steps to monitor which nodes faithfully
forward the Bselect.

2. Notify all APs to monitor who is forwarding
Bselect within Tmonitor. Here we set Tmonitor

as 30 seconds.

3. When an AP receives a beacon B, it checks
whether B is the same as Bselect. If B is the
same as Bselect, then AP records the identity
of the forwarder of B.

4. After Tmonitor, APs know that who have for-
warded Bselect and who have not. APs then
increment the malicious value of those nodes
that did not forward Bselect. After the mali-
cious value of a node x reaches a threshold
value, AP informs all nodes that x is a pos-
sible malicious node.

Fig. 4. PMLD Protocol

B = {PKp, PKv, PKs, Tp, Ts, seq, sig′}
sig′ = ESKv ( H( {PKp, PKv, PKs, Tp, Ts, seq}))

When other nodes receive B from v, they will verify the validity of B. First of
all, receivers will check that the signature sig′ is valid. Then they communicate
with APs to verify the validity of the Tp and Ts and verify that the registrations
of p, v and s are within R. If any of the above verifications fails, the receivers
will ignore B.

We assume there are N vehicles in a linear topology network and Th is the
time needed for propagating B to a one-hop neighbor and processing it. We now
compute how long it takes for a location change to reach all vehicles. The largest
number of hops traveled by B ranges from N −1 to

⌈
N
2

⌉
. So on average the time

for a location change to reach all vehicles is as follows:

Th × 1
N

× (N − 1 + N − 2 + . . . +
N

2
+ (

N

2
+ 1) + . . . + N − 1) = 0.75×N × Th.

4.2 RLT Construction Algorithm

Now we present an algorithm to construct RLT using the relative location bea-
cons received. RLT construction algorithm is executed by APs when working in
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Fig. 5. Attacks against relative location determination schemes

SRLD-AP mode and is executed by individual vehicles when working in SRLD-D
mode. The algorithm is as follows and its time complexity is O(N2).

1. From beacon messages received, search for a node h which has no predecessor.
Add h to list L as list head. Make pointer P point to h.

2. Find the node s which is the successor of the node pointed by P . Then add
s to list L and make pointer P point to s.

3. Continue step 2 until all nodes in the beacon messages are added to the list
L. The relative location of a node in the list L is its relative location in the
RLT .

5 Security Analysis

In this section, we analyze the resilience of SRLD to Sybil attacks, Wormhole
attacks, denial-of-service attacks and black hole attacks. The goal of the SRLD
protocol is to verify that the relative location information is not forged or altered
by malicious nodes.

5.1 Sybil Attack

A Sybil attack occurs when a malicious node illegitimately takes on multiple
identities as Sybil nodes [16]. First, malicious nodes may spoof roadside APs.
Second, adversaries may lie about its predecessor and successor (Figure 5(a)).
Third, adversaries may inject relative location information of non-existent nodes
(Figure 5(b)). Last, attackers may impersonate legitimate nodes (Figure 5(c)).

For the first type attacks, since nodes will first verify the CA certificate of road-
side APs and the communication between roadside APs and nodes are encrypted
using asymmetric cryptography, it is hard for the attackers to impersonate APs,
alter message content, or fabricate messages between APs and vehicles.

For the second type of attacks, in SRLD, it is difficult for an attacker to lie
about its predecessor and successor since forging the tickets of predecessor or
successor is challenging. And the attacks by reusing the stale tickets will be
defended by checking whether the timestamps of the tickets have been expired.
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Fig. 6. An example of Wormhole attack

For the the third type of attacks, malicious nodes are unable to insert non-
existent nodes because the receivers will verify the registrations of the nodes
included in the relative location beacons by consulting roadside APs. Moreover,
a node’s registration will expire after R, which makes it difficult for adversaries
to re-use stale tickets overheard previously.

For the fourth type of attacks, since the receiver verifies the authenticity of the
public key of the beacon source and the signature of the message, it is difficult for
malicious nodes to impersonate legitimate nodes and alter the beacon messages
sent by legitimate nodes unless they know the private key of the source.

5.2 Wormhole Attack

Another significant attack is a Wormhole attack, where malicious nodes collude
to selectively discard relative location messages of legitimate nodes. Figure 6
illustrates a basic Wormhole attack. The attackers control node X and Y , which
are connected by a tunnel link. Regular messages and relative location messages
received by X are tunneled to Y and retransmitted at Y , and vice versa. By
selectively discarding messages, colluding attackers may launch DoS attacks and
prevent some nodes from being known to others. For instance, X and Y may
only transmit relative location messages initiated by A and C while discarding
all relative location messages initiated by B. Thus, other nodes will not know
the presence of B.

Some countermeasures have been presented to defend the Wormhole attacks
[24, 9]. Y. Hu et al. proposed a MAC layer protocol named TIK [24] to restrict
the packet’s maximum allowed transmission distance, which prevents Wormhole
attacks by detecting if the packet traveled further than that is allowed. In [9],
the authors presented an approach to detect Wormhole attack, which depends
on nodes maintaining accurate sets of their neighbors.

However, there is no solution designed specifically for defending Wormhole
attacks in vehicular network. Hence, we propose Probabilistic Message Loss De-
tection (PMLD) protocol, which defend Wormhole attacks by probabilistically
monitoring the losses of relative location messages. When working in SRLD-AP
mode, APs instead of the vehicles propagate relative locations so the attackers
are unable to launch Wormhole attacks. But PMLD protocol can be used to
defend Wormhole attacks when the system works in SRLD-D mode.

PMLD protocol is showed in Fig.4. In PMLD, we assume legitimate nodes
account for majority and if a node A can hear node B then B can hear A. APs
probabilistically select a beacon message Bselect and check if there are attackers
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discarding the selected beacon message. Since each beacon message will be trans-
mitted by every node in the network, malicious nodes expose themselves when
they discard Bselect. In PMLD protocol, monitoring is performed probabilis-
tically so that malicious nodes will not know which messages are going to be
monitored.

5.3 Black Hole Attack

An attack similar to Wormhole attack is Black hole attack [10], in which a mali-
cious node behaves like a black hole and discards all or a fraction of the relative
location beacons passing it. Black hole attacks may create network partition so
that a vehicle is unable to know the relative location of interested vehicles due
to the network partition.

Black hole attackers can be detected by neighboring nodes, which identify and
put the attackers on blacklist. However, as Y. Hu et al. pointed out in [10], the
above watchdog-like method [15] may enable attackers to add legitimate nodes
to blacklists and interfere the normal function of legitimate nodes.

In our system, we employ PMLD protocol as the countermeasure of Black
hole attacks. The APs identify the black hole attackers by probabilistically mon-
itoring message transmissions and inform legitimate nodes about the attackers.
Compared with watchdog-like method, our approach exploits the authority of
APs and will not cause legitimate nodes to be blackmailed by attackers.

5.4 Replay Attack and Denial-of-Sevice Attack

During Replay attacks, attackers retransmit stale messages recorded previously.
In SRLD-AP, since RLT is transmitted by APs with asymmetric cryptography,
it is difficult to launch Replay attacks. In SRLD-D, since each location message
has a sequence number and a signature, it is hard for attackers to inject stale
location messages since they are unable to forge the message signature.

Moreover, malicious nodes may initiate denial-of-service attacks such as con-
stantly retransmitting stale messages or garbage messages, the normal wireless
transmission around the malicious nodes will be severely affected due to the
heavy radio collisions. Denial-of-service attacks are difficult to prevent due to
the sharing nature of wireless medium. One way to resume communication in
face of the denial-of-service attacks is to switch channels. Another way is to stop
attacking nodes physically. Roadside APs record the electronic license plates of
the attacking nodes and report the positions of attacking nodes to law enforce-
ment department to stop the attacking nodes.

6 Evaluation

In this section, we evaluate SRLD-D regarding to the following two metrics.

– location beacon latency: This metric measures the maximal time it takes for
a location beacon message to reach all nodes.
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– location beacon overhead: This metric measures on average how many mes-
sages are sent on each node to propagate a location beacon to all nodes.

We conduct the simulations using Qualnet Network Simulator [19]. The nodes
in the network move according to the mobility pattern of the vehicles on the free
way. The nodes use IEEE 802.11b radio to communicate. When measuring loca-
tion beacon latency, we vary N and the processing time of a location beacon on
each node. Fig. 7 demonstrates that the larger the processing time the larger the
location beacon latency and the location beacon latency is linearly proportional
to N . Moreover, we measure the influences of N and location beacon interval
on location beacon overhead. Fig. 8 shows that when N becomes larger or when
beacon interval shinks, location beacon overhead increases due to the increase
of radio collisions.

7 Conclusions and Future Plan

In this paper, we have presented SRLD, a novel scheme for securely determining
the relative locations of vehicles in vehicular networks. SRLD does not require
any GPS or accurate position information but only the relative locations of each
vehicle’s surrounding vehicles. SRLD uses cryptographic keys to authenticate
relative location messages and uses a vehicle’s public key to identify the vehicle
for protecting the driver’s privacy. The scheme is designed to defend against
Sybil attacks, Wormhole attacks, black hole attacks, and replay attacks. In the
future, we will evaluate the scheme under the aforementioned attacks. Moreover,
we plan to evaluate SRLD in the multi-lane scenario.
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Abstract. Energy efficiency is a major design issue in wireless ad hoc
networks since nodes are battery constrained. In such a network each
node has to support, in addition to the application workload, the one
resulting from the lack of any infrastructure or centralized administra-
tion in the network. In particular far-off communications between nodes
are done using a multi-hop route via other nodes. Thus they may decide
to relay or not packets, but using an inappropriate routing approach
can sunk the performances. In this paper we propose a distributed local-
control algorithm that guarantees a fair workload distribution across the
network. This approach ensures that each node will contribute propor-
tionally to its available energy. Furthermore, the algorithm is able to
deal with dynamic networks like mobile ad hoc networks (MANETs).
We study the relevance of our approach to prolong the lifetime in dy-
namic heterogeneous networks through simulations using OMNeT++.

1 Introduction

Wireless ad hoc networks have received a lot of attention over the last years,
becoming a mature and viable alternative to infrastructure-based wireless net-
works. Each node of such a network communicates directly only with nodes in
its physical neighborhood and uses multi-hop routes to reach the other nodes.
Moreover, nodes mobility and their decentralized operating manner give rise to
many issues that have no counterpart in the wired networks. Indeed, since there
is no network infrastructure each node has to perform, in addition to its own
workload, some fundamental networking tasks (namely relaying and routing).
Hence, each node of a wireless ad hoc network has to find the best balance
between performing its own application tasks and the networking ones.

Maximizing the nodes lifetime supposes to reduce the number of tasks a node
is charged with performing, especially networking tasks such as relaying. Unfor-
tunately this context usually raises a node behavior that is unsuitable: selfish
nodes are not willing to relay packets, since it implies energy consumption due
to radio communications. Nodes must maximize their lifetime, but also ensure
that the connectivity of the network is preserved. This point is highlighted by
the motivating example given in figure 1.
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Fig. 1. Motivating example

In this example, each node is supposed to take pictures or videos from a sport-
ing competition and exchange them with neighbors. Clearly the node denoted 3
is in a key position, since it acts as a bridge node. Therefore if this node dies
the network will become partitioned. Let us assume now that node 3 has lim-
ited capabilities, then, to display the pictures or videos the node has to perform
adaptation tasks (resizing pictures, etc.). In addition to that, it must also relay
packets to the rest of the nodes. In this context, as shown by case A in figure 1,
contrary to the other nodes, node 3 will rapidly consume all its energy, lead-
ing to a significant reduction of the network lifetime. To address this problem,
we propose that the nodes make a deal between themselves, in order to reduce
node 3 workload. More precisely, as shown in case B, the idea is to share its
adaptation tasks among nodes that have a higher battery energy level.

In this paper, we design a lifetime-aware task assignment algorithm that can
be applied to a static or a dynamic ad hoc network (like MANETs) where
nodes may be heterogeneous. The algorithm, of iterative nature, induces a local-
controlled migration of tasks between nodes, based on the residual energy of each
node. The relevance to prolong lifetime via task migration is assessed through
OMNeT++ simulations considering a real multimedia scenario.

2 Related Work

Minimizing energy consumption in wireless ad hoc networks has been investi-
gated by many researchers. The primary goal is, of course, to prolong network
lifetime. A way to improve lifetime is to design a suitable routing protocol, there-
fore several power-aware routing protocols and topology control algorithms have
been developed [1,2]. Most of those focus on minimizing the energy consumed
per packet in order to deliver it to the destination. A centralized algorithm to
determine the maximum lifetime, based on the Garg-Koenemann algorithm for



A Local-Control Algorithm to Prolong the Lifetime of Wireless 557

multicommodity flow, has been proposed in [3]. A flow-based approach is also
used in [4] (maximum concurrent flow). Several other papers have considered
the topic of energy-aware broadcasting in wireless networks [5,6]. In that case
the problem can be stated as follows: maintain a transmission graph connecting
a given source node to all the other nodes. The aim of many of those works is
to minimize the global power consumption of the whole network.

This paper is an extension of a previous work [7] in which we have proved
theoretically the validity of our method. Several other differences can be noticed
between the papers. In particular, the convergence detection has been explicitly
integrated in the proposed algorithm, and the simulation results reported in this
paper have been done in the context of dynamic networks.

3 Problem Formulation

The system is supposed to be time-slotted, s denoting the time-slot length.
Hence, each time-step t satisfies t = k × s where k ∈ IN, but for the sake
of simplicity we use k instead of t. The network is assumed to be a set of N
nodes i ∈ {1, . . . , N}. We consider M subsets of tasks and the energy needed
for task execution differs from a set to another. Moreover, as the nodes can be
heterogeneous the energy cost of tasks belonging to the same subset (or class)
also depends on the node characteristics. Further notations are given in table 1.

The energy spent by node i during time slot k is given by ξ
(k)
i =

∑M
j=1 N

(k)
i,j ei,j ,

hence the energy provision satisfies

E
(k)
i = E

(0)
i −

k∑
l=1

ξ
(l)
i = E

(0)
i −

k∑
l=1

M∑
j=1

N
(l)
i,j ei,j . (1)

As we are trying to optimize the energy, the only way to fulfill this objec-
tive is, according to equation (2), to adapt the number of tasks that node i

executes
(∑k

l=1

∑M
j=1 N

(l)
i,j

)
. Obviously, decreasing this number for each node is

not suitable, since this scenario would lead to a Quality of Service drop. Thus,
our objective is to balance tasks among nodes considering their available energy.
More precisely, we search for a time slot S such that ∀k > S we have∑M

j=1 T
(k)
1,j e1,j

E
(k)
1

= . . . =

∑M
j=1 T

(k)
N,jeN,j

E
(k)
N

(2)

Table 1. Notations used

Symbol Description

T
(k)
i,j : number of class j tasks held by node i at time step k.

ei,j : energy spent by node i to execute one task from class j.

N
(k)
i,j : number of class j tasks executed

by node i during time slot k.



558 J.M. Bahi, A. Mostefaoui, and M. Salomon

where T
(k)
i,j stands for the remaining workload T

(k)
i,j = T

(0)
i,j −∑k

l=1 N
(l)
i,j .

Equation (2) expresses that the ratio between the energy needed to execute
the remaining workload and the energy available is the same for all nodes. Thus,
we guarantee that each node participates based on its energy resource, and
consequently the fairness among all nodes of our approach. In the following the

ratio of node i will be denoted x
(k)
i =

M
j=1 T

(k)
i,j ei,j

E
(k)
i

.

Clearly our approach defines a fixed-point system. Indeed, let us denote by
X(k) =

(
x

(k)
1 , x

(k)
2 , . . . , x

(k)
N

)
the ratio vector then we have ∀k > S

X(k+1) = X(k) = X(S) =
(
x

(S)
1 , x

(S)
2 , . . . , x

(S)
N

)
= (x∗, . . . , x∗) = X∗ . (3)

4 Lifetime-Aware Task Migration

Each node executes an algorithm that is driven by its remaining energy provision
and workload. These informations together with the ratio of the node’s one-hop
neighbors are used to control for each of them whether the node has to send
tasks or not to it. The algorithm runs iteratively until it detects that no task
exchange has to take place: ratio difference between the node and its single-hop
neighbors is below a fixed threshold. Let us also emphasize on the robustness
and insensitivity of our approach to broken links between nodes or changing
network topologies.

Let V
(k)
i denote the set of one-hop neighboring nodes of node i at time step k.

Each node performs algorithm 4.1 where the symbols ea
(l−1)
i and D

(l−1)
i,j denote

respectively:

– the algorithm’s energy consumption. It means the energy expenditure due
to computations and communications.

– the number of class j tasks generated during time slot l − 1. This task
generation process is assumed to follow a Poisson process of parameter λj .

The principle of our algorithm is to exchange the ratio value of the node
with its neighbors, and the algorithm uses these values to deduce to which one
tasks must be send and how many. The aim is for each node to send tasks to
neighboring nodes having a larger ratio value. Task migration may be done until
ratio convergence is detected: the ratio difference (line 6) is below a threshold
ε. The A

(k)
iv weight factor is a component of the diffusion matrix A

(k)
iv which is

constructed at each time step, in order to tackle changing topologies. The energy
provision decreases due to task and algorithm execution (line 15), whereas the
number of tasks may increase thanks to the generation process (line 16).

4.1 Task Migration

Due to its decentralized nature, algorithm 4.1 requires that each node communi-
cates with its one-hop neighbors. Now we will provide the amount of tasks that
must be sent during an iteration to a neighbor node having a larger ratio value.
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Algorithm 4.1. Lifetime-aware task migration algorithm
1: l = k
2: Convergence = false
3: repeat
4: if V

(l)
i �= ∅ then

5: Exchange x
(l)
i with each v ∈ V

(l)
i (i.e. send x

(l)
i and receive its x

(l)
v )

6: x
(l+1)
i = x

(l)
i +

v∈V
(l)
i

A
(l)
iv · x

(l)
v − x

(l)
i

7: if x
(l+1)
i − x

(l)
i > ε then

8: Send tasks to neighboring nodes v ∈ V
(l)

i according to algorithm 4.2

9: else
10: Convergence = true
11: end if
12: else
13: Convergence = true
14: end if
15: l = l + 1
16: E

(l)
i = E

(l−1)
i − M

j=1 N
(l−1)
i,j ei,j − ea

(l−1)
i

17: T
(l)
i,j = T l−1

i,j − N
(l−1)
i,j + D

(l−1)
i,j

18: x
(l)
i =

M
j=1 T

(l)
i,j

ei,j

E
(l)
i

19: until Convergence is true

From algorithm 4.1, line 6, we have for node i

x
(k+1)
i = x

(k)
i +

∑
v∈V

(k)
i

A
(k)
iv ·

(
x(k)

v − x
(k)
i

)
. (4)

Let us consider any neighbor v. Several observations can be made:

1. x
(k)
v < x

(k)
i leads to a decrease in the ratio value by A

(k)
iv ·

(
x

(k)
v − x

(k)
i

)
.

Therefore node i must send tasks to node v so that it results in the previous
ratio decrease factor.

2. if x
(k)
v = x

(k)
i no task migration will happen

3. x
(k)
v > x

(k)
i is the dual case of case one.

We denote by α
(k)
i,v,j the number of class j tasks to be sent from node i to node

v at instant k. Then equation (4) can be rewritten as

x
(k+1)
i = x

(k)
i +

∑
v∈V

(k)
i

sgn (xv − xi) ·
∑M

j=1 α
(k)
φ1(i,v),φ2(i,v),jei,j

E
(k)
i

(5)

where

φ1(i, v) =
(1 + sgn (xv − xi)) · i + (1 − sgn (xv − xi)) · v

2
, (6)

φ2(i, v) =
(1 − sgn (xv − xi)) · i + (1 + sgn (xv − xi)) · v

2
.
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Naturally, we focus on case 1. From equations (4) and (5) we can deduce the
number of tasks to be sent from node i to node v at instant k∑M

j=1 α
(k)
i,v,jei,j

E
(k)
i

= A
(k)
iv ·

(
x

(k)
i − x(k)

v

)
. (7)

Consequently, we obtain

M∑
j=1

α
(k)
i,v,jei,j = A

(k)
iv ·

⎛⎝ M∑
j=1

T
(k)
i,j ei,j − E

(k)
i x(k)

v

⎞⎠ = A
(k)
iv ·

⎛⎝ M∑
j=1

γ
(k)
i,v,jei,j

⎞⎠ . (8)

Let us now discuss the problem of estimating the coefficients γ
(k)
i,v,j . We decide

to define them according to the node workload, since these coefficients are di-
rectly related to it. The value of coefficient with index j is proportionally defined
from both class j and global workload. Hence we have

M∑
j=1

γ
(k)
i,v,jei,j =

M∑
j=1

T
(k)
i,j∑M

l=1 T
(k)
i,l

·
⎛⎝ M∑

j=1

T
(k)
i,j ei,j − E

(k)
i x(k)

v

⎞⎠ (9)

and coefficient γ
(k)
i,v,j is given as:

γ
(k)
i,v,j =

T
(k)
i,j

ei,j ·∑M
l=1 T

(k)
i,l

·
⎛⎝ M∑

j=1

T
(k)
i,j ei,j − E

(k)
i x(k)

v

⎞⎠ . (10)

However, using this expression exhibits a major problem, namely, that in some
cases it results in sending more tasks than the node has. To solve this problem
we add constraints to ensure that the number of tasks a node has to execute,
whatever the class, is always a positive number or zero. The constraints we add
can be stated as follows:

0 ≤
(
α

(k)
i,v,j = A

(k)
iv · γ(k)

i,v,j

)
≤ T

(k)
i,j

|V (k)
i |

⇔ 0 ≤ γ
(k)
i,v,j ≤ T

(k)
i,j

A
(k)
iv · |V (k)

i |
. (11)

Finally, considering equation (10) and inequation (11), each coefficient γi,v,σ,
σ ∈ {1, . . . , M} is given by:

γ
(k)
i,v,σ = min

⎛⎜⎜⎝max
(

0,
T

(k)
i,j

ei,j · M
l=1 T

(k)
i,l

·
(∑M

j=1 T
(k)
i,j ei,j − E

(k)
i x

(k)
v

))
,

min
(

M
j=1 γ

(k)
i,v,jei,j− σ−1

m=1 γ
(k)
i,v,mei,m

ei,σ
,

T
(k)
i,σ

A
(k)
iv ·|V (k)

i |

)
⎞⎟⎟⎠ . (12)

There is just a little drawback: the coefficients α
(k)
i,v,j are real-valued. Since all task

number must be a discrete value, we have to introduce a suitable discretization
step. We will discuss this point in the section devoted to implementation issues.

Taking into account all the previous remarks, the algorithm used to send tasks
between neighboring nodes is given thereafter.
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Algorithm 4.2. Sending tasks

1: for all node v ∈ V
(k)

i do

2: if x
(k)
v − x

(k)
i < 0 then

3: Compute γ
(k)
i,v,j, j ∈ {1, . . . , M}

4: Discretize all coefficients α
(k)
i,v,j = A

(k)
iv · γ(k)

i,v,j

5: for all j such that 1 ≤ j ≤ M do
6: Send β

(k)
i,v,j tasks to node v (β

(k)
i,v,j denote the discrete value of α

(k)
i,v,j)

7: end for
8: end if
9: end for

4.2 Diffusion Matrix

Diffusion algorithms are well known for load balancing. They were first intro-
duced for networks with fixed topology and more recently for dynamic networks.
As can be seen from equation (4), we have used a general (“anisotropic”) diffu-
sion law: x

(k+1)
i =

(
1 −∑

v �=i A
(k)
iv

)
· x

(k)
i +

∑
v �=i A

(k)
iv x

(k)
v , which in turn may

be written in a matrix form as X(k+1) = A(k) · X(k).
The fraction of the ratio difference which is transferred between nodes i and

v can vary for different links and in time, in order to be able to respond to the
changing nature of the network’s topology. We have chosen a weight-conserving
diffusion rule: A(k)

iv = A
(k)
vi . On the one hand the off-diagonal elements A

(k)
iv are set

to zero when there is no link between nodes i and v, otherwise A
(k)
iv ≥ 0. On the

other hand the diagonal elements, that represent the fraction of ratio difference
that will not induce task migration, satisfy A

(k)
ii = 1 −∑

v A
(k)
iv , A

(k)
ii ≥ 0. All

these constraints make A(k) a symmetric doubly stochastic matrix.
The behavior of our approach is conditioned on the form of the diffusion

matrix. The algorithm used to construct this matrix can be found in [7].

5 Implementation Issues

5.1 Discretizing Task Migration

The coefficients α
(k)
i,v,j are discretized using a two-step method. In the first one,

each coefficient is rounded to the nearest integer value, the deviation between
the real value and the corresponding integer one is also calculated. In the second
step, the conversion accuracy is estimated through the accuracy of the sum. By
accuracy of the sum we mean the difference between the rounded exact sum of
exact values compared to the sum of the rounded values. If the difference is not
equal to zero, one rounded coefficient is modified (increased by 1 if the difference
is positive, decreased by 1 otherwise), the coefficient is chosen according to the
deviation value. This process is repeated until the difference is zero. We also add
constraints in order to ensure that no more tasks than available will be sent and
also that it remains positive.
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5.2 Energy Consumption Model

To evaluate the ability of our approach to achieve energy-efficiency by migrating
tasks between nodes, and assess its effectiveness, an accurate modeling of the
energy consumed is essential. Obviously, there are two sources of energy con-
sumption in our algorithm: computation and communication. We decide to set
a fixed energy cost for the computation part, based on the energy consumption
characterization of the network nodes chosen in our simulation setup.

Several communication energy models have been proposed. A simple model
uses the voltage and current characteristics of the radio used to estimate the
power dissipated. In [8] the authors measured the energy consumption of a 802.11
wireless NIC operating in ad hoc mode. The obtained measures allow them
to model energy consumption (ES) through linear equations. These equations
model data communication activities (reception and transmission) considering
different types of communication (broadcast, unicast or packet discarding):

ES = mS × PacketSize in bytes + bS (13)

where mS and bS are communication-specific. mS models the impact of the data
packet size on energy consumption, whereas bS takes into account the energy cost
resulting from the channel access and the MAC layer control packets. We used
the equations obtained for the Lucent WaveLAN Silver card (11 Mbps).

6 Experimental Results

We ran our algorithm over a set of simulated networks having different topolo-
gies and sizes, and compared our results with those obtained without using our
method. The simulator OMNeT++ [9] is used to perform the simulations.

6.1 Simulation Setup

To study the sensitivity of our approach to network characteristics, we investi-
gate the algorithm performances under different types of topologies and network
sizes. The three topologies we have studied are: fully connected, linear and a
mixed topology. The latter, in which subsets of nodes communicate with each
other via intermediate nodes, has been randomly generated using a realistic link-
level topology generator [10]. We have investigated the first two topologies for
networks of 5 and 10 nodes, while the size of the mixed one was set to 20 nodes.

A very important property of the lifetime-aware task migration algorithm is
its ability to deal with heterogeneous networks. Therefore, the simulation sce-
nario involves wireless sensing nodes monitoring a perimeter through webcams
and mobile computing platforms (laptops) to view the images. The energy con-
sumption characterizations conducted by Margi et al. for both wireless DELL
Latitude C600 laptop [11] and Crossbow Stargate platform [12] allow us to sim-
ulate this real life case network. Thus, we have considered two types of nodes.
The first type (termed A) has limited resources (computing and storage), corre-
sponding to a Stargate node. The second one (termed B) denotes nodes having
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higher battery power and processing facilities, which means DELL laptops. At
the beginning of each simulation the type of each node is randomly chosen. In
addition to heterogeneous networks our approach can support dynamic changes,
whether due to node mobility or to node failures.

Simulations are performed according to the node parameter settings, depend-
ing on its type, given in table 2. All energy values, battery capacity and consump-
tion induced by task execution, are based on real specifications and measures.
The initial workload per node is defined with respect to its type: an A node is
assigned 250 tasks, while a B node receives 500 tasks. These tasks are randomly
distributed among three classes, and the energy cost for executing a unitary task
is fixed for each class using the energy characterization case studies mentioned
above. We can note that we set arbitrarily the fixed energy cost of our algorithm.
Initially, a task of each class is executed at every node, when a class has no more
task to execute, the free execution slot is allocated to another class. As soon as
the remaining workload of a node reaches zero, baseline tasks are executed until
the battery is depleted. Data flows between pairs of nodes, generated by task
migration, are of the order of 460 kB per task for the first class and 46 kB for
the two other ones.

The initial battery charge values are workload-based. In this way, the starting
ratio value of each node is randomly drawn from a uniform distribution and
then, using the initial workload, we calculate the corresponding energy value.
Two uniform distributions are considered. The first one has a range of [0.25, 1),
while the range of the second one is [1, 2). The underlying idea is to have some
nodes that will die before a complete execution of all their tasks.

6.2 Simulation Results

The first thing we have studied is the fairness of our approach. In other words,
can we ensure that all the nodes of a network reach nearly the same ratio value?
The different network configurations have been evaluated considering 20 ran-
domly generated initial settings. The same random seeds are used for each net-
work. Fig. 2(a), (b) and (c) show representative ratio evolutions for each type of
topology. As one can see, the ratios always converge toward the same value and
the convergence speed is clearly related to the network topology and size. Ob-
viously, the fastest convergence is obtained with the fully connected topology

Table 2. Node settings (in particular energy consumption) used in the experiments

Node Crossbow Stargate Dell Laptop

Battery capacity / load 7.4 Wh / 50% 56.25 Wh / 50%

Task class ei,j Ni,j ei,j Ni,j

j
1 5 W 1 28.65 W 1
2 4.75 W 1 24.75 W 1
3 4.25 W 1 21 W 1

Baseline (system idle) 1.53 W 10.59 W
Algorithm (fixed cost) 1.74 W 11 W
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Fig. 2. Ratio evolution for different network configurations and lifetime improvement

which requires in average about 15 time steps to reach convergence. The num-
ber of iterations needed by the linear topology is of the order 26 iterations and
far more for the mixed one. Furthermore, as shown by Fig. 2(c) our algorithm is
robust to node failure, since the first failing node dies before time step 50 (the
curve is stopped), while the algorithm is still running.

Another interesting point to observe is that the ratio values get closer and
closer to zero, and finally reach this last value for all the nodes. It means that,
thanks to the proposed algorithm, no node dies before having executed all its
tasks. This is because the generation process has been only taken into account
during the first ten iterations. Thus, the proposed algorithm provides a certain
level of Quality of Service, ensuring that no task will remain unexecuted. Finally,
we can remark the oscillations of some ratio curves, in particular in Fig 2(c).
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Table 3. Average lifetime improvement for different topologies

Topology Fully connected Linear Mixed
Size 5 10 5 10 20

ε = 10−2 53.50% 57.80% 46.40% 23.50% 12.75%
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Fig. 3. Amount of exchanged data: (a) fully connected network and (b) linear network

Those oscillations appear when a node is coming closer to its end of life. Let
us remember that tasks migrate between nodes based on their ratio. Therefore,
when a node has one of the lowest ratio value and a low energy provision, the
tasks sent by neighboring nodes to it result in an important increase of the ratio
value. This problem is overcome by introducing an energy level under which a
node will no more execute the algorithm, except if its ratio is above one.

Table 3 presents the average network lifetime improvement obtained. The
best performances are induced by the fully connected topology, whatever the
network size, with a lifetime increase above 50%. This fact can be explained by
the fastest speed of convergence. Clearly, the linear topology is very sensitive to
the network size. The main reason for this observation is the highest average node
distance. Although the 20-node-mixed network presents the worst performances,
our algorithm still remains interesting, allowing a satisfactoy increase. So, the
energy overhead due to our method does not lead to a lifetime decrease. Fig 2(d)
shows, for the same linear network as in figure 2(b), the lifetime of each node
with and without our algorithm. From this bar chart, we can see that four nodes
have a longer lifetime, in particular the first two failing ones (nodes 7 and 9),
whereas the lifetime is reduced for some other nodes.

Fig. 3(a) and (b) present the global amount of exchanged data, respectively for
a fully connected and a linear network. We think that these values are realistic
and representative. In addition to the communications due to our algorithm, we
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have included a normal traffic in the networks. In the fully connected context
we can see that node 8 sends almost only data, since it has the highest starting
ratio value (see Fig. 2(a)). On the other hand, node 7 which has the lowest ratio
value at the beginning, receives nearly only data. A look at the linear case shows,
as expected, that the data communications increase from the ends toward the
inner nodes.

7 Conclusions

Energy-efficiency is crucial in power-limited wireless ad hoc networks, since nodes
have significant power constraints (battery life). In this paper, we have investi-
gated the problem of prolonging the lifetime of dynamic heterogeneous wireless
ad hoc networks. To solve this problem, we have proposed a local-control algo-
rithm that migrates tasks between neighbouring nodes, based on their remain-
ing energy provision. Extensive simulations results of a real-life scenario were
provided to evaluate the performance of our algorithm. Those results clearly
demonstrate the effectiveness and relevance of our approach.
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Abstract. Geographic routing is one of the most widely-accepted tech-
niques to route information in large-scale wireless sensor networks. It is
based on a greedy forwarding strategy by which a sensor node selects as
next hop relay the most promising neighbor (according to some metric)
among those being closer to the destination than itself. This decision is
based solely on the position of its neighbors and the destination. Given
that sensor nodes are usually operated by batteries, energy-efficiency is
a very important metric to be considered by the routing protocol. In this
paper we present Locally-Optimal Source Routing (LOSR), a new local-
ized and energy-efficient geographic routing algorithm for wireless sensor
networks. Unlike existing energy-efficient geographic routing algorithms,
in which current node routing the packet only considers nodes closer
to destination than itself, LOSR uses all nodes in the neighborhood to
compute a local energy-optimal path formed only by neighbors of the
current node towards the selected next hop. Then, source routing is used
to force data packets to follow that locally optimal path until next hop is
reached. Our simulation results show that the proposed algorithm out-
performs the best existing solution, over a variety of network densities
and scenarios.

Keywords: Unicast Geographic Routing; Energy efficient; WSN.

1 Introduction and Related Work

Wireless Sensor Networks (WSN) consist of a set of tiny components called
sensors which are able to acquire data from its environment, process it and
communicate with other sensors using low-range and low-power radio interfaces.
WSNs are specially useful in scenarios in which data needs to be gathered and
processed in a distributed way. In addition, their battery-operated nature and
tiny size, allows them to be a good solution for those cases in which technologies
need to be non-intrusive. Some of those scenarios for which sensors are considered
include among others: disaster relief, habitat monitoring, wildfire detection, etc.
Their wide applicability is one of the reasons for their increased popularity both
in industry and academia.
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Devices participating in a WSN sense their environment using special hard-
ware called sensors. We will call those devices sensor nodes along the paper. In
addition, they are also equipped with radio interfaces which allow them to form
a multihop network. That is, they are able to transmit messages using as relays
their neighbors. Sensor nodes have very limited resources, in terms of computing
power, memory and battery life. In particular, the limited energy can be really
problematic. Radio communications are the main cause of energy consumption
of a sensor node [3]. Thus, it is of vital importance to reduce the energy con-
sumption due to communications in order to extend sensors lifetime as long as
possible. For this reason designing energy efficient routing algorithms for WSN
is of paramount importance.

Geographic routing algorithms are well-suited to the special characteristics of
WSNs. In these algorithms, routing decisions are solely based on the position
of the destination and the current node. They are usually referred as localized
algorithms because they only rely on local information directly available from
neighbors. This makes them almost state-less and they only require a minimum
memory space to maintain data structures. Their computational cost is normally
low and they are very scalable which is important due to the large number of sen-
sors a WSN could have. That is the reason why several routing protocols based
on this technique were proposed in the late 80’s such as MFR [11], Compass
Routing [6] and GEDIR [9]. Those three algorithms use the notion of progress,
first introduced by Finn in [2], to determine which neighbor to select in or-
der to achieve the maximum advance toward the destination. However, packets
may eventually reach a node with no neighbor providing advance toward the
destination, making the algorithm fail. A variant of MFR described in [4] that
proposes to adjust transmission power to reach only the selected neighbor has
the same problem. To avoid that problem face routing was proposed in Greedy-
Face-Greedy(GFG [1]). A similar scheme is proposed in the GPSR [5] protocol.

Based on GFG and GPSR and using different energy metrics, authors have
proposed different energy efficient geographic routing protocols. The most com-
mon energy metric can be found in the work done by Rodoplu and Meng in [7].
They assume that the energy needed to send a message from a node u to one of
its neighbors v located at distance d is proportional to dα being α (2 ≤ α ≤ 6)
the power attenuation factor.

GFG and GPSR usually select neighbors providing more advance towards des-
tinations but this might not be an energy optimal decision. Stojmenovic defined
a general framework called cost over progress [8] in where different approaches
can be taken into account for selecting the best next forwarder. The same con-
cept is used by the same author to design in [10] a location-based energy efficient
algorithm for WSN called Iterative Power Progress (IPOW). This algorithm se-
lects as best next hop neighbor the one minimizing cost over progress ratio,
being the cost the energy needed to reach such neighbor. After the selection is
done, an iterative process tries to optimize the decision. The optimization can be
achieved if another neighbor can be used as relay to reach the previously selected
and doing it in two hops needs less energy than a direct transmission. In this
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algorithm, when there is no neighbor providing advance towards the destination,
standard face routing [5] is applied to get over the local minima. To the best of
our knowledge, this algorithm is the best in this field.

In this paper we present LOSR which is a a new localized and energy-efficient
geographic routing algorithm for wireless sensor networks. In LOSR the current
node processing a message computes the energy shortest path to the neighbor
closest to the destination and follows it until a node closer to the destination
than itself is found. After the selection of the next forwarder is made, we use
the Source Routing (SR) to force the message to follow that energy efficient
path to reach it. That is, the source routing header includes the usually short
list of nodes that need to be used hop by hop. One of the key aspects of our
proposed scheme is the use of source routing to exploit the local knowledge in a
node’s neighborhood to save energy. LOSR uses Dijkstra Shortest Path algorithm
considering as link weights the energy required to send a message from one of
the endpoints to the other one. Thus, Dijkstra’s algorithm computes the local
energy shortest path using only local information (i.e. the position of the node’s
neighbors). However, as in any greedy algorithm, it may happen that the locally
optimal decision might not be globally optimal. This is the reason why we take
the decision of not reaching the node providing the greatest advance but the
first one providing advance in the locally optimal path to reach it. Our scheme
guarantees that it is possible to correct the routing direction in case the first
decision was not good enough (normally due to the lack of global knowledge
about nodes ahead of the neighborhood).

As we mentioned before, routing in greedy mode means that packets may
reach a node which has not got any neighbors providing advance. In our case,
we also use face routing in those situations, but we also use the minimum energy
path to reach the next hop in face mode and use SR to reach it. We show by
simulation that our algorithm outperforms IPOW algorithm, which was the best
energy-efficient localized routing protocol to date.

The rest of the paper is organized as follows: section 2 defines the physical
model used. Our proposed algorithm is described in section 3. In section 4 we
show an analysis of the performance of our solution. Finally, section 5 provides
some conclusions and discusses open issues.

2 Physical Model

2.1 Network Model

Following the generally accepted unit disk graph (UDG) model, we represent a
WSN as an undirected graph G = (V, E) where V is the set of vertices and E
is the set of edges. We assume that every node, represented by a vertex v ∈ V ,
is embedded in the plane, i.e. there are no great differences in height between
nodes. Each node v ∈ V has a maximum transmission range r that can be
considered, without losing generality, the same for all nodes. Let dist(v1, v2)
be the Euclidean distance between two vertices v1, v2 ∈ V . An edge between
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two nodes v1, v2 ∈ V exists ⇐⇒ dist(v1, v2) ≤ r (i.e. v1 and v2 are able to
communicate directly).

2.2 Energy Model

There are different energy models that can be used to estimate the energy re-
quired by a node n to send a message far enough to reach a specific neighbor
placed at distance d. In this work we follow the model proposed by Rodoplu and
Meng in [7]. In this model, the energy consumption for transmitting a fixed size
message at distance d is:

E(n, d) = dα + C

Being α the media attenuation factor satisfying 2 ≤ α ≤ 6 and C a constant
representing the power used to process the radio signal.

3 Routing with Locally Optimal Paths

The basic idea of this algorithm is to progress as much as possible in each step
but using as low energy as possible. To do it, the algorithm is as conservative
as possible about the goodness of the direction locally selected in each decision.
Our intuition is that progressing as much as possible in each step might not be
globally optimal. The routing algorithm works as follows. A node a currently
holding the message uses Dijkstra’s shortest path, to compute the minimum
energy path towards b the neighbor placed closest to the destination among
those which are closer than a. Then, the next hop selected is the first in that
path being closer to the destination than a. Finally, Source Routing (SR) is used
to force the packets to follow the computed path between a and c.

When the node a has no neighbor providing advance towards the destination,
it switches to face routing. In face routing, nodes locally derive a planar subgraph
of their neighbors and select the next hop applying the right-hand rule over it.
Once that next hop is selected, the local energy shortest path between current
node and the next hop is computed in order to reach it using as low energy
as possible. If a shortest energy path is found, the SR header is inserted in
the message. By doing that, we can also save energy in face mode. In the next
subsections, we explain in detail the whole process.

3.1 Greedy Routing

The well-known Dijkstra algorithm, to find the shortest path between two nodes
in a graph, can be used to find energy shortest path as long as edge weights
reflect the energy needed to send messages between nodes connected by those
edges. Instead of using the complete topology (which would not satisfy the lo-
cality requirements of the protocol) we use this algorithm locally to find out the
shortest energy path to a neighbor of a node. The idea is to compute this path to
one of the neighbors providing advance towards the destination and then follow
the path. This behavior guarantees that each hop is saving as much energy as
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possible, but the problem is that globally that path may not resemble the energy
shortest path between source and destination. The reason is that decisions are
taken trying to get advance without global knowledge. In fact, in geographic
routing providing advance is a must to avoid routing loops. However, trying to
advance too much on each step can lead to a bad overall decision. In our solu-
tion, we choose the first node in the path being closer to the destination than
current one. This guarantees the avoidance of loops and at the same time we
are following the best possible path with the known (local) information. Once
the selected relay is reached, a new decision can be taken with new information
about its neighbors which was not available to previous nodes. Hence, a better
decision can now be taken based on the new information known by the new
current node. The message is sent including in its header the list of nodes in
the shortest path that the message must traverse as in IP Source Routing (SR).
Nodes receiving a message with a SR header on it do not compute the next hop.
Instead, they remove themselves from the SR header and forward the message
to the next hop in the SR header.
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Fig. 1. Node a routing to d selects node c as next forwarder

Fig. 1 shows an example in which node a currently holding the packet has
to select the next forwarding node to route the message to node d. Each link
is labeled with the cost in energy of sending a message through it. From the
point of view of a, b is the neighbor that provides most advance towards the
destination d whereas nodes c and e do not provide any advance. But if node a
computes the energy shortest path to reach b, the resulting path is a, c, e, f, b.
Notice that, globally, the energy shortest path includes also node g but, g is
not a neighbor of a, therefore, it does not know about its existence and can not
include it in the computation of the path. Following this path completely is the
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local optimal decision to reach node b. That is, the best local decision with the
knowledge that node a has. However, going to b using that path may not be the
best global decision. Our algorithm selects f as next hop node because it is the
first node in the local path whose distance to d is lower than the distance from
a. The reason for doing that is that the deviation from the globally best path
can be reduced. Therefore a creates a message including in the header the path
that the message should follow to reach f using the previously computed energy
shortest path. The list included in the message is c, e because it is not necessary
to include the origin nor the destination of the SR as they are already included
in the header of the message. When node c receives the message, it checks if it
has a SR header or not. In our example, the header exists so, c removes himself
from the list and forwards the message to the next node in the list (e) that
repeats the process. At node f source routing ends and then, it can recompute
the next best hop. Node f has more information than node a because it knows
of the existence of node g. Here we can see how the conservative election of a
allows us to take a better decision. In the next step, node f selects g and finally
g passes the message to h which forwards it to i and finally to d.

Not being conservative would have lead us to reach b in a locally optimal way
but after that, the shortest path to d from b would have gone through g which is
not globally optimal. Our approach takes advantage of the progressive increment
in knowledge that nodes located closer to the destination have. In fact, the
further away the next hop selected, the greater the error that may be incurred.
On the other hand, selecting nodes providing the lowest advance towards the
destination does not represent much error but it is not useful because it only
delays the moment of the real decision. In our case, we reach a trade-off. We only
follow the path to the first point in which a new evaluation might be better than
the current.There is also another reason for not following the complete energy
shortest path towards most promising neighbor. Including large SR headers in
the message implies augmenting the bandwidth usage and at the same time the
energy consumption.

3.2 Face Routing

We now explain how to deal with the situation commonly-known as local minima.
As mentioned above, routing in greedy mode can end up reaching a node where
no neighbor provides advance towards the destination. As previous geographic
routing algorithms, we use face routing to get over this situation. However, to
further reduce energy consumption we compute the shortest energy path towards
the node selected by face routing, and again we use source routing to reach it.
In order to maintain face routing behavior as it is defined, it is necessary to
extend the face routing specific header. This header includes the node where
face routing started, the edge used to enter the current face being used, etc. We
add to this header the node where SR started. Notice that in an standard face
routing node a, selecting node b as its next face hop, would be the sender of
the message arriving at b. In our case, when there exist an energy shortest path
between a and b, the sender of the message eventually received by b might not be
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a. As face routing needs to know the previous node in the face path to compute
the next one, we need this information to be carried in the message.

4 Experimental Results

We have performed a simulation-based analysis to assess the performance of the
proposed scheme. Simulations have been performed with a custom-made java
simulator for geographic routing, which is able to simulate very large topolo-
gies consisting of thousands of nodes. Each simulation has been performed for
different network densities, that is, mean number of neighbors per node. Nine
different densities have been simulated between 9 and 45. Thus, to fix the simu-
lation area, the total number of nodes is changed accordingly having as a result
a value between 320 nodes for a density of 9 and 1600 nodes for a density of 45.
In all the scenarios tested the radio range is equal for all the nodes and fixed
to 50m and the attenuation factor and C constant considered to calculate the
energy of radio transmissions are α=4 and C = 100000 as in [7]. The size of
the scenarios is fixed at 500m2 and, in each scenario, the source is placed at top
left corner and the destination at the bottom right corner. For each density 50,
different scenarios have been evaluated giving a total of 450 simulation runs for
each of the tested protocols. We have simulated our new algorithm LOSR and
its variant without Source Routing as well as Iterative Power Progress (IPOW)
and its variant with SR. We have also simulated a centralized version of the
Dijkstra algorithm to find out the global energy shortest path called ESP.

The main performance metric has been the mean energy consumed but also
the percentage of messages sent in perimeter mode. The results presented be-
low have a confidence interval of a 95% not sohwing in the curves to improve
readability.

4.1 Energy Saving Due to Source Routing

The use of Source Routing reduces the energy hop by hop. To measure the
amount of energy saved by the use of this technique we have simulated our
algorithm without using SR, i.e., the algorithm forwards the messages to the
neighbor that provide the most advance towards the destination, using SR from
the node to the selected neighbor and using SR only up to the first node in
the path providing advance towards the destination. The first variant of the
algorithm selects the next hop in the same way (the neighbor closest to the
destination) but it does not compute the energy shortest path to reach the relay
in greedy nor in face mode.

Fig. 2 shows that the higher the density the higher the improvement achieved
using SR. The energy reduction achieved is between a 50% and a 86%. Moreover,
stopping the SR in the one-hop neighbor that would be the first node, that is
closer to the destination than the current node, on the minimum energy path
to the one-hop neighbor selected as forwarder, reduces the energy consumption
between a 1% and a7% more. As we can see, at lower densities the energy
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reduction is low. For lower densities it is difficult to find alternative energy
efficient paths as the number of nodes is low whereas for higher densities the
probability of finding nodes to build the Dijkstra path is higher.
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In Fig. 3 we can see the reduction of energy consumption achieved applying
SR to Face Routing against the ratio of messages sent in this mode. As it is
shown, the percentage of messages sent in face mode decreases to 0 when the
mean density goes over 14. Thus, only up to that density, the improvement can
be of any significance. The reduction of energy achieved taking into account
only the one used in face routing mode is up to a 8%. Taken into account the
percentage of messages sent in face routing, the overall energy reduction due to
the application of SR in face routing is under 1%. Obviously, the scenarios in
which face routing is applied are the ones with lower densities. Building energy-
efficient paths with only a few neighbors is difficult. That is the case in those
scenarios, therefore, the improvement achieved is low but also important.

4.2 Performance Against Iterative Power Progress

Simulations of Iterative Power progress have been made using the same sets of
graphs in order to compare the energy needed by each protocol. Fig. 4 shows
the total amount of energy needed by each protocol at increasing densities. It
also shows with column bars the percentage of energy that each protocol uses in
perimeter mode with the exception of ESP that does not uses that mode. As it
can be seen, the density has the same effect on the three protocols. The higher
the density the lower the energy used. The reason is that at higher densities it is
possible to find better paths through multiple nodes. These paths usually have
more nodes than the ones built at lower densities whereas the total distance
between source and destination remains very similar. Including more hops in
a path means reducing the inter-hop distance and thus reducing the energy
consumption up to a limit. That limit is given by the constant C of the formula
for the energy in 2.2. Having a C �= 0 guarantees that the best path is not the
one made with infinite hops.

As expected, the higher the density the closer all protocols are to the best
one (ESP). However, LOSR is better than IPOW when the mean density is
higher than 14, and the difference increases with the density as expected. Having
more neighbors per node allows us to locally compute a better energy shortest
path saving much more energy than IPOW that only takes advantage of energy
reductions achieved by adding a single node to the path. At lower densities,
IPOW is better than LOSR because as figure 5 shows, the percentage of messages
sent in perimeter mode by IPOW is lower than LOSR. Even though LOSR is
reducing the energy of the messages sent in perimeter mode, the selection of
the next forwarder based only in distance to the destination make the protocol
enter more frequently in perimeter mode than the complex selection function of
IPOW does.

With these results we decided to apply our energy reduction method to IPOW
in order to test how much can SR reduce the energy if IPOW. In each step of
IPOW algorithm an iterative process looks for a node whose cost of being reached
directly could not be reduced adding another one in the middle and making two
hops instead of only one. Obviously, it might exist a longer path with less energy
consumption.
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Fig. 6 shows the total energy consumed by IPOW and the SR variant of IPOW
and the percentage of improvement that the SR variant achieves over the original
one. The improvement is greater at lower densities because the original IPOW
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algorithm only selects as forwarders neighbors closer to the destination than the
node taken the decision. Adding SR allows the protocol to use also the neighbors
that does not provide advance towards the destination. Therefore, less energy-
consuming paths are found to reach the original forwarder neighbor selected.
At higher densities, SR has almost no effect because having enough neighbors
allows IPOW to chose almost every time the one that provides advance and at
the same time, the cost of sending a message directly to it is lower than through
any other path.

5 Conclusions and Future Work

We have introduced a new localized and energy-efficient geographic routing algo-
rithm for wireless sensor networks which as density increases outperforms Itera-
tive Power Progress. We have also shown that for scenarios with lower densities
the best approach is to apply our SR technique to Iterative Power Progress.
Thus, we have shown that the use of the well-known Source Routing technique
can save energy when it is applied in conjunction with a locally computed Dijk-
stra’s energy shortest path regardles of the original next forwarder selection
function used. The main conclusion is that locally made decisions have to be
carefully taken as they can be wrong due to the lack of global knowledge. Thus,
it is better not to follow initial selections till the end. Rather, new information
obtained after a shorter advance might correct the initial decision. Our approach
of taking the minimum part of the initial decision has really good results im-
proving IPOW as density increases. For future works we are studying how to
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deal with more realistic scenarios in which errors play an important role as well
as the possibility of adapting this algorithm to multicast.

References

1. P. Bose, P. Morin, I. Stojmenovic, and J. Urrutia. Routing with Guaranteed De-
livery in Ad Hoc Wireless Networks. Wireless Networks, 7(6):609–616, 2001.

2. G. G. Finn. Routing and Addressing Problems in Large Metropolitan-scale Inter-
networks. Tech. Rep. ISI/RR-87-180, University of Southern California, Informa-
tion Sciences Institute, March 1987.

3. G. Halkes, T. van Dam, and K. Langendoen. Comparing Energy-Saving MAC Pro-
tocols for Wireless Sensor Networks. Mobile Networks and Applications, 10(5):783–
791, 2005.

4. T.-C. Hou and V. Li. Transmission Range Control in Multihop Packet Radio
Networks. IEEE Transactions on Communications, 34(1):38–44, 1986.

5. B. Karp and H. T. Kung. GPSR: greedy perimeter stateless routing for wireless
networks. In Proc. 6th annual ACM/IEEE International Conference on Mobile
Computing and Networking (MobiCom ’00), pages 243–254, New York, NY, USA,
2000. ACM Press.

6. E. Kranakis, H. Singh, and J. Urrutia. Compass Routing on Geometric Networks.
In 11th Canadian Conference on Computational Geometry (CCCG ’99), pages 51–
54, Vancouver, August 1999.

7. V. Rodoplu and T. Meng. Minimum Energy Mobile Wireless Networks. IEEE
Journal on Selected Areas in Communications, 17(8):1333–1344, 1999.

8. I. Stojmenovic. Localized Network Layer Protocols in Wireless Sensor Networks
based on Optimizing Cost Over Progress Ratio. IEEE Network, 20(1):21–27, 2006.

9. I. Stojmenovic and X. Lin. Loop-Free Hybrid Single-Path/Flooding Routing Al-
gorithms with Guaranteed Delivery for Wireless Networks. IEEE Transactions on
Parallel and Distributed Systems, 12(10):1023–1032, 2001.

10. I. Stojmenovic and X. Lin. Power-Aware Localized Routing in Wireless Networks.
IEEE Tran. on Paralell and Distributed Systems, 12(10):1122–1133, October 2001.

11. H. Takagi and L. Kleinrock. Optimal Transmission Ranges for Randomly Distrib-
uted Packet Radio Terminals. IEEE Transactions on Communications, 32(3):246–
247, March 1984.



A Graph-Center-Based Scheme

for Energy-Efficient Data Collection
in Wireless Sensor Networks

Dajin Wang

Department of Computer Science
Montclair State University,

Upper Montclair, NJ 07043, USA
wang@pegasus.montclair.edu

Abstract. We consider the problem of sensor data collection in a wire-
less sensor network (WSN). The geographic deployment of sensors is
random, with an irregular network topology. We propose a data collec-
tion scheme for the WSN, based on the concept of the center of the graph
in graph theory. The purpose of the scheme is to use less power in the
process of data collection. Because it is mostly true that the sensors of
WSN are powered by batteries, power saving is an especially important
issue in WSN. In this paper, we will propose the energy-saving scheme,
and provide the experimental results. It is shown that under the energy
consumption model used in the paper, the proposed scheme saves about
20% of the power collecting data from sensors.

Keywords: Energy efficiency, Graph center, Hierarchical structures,
Wireless networks, Wireless Sensor Networks.

1 Introduction

A Wireless Sensor Network (WSN) is composed of a large number of sensor
nodes, and one (or a few) “central” node(s). The sensors are deployed in various
physical environments mainly for the collection of physical world data. The data
are transmitted to, or gathered by, the central nodes for aggregation, analysis,
and processing. The central nodes also play the role of manager of the WSN. The
communication among nodes is all via wireless means. Therefore all nodes are
equipped with radio transceivers/receivers. WSNs have very promising prospect
in many applications, such as environment monitoring, traffic monitoring, target
tracking, and fire detection.

Different models of WSN have been proposed. However some basic character-
istics can be observed that are common in most proposed models.

– They are all composed of a large number of sensor nodes, and a small number
of master nodes (a.k.a. central nodes, or base station);

– All sensor nodes are relatively low cost, perform relatively limited compu-
tational operation. Their main job in the whole system is to collect raw
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data, and render it to the master nodes, with or without some primitive
preprocessing;

– The master node(s) collect the data from all sensors, and analyze/process
them. They are more powerful, costlier processors than ordinary sensors.
The master nodes are also the managers of the network.

A WSN can have either just one central node or a group of central nodes,
depending on the network’s scale of geographical coverage and/or cost effective-
ness consideration. In a single-center WSN, the central node, a.k.a. base station,
collects and processes data from all sensors. It is also the sole manager of the
entire network system. In a multicenter WSN, the tasks of data collection, ag-
gregation, processing, and network management are distributed among a group
of nodes working collaboratively. The organization of these master nodes is one
of the essential issues in the design of WSN architecture.

There are many different WSN models. Topologically speaking, a WSN can
be of regular or arbitrary topology. One example of regular topological struc-
ture is the COSMOS model (Cluster-based heterOgeneouS MOdel for Sensor
networks) proposed in [8]. COSMOS is a cluster-based, hierarchical model for
WSN. It comprises of a large number of low power, low cost sensors, presumably
distributed in a large physical environment. The distribution of sensors is close to
uniform. That is, in each unit area there is a sensor with high likelihood. Sensors
are organized into equal-sized, square-shaped clusters according to their spatial
proximity. For each sensor cluster, there is a clusterhead. Sensors within a cluster
communicate in a time synchronized manner, using single hop communication.
The clusterheads form a mesh-like topology and communicate asynchronously.
In an WSN of arbitrary topology, sensors are deployed in a random manner. The
network can then be modeled by a graph G = (V, E). Each node in V repre-
sents a sensor. Each edge in E linking nodes u and v represents communication
between u and v via wireless means. One of the nodes is designated as the base
station of the WSN.

In this paper, we consider the problem of collecting data, from all sensor
nodes to the base station, in an energy-saving manner. Using the COSMOS
model’s hierarchical idea, our proposed scheme applies a hierarchical, two-phase
approach to the arbitrary topology. That is, the WSN is divided into logical
hierarchies. The lower level sensors are grouped into clusters, and a clusterhead
collects data within the cluster. The collected data are aggregated, preprocessed,
and then forwarded to the base station. The purpose of the scheme is to use
less power in the process of data collection. By the nature of WSN, all sensors
are supposed to be powered by batteries. Therefore energy preservation is an
especially crucial issue in WSN. The experiments show that under the energy
consumption model used in the paper, the proposed scheme can save about 20%
of the power collecting sensor data.

The rest of this paper is organized as follows. In Section 2, we describe the
WSN model we will be working on. In Section 3, we will present the clustering
scheme minimizing energy consumption. The scheme is based on the concept of
the center of the graph in graph theory. Section 4 presents simulation results



A Graph-Center-Based Scheme for Energy-Efficient Data Collection 581

to demonstrate proposed scheme’s gain in energy saving. Section 4 also gives
concluding remarks and discusses possible directions the work of this paper can
be extended.

2 The Sensor Network Model

A wireless sensor network resembles a conventional parallel and distributed sys-
tems in many ways. However, several unique characteristics standout to call for
redefinition, or modification, of the network model. Those characteristics include
energy efficiency consideration, communication reliability, and global awareness
of individual nodes, among others. Because of the wide diversity of sensor ap-
plications, it is hard to capture all characteristics in one single model.

In this paper, we consider the WSN with its sensors randomly deployed, with-
out following any proximal patterns. A sensor communicates with another one
via radio transmitter/receiver. If a node needs to transmit to another node out
of its radio range, the message has to be relayed by intermediate nodes. Such a
WSN can be readily modeled with a graph G = (V, E), illustrated in Figure 1.
Each node in V represents a sensor. There is a link (u, v) ∈ E if and only if sen-
sors u, v are in each other’s radio transmission range (Figure 1 (a)). In Figure 1,
the primed letters (a′, c′ etc.) on the radio circle identify the sensors they be-
long to. Figure 1 (b) is an example WSN of seven sensors and its corresponding
graph.

Fig. 1. (a) Node/edge definition in the graph model; (b) An example set of randomly
deployed sensors, and its corresponding graph
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For the purpose of power preservation, we assume that all sensors use as
little power as possible for radio transmission, so that the transmission range
covers just a few neighboring sensors. We also assume that there is only one
transmission range, as opposed to multi-range models in some literatures. If a
sensor wants to send message/data to the base node, it can only do so by relaying
through intermediate sensors (routing scheme in this context is another issue,
which will not be addressed in this work). We also assume a connected graph.
That is, we do not consider isolated sensors or components in the WSN.

We quantify the energy dissipated by one hop of sensor transmission to a
normalized unit. Refer to the example in Figure 1 again: If sensor a wants to
send one piece of data to sensor g, at least 3 hops are needed; therefore 3 units
of energy will be consumed, e.g. 1 unit for transmission from a to c, 1 from c to
f , and 1 from f to g. In the discussion of the following section, we only consider
data relaying via a shortest path.

3 A Hierarchical Scheme for Energy-Efficient Data
Collection

3.1 The Designation of Base Station

We’d like to designate such a sensor as the base station, that it uses the least
amount of total power to collect data from all sensors. To formulate the problems
quantitatively, we first assume a model for calculating power consumption. It
should be pointed out that the model is a simplified abstraction from vastly
variable real scenarios. Refer to Figure 1 (b) again. We use the number of relaying
hops to represent needed power to transmit data from sensor to base. The farther
the sensor, the more hops are needed to relay the data, and the more power is
consumed. Secondly, to measure the saving in power, we focus on the scenario of
base station collecting one unit of data from each sensor. A natural choice would
be to pick a “central node” of the underlying graph G. The central node(s) of
an arbitrary graph can be established through the following definitions.

Definition 1. In an undirected graph G = (V, E), the eccentricity of a node v
is the greatest distance between v and any other node.

Definition 2. The radius of a graph G is the minimum eccentricity of any node
in G.

Definition 3. The center of a graph G is the set of nodes of G whose eccentricity
is equal to the radius.

In the examples of Figure 2, the number by a node is the node’s eccentricity,
and the grey nodes constitute the center of a graph. It can be observed that
the notion of “center nodes” is based on the idea that these nodes have the
shortest distance to all other nodes. So it would be appropriate to designate
one of the center nodes to be the base station. In the examples of Figure 2, the
circled nodes are designated as base station. We use the total number of hops
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Fig. 2. Two example graphs: Eccentricities and centers

to represent power incurred in the process of data collection. To calculate power
consumption for collecting one unit of data from all sensors, we just add up the
distances from all sensor nodes to the base node. In Figure 2, the total power
consumption for the two example WSNs are 108 in (a), and 8 in (b), respectively.

Having just one node performing the function of base for the entire WSN
would be ideal. However it might not be feasible as the size of WSN grows
larger, and the geographic range wider. Issues such as energy limitation, energy
balancing, and scalability make a single-base WSN not only unfavorable, but also
difficult to implement. The proposal of hierarchical organization of WSN [8,10]
is to distribute computational and managerial tasks to a group of clusterheads.
The approach will reduce the communication traffic in network, as well as the
overall power consumption.

3.2 The Hierarchical Clustering Scheme

In the hierarchical approach, the whole WSN is divided into a set of smaller
network clusters. There is still a base station for the whole WSN, chosen from
the center nodes as defined in Definition 3. The data collection of base station
is now performed in two phases. In the first phase, all clusterheads collect data
from sensors in their own clusters. The data is aggregated and/or preliminarily
processed in clusterheads. In the second phase, the WSN’s base station collects
data from all clusterheads. Figure 3 illustrates the structure of hierarchical WSN.

In Figure 3, the whole network is divided into |C| subnetworks (clusters),
where C is the set of center nodes as defined in Definition 3. Each subnetwork
of ci consists of nodes that are closer to ci than to any other center nodes. Each
subnetwork will then have a center node according to Definition 3, which will
act as the clusterhead of the respective cluster. The |C| clusterheads form a
network at the upper hierarchy. At the center of upper hierarchy is the WSN’s
base station. Two examples are illustrated in Figure 4. In Figure 4 (a) and (b),
the original networks have 4 and 3 center nodes, respectively. So they are divided
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Fig. 3. Hierarchical division of WSN

Fig. 4. Examples of hierarchical division

into 4 and 3 clusters. The numbers by the clustered nodes represent their new
eccentricities within the cluster. The far-right of Figure 4 shows the upper-level
of the hierarchy, composed of the clusterheads. The number by a clusterhead is
its eccentricity in the upper-level graph. In both examples of Figure 4, the upper-
level eccentricities all happen to be the same, but this is not true in general. An
upper-level central node can be determined by those upper-level eccentricities,
which will be designated as the base node for the whole WSN.

To calculate the total hops incurred in collecting one round of data from all
sensors, first in all subgraphs, get the sum of hops from sensors to the corre-
sponding clusterheads. Denote the total sums in all subgraphs as CostI . Then
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in the second phase, get the sum of hops from the upper-level nodes to the center
node. Denote the sum as CostII . The total cost for one round of data collection
is CostI +CostII . For the examples in Figure 4 (a) and (b), the total costs of the
two-level approach are 60, and 6, respectively. Comparing with the single-level
approach, the power-saving rates are 44% and 25%, respectively.

We summarize the steps of hierarchical scheme in the description below.

Cost computation for two-level approach

1. Calculate eccentricities for all nodes.
2. Find out all nodes with minimum eccentricities. The subgraph induced by

these nodes is called the center of G, denoted C(G).
3. Divide G into |C(G)| subgraphs – a node v belongs to a center node c′ ∈ C(G)

if d(v, c′) = min{d(v, c)|c ∈ C(G)}. If there are more than one such c′, then
pick any one.

4. After division, calculate eccentricities and centers in all subgraphs.
5. In each subgraph, calculate the cost of every node to a local center node (the

sum of hops along the path), and then get sum of all costs. This is the cost
for the subgraph.

6. Get the sum of costs of all subgraphs. Call it CostI (level-one cost).
7. Calculate the center of CI , where CI is the set of all (level-one) center-nodes

in subgraphs. Call the level-two center cII . Calculate
∑

v∈CI

d(cII , v). Call it

CostII (level-two cost).
8. Total cost: CostI + CostII .

4 Simulation Result and Concluding Remarks

For irregularly connected networks, simulation is an effective instrument to quan-
tify the competence of a proposed hierarchy method. In the preceding section,
we have proposed an energy-efficient clustering scheme for Wireless Sensor Net-
works, based on the center nodes of a network’s underlying graph. Figure 5
shows the ratio of costs for the proposed hierarchical approach vs. the single
base-station approach. The scenario being simulated is one round of data collec-
tion from all sensor nodes of the network. The cost is the total number of hops
incurred in the process.

For the simulation, randomly connected graphs of different sizes are generated,
and the corresponding costs for the two approaches are computed and compared.
Graphs of 10 nodes through 70 nodes are simulated. The cost for a specific size is
the average cost for many random graphs of that size. We can see from Figure 5
that the average cost for the hierarchical scheme is around 80% that of the single
base-station approach. In other words, about 20% hops can be saved using the
proposed hierarchical scheme for data collection.
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Fig. 5. Simulation result

It is worth pointing out that the proposed scheme is just a “soft” protocol
for the task of data collection. It does not impose any hierarchical structure on
the original WSN. For other applications, different protocols can be employed
on the same network.

Power conservation is a problem that has been extensively addressed in the
research of wireless networks, where many open problems exist regarding this
issue. We can see some obvious directions to which the work of this paper can
be immediately extended. For example, the proposed scheme only considers the
saving of total transmission hop counts for the entire WSN. It does not address
the issue of power balancing among sensors. That is, the closer a sensor to a
clusterhead, the more power it consumes, because it relays more data packets
to the clusterhead. Another worthwhile topic for further research is that in this
paper, we assumed a rather simple communication model, not only for tractabil-
ity reason, but also for the lack of a statistical model that better reflects the
realistic transmission activities. Finding an appropriate communication model
that’s more realistic as well as facilitating tractability would greatly increase the
practical relevance of the hierarchical scheme.
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Abstract. Wireless sensor networks are being deployed in many monitoring 
scenarios as fundamental data collection protocols are becoming efficient in 
handling simple sense-and-send function. As the computation capacity of 
sensor nodes grows, these nodes are capable of performing more complicated 
functions. Moreover, the need to realize the complete loop of sense-control-
actuate as the wired sensing facility demands for more in-network processing to 
be able to generate meaningful in-network actuation. One such useful primitive 
function for many applications is edge or boundary detection of a phenomenon. 
In this work, we propose a localized edge detection algorithm using basic 
geometry rules that just uses one-hop neighbourhood information. This 
algorithm is accordingly benchmarked against one of the best localised edge 
detection scheme available in the public domain. It is found that the proposed 
algorithm readily outperforms its counterpart. Moreover, its energy efficient 
operation is attractive as a primitive implementation for other more complex 
primitives or applications themselves. 

Keywords: In-network processing, edge detection, localized algorithm, data 
processing, pattern recognition. 

1   Introduction 

Wireless sensor networks (WSNs) have been demonstrated to be useful in many 
different application domains, both for civil and military purposes. Typically, these 
applications entail simple sensing and relaying physical characteristics of interest 
back to a central server for processing and storage. This is functionally similar to the 
traditional wired sensing facility. Recently, there have been some proposals to 
introduce more intelligence into the network itself in form of data 
aggregation/compression function that is informed of the spatial and temporal 
correlation structure [1, 2]. This is inline with the advance of the hardware especially 
the node’s processing capacity according to Moore’s Law. 

With the foreseeable increase of in-network processing, it is beckoning to provide 
automated response through suitable controllers with actuators to complete the sense-
control-actuate loop as in the traditional control systems. A generic sensor-to-actuator 
coordination model for an event-driven application is proposed in [3]. Accomplishing 
such a feedback loop mostly requires application-specific knowledge and data 
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semantic processing against statistical data processing required for data aggregation. 
Even though such semantic processing notionally requires application-specific 
knowledge, there are certain primitive functions that may be applied across many 
application domains. For instance, the notion of an event spanning across an area, 
instead of occurring at specific points, is readily envisaged in numerous applications 
such as in monitoring seismic disturbances, contaminant flows, chemical 
concentrations as well as events occurring in a relatively shorter time span like fire 
emergencies. For these applications, basic primitives like the extent of the event 
region, the number of nodes on the event boundary and the event epicentre might be 
useful for characterizing the phenomenon for appropriate feedback generation by the 
controllers and actuators. In any emergency applications involving human where the 
latency involved in the identification of an event to the response generation may 
imply life or death, it is paramount to know the event boundary as soon as possible. If 
available, it facilitates real-time response generation, such as activating the 
appropriate sprinklers for tackling fires before emergency squads arrive at the scene. 

For such real-time needs, it might only be feasible to accomplish such task within 
the network itself in a distributed manner through collaborative processing. In the 
case where the event spans a large area, enumerating all sensors within the event 
region before initiating a response is likely to miss its response deadline limit. A more 
scalable solution might entail identifying just the nodes on the event boundary, 
whereby the associated geometry of the event could subsequently be deduced. 
Accordingly, the controller (i.e. one of the sensor nodes) could then activate the 
appropriate actuators to generate the required response. Such an event processing 
primitive is useful in many scenarios. The primitive for detecting nodes on the event 
boundary is liked to edge detection as in image processing by Cintalapudi et al. [4], 
and congruously termed boundary estimation by Nowak and Mitra [5] in their 
pioneering efforts. 

An edge detection algorithm determines whether a node lies on or near an edge of 
an application-defined event of interest. There are two limitations to bound the 
estimation performance, namely sensor node spatial density and the noise in the 
readings. Since edge detection is a well-known primitive in image processing with 
efficient algorithms available for centralized processing, they could be naturally 
applied towards sensor data. Liu et al. [6] presented a centralized scheme based on 
Hough transforms to detect and track events. This transformation maps a non-local 
phenomenon to a point in the dual-space and the locations of the sensor nodes to a set 
of lines that partitions the dual space. Such a transformation reduces the detection 
problem to finding and tracking the point bounded by these lines. In [7], a generalized 
hierarchical architecture based on wavelet transforms is proposed for multi-resolution 
querying of regularly-placed sensor nodes. This architecture is demonstrated to be 
useful for queries involving non-local phenomenon such as edges. Inspired by [7], 
Nowak and Mitra [5] presented a multi-hierarchical scheme for estimating the 
boundary of a large-scale phenomenon by sharing of lower dimensional statistics 
(against all readings) with ancestral nodes within the hierarchy and pruning of 
irrelevant branches. Even though this scheme is shown to achieve optimal error-
energy tradeoff, the model did not consider the cost of forming and maintaining such 
a hierarchical structure. In [4], three localized algorithms are proposed based on ideas 
in statistical thresholding, image processing and pattern recognition. The statistical 
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scheme involves testing a Boolean function of neighbour values against a predefined 
application threshold. In their second scheme, they applied the Prewit filter algorithm 
from image processing by computing the gradients in x and y directions. If the 
composite gradient is larger than a threshold, an edge node is declared. The final 
scheme is based on the pattern recognition classifier (PR-Classifier), which aims to 
classify nodes into a bipartite set of similar and dissimilar values. The partition is 
validated against a partition validity measure [8]. A successful partition implies the 
presence of an edge. It is shown that PR-Classifier performed the best as it explicitly 
encodes the notion of location of the nodes in its estimation, and it does not require a 
threshold to influence its performance. However, for optimal performance, all the 
above schemes require neighbourhood information greater than direct neighbours. 
Using a similar approach to Prewit filtering as above, Devaguptapu and 
Krishnamachari [9] demonstrated that such a scheme is amenable for edge detection 
but it is highly sensitive to node density and node radio range. 

In this paper, we propose a novel localized edge detection scheme based on basic 
geometric rules and trigonometry. Since it relies only on direct neighbours (i.e. one-
hop nodes), its message overhead is just linear of the number of neighbours. It relies 
on tangent fitting between selected neighbours to decide whether a node is on edge. 
Due to the design of the proposed algorithm, it is also resilient against random 
isolated measurement errors, which are due to faulty equipment that are likely to be 
uncorrelated [10]. Unlike other localized algorithms, our approach is applicable to any 
convex regions irrespective of the event area, not just large elliptical regions only. To 
highlight its performance gain, it is compared against the best localized edge detection 
from [4]. We find our proposal readily outperforms PR-Classifier over a broad range 
of operating conditions and scenarios in terms of accuracy as well as energy budget. 

In Section 2, model assumptions and terminology are given. The details of the 
proposed algorithm are given in Section 3. The benchmark PR-Classifier algorithm is 
also described there. The results from our extensive simulations are presented and 
discussed in Section 4, followed by some concluding remarks in Section 5. 

2   Model Assumptions 

Sensor nodes can be carefully deployed in a grid-like topology or randomly dispersed 
on a plane due to terrain inaccessibility. The main requirement for our purposes is that 
each node knows its location perhaps using some kind of localization technique [11]. 
Although we assumed a node location is specified by (x,y), our proposed algorithm is 
readily applicable in a 3-D space. 

The notion of event edge is defined in [4]. Just for completeness and ease of 
exposition of the proposed algorithm later, we highlight the core definitions and 
concepts here. The initial step in event edge detection is for the nodes to discover 
which sensor readings are interesting. We assume that the range of interest is 
predefined by the application, or may be learnt by monitoring the normal conditions 
over time such that they can recognize interesting event readings [12]. Accordingly, a 
reasonable threshold is defined at each sensor node that enables it to ascertain whether 
its reading corresponds to an event. However, it is possible for the nodes with faulty 
sensors to report an event when they are outside the affected region. To counter such 
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problems, we may resort to use a probabilistic mechanism to isolate uncorrelated 
faults, say using the Bayesian algorithm in [10]. In our case, this however entails dual 
broadcasts by each node with an interesting value (i.e. one for announcement of its 
reading, and the next for announcing its confidence), resulting in significant overhead. 
Instead, it is more energy efficient if the edge detection algorithm itself exhibits 
sufficient robustness against such errors. 

All nodes within the event region are termed affected nodes. Otherwise, they are 
unaffected nodes. The edge of a phenomenon is the imaginary boundary between 
these sets, i.e. the set of all points (x,y) where the sets intersect. This is the ideal edge, 
and represents the ground truth that bounds the event region. However, due to the 
deployment artifact and finite limit on the sensor node density, this edge could only 
be approximated. A sensor node declares itself to be on edge, if it is closer to the ideal 
edge than any of its neighbours as shown in Fig. 1. All shaded nodes represent 
affected nodes and the numbered nodes are the edge nodes. Even though node 4 is not 
on the ideal edge, it is the nearest node to this edge than its neighbours. Here, the edge 
node set forms a convex region encapsulating all other affected nodes. We exploit the 
notion of convexity of some special class of event regions to perform efficient edge 
detection. 

5 

7 1 
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4
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Fig. 1. The shaded area represents an event region of affected nodes. The edge nodes are 
numbered, and the other affected nodes are in the interior. 

3   The Edge Detection Algorithm 

When an event of interest breaks out on the monitored terrain, some nodes sensing 
within the affected region capture the phenomenon. However, to be able to draw a 
conclusive picture about the event, those affected nodes should exchange their 
information with the neighbours to gather more information about the event. Even 
though the sink could readily compute this information with complete network 
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knowledge, some applications might have stringent latency requirements, while others 
might require quick response for in-network actuation. Moreover, more energy 
savings could be realized if we could trade off between communication and in-
network processing.  

As stated earlier, our proposed algorithm utilizes a form of tangent fitting to 
perform the edge test. Accordingly, we term it the T-Fit algorithm. In order to detect 
nodes on the edge of the affected region, each affected node broadcasts an urgent 
message upon detecting an event. From these messages, the nodes could gather the 
extent of the event coverage. Based on this direct neighbourhood information, an 
affected node classifies its affected neighbours into four quadrants on a Cartesian 
system with the current node as the origin. The node is on the edge of a convex 
region, if the angle between the reference node as the vertex and its farthest two 
neighbours is smaller than π radian, as shown in Fig. 2. 

A 

B 

C 

D 

 

Fig. 2. A convex event-affected region is shown as a shaded area with affected nodes. Dashed 
circle centred at node A represents its radio range. A tangent segment is drawn on node A 
parallel to its farthest affected neighbours of B and C. From this tangent-fit test, node A is an 
edge node. 

A 

1 2 

3 4 

 

Fig. 3. A convex trapezoidal region that may have been bounded by a non-natural artifact. 
Node A is a valid edge node with all its affected neighbours populated only in the fourth 
quadrant. 
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As the nodes are classified into four quadrants, if the affected neighbours are only 
populated in two quadrants, this node is definitely on the boundary, like node A in 
Fig. 2. However, if the neighbours are populated in all four quadrants, such a node is 
surely not on the boundary, like node D. When the neighbouring nodes are populated 
in either one or three quadrants, more careful considerations are required. The former 
situation might represent an isolated erroneous sensor reading, whereas the latter 
might imply an edge node if the neighbours are inside the tangent. To clarify our 
solution for the first case, Fig. 3 depicts a situation where a convex region has a valid 
edge node in A whose neighbours are only populated in one quadrant. As such, as 
long as a node has another affected node as a neighbour, it is deemed eligible as an 
edge. 

C 

A 

B 

K 

 
(a) 

D 

 
(b) 

Fig. 4. Tangent-fit test for edge detection on nodes C and D with their affected neighbouring 
nodes populated in three quadrants {1,3,4} and {1,2,3}, respectively. (a) Node C is on edge as 
the angle is lesser than π radian; (b) Node D is not on the edge. 

For the latter case where neighbours are populated in exactly three quadrants, we 
need to determine the node’s farthest (in terms of angle) two affected nodes across  
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diagonal quadrants. If the angle between these nodes is smaller than π radian, it is on 
the edge as depicted in Fig. 4(a). At first glance, it might appear odd that node C is 
deemed an edge node. One might think that if a tangent is drawn parallel to nodes B-
K, node C might have failed the edge test. However, as previously stated, this is a 
localized algorithm that considers only direct neighbours, and node K is outside node 
C’s radio range. In Fig. 4(b), a node that failed the edge test is depicted. To compute 
the angle in the tangent-test, a node has to determine its specific quadrant 
combination. There are four possible combinations, namely set {1,2,3}, {1,3,4}, 
{1,2,4} and {2,3,4}. Using basic trigonometry, we could then determine the angle 
between these nodes. The complete T-Fit algorithm is given in Algorithm 1. 

Algorithm 1. The T-Fit Edge Detection Algorithm 

for (all affected neighbours, ni) { 
// classify all affected neighbours into 4 quadrants 
 // compute slope from current node 
 Compute slope to ni 
 Classify ni into its quadrant 
 if (ni in quadrant j) { 
 // Store some information 
  Increase neighbour count in quad j 
  Check ni if it is the smallest or largest  

    slope to current node 
   
 } 
 Store # quadrants has affected neighbours in 

    quadsAffected 
} 
if (quadsAffected = 0) { 
 Node has an isolated reading error 
 onBoundary = false 
} 
else if (quadsAffected < 3) 
 onBoundary = true 
else if (quadsAffected == 3) { 
 Compute angle among three nodes from  

    non-empty quadrants 
 if (angle < PI) 
  onBoundary = true 
} 
else { 
// has neighbours in all quadrants 
 onBoundary = false 
} 

From Algorithm 1, it is obvious that this algorithm has time complexity as well as 
message complexity in linear of the number of affected nodes. For the resource-
constrained sensors, these are highly desirable properties. 

In [4], it is demonstrated that a linear classifier algorithm adopted from the pattern 
recognition literature achieved the best performance for diverse tested scenarios 
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against statistical as well as image processing algorithms. As such, this algorithm 
would be an ideal benchmark for our algorithm. We will term it PR-Classifier. A 
classifier-based approach relies on the information provided by all neighbours 
irrespective whether they are affected or otherwise. Based on this information, the 
classifier attempts to partition data into two classes. The appropriateness of this 
classification may be assessed by a partition validity measure [8]. A valid partition 
implies the presence of an edge. In [4], a linear classifier is used to simplify the 
exploration of its parametric space. According to this classifier, if the valid 
partitioning line is within certain tolerance distance from the current reference node, 
this node is deemed an edge.  

To investigate the performance of our algorithm against PR-Classifier, we 
developed a discrete-event simulation in C++. The simulations results and their 
analyses are given further. 

4   Results and Discussions 

Extensive simulations are performed to quantify the performance of the T-Fit 
algorithm as well as to benchmark against PR-Classifier. In most cases, there are 
350 sensor nodes distributed randomly in a square M×M region with M = 100 m. To 
quantify the energy efficiency of these algorithms, the transceiver energy 
parameters are set as: Eelec = 50 nJ/bit and εfs = 10 pJ/bit/m2 [13]. The data message 
size is fixed at 30 bytes. Initially, node’s radio range is fixed at 15 m. Unless 
otherwise stated, all the following investigations adopt these values as their system 
parameters. For all simulation results in this paper, each experiment is repeated 20 
times and a 95% confidence interval is obtained. We choose not to display this 
interval on the graphs to avoid clutter. The performance metrics utilized in our 
investigations are: 

• Mean distance to boundary: This metric represents the average distance of the 
identified edge nodes to the virtual event boundary. 

• Total Energy: This metric represents the energy dissipated by all sensors 
handling message exchanges in the edge detection protocols. 

4.1   Network Visualisations 

For ease of comprehension and appreciation of subsequent comparative results, a 
set of results are identified and visualised here. For the initial set of visualisations, 
the event region is assumed to be circular with a 35-m radius. Figure 5 depicts the 
visualisation for T-Fit with affected nodes shaded and the identified edge nodes 
further bounded by a square. In this visualisation, it is clearly visible how T-Fit is 
able to correctly identify the boundary of the event as one could visually trail the 
edge nodes. Such an accurate edge detection would assist many applications 
highlighted in the Introduction section to monitor the perimeter of the phenomenon 
of interest. 
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Fig. 5. Visualisation of T-Fit for network with 350 nodes at 15-m radio range of a circular 
event region with 35-m radius. The affected nodes are shaded, and the edge nodes are bounded 
by a square. 

To understand the effectiveness of the above algorithm against other convex 
regions, we investigated its performance against rectangular event regions. Figure 6 
depicts the edge nodes identified by our T-Fit algorithm. As this algorithm is 
designed for a general convex region, it is able to identify the appropriate edge 
nodes with a clear boundary visible from the selected edge nodes. Noticeably, there 
are no other affected nodes lying outside of the imaginary boundary formed by 
these edge nodes. 

 

Fig. 6. Visualisation of T-Fit for a  80m × 40m rectangular event region 
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4.2   Impact of Node Density 

For the following results, the performance is obtained for circular event regions only. 
In this study, we examine the influence of node density on the edge detection 
behaviour in terms of both accuracy and energy usage. For the same monitored terrain 
area, we varied the number of sensors in range [80,400). In Fig. 7, the mean distance 
of edge nodes is plotted for both algorithms. As expected, both algorithms’ accuracy 
improve with density and the rate is almost similar. However, T-Fit achieves 40% 
higher accuracy on average against PR-Classifier. T-Fit almost surely identified the 
nodes farthest from an event’s epicentre as edges, whereas PR-Classifier sometimes 
identified a thick edge with many nodes within the tolerance range of the border, even 
when a small tolerance is used.  
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Fig. 7. Mean distance to event boundary against number of nodes for a 35-m circular event area 
and nodes with 15-m radio range 
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Fig. 8. Total energy dissipation against number of nodes for a 35-m circular event area and 
nodes with 15-m radio range 
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To appreciate the energy usage behaviour of both algorithms, Fig. 8 depicts the 
total energy usage plot for the same scenario. Since PR-Classifier requires up to 2-hop 
neighbourhood information for its best performance, its energy usage increases in 
quadratic to the radio range whereas only linear for T-Fit. Thus, it clearly shows that 
not only T-Fit is able to achieve higher accuracy, but it is also able to be energy 
efficient simultaneously meeting most needs of the sensor applications 

5   Conclusions 

As wireless sensor networks evolve from a simple sense-and-send technology towards 
more intelligent in-network processing, there seems to be more applications that could 
benefit from such networks. For certain applications whereby there is a need to 
respond in real-time towards a phenomenon of interest, it is also attractive to provide 
in-network actuation mechanism to minimise human intervention. One of the 
identified primitive functions that should be located in the network is edge or 
boundary detection. Even though edge detection is readily accomplished at the 
collection centre with a complete network knowledge probably using well-known 
image-processing algorithms, it is not trivial to perform them in a localized manner 
using only local information. 

In this paper, we introduced an energy-efficient edge detection algorithm based on 
simple geometry. By exploiting convexity of a region, our algorithm uses tangent-
fitting to identify edge nodes. It is also benchmarked against one of the best localized 
algorithm in the literature. Using extensive simulations, it is demonstrated that T-Fit 
readily outperforms its competition both in terms of accuracy as well as energy 
efficiency. It performs equally well against different convex regions. Moreover, its 
time complexity is just linear in number of neighbours against others. 

As a primitive function, we believe this algorithm could readily be used by more 
complex primitives or by the applications themselves. One such primitive that may 
benefit employing this edge detection technique is the event area computation 
algorithm. The feasibility of such an extension is left for further work. 
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Abstract. The construction of backbone is a fundamental problem in
sensor networks. As being critical to routing, data fusion and query
broadcasting, the backbone should contain as fewer nodes as possible.
Meanwhile, it also should be power-efficient in order to prolong its life-
time. In this paper, we propose a novel design of backbone for sensor
networks by minimizing its total transmission cost. We term this kind of
backbone Minimum-Weight Backbone (simply MWB). The construction
of MWB is proved to be NP-Complete. Two heuristic algorithms (one is
centralized and the other is distributed) are developed for constructing
such backbone. The centralized algorithm, executed at the base station,
is to find an optimal backbone by using the information of all nodes
and links in the network. The distributed algorithm run at each node,
however, uses the information of its neighbors and two-hop neighbors
to determine whether it should be included in the backbone. Simulated
experiments are conducted to evaluate the novel backbone, and perfor-
mance comparisons are also done with the existing schemes.

1 Introduction

A sensor network [1] is a wireless network that contains a large number of sensor
nodes of cheap price, small size, low computation and communication capacity.
It can be applied to many fields such as environment monitoring, military, and
industry, etc. The sensor nodes are essential components of sensor networks.
The most popular sensor mote Mica2 developed by UC Berkeley, for example,
has a 7MHz CPU, 4KB RAM and 512KB flash. Its communication range and
data transmission rate are about 100 feet and 38.6Kbps respectively. It uses AA
batteries, and the current when working is ∼ 15mA, and ∼ 10μA while sleeping.
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In a sensor network, sensor nodes self-organize and collaborate with each other
to send data to the base station (BS), from which the users can retrieve inter-
ested information. This is usually done by constructing a virtual infrastructure.
However, due to the hardware and power constraints of the sensor nodes, the
virtual infrastructure must be equipped with the following characteristics.

– Power saving. The sensor nodes usually be powered by batteries, and charg-
ing or changing batteries is always difficult (if not impossible) in an unat-
tended environment. If a sensor node works continuously, it can last only
about a week. In a large scale sensor network that consists of hundreds of or
even thousands of sensor nodes, if each node works intermittently (e.g. 2%
time is active), the entire network can operate over one year. To prolong its
lifetime, the sensor network should finish the given task while minimizing
both the number of active nodes and the working time of each active node.

– Efficient data fusion. When sensor nodes are active, communication is the
major cause of power consumption. It is estimated that power consumption
on data transmission is about 1000 times more than that on computation.
Thus, a desirable infrastructure should support efficient in-network data fu-
sion that can significantly reduce the transmission cost.

– Low latency. Many applications ( e.g. industry monitoring and target track-
ing) require time-critical information. As a result, the sensed data should be
sent to the users with as less latency as possible.

– Robustness. The harshness of the operating environment can cause serious
impact on sensor nodes. The nodes or links may fail unpredictably. A sensor
network should be robust enough to handle such failures in a distributed
way, and guarantee the whole network work normally.

Considering the above characteristics, this paper proposes a novel backbone
infrastructure to deploy sensor networks for packet routing, data fusion and
broadcasting. Generally, a backbone infrastructure divides all nodes in a network
into two categories: connected backbone nodes and leaf nodes (non-backbone
nodes) that are only one hop to some backbone node. The backbone nodes and
their links form the backbone, through which data from both the backbone nodes
and the leaf nodes is transmitted to the base station. The traditional backbone
[2,3] is a connected dominating set with minimum number of nodes. Here we
consider the transmission cost of each link and construct the backbone with
minimized total transmission cost in order to save battery power of the backbone
nodes. We call the new backbone infrastructure Minimum-Weight Backbone (or
simply MWB). On one hand, such backbone can prolong the lifetime of itself.
On the other hand, it can save power of the leaf nodes that accounts for a large
proportion of the network.

The construction of our new backbone infrastructure is proved to be NPC.
For implementation, we propose two heuristic algorithms to obtain approximate
answer. One is a centralized algorithm, and the other is a distributed algorithm.
The centralized algorithm is implemented at the base station that knows the
positions of all nodes in advance. To implement the distributed algorithm, each
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node keeps the information of its neighbors and two-hop neighbors, with which
it is determinable whether the node is a backbone node. The distributed method
is more flexible for building and updating the backbone, whereas the centralized
algorithm can get solution of better performance, with fewer number of backbone
nodes and less total transmission cost.

This paper is organized as follows. Section 2 surveys the related work.
Section 3 introduces the new backbone and its construction algorithms. Section 4
presents the simulation results. Section 5 offers the conclusions.

2 Related Work

Roughly, there are two types of techniques for deploying sensor networks: infras-
tructureless approaches [4,5] and infrastructure based approaches [2,3,6,7,8,9,10].

Flooding and gossiping [4] are two classical routing mechanisms for sensor net-
works without infrastructure maintenance. In flooding, each sensor node broad-
casts a received data packet to all of its neighbors. This process continues till
the destination receives the packet. Gossiping, on the other hand, is an enhanced
flooding-based routing mechanism, in which each node sends the packet to a ran-
domly chosen neighbor. C. Intanagonwiwat et al. [5] propose an infrastructureless
approach named directed diffusion, which is a data-centric routing method us-
ing a naming scheme for data. The base station broadcasts interest consisting
of attribute-value pairs through the entire network. After propagation, several
gradients path from the sources to the base station will be set up.

Recently, several kinds of infrastructure-based mechanisms have been pro-
posed for deploying sensor networks. The most popular ones include cluster-
based [6,7] and backbone-based [2,3,8,9,10] infrastructures.

Wendi B. Heinzelman et al. [6] propose Low-Energy Adaptive Clustering Hier-
archy (LEACH) to deploy sensor networks. LEACH groups the nodes into clus-
ters by selecting several cluster heads (CH), which are responsible for collecting
data from their clusters and sending the aggregated data to the base station
separately. The LEACH-based structure TEEN (Threshold-sensitive Energy Ef-
ficient sensor Network) [7] supports not only periodical data collection but also
queries of critical data that exceeds a given threshold. It uses a multiple-hierarchy
cluster-based infrastructure for both intra-cluster and multiple inter-cluster data
fusion. As CHs consume more power than the other nodes, it is required that
every node acts as CH by turns to balance the energy dissipation of all nodes.

Backbone-based infrastructure focuses on building a connected dominating
set (CDS) [2,3,8,9] with minimum number of nodes. However, finding a mini-
mum dominating set is proved to be NP-Complete. A number of centralized and
distributed heuristic methods have been proposed to solve the CDS problem.
In what follows, we will give a detailed introduction to the algorithm proposed
in [3] since our distributed method is based on the algorithm. [3] gives a two-
phase distributed algorithm named MPR-CDS for a node to determine whether
it should be included in CDS. Here, each node has an unique ID and keeps in
local memory the information of its neighbors and two-hop neighbors.
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In the first phase, each node vi computes a MultiPoint Relay (MPR) set of
its own. The MPR set has the following two properties.

– Nodes in the MPR are selected from the neighbors of vi.
– vi can reach each of its two-hop neighbors via some node in the MPR set.

Finding a minimum MPR is an NPC problem [10]. [3] introduces a Greedy
MPR computation method. At first, the MPR set of node vi is set to be empty.

• Step 1: Find the two-hop neighbors of vi that have only one neighbor
(named connecting neighbor) connecting to vi. Put in the MPR set these
connecting neighbors.

• Step 2: Repeat adding in the MPR set the neighbor node that covers the
largest number of two-hop neighbors of vi that are not yet covered by the
current MPR set.

In the second phase, vi assigns itself to the CDS if it follows any one of the
following two rules.

• Rule 1: It has a smaller ID than all its neighbors.
• Rule 2: It is in the MPR set of its neighbor with the smallest ID.

To make sure the correctness of the MPR-CDS algorithm, it needs a total
order of the nodes which is achieved by using their IDs.

In this paper, we aim at extending the lifetime of the backbone and the
entire network. Different from the related work mentioned-above, we propose a
new backbone design that considers the power consumption weight of each link
between two backbone nodes, and tries to minimize the total transmission cost
of the target backbone.

3 Minimum-Weight Backbone (MWB): A New Backbone
Infrastructure

In this section, we present a new backbone infrastructure to deploy sensor net-
works. We first introduce the main idea of the new backbone, and prove that the
construction of this backbone is NP-Complete. Then, two heuristic algorithms
are provided to construct the new backbone. Finally, we discuss how to balance
the energy dissipation among all nodes.

3.1 Introduction to Minimum-Weight Backbone

Given a sensor network, in which all nodes are homogenous and the link be-
tween any two nodes is symmetric, denote r the maximum transmission range
of two nodes. The network can be represented by a graph G=(V, E), in which
V ={v0, v1, v2, · · · , vn}1 denotes the set of sensor nodes and E={(vi, vj)||vi, vj |
≤ r} represents the set of edges2 in the network.
1 The base station is set to be v0 by default.
2 In the rest of this paper, we use the terms link and edge interchangeably.
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Each edge is assigned with a weight wij , which is related to the power con-
sumption of transmission along the edge, and the residual battery power of two
nodes at both ends of the link. For simplicity of computation, we use the follow-
ing model to evaluate the weight.

wij =
|vi, vj |k

Presidual(vi) × Presidual(vj)
(1)

Above, |vi, vj |k denotes the transmission consumption of link (vi, vj), where
|vi, vj | represents the distance between nodes vi and vj , and parameter k mea-
sures the correlation between power consumption and distance. Presidual(vi)
represents the residual battery power of node vi, which is initially set to be
1. According to formula (1), a smaller wij implies that 1) the transmission cost
between vi and vj is relatively lower, or 2) the residual battery power of vi and
vj is relatively higher. Consequently, selecting pathes of smaller weights for data
routing can reduce transmission cost and/or prolong the lifetime of network.

In the sensor network, we can build a spanning tree that is represented by
T=(V, ET ) where ET ⊂ E. We split the spanning tree T into two parts: 1)
GBackbone=(VBackbone, EBackbone), VBackbone and EBackbone are the set of all
internal nodes of T and the links among them; 2)Gleaf=(Vleaf , Eleaf ), Vleaf =V -
VBackbone and Eleaf =ET -EBackbone. We try to find a spanning tree TMin such
that minimizes

∑
(vi,vj)∈EBackbone

wij . We call GBackbone corresponding to TMin

the Minimum-Weight Backbone, or simply MWB. That is to say, a MWB cor-
responds to a spanning tree in which the sum of weights of all edges between
internal nodes is minimized.

Our design of MWB considers the weights of edges and minimizes the total
transmission cost within the backbone. Such a mechanism can reduce the power
consumption of backbone nodes, and subsequently prolong the lifetime of the
backbone as well as the whole network.

Fig. 1 shows an example that compares MWB with CDS. The sensor network
represented by graph G and the weights of all edges in the network are shown in
Fig. 1(a). The backbone established by CDS that tries to minimize the number
of nodes is shown in Fig. 1(b), which contains three nodes with the total value
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of edge weights being 10. However, as shown in Fig. 1(c), the established MWB
also contains three nodes, and the total value of edge weights is reduced to 6.

3.2 MWB Is NPC

In this subsection, we will prove that it is NP-Complete to find TMin. We trans-
form this optimal MWB problem into a decisive MWB problem. The decisive
MWB problem is formalized as below.

Instance: Given graph G = (V, E), in which wij is the weight of an arbitrary
edge in E, and a positive integer W .

Question: Is there a spanning tree for G satisfying
∑

(vi,vj)∈EBackbone
wij ≤

W?
Proof. We first show that the decisive MWB problem belongs to NP. Given an

instance of the problem, we check whether the condition
∑

(vi,vj)∈EBackbone
wij ≤

W is satisfied. It is obvious that this process can be completed in polynomial
time. Thus, MWB problem belongs to NP.

Note that the Maximum Leaf Spanning Tree (MLST) problem [11] has been
proved to be NPC. The next step is to ascribe the MLST problem to the MWB
problem.

Instance: Given a graph G = (V, E), and a positive integer K ≤ |V |.
Question: Is there a spanning tree for G in which K or more vertices have

degree 1?
We now prove MLST ≤p MWB. Suppose G=(V, E) is an instance of MLST,

we construct an instance of MWB as follows. Construct the graph G′=(V, E′),
where E′=E, and set the weight of each edge in E′ to be 1 and the positive
integer W to be (|V |-K-1).

If there is a spanning tree T for G in which K or more vertices are leaf
nodes, then the number of non-leaf nodes will be |V |-K or smaller. That is,
there exists a spanning tree T ′ for G′ that satisfies

∑
(vi,vj)∈E′

Backbone
wij ≤

(|V |-K-1)=W . Conversely, if a spanning tree T ′ for G′ follows the condition∑
(vi,vj)∈E′

Backbone
wij ≤ W = |V |-K-1, then the number of non-leaf nodes is

smaller than or equivalent to |V |-K. Thus, there must be a spanning tree T for
G in which the number of leaf nodes is larger than or equivalent to K.

Therefore, graph G has a maximum leaf spanning tree in which K or more
vertices have degree 1, if and only if graph G′ has a minimum-weight backbone
that satisfies

∑
(vi,vj)∈E′

Backbone
wij ≤ W . Since MWB belongs to NP and satisfies

MLST ≤p MWB, the MWB problem is NP-Complete. �

3.3 Algorithms

We provide two heuristic algorithms to build MWB. The first one is a centralized
algorithm that is executed at the base station. Before the base station builds the
backbone, each sensor node sends its position to the base station. The second
algorithm is a distributed one. Each node uses the information of its neighbors
and two-hop neighbors to determine whether it is a backbone node.
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Centralized Algorithm. Our centralized algorithm consists of two phases. On
the first phase, we construct a rough backbone by removing as many edges with
large weight as possible. The second phase is to refine the rough backbone by
pruning redundant backbone nodes. The first phase proceeds as follows.

• Step 1: Set GBackbone to be G and GLeaf to be ∅ initially.
• Step 2: Select edge (vi, vj) which has the maximum weight in GBackbone.

- If GBackbone is still connected after removing (vi, vj), then remove it.
- If GBackbone is not connected after removing (vi, vj), then define G1 to

be the connected subgraph containing v0 (the base station) and define
G2 to be the set of remaining nodes and edges.
∗ If each node in G2 and GLeaf can communicate with some node in

G1 directly, then delete (vi, vj) and G2 from GBackbone meanwhile
add the nodes in G2 into GLeaf .

∗ If there exists at least one node that can not connect to any node in
G1, then keep (vi, vj) and G2.

• Step 3: Repeat Step 2 till all the edges in GBackbone have been checked
once. For each node in GLeaf , set its nearest backbone node as its parent.

Now GBackbone is a rough backbone and GLeaf consists of leaf nodes that are
only one hop to the backbone. On the second phase, we do refinement over the
rough backbone as follows.

• Traverse GBackbone from the base station using the deep-first strategy. Store
the current node vi, its parent node P (vi) and its grandparent node GP (vi).
We denote CBackbone(P (vi)) to be the children of P (vi) that are in GBackbone

and CLeaf (P (vi)) to be the set of children that are in GLeaf . If there is an
edge between vi and GP (vi) in the original graph G and its weight is smaller
than the weight sum of edges (vi, P (vi)) and (P (vi), GP (vi)), then

- If CBackbone(P (vi)) contains only vi and each node in CLeaf (P (vi)) can
find another neighbor in GBackbone, then move node P (vi) to GLeaf and
remove edges (vi, P (vi)) and (vi, GP (vi)) from GBackbone. Furthermore,
add edge (vi, GP (vi)) into GBackbone and set GP (vi) to be the parent of
vi. Finally, reset the parent for each node in CLeaf (P (vi)).

- Else, GBackbone and Gleaf remain unchanged.

The refinement can achieve further reduction of both nodes and total weights.
Fig. 2 depicts an example of backbone construction by using the centralized
algorithm. The original graph G is shown in Fig. 1(a). The first phase is to find
a rough backbone. GBackbone is initialized to be G and the progress starts at
the edge (v0, v1) which has the maximum weight. According to Step 2 on the
first phase, remove (v0, v1) since GBackbone is still connected, as shown in Fig.
2(a). After the first phase, we get the rough backbone GBackbone (refer to Fig.
2(b)) that contains four nodes (v0, v2, v4, v5) and three links ((v0, v2), (v2, v4),
(v4, v5)). These three links cannot be removed, otherwise node v6 cannot directly
connect with any node in the rough backbone. Then we refine the rough backbone
based on the procedure of the second phase. Node v4 has a grandparent v0 with
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which it can directly communicate. Replace the edges (v0, v2) and (v2, v4) by
edge (v0, v4) and remove node v2, since w04 < w02 + w24 and v1 can take v0 as
its parent. The final backbone consists of three nodes (v0, v4, v5) and two links
((v2, v4), (v4, v5)). Fig. 2(c) shows the final spanning tree.
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Fig. 2. Building MWB by the centralized algorithm

Distributed Algorithm. Our distributed algorithm is based on the MPR-CDS
[3], which also consists of two phases. The first phase, which is the similar to
that of the MPR-CDS method, is to compute MPR set for each node vi. Step 1
remains unchanged. In step 2, we consider balancing the battery power of nodes.

• Step 1: Follows Step 1 of the MPR-CDS algorithm.
• Step 2: Repeat adding to the MPR set neighbor node of vi (say vj) that has

the largest value of Ncover(vj)∗Presidual(vj), where Ncover(vj) is the number
of two-hop neighbors of vi that are covered by vj but not yet covered by the
current MPR set.

On the second phase, we set each node a priority using the following model.

Priority(vi) =
degree(vi) ∗ Presidual(vi)

AverageWeight(vi)
(2)

AverageWeight(vi) =

∑
(vi,vj)∈E wij

degree(vi)
(3)

With this model, the priority of a node is proportional to its degree and
residual battery power, whereas inversely proportional to the average weight of
the edges that link to it. A node determines whether it is to be included in the
backbone in terms of the following two rules:

• New Rule 1: It has a higher priority than all its neighbors.
• New Rule 2: It is in the MPR set of its neighbor with the highest priority.

The correctness of the algorithm above can be proved by following the proof
in [3]. Due to the space limitation, we omit the detail here.
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3.4 Periodical Backbone Reconstruction

Once the construction of backbone is finished, the leaf nodes will switch to
sleeping state till it is awakened by queries. The backbone nodes, however, remain
active for data fusion, message relaying and query broadcasting. Although our
MWB is to minimize the cost of the whole backbone, the backbone nodes cost
more than the leaf nodes. After running for a certain time, the residual battery
power of backbone nodes will be lowered. As a result, the backbone should be
periodically rebuilt to balance the power consumption of all nodes.

We introduce a threshold θ (0 ≤ θ < 1) to trigger the reconstruction of back-
bone. Each backbone node records its initial residual battery power Presidual(t)
when finishing the construction of backbone at t. If the ratio of its current resid-
ual battery power to the initial battery power Presidual(tcurrent)

Presidual(t)
is smaller than θ,

then it asks for establishing a new backbone by sending a reconstruction message
to the base station. When using the centralized algorithm for reconstruction, the
base station requires the current battery power of each node. Thus, each node
needs to spend additional cost in sending this information to base station. In
the distributed algorithm, on the other hand, each node should be informed of
the current residual power of the neighbors and the two-hop neighbors. Since
the reconstruction of backbone is periodical, such additional power consumption
will not impact much on entire network lifetime.

4 Performance Evaluation

In this section, we present the simulation results of MWB. The simulations
are conducted in an area of 200m × 200m, where the base station is placed at
the center of the area. We will show the performance comparisons of backbone
construction by using our centralized, distributed algorithms and the MPR-CDS
algorithm respectively, in terms of the number of the backbone nodes, total
transmission cost of the backbone, and the average number of hops from each
node to the base station. The performance comparisons are carried out in two
scenarios. In the first scenario, the transmission range is set to be 50m and the
number of sensor nodes varies between 50 and 400. In the second scenario, we
let the number of sensor nodes be 150 and transmission range vary between 30m
and 60m. Nodes are randomly distributed in both scenarios. From Fig. 3 to Fig.
5, (a) represents the first scenario and (b) represents the second one. We also
present the results of the energy dissipation balance among nodes by examining
the percentage of alive nodes during the lifetime.

Fig. 3 shows the number of backbone nodes included in the constructed back-
bone. The backbone constructed by our two heuristic algorithms has fewer nodes
than that constructed by the MPR-CDS algorithm. Compared with the MPR-
CDS algorithm, our centralized algorithm can significantly reduce the number
of backbone nodes by about 50%. In general, the total transmission cost of the
backbone is closely related to the number of backbone nodes. Thus, the back-
bone with low transmission cost always contains few nodes. When the number of
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Fig. 3. Comparison of the number of the backbone nodes

total sensor nodes increases, as shown in Fig. 3(a), the number of the backbone
nodes also increases for all algorithms. However, the increasing rate slows down
when the number of sensor nodes in the network reaches more than 300, since
in our experimental setting the deploying area is fixed, and the increasing of
the number of senor nodes will make the number of backbone nodes tends to a
saturation status. In Fig. 3(b), the number of the backbone nodes decreases with
the increasing of the transmission range because the increasing of transmission
range makes each node be able to communicate with more nodes.

Fig. 4 presents the comparison results of the total transmission cost of the
backbone. Both Fig. 4(a) and Fig. 4(b) show that the total transmission cost of
the backbone constructed by using our algorithms is less than that by using the
MPR-CDS algorithm. By the centralized algorithm, the backbone cost can be up
to 40% less than that by the MPR-CDS algorithm. Fig. 4(a) shows that when
the number of nodes in the network increases, the cost of backbone increases
at first and then slightly decreases. The underlying reason is like this: as the
number of nodes increases (fixed the deploying area), the number of the backbone
nodes keeps almost the same, but the links of smaller weight (for the centralized
algorithm) or the nodes of higher priority (for the distributed algorithm) will be
chosen for backbone. Fig. 4(b) shows that the cost of backbone decreases when
the transmission range increases because fewer backbone nodes will be selected.

50 100 150 200 250 300 350 400
400

500

600

700

800

900

Size of the sensor network

T
ot

al
 tr

an
sm

is
si

on
 c

os
t o

f t
he

 b
ac

kb
on

e

 

 

MWB−Centralized
MWB−Distributed
MPR−CDS

(a)

30 35 40 45 50 55 60
200

400

600

800

1000

1200

Transmission range (m)

T
ot

al
 tr

an
sm

is
si

on
 c

os
t o

f t
he

 b
ac

kb
on

e

 

 

MWB−Centralized
MWB−Distributed
MPR−CDS

(b)

Fig. 4. Comparison of the total transmission cost of the backbone
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Fig. 5. Comparison of the average hops from nodes to BS

Fig. 5 presents the average number of routing hops from each node in the
network to the base station. The trend is quite similar to that of the transmission
cost. In the backbones constructed by using our methods, the nodes can reach
the base station with fewer number of hops on average than in the backbone
constructed by the MPR-CDS algorithm, which also means less latency. When
the number of nodes increases, the average number of routing hops increases
at first and then decreases a little as shown in Fig. 5(a). This is because the
number of routing hops is closely related to the number of backbone nodes and
the distance between the nodes and the base station. Fig. 5(b) shows when the
transmission range increases, the number of routing hops decreases due to the
decreasing of the number of backbone nodes.

We then show the results of the network lifetime and power consumption
balance of all nodes. We randomly distribute 150 nodes in an area of 200m∗200m
and set the transmission range to be 50m. Fig. 6 shows that the sensor network
built and maintained by the centralized algorithm has a longer lifetime due to
fewer number of the backbone nodes and less transmission cost of the backbone.
It also illustrates that both of our methods can balance well the residual battery
power among nodes. During most period of the network lifetime, the percentage
of the alive nodes remains to be 100% when using the centralized algorithm, and
more than 95% when using the distributed algorithm.
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5 Conclusion

In this paper, we present a new backbone (MWB) to deploy the sensor networks.
Our design is to minimize total transmission cost of the backbone, and thus re-
duce its power consumption. However, the construction of MWB is proved to be
NPC. We propose two heuristic algorithms - one centralized and one distributed -
to build MWB. The centralized algorithm is to prune as many large-weight edge
as possible, and then refine the backbone by combining some edge-pairs. The
distributed algorithm, based on the MPR-CDS algorithm, chooses the backbone
nodes by a carefully-designed priority metric. These two algorithms have been
shown by simulations to outperform the MPR-CDS algorithm in terms of the
size and cost of the backbone and routing latency. We also deal with the issue of
periodical backbone rebuilding. Simulation results show that our methods can
balance the battery power of nodes well.
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Abstract. Energy is one of the most important factors in the design of routing 
protocols in wireless sensor networks. This paper first analyzes the energy 
consumption in typical clustering protocols and finds that the consumption is not 
evenly distributed among nodes. Thus some nodes die quickly with the reduction 
of the network lifetime. Then a new energy-balanced strategy is introduced in 
clustering protocols. The strategy assigns the head communication load to base 
station by detecting the energy consumption in the cluster heads. The evenly 
distributed energy among the nodes is realized by controlling the head 
consumption. Simulation results show that the lifetime of the network is 
significantly prolonged with the new energy-balanced strategy. 

Keywords: Sensor networks, Clustering protocols, Energy-balanced strategy, 
Network lifetime. 

1   Introduction 

Recent advances of embedded systems, wireless communications and 
micro-electro-mechanical systems have motivated the development of tiny sensor 
nodes consisting of sensing, data processing and communicating components. These 
tiny sensors are constructed in a wireless sensor network (WSN) for a wide range of 
data-gathering applications in military and national security, environmental 
monitoring, and other fields [1~2]. 

An important aspect of WSNs is that the nodes are often unattended and their energy 
cannot be replenished. Therefore, it is essential for these sensor nodes to conserve 
energy to increase the WSN lifetime. Since wireless communications consume 
significant amounts of battery power, the nodes should spend as little energy as 
possible for receiving and transmitting data. Communication protocols are desired to 
maximize nodes’ lifetime, reduce bandwidth consumption by using local collaboration 
among the nodes and tolerate node failures. 

Different communication protocols have been developed, for example, flat-based 
routing [9~10], hierarchical-based routing [4~8, 13~14] and location-based routing 
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[11~12]. A recent review can be found in [3]. In this paper, we pay attention on the 
hierarchical-based routing protocols, also called clustering protocols. 

In the clustering protocols, the clustering divides the network into disjoint 
subsets, wherein a sensor (cluster head) from each subset is elected to represent that 
cluster. In each round of data-gathering, all nodes in a cluster transmit their data to 
the cluster head and the heads communicate the collected data with the base station 
(BS). The cluster head role is usually periodically rotated among the nodes to ensure 
the nodes consume energy more uniformly. Almost all clustering protocols aim to 
make the energy evenly distributed among all nodes in order to prolong the network 
lifetime. The protocols in [13~15] achieve this through the regular distribution of the 
cluster heads with almost same cluster size. The protocol in [4] focuses on the 
energy every cluster consumes evenly, so the energy is further balanced among the 
nodes and the lifetime is prolonged. However, to realize the evenly distributed 
energy among the nodes, we should focus on the energy every node consumes. If 
each node consumes the same energy, the energy can be completely balanced and 
thus the network lifetime is prolonged. 

In this paper, we propose an energy-balanced strategy, which focuses on the energy 
every node consumes. The strategy first detects the energy consumption in the cluster 
heads, and then assigns the head communication to the BS. The evenly distributed 
energy among the nodes is realized by controlling the head consumption. Simulation 
results show that the lifetime of the network is significantly prolonged with the new 
energy-balanced strategy. 

The remainder of the paper is organized as follows. In Section 2, we present our 
network and radio models. The existing clustering protocols are briefly analyzed in 
Section 3. In Section 4 we present new energy-balanced strategy in details. Section 5 is 
the energy consumption analysis. Simulation results are shown in Section 6. This paper 
is concluded in Section 7. 

2   Network and Radio Models 

In this section, we briefly introduce the network and radio models used in this paper. 
See [6] for details. 

For our network, it is assumed that  

♦ A fixed base station is located far away from sensor nodes. 
♦ Sensor nodes are homogeneous and are equipped with a uniform initial energy. 
♦ Each node senses the environment at a fixed rate and always has data to transmit 

to the base station. 
♦ Every sensor node is immobile and is allocated an exclusive ID number. 
♦ Sensor nodes can vary their transmitted power. 

For the radio hardware energy dissipation, it is assumed that the transmitter 
dissipates energy ( )Tx elecE l−  to run the radio electronics and ( , )Tx ampE l d−  to run the 

power amplifier, and the receiver dissipates energy ( )Rx elecE l−  to run the electronics. 
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Depending on the distance between the transmitter and receiver, both the free space 
( 2d  power loss) and the multipath fading ( 4d  power loss) channel models are used in 
this paper. Power control is used to invert this loss by appropriately setting the power 
amplifier, that is, if the distance is less than a threshold 0d , the free space model is used; 

otherwise the multipath model is used. Thus, to transmit a l -bit message in distance d , 
the radio expends 

2
0

4
0

( , ) ( ) ( , )  

,
=

,

Tx Tx elec Tx amp

elec fs

elec mp

E l d E l E l d

lE l d d d

lE l d d d

ε

ε

− −= +

+ <

+ >

     (1) 

and to receive this message, the radio expends 

( ) ( )Rx Rx elec elecE l E l lE−= =  .     (2) 

where elecE is the electronics energy, fsε and ampε are the coefficients of the amplifier. 

The energy spent for aggregating n l -bit messages in a cluster is  
                                                                          

DA daE nlE=  .     (3) 

where daE  is the energy spent for aggregating l -bit data. 

3   Analyses of Clustering Protocols 

A typical application of WSN is gathering of sensed data at BS. In each round, the data 
from all nodes need to be collected and transmitted to BS. Since the BS is located far 
away, high energy is required to transmit data to BS from sensor nodes. Clustering 
protocols are to alleviate this problem by allowing only partial nodes (heads) 
communicate with BS. We now analyze these clustering protocols from the point of 
view that the cluster heads communicate with BS. 

The simplest way many clustering protocols adopt is that all the cluster heads 
directly (one-hop) transmit the data to BS. The LEACH (Low-Energy Adaptive 
Clustering Hierarchy) protocol [5] is one of them, where a small number of clusters are 
formed in a self-organized manner. A head node in each cluster collects and fuses data 
from the nodes in its cluster and transmits the result to the BS. 

To reduce the energy consumption in LEACH, multi-hop communication among the 
cluster heads [4] is proposed. In this protocol, the less number of nodes is needed to 
communicate with BS and hence the less energy is consumed in comparison with 
LEACH-like protocols. But in multi-hop communication, the nodes closest to BS are 
burdened with a heavy relay traffic load and often die first. 

Another efficient way is that every cluster head takes turns to transmit data to BS. 
PEGASIS (Power Efficient Gathering in Sensor Information Systems) [7] is one 
adopting this idea. A data chain is first formulated from the farthest nodes to BS, a 
leader node is randomly selected, then the data gathered from the nodes are forwarded 
to the leader node along the chain and finally the leader transmits the collected data to 



 An Energy-Balanced Strategy for Clustering Protocols in Wireless Sensor Networks 615 

BS. Because in each round only one node transmits data to BS, PEGASIS may perform 
better than the protocols aforementioned. Enlightened from the idea of PEGASIS, we 
can improve LEACH by constructing a chain among the elected cluster heads and 
performing data transmission like PEGASIS. We name this improved LEACH as 
OH-LEACH protocol. The simulation results in Section V show that the network 
lifetime is prolonged in comparison with traditional LEACH. In this paper, we call this 
kind of protocols as one-head clustering protocol (OHCP). 

However, in OHCPs there exists an inherent problem that energy consumption is not 
evenly distributed among the head nodes. The main reason is that the distance of the 
head node to BS is different from each other. Simulations in Section V show the energy 
consumption and network lifetime of PEGASIS. It is found that the energy 
consumption is different from node to node and some nodes die quickly. This not only 
affects the performance of the whole network, but also introduces additional cost for 
reconstructing the network topology. 

In the next section, we develop a new energy-balanced strategy to solve this problem 
in OHCPs. By making every leader node consumes the same fixed energy, the evenly 
distributed energy among the nodes can be achieved and the network lifetime can be 
further prolonged. 

4   A New Energy-Balanced Strategy 

As described in the last section, the OHCPs can be divided into three stages: cluster 
construction, head topology formation and data transmission. In the first stage, the 
clusters are constructed and a head for each cluster is selected to fuse the data in the 
cluster. In the second stage, a head topology is formulated and a leader (head of heads) 
is created. In the third stage, all data from the heads will be transmitted to the leader. 
The leader transmits all data from heads to BS. PEGASIS is a special case of OHCPs, in 
which each node acts as a cluster. During the operation process, the second and third 
stages are dynamic, in which different heads will be periodically selected as leaders. 
The time that OHCPs take for all head nodes to act as leaders is called an operation 
cycle in this paper. 

This section gives the details of the energy-balanced strategy used in OHCPs. The 
basic idea of the proposed energy-balanced strategy is to make every head node 
consume the same energy in an operation cycle. The strategy first detects the energy 
consumption in the cluster heads, and then assigns the head communication load. The 
evenly distributed energy among the nodes is realized by controlling the head 
consumption. The detection of energy consumption is realized by working count, 
working times in which a head can communicate with BS. The more working counts a 
head node works for, the more opportunities the head will be assigned to be a leader. 

In one operation cycle of OHCPs, a head node will work either as head or leader. 
The energy that the head node consumes will be the summation of leader consumption 
and non-leader consumption. The leader consumption is mainly due to the data 
exchanges with BS while the non-leader consumption is due to the data exchanges with 
the neighbor heads. Suppose there are NH  head nodes in one operation cycle. Denote 
the leader consumption and non-leader consumption as ( )A j  and ( )B j   
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Fig. 1. Flowchart of the protocol that the energy-balanced strategy is introduced 

( 1, 2, ,j NH= ) for one working count. Then the energy consumption ( )E j  for each 

head node in one operation cycle can be expressed as 

1,

( ) ( ) ( ) ( ) ( ) ( 1,2, , )
NH

i i j

A j C j C i B j E j j NH
= ≠

+ = =      (4) 

where ( )C j  is the working count for the head node j . If ( )E j  is the initial energy 

that each node has, ( )C j  will be the actual working counts in which the head node can 

work. In our energy-balanced strategy, we force each head node consume the same (or 
almost) energy. To do this, we set a reference energy 0E  and 

let 0(1) ( )E E NH E= = = . To ensure the network operation, 0E  should be larger than 

the energy that each head node consumes in one operation cycle, but less than the initial 
energy that each head node has. With 0(1) ( )E E NH E= = = , we can solve Eq.(4) for 

( )C j  for each head node. In this way, we assign the possible working times for each 

head node in one operation cycle. In general, ( )C j  is a non-integer number and can be 

set as an integer not larger than it. 
The new energy-balanced strategy working with OHCPs can be described as 

follows. In one operation cycle, each head node will detect its energy and transmit it to 
BS. The BS will obtain the leader consumption. At the same time, the BS will also 
obtain the energy consumption for each head as non-leader. Then using Eq.(4), the BS 
will compute the working counts and allocate them to the corresponding head node 
according to the node identification (ID). One of the heads will be selected as leader 
node. After working in its working counts, the node will stop as a leader and move to 

Cluster construction 

Data transmission

Head topology formation 

BS obtains the leader and non-leader 
consumption of head nodes 

BS computes the working counts and 
allocates them to head nodes 
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the next head node in the head topology. After all head nodes have acted as leader 
nodes, the cluster will be reconstructed and the next operation cycle will repeat the 
operation. 

Figure 1 shows a flowchart of the OHCP with the new energy-balanced strategy. The 
ellipses blocks describe the operation of the OHCPs, while the squares blocks detail the 
energy-balanced strategy. It is obvious that the introduction of the new strategy will not 
disturb the operation of the clustering protocol. 

The new strategy only considers the evenly distributed energy in heads. The node 
consumption in a cluster was not included in the Eq.(4). This idea fits in PEAGSIS 
well. For other kinds of OHCPs, the node consumption in a cluster is much less than the 
head node. With the network operation, the node consumption will be approximately 
evenly distributed. The simulation results in Section 6 confirm this. 

5   Energy Consumption Analyses 

This section gives the energy consumption analyses on OHCPs with and without new 
strategy. For convenience, the new protocol is defined as Energy-Balanced OHCP and 
denoted as EBOHCP. We focus on the energy consumption of the whole network when 
every node has acted as head node once. The non-leader energy consumption is omitted 
for simplicity. 

Suppose that the WSN has n  nodes. Denote as T the total working counts 
(summation of all head working counts) after each node acting as head node. For 
comparison, it is assumed to be same for both OHCP and EBOHCP. The average 
working count for every head node is defined as T n . 

Lemma: If the same amount of data messages is received at BS, after every node acting 
as head node, the total node consumption by EBOHCP is less than that by OHCP. 

Proof. The total node consumption by EBOHCP and OHCP is given respectively by  
 

1 0totalE nE=  .     (5) 
 

2
1

( ( ) ( ) ( ))
n

total
i

T T
E A i T B i

n n=

= + −  .     (6) 

 
Omitting ( ) ( )B i C i  and letting ( ) ( )B i kA i= , we have from (4) 
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 is neglectable in comparison with the leader 

consumption. Then substituting (7) into (6), we have 
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Since
1

1
( ) ( ( ) )

n

i

T
kT C i kT

n n =

+ = + , we can get 1 2total totalE E<  according to Cauchy 

Theorem.  
This lemma shows for the same amount of data messages that the network consumption 

by the EBOHCP is less than that by the OHCP and hence the network life is prolonged.  

6   Simulation Results and Evaluation 

In this section, the new energy-balanced strategy is combined with PEGASIS and 
OH-LEACH and the simulation results are given to show the performance of the  
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Fig. 2. Energy consumption (a) and Network lifetime (b) by PEGASIS and EB-PEGASIS 
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Fig. 3. Energy consumption (a) and Network lifetime (b) by OH-LEACH and EB-OH-LEACH 

improved protocols. The two new protocols are named as EB-PEGASIS and 
EB-OH-LEACH, respectively.  

We consider a 100-node network where nodes are randomly distributed between 
( x = 0, 0y = ) and ( x = 500, y = 500) with the BS at location ( x = 250, y = 175). The 

bandwidth of the channel is set to be1 /Mb s , each data message is 100 bytes long. The 
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communication energy parameters are set as 50 /elecE nJ bit= , fsε = 10 

/nJ bit ampε = 0.0000013 4/ /pJ bit m and 5 / /daE nJ bit signal= . The initial energy of 

the node is set as 10 J . 
The network lifetime is used as the performance metric. The definition of the 

lifetime varies with different applications, for example, if a high QoS is needed, the 
network will be considered useless when only one node die. In our simulations, we use 
the amount of the residual working nodes to reflect the lifetime of the network. 

Figure 2 shows the network performance of PEGASIS protocols without and with 
the new energy-balanced strategy. Since PEGASIS fits the energy-balanced strategy 
perfectly, the energy every node consumes is the same in EB-PEGASIS, while the 
energy consumption is different from each other, as shown in Fig.2 (a). Fig.2 (b) gives 
the lifetime of the network. The performance of EB-PEGASIS is significantly superior 
to that of PEGASIS. 

The same simulations are shown in Fig.3 for OH-LEACH protocols without and 
with the new energy-balanced strategy. Because there is a small approximation in 
EB-OH-LEACH, we can see that there is little fluctuation in the node consumption. But 
compared with OH-LEACH, EB-OH-LEACH achieves approximately the same 
energy consumption. The network lifetime in Fig.3 (b) shows that the new 
energy-balanced strategy can significantly prolong the lifetime. 

7   Conclusion and Future Work 

In this paper, we mainly discuss the clustering protocols in the network layer. By 
analyzing and comparing the typical protocols, we find that the energy consumption is 
not evenly distributed in OHCPs and thus some nodes will die quickly with the results 
that network is paralyzed. To prolong the network lifetime, we propose a new 
energy-balanced strategy to make the energy consumption evenly distribute among the 
head nodes after the head topology is formed. Simulations show the efficiency of the 
proposed strategy and the network lifetime is significantly prolonged. 

The proposed energy-balanced strategy is depending on the network topology and is 
not tolerant to the network fault. In such case, we may adjust the reference energy to 
make the cluster heads work in less counts to alleviate this problem. 

Future works include the extension of the proposed strategy to other clustering 
protocols. 
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Abstract. This paper discusses the energy efficient QoS topology control 
problem in ad hoc wireless networks. Given a set of nodes in a plane, end-to-
end traffic demands and delay bounds between node pairs, the problem is to 
find a network topology that can meet the QoS requirements and the total 
transmission power of nodes is minimized. We consider two cases of the 
problem: 1) the traffic demands are not splittable, and 2) the traffic demands are 
splittable. The first case is formulated as an integer linear programming 
problem. The latter case is formulated as a mixed integer linear programming 
problem. A greedy algorithm and an approximation algorithm with ratio n are 
proposed to solve the problem, where n is the number of nodes. Extensive 
simulations are conducted to evaluate the performance of proposed algorithms. 

1   Introduction 

An ad hoc wireless network is a special type of wireless networks that does not have a 
wired infrastructure to support communication among the wireless nodes. In multi-
hop ad hoc networks, communication between two nodes that are not direct neighbors 
requires the relay of messages by the intermediate nodes between them. Each node 
acts as a router, as well as a communication end-point. There are many modern 
network applications that require QoS provisions in ad hoc networks, such as 
transmission of multimedia data, real-time collaborative work, and interactive 
distributed applications.  

Extensive research has been done on QoS provisions in ad hoc networks, such as 
QoS routing or admission control [1-4]. Most of the existing works deal with resource 
allocation (e.g., scheduling or buffering) or routing for QoS requests. However, the 
construction of a network topology that can overall meet QoS requirements has not 
been studied in the literature. In multi-hop ad hoc networks, on-line QoS provisions, 
such as end-to-end bandwidth and delay, are highly dependent on the network 
topology. Without a proper configuration of the topology, some nodes in the network 
could be easily over-loaded and it might be impossible to find a QoS route during the 
operation of the network.  

The topology of an ad hoc network can be controlled by some “controllable” 
parameters such as transmitting power and antenna directions. Topology control is 
                                                           
* Work partially supported by the Research Project CityU 1149/04E. 
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to allow each node in the network to adjust its transmitting power (i.e., to determine 
its neighbors) so that a good network topology can be formed. An issue often 
associated with topology control is energy management. In ad hoc wireless 
networks, each node is usually powered by a battery equipped with it. Since the 
capacity of battery power is very much limited, energy consumption is a major 
concern in topology control. To increase the longevity of such networks, an 
important requirement of topology control algorithms is to achieve the desired 
topology by using minimal energy consumption.  

In this paper, we study the energy efficient QoS topology control problem. Given a 
set of wireless nodes in a plane and QoS requirements between node pairs, we assume 
the location information and QoS requirements of other nodes can be obtained, either 
by some central nodes or via the exchange of location information. Our task is to find 
a network topology that can meet the QoS requirements and the total transmission 
power of nodes is minimized. The QoS requirements of our concern are traffic 
demands  and maximal delay bounds (in terms of hop counts) between end-nodes at 
the application level. With the network configured in such a topology, as many as 
possible QoS calls can be admitted at run-time and the network life time can be 
prolonged. 

We assume that the network topology is controlled by the transmitting power at 
each node and the topology directly affects the QoS provisions of the network. If the 
topology is too dense (i.e., nodes have more neighbors), there would be more choices 
for routing, but the power consumption of the system would be high. On the other 
hand, if the topology is too loose (i.e., with less edges), there would be less choices 
for routing (hence, some nodes could be over-loaded) and the average hop-count 
between end-nodes would be high. Our goal is to find a balanced topology that can 
meet end-users QoS requirements and has minimal total transmission power. Note 
that the receiving power and the power needed to keep the electric circuits on are 
fixed parts in actual energy consumption. And we assume that transmission power is 
large enough such that receiving power is negligible [27]. We only focus on the 
transmission power of all nodes in the paper. 

2   Related Work 

There are some research works that have already been done on topology control for 
ad hoc wireless networks. The earlier works of topology control can be found in  
[5, 6]. In [6], Hou et al. studied the relationship between transmission range and 
throughput. An analytic model was developed to allow each node to adjust its 
transmitting power to reduce interference and hence achieve high throughput. In [5], a 
distributed algorithm was developed for each node to adjust its transmitting power to 
construct a reliable high-throughput topology. Minimizing energy consumption was 
not a concern in both works. 

Recently, energy efficient topology control becomes an important topic in ad hoc 
wireless networks. Most of the works have been focused on the construction and 
maintenance of a network topology with good (or required) connectivity by achieving 
an objective on energy consumption. Lloyd et al. gave a good summary of the works 
in this type in [19]. They use a 3-tuple <M, P, O> to represent topology control 
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problems, where “M” represents the graph model (either directed or undirected), “P” 
represents the desired graph property (e.g., 1-connected or 2-connected), and “O” 
represents the minimization objective (e.g., MinMax power or Min total power). The 
NP-completeness of this kind of problems has been analyzed and several algorithms 
have been proposed. In [7], two centralized optimal algorithms were proposed for 
creating connected and bi-connected static networks with the objective of minimizing 
the maximal transmitting power for each node. Additionally, two distributed 
heuristics, LINT (local information no topology) and LILT (local information link-
state topology), were proposed for adaptively adjusting node transmitting power to 
maintain a connected topology in response to topological changes. But, neither LINT 
nor LILT can guarantee the connectivity of the network. Li et al. proposed in [9] a 
minimum spanning tree based topology control algorithm that achieves network 
connectivity with minimal power consumption. A cone-based distributed topology 
control method was developed in [8]. Basically, each node gradually increases its 
transmitting power until it finds a neighbor node in every direction (cone). As the 
result, the global connectivity is guaranteed with minimal power for each node. 
Huang et al. extended this work in [8] to the case of using directional antennas [10]. 
Marsan et al. presented a method in [11] to optimize the topology of Bluetooth, which 
aims at minimizing the maximal traffic load of nodes (thus minimizing the maximal 
power consumption of nodes). Using topology control to meet overall QoS 
requirements was first proposed in [18]. Work in [18] is to minimize the maximal 
transmitting power of nodes. Although minimizing the maximum transmitting power 
can balance workload on networks, energy consumption using this objective may be 
greater than that using minimizing total transmission power objective. This increase 
of energy consumption could result in reducing the network lifetime in long term. 
Different from the work in [18] that is to minimize the maximal transmitting power of 
nodes, this paper discusses QoS topology control problem that is to minimize total 
transmission power. 

There are a lot more works on energy efficient communication in ad hoc wireless 
networks, such as in [12, 13]. Singh et al. studied five different metrics of energy 
efficient routing in [13], such as minimizing energy consumed per packet, minimizing 
variance in node power levels, minimizing cost per packet, and so on. Kawadia et al. 
proposed a clustering method for routing in non-homogeneous networks [14], where 
nodes are distributed in clusters. The goal is to choose the transmit power level, so 
that low power levels can be used for intra-cluster communication and high power 
levels for inter-clusters. In [15], Wieselthier et al. studied the problem of adjusting the 
energy power of each node, such that the total energy cost of a broadcast/multicast 
tree is minimized. Some heuristic algorithms were proposed, namely the Broadcast 
Incremental Power (BIP), Multicast Incremental Power (MIP) algorithms, MST 
(minimum spanning tree), and SPT (shortest-path tree). The proposed algorithms 
were evaluated through simulations. Wan et al. in [16] presented a quantitative 
analysis of performances of these three heuristics. 

In this paper, we address the problem of topology control that can meet the QoS 
requirements and the total transmission power of nodes in the system is minimized. 
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3   System Model and Problem Specification 

We adopt the widely used transmitting power model for radio networks: pij = 
,

( )
i j

d α , 

where pij is the transmitting power needed for node i to reach node j, di,j is the 
distance between i and j, and α  is a parameter typically taking a value between  
2 and 4.   

The network is modeled by G = (V, E), where V is the set of n nodes and E a set of 
directed edges. Let p(i) denote the transmitting power of node i. We assume that each 
node can adjust its power level, but not beyond some maximal power P. That is, 0 ≤ 
p(i) ≤ P for 0 ≤ i ≤ n. The connectivity between two nodes depends on their 
transmitting power. An edge (i, j)∈E iff  p(i) ≥ 

,
( )

i j
d α . Let 

,s d
λ and s,d denote the 

traffic demand  and the maximally allowed hop-count for node pair (s, d), 

respectively. Let 
total

P =
1

( )
n

i

p i
=

. 

The QoS topology control problem of our concern is: given a node set V with their 

locations, ds ,λ and s,d for node pair (s, d), where ,s d V∈ , our task is to find  

transmitting power p(i) for each node i, 0 ≤ i ≤ n, such that all the traffic demands can 
be routed within the hop-count bound. Our objective is to minimize the total 
transmission power of nodes 

total
P .  

If 
,s d

λ  are selected to require the network should be strongly connected, and s,d 

are large enough, our problem is the topology control problem which was defined in 
[25]. It had been proved to be NP-hard. Thus, our problem is NP-hard. In this paper, 
we formulate the problem into ILP (MILP) that can be computed by some tools, and 
we further propose a heuristic algorithm and an approximation algorithm. We 
consider two cases: 1) end-to-end traffic demands are not splittable, i.e., 

,s d
λ for 

node pair (s, d) must be routed on the same path from s to d; 2) end-to-end traffic 
demands are splittable, i.e., 

,s d
λ can be routed on several different paths from s to d. 

We assume each node can transmit signals to its neighbors in a conflict free fashion. 
Thus, we do not consider signal interference in this paper. There are many MAC 
(medium access control) layer protocols [20, 21] or code assignment protocols [17, 
22] that have been proposed to avoid (or reduce) signal interference in radio 
transmissions. 

4   Topology Control with Traffics Non-splittable 

In this section, we consider the case that traffic demands between node pairs are not 
splittable. That is, all traffic between a node pair should be routed on the same path. 
Our task is to determine p(i) for each node i, such that the topology can meet the QoS 
requirements. Our objective is to minimize the total transmission power of nodes in 
the network. 
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4.1   Formulation 

Given: 
V, set of n nodes and their locations. 
B, the bandwidth capacity of each node. 
P, maximally allowed transmitting power of each node. 

,s d
λ , traffic demands for each node pair (s, d).  

s,d, maximally allowed hop-count for node pair (s, d). 
Variables: 

,i j
x , boolean variables, 

,i j
x =1 if there is a link from node i to node j; otherwise, 

,i j
x = 

0. 
,

,

s d

i j
x , boolean variables, ,

,

s d

i j
x =1 if the route from s to d goes through the link (i, j); 

otherwise ,

,

s d

i j
x = 0. 

total
P , the total transmission power of nodes. 

Optimize: 
-    Minimize the total transmission power of nodes. 

           Min totalP =
1

( )
n

i

p i
=

                                                        (1) 

Constraints: 
Topology constraints: 

, , ' '
                              , , ' ,

i j i j ij ij
x x i j j V d d≤ ∀ ∈ ≤             (2) 

Transmitting power constraint: 
            

, ,
( ) ( )                               ,    

i j i j
P p i d x i j Vα≥ ≥ ∀ ∈                              (3) 

Delay constraint: 
,

, ,
( , )

                                      ( , )s d

i j s d
i j

x s d≤ ∀                         (4) 

Bandwidth constraint: 
       , ,

, , , ,
( , ) ( , )

        s d s d

i j s d j i s d
s d j s d j

x x B i Vλ λ+ ≤ ∀ ∈                                         (5) 

Flow conservation: 

, ,

, ,

1                if 
1             if        

0               otherwise

s d s d

i j j i
j j

s i
x x d i i V

=
− = − = ∀ ∈                             (6) 

Route validity: 
      ,

, ,
                                   ,s d

i j i j
x x i j V≤ ∀ ∈                                       (7) 

Binary constraint: 
       ,

, ,
0,   1,   0,   1      , , ( , )s d

i j i j
x or x or i j V s d= = ∀ ∈                                  (8)                 

Remarks 
Constraint (2) ensures that nodes have broadcast ability. That is, the transmission by a 
node can be received by all the nodes within its transmitting range. This feature can 
be represented by the links in the network as: for node i, if there is a link to j (i.e., xi,j 
= 1),  then there must be a link to any node 'j  (i.e., xi,j’ = 1) if di,j’ ≤ di,j, which is 

constraint (2).  



 QoS Topology Control with Minimal Total Energy Cost 627 

Constraint (3) ensures that ( )p i =
,

( )
i j

d α , where 
, ,

max{ |1 }
i j i k

d d k n= ≤ ≤ .  

Constraint (4) ensures that the hop-count for each node-pair does not exceed the 
pre-specified bound. 

Constraint (5) ensures that the total transmission and reception of signals at a node 
do not exceed the bandwidth capacity of this node. The first term at the right hand 
side of inequality (5) represents all the outgoing traffics at node i (transmitting) and 
the second term represents all the incoming traffics (reception). Although this 
constraint does not preclude the case of simultaneous transmission and reception at a 
node, it is applicable to the usual case that a node is equipped with only one set of 
transceiver and cannot transmit and receive at the same time.  

Constraint (6) is for flow conservation. Since traffics are not splittable, ,

,

s d

i j
x  is 

either 0 or 1, representing either the entire traffics of (s, d) go through link (i, j) or 
none does. This constraint states that the entire traffics for (s, d) originate at node s 
and sink at node d, and at any intermediate node the (s, d) traffic entering this node 
must be equal to the traffic exiting this node. 

Constraint (7) ensure that the validity of the route for each node-pair, stating that 
traffic flowing directly from node i to node j only when there exists a link (i, j). 

Notice that the topology constructed by the above formulation is directed. To make 
the topology undirected (or bidirectional), we can simply add another constraint: 

, ,i j j i
x x=  for ,  i j V∀ ∈ . The QoS topology control problem for non-splittable case 

has been formulated as an integer linear programming problem (ILP) (1)-(8). There 
are several tools that can be employed to compute the solution to this problem. After 
computing out 

,i j
x  for 0 ,i j n≤ ≤ , the transmitting power of node i can be 

determined by the distance to its furthest neighbor. 

4.2   Numerical Results 

To compute the ILP problem, we use a tool called lp_solve [23], written in ANSI C 
by Michel Berkelaar, to compute results. Due to the high complexity of the ILP 
problem, it can only compute the solution for the problem with a small size.  Fig. 1 
shows the topology of a network with 6 nodes and 6 requests. The simulation settings 
 

2

1

3

5

6

4

 
Fig. 1. Non-splittable case: topology of 6 nodes and 6 requests, 

total
P =6883 
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Table 1. The QoS requests and their routes for Fig.1 

Request No Source Destination Traffic demand Route 
1 2 3 22.5768 2 1 3 
2 2 6 31.7372 2 1 3 5 6 
3 3 4 40.0469 3 5 4 
4 4 5 32.1713 4 5 
5 4 6 41.0919 4 6 
6 5 4 38.5352 5 4 

 

are the same as in subsection 5.3. The 6 nodes are randomly dispersed in a 100×100 
two-dimensional region. The bandwidth capacity of nodes, i.e., B, is set to 500. s,d, 
maximally allowed hop-count for node pair (s, d) is set to 4. The source, destination, 
and traffic demand of the 6 requests are generated in the same way as described in 
subsection 5.3. The average traffic amount per request (i.e., 

m
λ ) is 0.06B. The details 

of the requests and the computed routing information are showed in Tab.1. 

5   Topology Control with Traffics Splittable 

When the network is in operation, the traffics between a node-pair may take different 
routes due to congestion or failures in the network. In this section, we consider the 
case that the traffic demands can be split. That is, the flow can go through several 
different paths towards the destination. 

5.1   Formulation 

Given: 
All the parameters in the formulation of non-splittable case remain the same. 
Variables: 

,i j
x  and Ptotal remain the same. 

,

,

s d

i j
f , variables representing the amount of traffics of node pair (s,d) that go through 

link (i, j).   
Optimize: 
Minimize the total transmission power of nodes. 

           Min 
total

P =
1

( )
n

i

p i
=

                                                                        (9) 

Constraints: 
Topology constraints: 

            
, , ' '

                                  , , ' ,
i j i j ij ij

x x i j j V d d≤ ∀ ∈ ≤                     (10)          

Transmitting power constraint: 
            

, ,
( ) ( )                                  ,    

i j i j
P p i d x i j Vα≥ ≥ ∀ ∈                (11) 

Delay constraint: 

,

, ,
( , )

,

1
                               ( , )s d

i j s d
i j

s d

f s d
λ

≤ Δ ∀                                  (12) 
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Bandwidth constraint: 
            , ,

, ,
( , ) ( , )

          s d s d

i j j i
s d j s d j

f f B i V+ ≤ ∀ ∈                      (13) 

Flow conservation: 

,
, ,

, , ,

                if 
             if       

0                    otherwise

s d
s d s d

i j j i s d
j j

s i
f f d i i V

λ
λ

=
− = − = ∀ ∈                    (14) 

Route validity: 
 , ,

, , ,
                                 , , ( , )s d s d

i j i j i j
f f x i j V s d≤ ∀ ∈                    (15) 

Variables constraints:   
   ,

, ,
0, 1, 0s d

i j i j
x or f= ≥          (16) 

Remarks 
The objective and most of the constraints are the same as the non-splittable case. In 
the delay constraint (12), the delay is calculated as the average hop-count of multi-
flows between two nodes. This representation of the delay constraint is reasonable, 
because in splittable case, traffics between a node pair can be routed via several 
different paths and a bound on average delay provides a good delay guarantee for 
network applications. Constraint (14) is for flow conservation along all the routes for 
node pair (s, d). Notice that the entire traffics for (s, d) (i.e., 

,s d
λ )  is now split into 

multiple flows (i.e., ,

,

s d

i j
f ). The QoS topology control problem with traffics splittable 

has now been formulated as a mixed integer programming problem in (9) – (16). 

5.2   Our Solution 

Our problem is to find the network topology such that all traffics can be routed and 
the total transmission power is minimized. In the case where traffics are splittable, we 
first adjust the power of all nodes to the minimal level, i.e., ( ) 0,  for 1p i i n= ≤ ≤ . 

Then we compute the QoS topology in two major steps: 1) pick a node and increase 
its power to reach a new neighbor. That is to add a new link to the network. 2) check 
if the traffics can be routed on the new topology obtained in step 1. If so, the QoS 
topology is found; otherwise repeat steps 1 and 2.  

Because traffics are splittable, the problem in step 2 can be transformed to a variant 
of the multi-commodity flow problem, that is, for a given network topology, to route 
commodities on the network such that the maximal load of nodes is minimized. If we 
find the optimal solution in this topology, we can obtain a set of routes which meet 
the QoS requirements. Otherwise, we can conclude that the topology can not 
accommodate the traffics. 

In the following, we first consider the step 2, the QoS routing problem for a given 
network topology. 

A. QoS Routing Problem 
Given a network graph G and traffic demands between node pairs, route these traffics 
in this graph, such that the maximal node-load in the system, denoted by Lmax, is 
minimized. Node-load of node i is defined as the sum of all traffics that go through 
node i. This problem can be formulated as the following: 
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max
  Min L           (17) 

,
, ,

, , ,

                if 
             if       

0                    otherwise

s d
s d s d

i j j i s d
j j

s i
f f d i i V

λ
λ

=
− = − = ∀ ∈                   (18) 

, ,

, , max
( , ) ( , )

        s d s d

i j j i
s d j s d j

f f L i V+ ≤ ∀ ∈                                              (19)  

,

, , ,
( , )

                           ( , )s d

i j s d s d
i j

f s dλ≤ Δ ∀                                                            (20) 

,

, max
0, , , ( , ), 0s d

i j
f i j V s d L≥ ∀ ∈ ≥                                                            (21) 

Note that: ,

,
( , ), 0, ( , ) ( )s d

i j
s d f if i j E G∀ = ∉  

Function (17) is the objective, which is to minimize the maximal node load. 
Constraint (19) obtains the maximal node load in the network (note that all nodes 
have the same bandwidth capacity). Constraint (20) is delay constraint as (12). 
When

max
L B> , it means that the actual bandwidth usage of some nodes must have 

exceeded their capacities, which violates constraint (13). In this case, it indicates the 
given topology cannot accommodate the required traffic demands. In the following 
QoS topology control algorithm, we need to keep on adding more links into the 
topology until 

max
L B≤ , which means the topology can support the required traffics 

(i.e., no node has the actual bandwidth usage exceeding its capacity). 
This is a linear programming (LP) problem. The optimal solution can be found in 

polynomial time. Let |E| denote the number of edges in graph G, and t denote the 
number of node pairs which have non-zero traffic. Time complexity to compute QoS 
routing problem is O((|E| t)3.5), where |E| t is the number of variables in 
formulations (17)~(21) [26]. We use Matlab 6.5 to compute the LP problem. 

The next, look at step 1 on which link should be added to the topology, and 
integrate the QoS routing algorithm with this topology control method. 

B. Energy Efficient QoS Topology Control Algorithm 
We propose two methods to construct the required topology. The first method is to 
minimize the incremental power in each step. We name the method Least Incremental 
Power First algorithm (LIPF for short). The second method is to add link with the 
least power in each step. We call it the Least Power First algorithm (LPF for short). 

LIPF algorithm 
In LIPF, we first compute the least incremental power for each node to reach its new 
neighbor, and pick the node with minimal incremental power and increase its 
transmitting range to reach the new neighbor. Then we run QoS routing algorithm on 
this new topology to see whether the requested traffics can be all routed. The 
operation is repeated until the QoS topology is found, or all nodes already reach their 
maximal power P (the topology that can meet the QoS requirements does not exist in 
this case). 

Input: node set V with their locations, 
,s d

λ for node-pair (s,d), and bandwidth capacity B. 

Output: transmitting power p(i) for each node i in V. 
a) compute the least incremental power for each node to reach a new neighbor: 

,
min{( ) ( ) |1 , ( , ) }, 1 i n

i i j
d p i j n i j EαΔ = − ≤ ≤ ∉ ∀ ≤ ≤ . 
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b) pick the node k that reach a new neighbor j with the minimal incremental power: 
min{ |1 }

k i
i nΔ = Δ ≤ ≤ ,  and add new link (k,j) to G. 

c) run the QoS routing algorithm on G to obtain Lmax. If max
L B≤  or all nodes reach 

their maximal power P, then stop; otherwise, go to (a) and repeat. 

LPF algorithm 
In LPF, we first sort all node pairs (in fact, only the node pairs that can be reached 
within the maximal transmitting power P are considered) in ascending order 
according to their Euclidean distance. Each time the shortest link (the least power 
cost) which does not yet exist in the network is picked and the power of sender is 
increased until reach the other node. Then, the QoS routing algorithm runs on the 
network to see whether the requested traffics can be all routed. Similarly, this 
operation is repeated until the QoS topology is found, or all nodes already reach their 
maximal power P. 

Input: node set V with their locations, 
,s d

λ for node-pair (s,d), and bandwidth capacity B. 

Output: transmitting power p(i) for each node i in V. 
a) sort all node-pairs in ascending order according to di,j (note that pij= 

,
( )

i j
d α  and 

,
( )

i j
d Pα ≤ ). 

b) add the minimal di,j which does not yet exist in the network and get the new G. 
c) run the QoS routing algorithm on G to obtain Lmax. If 

max
L B≤  or there is no 

available link left, then stop; otherwise, go to (b) and repeat. 

In step (c) of both algorithms, it stops if all nodes already reach their maximal 
power P. An error of no solution is reported in this case. To reduce the number of 
times of calling the QoS routing algorithm in LPF algorithm, we use the binary search 
method to find the QoS topology, instead of adding a link each time and running the 
routing algorithm.  

The following theorem states that approximation ratio of the solution found by LPF 
algorithm is at most n times of the optimal solution. To induce the theorem, we first 
introduce the following lemma. 

Lemma 1. LPF algorithm finds the solution that meets the QoS requirements and the 
maximal transmission power of nodes in the network is minimized. 

Proof. In LPF algorithm, each time the shortest link (the least power cost) is added 
into the network. Then the QoS routing algorithm is used to check whether the 
required traffic can be routed on the new topology. This process is repeated until the 
topology that meets the QoS requirements is formed. Note that the node power p(i) is 
gradually increased. So the maximal node power in the solution is minimized.            

Theorem 1. Approximation ratio of LPF algorithm is O(n). 

Proof. If LPF algorithm can not find solutions, it means that all edges are added into 
the network and QoS routing can not be found in this topology. That is, the required 
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traffic can not be routed in the topology where all nodes use their maximal 
transmission power. So there does not exist solutions for this case. 

If LPF algorithm finds solutions, we prove that the total transmission power of the 
network is at most n times of the optimal solution, where n is the number of nodes in 
the network. Let Ptotal, Pmax denote the total transmission power and the maximal 
transmission power of nodes in the topology found by LPF algorithm, respectively. 
Let opt

total
P , 

max

optP denote the minimal total transmission power and the minimal maximal 

transmission power of nodes in the topology that meets QoS requirements. 
According to Lemma 1, we have 

max max

optP P= . Then 

max max max
1 1

( )
n n

opt opt

total total
i i

P p i P nP nP nP
= =

= ≤ = = ≤ .                                                                   

Theorem 2. Time complexity of LPF algorithm is O(n2logn+logn(|E| t)3.5), where |E| 
is the number of edges in the network, and t is the number of node pairs which have 
non-zero traffic. 

Proof. In LPF algorithm, step a) costs at most O(n2logn) to sort all edges in the 
network according to their length. In step b), we adopt binary search method, it costs 
O(logn). Note that step c) costs O((|E| t)3.5) [26], then the total time complexity of 
LPF algorithm O(n2logn+logn(|E| t)3.5).                                                                        

5.3   Experimental Results 

The simulations are conducted in a 100×100 two-dimensional free-space region. The 
co-ordinates of the nodes are randomly and uniformly distributed inside the region. 
All nodes have the same bandwidth capacity B = 500. The value of α  in the 
transmitting power function is set to 2, i.e.,  pij = 

,
( )

i j
d α  for α  = 2. 

The set of requests R = {(s, d, 
,s d

λ ,
,s d

Δ )} are generated by using the Poisson 

function (i.e., the requests originating from a node follow the Poisson distribution. 
This is because the Poisson distribution is often used as a model for number of events 
in a specific time period [24]). For each node, we use the random Poisson function 
with the mean value = 1 to generate a number k, which is the number of requests 
originating from this node. The destinations of the k request are randomly picked 
from the other nodes. The traffic demand 

,s d
λ  for a pair of nodes (s, d) forms a normal 

distribution N(
m

λ , 0.25
m

λ ), where 
m

λ and 0.25
m

λ is the mean value and the variance 

of the normal distribution, respectively (i.e., 
m

λ is the average bandwidth demand per 

request). 
,s d

Δ  for all node pairs is uniform set to 2 / 3n  to avoid excessive “no 

solution” cases, where n is the number of nodes. 
In each run of the simulation, we randomly construct a network and a set of QoS 

requirements according to the above discussing. Then, we run LIPF algorithm and 
LPF algorithm on this network. Any topology that we can not find a solution is 
discarded. We present averages of 100 separate runs for each result shown in the 
figures. 
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Fig. 2. Total energy cost versus n 

The first experiment shows how the total energy cost increases by increasing the 
number of nodes, where total energy cost is measured by the total transmission power 

of nodes in the paper. We set 
m

λ =0.05×B and P= 2(100 2)×  (i.e. each node can 

reach any other node in its maximal power). From the curves in Fig.2, we can make 
the following observations: 

The performance of LPF algorithm is significantly better than the performance of 
LIPF algorithm, especially when n is large. The reason is that LIPF algorithm 
minimizes the incremental power in each step, which may cause same node increasing 
its transmitting power to reach new neighbors in several sequential steps. It does not 
balance the transmitting power of nodes, that is, the transmitting power of nodes 
maybe much different. Compare with LIPF, LPF algorithm picks link with the least 
power in each step, which results in balance of transmitting power of nodes. Note that 
required traffics are distributed on the whole network. So the total energy cost of LPF 
will be less than the total energy cost of LIPF in average scale. 

The total energy costs of both algorithms increase slowly as n increases from 5 to 
20. The further increase of n would result in a quick increase of the total energy cost 
after n is greater than 20. The reason is that increase of n not only causes increase of 
the number of traffic demands, but also causes denseness of nodes. Denseness of 
nodes results in less energy cost to route traffic demands (because of more choices), 
while increasing number of traffic demands causes more total energy cost. So total 
energy cost increases slowly due to counteract of these two factors until n reach 20 in 
the experiment. The further increase of n results in a quick increase of total energy 
cost due to the saturation of nodes density after n is greater than 20. 

In the simulation, we evaluate our objective by the utilization ratio, 
which is defined by /( )

total
P N P×  (the total energy cost over the maximal total energy 

cost). The second experiment shows how the total energy utilization ratio and average 
out-degree of nodes change as the increase of

m
λ . Note that the generated topology is 

a directed graph. We are specially concerned with the out-degree of a node, because 
the interference of transmissions highly depends on the out-degree of nodes in 
networks [9]. In the simulation, we found that when 

m
λ

 
is greater than 0.2×B, the 

percentage of no solution cases (i.e., no topology can accommodate the requested 
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Fig. 3. Total energy utilization ratio versus 
m

λ    Fig. 4. Average out-degree of nodes versus 
m

λ  

traffics) reaches over 50%. So we increase 
m

λ  from 0.02×B to 0.2×B, and set n=20, 

P= 2(100 2)× . From the curves in Fig.3 and Fig.4, we can make the following 

observations: 
The performance of LPF algorithm is significantly better than the performance of 

LIPF algorithm in both figures. The reason is similar to the above analysis in (1) in 
the first experiment. 

The total energy utilization ratio and average out-degree of nodes both increase 
as 

m
λ  increases. This is because that requested traffics should be routed on more 

paths when 
m

λ  increases, which results in more energy cost and larger out-degree of 

nodes. 
Both the total energy utilization ratio and average out-degree of nodes in LPF 

algorithm increase faster than those in LIPF algorithm as 
m

λ  increases. The reason 

is because that LIPF algorithm minimizes the incremental power in each step, 
which may cause same node increasing its transmitting power to reach new 
neighbors in several sequential steps. That is, the node has large out-degrees. This 
condition makes more benefit when the average bandwidth demand 

m
λ  is large 

(since the traffic need to via several paths), while a lot of links are not used at all 
when 

m
λ  is small. That is, LIPF performs better when 

m
λ  becomes larger. So both 

the total energy utilization ratio and the average out-degree of nodes of LIPF 
increase slowly as 

m
λ  increases. 

The third experiment shows how the total energy cost and average out-degree of 
nodes change as the increase of P. In this experiment, we set n=10,

m
λ =0.06×B. We 

let the maximum power P=
p

R × 2(100 2)×  (note that all nodes are distributed in a 

100×100 region), and vary 
p

R  from 0.5 to 1.0 (when 
p

R  reaches 1.0, it means that 

each node can reach any other nodes in the region). From the curves in Fig.5 and 
Fig.6, we can make the following observations: 
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          Fig. 5. Total energy cost versus 
p

R        Fig. 6. Average out-degree of nodes versus 
p

R  

The performance of LPF algorithm is significantly better than the performance of 
LIPF algorithm in both figures. The reason is similar to the above analysis in (1) in 
the first experiment. 

Varying 
p

R  has less effect on the performance of LPF algorithm than the 

performance of LIPF algorithm. As we pointed out before, compare with LPF 
algorithm, LIPF algorithm causes imbalance of transmitting power of nodes. The 
imbalance of transmitting power of nodes would make some nodes reach their 
maximal power P quickly. So varying 

p
R  has more effect on the performance of 

LIPF algorithm. 
An interesting phenomenon is observed that both the total energy cost and the 

average out-degree of nodes decrease as 
p

R  increases from 0.5 to 0.8, but the further 

increase of 
p

R  results in the increase of them. This is because some nodes reach their 

maximal power level and consume too much energy when 
p

R  is too large, but it also 

consume much energy if there are a lot of hops between source-destination pairs when 

p
R is too small. In this experiment, setting 

p
R  around 0.8 is a good choice. 

6   Conclusions 

We have discussed the energy efficient QoS topology control problem. Both cases of 
traffic non-splittable and splittable have been considered. For the former case, the 
problem has been formulated as an integer linear programming problem. For the latter 
case, a greedy algorithm LIPF and an approximation algorithm LPF were presented. 
We proved that the ratio of LPF algorithm is at most n, where n is the number of 
nodes in networks. Extensive simulations showed that the performance of LPF is 
much better than the performance of LIPF.  

The problem discussed is a static configuration problem. The traffic demands are 
assumed to be known in prior. By configuring a good QoS topology, QoS requests 
can be best served in the system (i.e., less requests will be blocked). However, due to 
the dynamics and the unpredictability of network traffics, a QoS request can still be 
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blocked no matter how good the topology is. In a dynamic environment where nodes 
are mobile and traffics are dynamic, the proposed topology control algorithm can be 
run periodically to keep a good topology in the sense that it minimizes the total 
energy cost, at the same time, meets users QoS requirements. 
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Abstract. One of the key problems for Wireless Sensor Networks (WSNs) is 
the design of Medium Access Control (MAC) protocol. MAC protocol controls 
the activity of wireless communication module of sensor nodes, which is the 
major consumer of sensor energy. The energy efficiency of MAC protocol 
makes a strong impact on the network performance. TDMA-based MAC 
protocol is inherently collision free, and can rule out idle listening since nodes 
know when to transmit. In this paper, we present ED-TDMA, an energy 
efficient protocol for event driven applications in wireless sensor network. ED-
TDMA improves channel utility by changing the length of TDMA frame 
according to the number of source nodes and saves energy with bitmap-assisted 
TDMA schedule. In addition, ED-TDMA employs intra-cluster coverage to 
prolong network lifetime and to improve system scalability. Simulation results 
show that ED-TDMA performs better for wireless sensor network with high-
density deployment and under low traffic. 

1   Introduction  

Wireless sensor networks (WSNs) consist of a large number of very small, low-cost 
and battery-powered sensors with low-power radio, which can be used to collect 
useful information (i.e. temperature, humidity) from a variety of environment. WSNs 
have been envisioned to have a wide range of applications in both military as well as 
civilian domains [1][2] such as battlefield surveillance, machine failure diagnosis, and 
chemical detection.  

Since sensor nodes powered by battery are often left unattended after deployment, 
e.g., in hostile or hash environments, making it difficult to replace or recharge their 
batteries, the protocols running on WSNs must be energy efficient. According to D. 
Estrin [2], the radio component of sensor nodes consumes most of nodes’ energy 
when receiving or transmitting data, even in idle state. On the other hand, medium 
access control (MAC) protocol directly controls the activity of nodes’ radio and 
decides when the competing nodes may access the shared medium to transmit the 
                                                           
* This work is partially supported by the Science Foundation of UESTC under Grant No. 

L08010601JX05031. 
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data. So, medium access is the major consumer of sensor energy and MAC protocols 
must be energy efficient to achieve longer network lifetime. 

A lot of MAC protocols have been studied in recent years and could be categorized 
into two classes: schedule-based MAC protocols including TDMA, FDMA and 
CDMA, and contention-based such as S-MAC [3]. In schedule-based MAC protocol, 
TDMA is an important approach that is inherently collision free and avoids 
unnecessary idle listening, which are two major sources of energy consumption. For 
the inherently property of energy conserving, TDMA protocols have been recently 
attracted significant attention for many applications [4-6]. However, TDMA has poor 
scalability. Cluster-based protocols with traditional TDMA schedule, i.e. LEACH [7] 
and HEED [8], are more scalable than traditional TDMA protocol. In cluster-based 
TDMA protocol, sensor nodes are organized into several clusters and cluster heads 
are responsible for scheduling their members in a TDMA manner. Cluster-based 
TDMA protocol improves the scalability of the network and is suitable for large-scale 
wireless sensor networks. However, either traditional TDMA or cluster-based TDMA 
only applies for continuous monitoring applications, i. e. continuous collecting the 
temperature of the environments. They could achieve high channel utility because 
sensor nodes always have data to send in continuous data gathering applications. But 
when applying for another typical application in WSNs -- event driven applications 
such as earthquake monitoring and target tracking, in which sensor nodes only have 
data to send when a specific event occurs, they will waste more energy and achieve 
lower channel utility because sensor nodes still must be active when the event doesn’t 
happen. 

In this paper, we present ED-TDMA, an energy efficient TDMA protocol for event 
driven applications in wireless sensor network. ED-TDMA improves channel utility 
by changing the length of TDMA frame according to the number of source nodes and 
saves energy with a bitmap-assisted TDMA schedule. In addition, ED-TDMA 
employs intra-cluster coverage to prolong network lifetime and to improve system 
scalability. Simulation results show that ED-TDMA performs better for wireless 
sensor network with high-density deployment and under low traffic. 

The rest of the paper is organized as follows. Section 2 presents the problem. 
Section 3 describes our ED-TDMA protocol in detail. Section 4 discusses the 
simulation results. Finally, Section 5 concludes the paper and presents future research 
directions. 

2   Problem Statement  

The operation of HEED which employs clustering and traditional TDMA schedule is 
divided into rounds. As shown in Fig.1, each round begins with a set-up phase, 
followed by a TDMA schedule phase and several TDMA frames. In the set-up phase, 
sensor nodes are organized into several clusters. And then the cluster heads broadcast 
a TDMA schedule to their members, allocating a slot to the members. In the 
following TDMA frames, the members send the data to their respective cluster heads 
during the allocated slot. There is only 1 TDMA schedule in each round and the 
length of TDMA frame is equal.  
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Setup Phase frame 1 frame 2 frame  n

Round

schedule

CA B
 

Fig. 1. Frame structure of traditional TDMA protocol 

Obviously, this traditional TDMA schedule is effective for continuous monitoring 
applications while nodes have the data to send all the time. But for event driven 
applications, it has some disadvantages such as lower channel utility and unnecessary 
energy wastage of the cluster heads. As shown in Fig. 1, a TDMA frame contains 10 
slots. If there has only several source nodes to transmit during a frame, there must be 
some empty slots. For example, node A, B and C transmit their data during the first, 
the fifth and the tenth slot, respectively, then 7 slots are empty which wastes network 
bandwidth and decreases the channel utility. Moreover, cluster heads do not know 
which members transmit in the current TDMA frame, so that cluster heads must be 
active during the round even if there have no data to transmit, which leads to 
unnecessary energy wastage of cluster heads. 

Setup Phase fram e 1 fram e 2 fram e  n

round

CP CBA
 

Fig. 2. Frame structure of BMA protocol 

BMA [9] protocol improves traditional TDMA schedule in that there exists a 
contention phase (CP) in the beginning of each TDMA frame. In the contention phase 
during each frame, source nodes send 1-bit message to their cluster heads to reserve 
data slot so that cluster heads know which members will transmit in this frame and 
allocate successive data slot to these source nodes. When the source nodes finish their 
transmission, cluster heads could be asleep and will be active in the next frame. As in 
Fig.2, source node A, B and C transmit during the first three data slots and their 
cluster head could enter into sleep state in the forth data slot to avoid unnecessary 
energy wastage. However, like in traditional TDMA protocol, TDMA frames in BMA 
protocol have the same length, which couldn’t improve channel utility of the network. 
In addition, there’s a TDMA schedule in each frame and cluster heads will broadcast 
a TDMA schedule packet in each frame. The schedule packet includes the member’s 
ID and the slot number allocating to the members, which introduces extra energy 
overhead. Broadcasting and receiving these schedule packets consumes considerable 
energy when the node density is high. 

Our ED-TDMA protocol then improves channel utility by changing the length of 
TDMA frame according to the number of source nodes and reduces the length of 
TDMA schedule packets with a bitmap-assisted TDMA schedule to decrease the 
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schedule overhead. Besides, it employs intra-cluster coverage scheme to prolong 
network lifetime and to improve system scalability. 

3   ED-TDMA Protocol Design 

3.1   Basic Protocol 

Like BMA, the operation of ED-TDMA is divided into rounds. Each round begins 
with a set-up phase, followed by a steady phase. Set-up phase includes clustering and 
time synchronization. The steady phase consists of n TDMA frames that have 
different frame length. As shown in Fig. 3, each frame begins with a reservation 
phase, followed by a TDMA schedule and data transmission. 

 

Setup Phase frame 1 fram e 2 frame  n

round

RSV Schedule Data transmission
 

Fig. 3. Frame structure of ED-TDMA 

The reservation phase consists of m mini-slot. m is the number of members in the 
cluster. The members occupy the mini-slot according to their ID. Node has the 
maximum ID occupies the first mini-slot while node has the minimum ID occupies 
the last mini-slot, and so on. A member sends a 1-bit RSV message to the cluster head 
if it has data to send in the current frame. Obviously, the length of the reservation 
phase is m bit. 

1 11 0 10 … 0 1011 …

frame i-1's piggy back book(k bit) frame i's  book(m bit)

1
  

Fig. 4. TDMA schedule packet 

In the TDMA schedule phase, the cluster head broadcasts a schedule packet 
according to the received RSV message in the reservation phase. The schedule packet 
format is a bit-map sequence as shown in Fig. 4. The sequence consists of two parts. 
The first k-bit part represents the piggybacking reservation of the previous frame, in 
which each bit corresponds to a source node in the previous frame. The second m-bit 
part represents the reservation of the current frame, in which each bit corresponds to a 
node in the cluster. Parameter k represents the number of the source nodes or the 
number of data slots in the previous frame and satisfies mk ≤≤0 . The value of k is 
variable with the number of the source nodes and is set to 0 in the first frame of each 
round. In the schedule sequence, 1 means a source node has booked a data slot. If a 
source node reserves data slot in the ith mini-slot, then it corresponds to the ith bit of 
the last m-bit of the schedule sequence. If a source node reserves data slot by 
piggybacking reservation and it transmits data during the jth data slot in the previous 
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frame, it’s reservation corresponds the jth bit of the first k-bit of the schedule 
sequence. A source node determines its data slot number according to the number of 1 
in the substring of the schedule sequence ending at its corresponding bit. Obviously, 
the number of 1 is the number of data slots, k, in the current frame. All members in 
the cluster, including source nodes and non-source nodes, could get the knowledge of 
k from the schedule packet and then enter the reservation phase of the next frame after 
k data slots. If the number of source nodes is small, then the frame length will be too 
short, leading to frequent reservation and schedule and introducing more energy 
overhead. To avoid frequent reservation and schedule when the number of source 
nodes is small, we define a default minimum frame length Tframe-min. If the current 
frame length is less than Tframe-min, the frame length is set to Tframe-min. 

For example, assuming that 4 source nodes A~D send the RSV message to the 
cluster head in the 1st, 2nd, 4th and mth mini-slot, respectively. The cluster head then 
broadcasts the TDMA schedule packet. In the schedule sequence shown in Fig.5, 
node A~D correspond the 1st, 2nd, 4th and mth bit of the schedule sequence, 
respectively. Note that the sequence has only the second m-bit part in the first frame. 
From the sequence, they know the current frame has 4 data slots. The corresponding 
substring of A is 1, then the slot number of node A is 1; the corresponding substring 
of C is 1101, then C occupies the 3rd data slot because the number of 1 in the 
substring is 3. Likewise, node B and node D occupy the 2nd and 4th data slot. In the 
second frame, assuming that node A, node C and node D reserve their data slot in the 
previous frame by piggybacking and node E and node F send the RSV message in the 
3rd and 5th mini-slot in the reservation phase, the TDMA schedule packet then 
contains two parts in which the first 4 bit is the piggybacking reservation and the last 
m bit is the reservation of the current frame, as shown in Fig. 6. 

1011 …

current frame's  book(m bit)

A B C D…

m mini-slot

A CB D

data slot

1 0

RSV schedule transmission  

Fig. 5. The first frame structure of ED-TDMA 

1 1 10 0100 …

piggy back book(4 bit)

E …

m mini-slot

A DC E0F 1 F

transmission

data slot

schedule

current frame's  book(m bit)

RSV  

Fig. 6. The second frame structure of ED-TDMA 

In the schedule sequence, node A, node C and node D correspond the 1st, 3rd and 4th 
bit of the sequence while node E and F correspond the 3rd and 5th bit of the last m-bit 
of the sequence. Then node A, node C and node D occupy the first 3 data slot in the 
current frame. The corresponding substring of E is 1011001 so that the slot number of 
E 4, and the corresponding substring of F is 101100101 so that node F occupies the 5th 
data slot. 
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In the transmission phase, the source nodes transmit the data to the cluster heads 
during its data slot. If they have more data to send in the next frame, they could 
reserve the data slot in the next frame by piggybacking a flag in the data packet. 

Noticeably, if there are no any nodes have data to send, all nodes should be asleep 
for a default frame length to avoid frequent reservation and schedule. Tframe-def is 
related to specific applications. Tframe-def  could be longer if the application has no real 
time requirements.  

Obviously, the length of the schedule packet is m bytes. With 

mk ≤≤0 , the length of the schedule packet, ls, satisfies 4/8/ mlm s ≤≤ . For 

BMA and traditional TDMA, the length of the schedule packet, ls’, is related to the 
number of the cluster members, m. Assuming that the schedule information includes 
the node’s ID (2bytes) and the slot number (1byte), then ls’ is 3m bytes.  

The time of a round is predetermined and remains constant in the runtime, but the 
number of frames of clusters in a round is different from each other because the 
number of source nodes in each cluster is different. In order to enter into the next 
round at the same time, cluster heads are responsible for determine an appropriate 
length of the last frame.  

3.2   Intra-cluster Coverage 

Coverage is one of the most important issues in WSNs and has been studied in recent 
years [10]-[12]. And K-coverage can be descried as that every point in the monitored 
field is covered by at least K sensor. In [12], authors think it is hard to guarantee full 
coverage for a given randomly deployment area even if all sensors are on-duty. Small 
sensing holes are not likely to influence the effectiveness of sensor networks and are 
acceptable for most application scenarios. It’s enough to meet the application’s 
requirements if the active nodes in the network could maintain reasonable area 
coverage—coverage expectation. Coverage mechanism is to choose a subset of active 
nodes to maintain the coverage expectation.  

We introduce this idea into clusters that is called “intra-cluster coverage”, which 
selects some active node within clusters while maintaining coverage expectation of 
the cluster. Based on our previous work [13], cluster head randomly chooses m’ nodes 
according to equation (1). 
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where Pcover is the coverage expectation of sensing field determined by specific 
applications; and r is sensing radius, R is cluster radius; m’ is the number of active 
nodes. For example, distributing 200 nodes in a 100×100m2 field, r = 12m, R = 30m, 
then the average number of cluster members is 60 or so. With intra-cluster coverage, 
if Pcover = 99% which means 99% of sensing field is expected to be monitored, 27 
members should be active in each cluster to ensure 1-coverage of the cluster and 38 
members to ensure 2-coverage. If Pcover =95%, only 16 nodes and 25nodes should be 
active to ensure 1-coverage and 2-coverage respectively. 
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Using intra-cluster coverage has two advantages. The first is to preserve energy 
consumption in each round by turning redundant nodes’ radio off so that network 
lifetime is prolonged. The second is to reduce TDMA schedule overhead. Once 
clusters grouped, all cluster head broadcast a TDMA schedule packet in which 
contains the members ‘ ID and slot number allocated to the member. When node 
density is high, the number of cluster members turns higher so that the length of 
TDMA schedule packet turns longer that consumes more energy to transmit and 
receive. However, the length of TDMA schedule packet would not too long with 
intra-cluster coverage because the number of active node varies slightly when node 
density goes higher. 

3.3   Energy Analysis 

Assume that there are m nodes and ms source nodes in each cluster and the event 
whether a node has data to send or not can be viewed as a Bernoulli process, in which 
the probability that a node has data to send is p and there is ms=mp.  

To ED-TDMA, the energy of the source nodes is consumed for sending the RSV 
message in the reservation phase, receiving TDMA schedule packet and transmitting 
data to the cluster head. It could be expressed as: 

2)()(),()(),( ifsdrelecdsridsrirts dellEllldlElEdlEE ++++=++=  (2) 

where di is the distance from source nodes to cluster head; lr, ls and ld are the length of 
the reservation message, TDMA schedule packet and data packet, respectively.  

Non-source nodes consume energy only for receiving TDMA schedule packet. 

elecssrns EllEE == )(  . (3) 

ECH is the energy consumption of the cluster head, including listening or receiving 
in the reservation phase, broadcasting TDMA schedule packet and receiving data 
packet from the source nodes. 
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Then the total energy dissipated in a frame is:  
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According to [9], the total energy consumption of BMA in a frame is: 
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For traditional TDMA protocol, the energy consumption could be expressed as: 
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The length of the reservation message ls is only 1 bit. And there are 

4/8/ mlm s ≤≤ and mls 3' = . Then we have 
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From (10), the larger m is, the less energy consumption of EED-TDMA than that of E-
BMA. 

Besides, there is 

[ ] 22 2)1(8102 rmeElpmmpmmEE fselecdTDMATDMAED +−−++≤−− . (9) 

It means that the relationship between EED-TDMA and ETDMA is related to the length of 
data packet, ld.  

3.4   Time Synchronization 

Many applications of sensor networks depend on the time accuracy kept by nodes in 
the network. So sensor networks require a way for nodes to synchronize their clocks 
to a global time. Moreover, time synchronization is indispensable in the 
implementation of the commonly used medium access control protocols such as 
TDMA. There have been several time synchronization protocols for wireless sensor 
networks in recent years such as Reference Broadcast (RBS [14]) and Timing-
Protocol for Sensor Networks (TPSN [15]). In RBS scheme, the nodes periodically 
send beacon messages to their neighbors using the network’s physical layer broadcast. 
Recipients use the message’s arrival timestamp as point of reference for comparing 
their clocks. However, the RBS scheme is effective only for a small cluster of nodes 
lying in a neighborhood. TPSN protocol is level-based time synchronization, which is 
more scalable than RBS. In TPSN, a hierarchical topology is created first, assigning 
each node a level in the hierarchy. Then, each node synchronizes itself to a node 
belonging to exactly one level above in the hierarchy. Eventually all nodes in the 
network synchronize their clocks to a reference node. 

TPSN could be incorporated into our ED-TDMA after clustering in the setup 
phase. The cluster heads could be organized into a hierarchical structure. The time is 
at first synchronized among the cluster heads using TPSN, and then the cluster heads 
synchronize with their respective cluster members using simple local synchronization 
technique. Obviously, time synchronization introduces extra energy overhead 
especially in large hierarchical topology. The time to resynchronization (a round time) 
should be long enough to reduce the synchronization overhead, which is determined 
by the synchronization accuracy and clock drift of nodes. 
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4   Performance Evaluation 

4.1   Simulation Setup and Parameters 

We implemented ED-TDMA, ED-TDMA1, BMA and traditional TDMA protocols in 
the glomosim network simulator with the wireless extension, in which ED-TDMA1 is 
the extension of the basic ED-TDMA with intra-cluster coverage scheme. Simulation 
parameter are listed in table I. Assuming that data rate is 19.2kbps, which is the data 
rate of TR1000 [14] when using OOK modulation, then transmitting 100bytes data 
needs 42ms. A data slot is set to 45ms, which is long enough to send 100bytes data to 
the cluster head. For ED-TDMA, Tframe-min is relevant to sampling frequency and 
sampling bits of the sensors [15] and should be long enough to generate a data packet. 
When the sampling frequency is 100Hz and 16bit sampling, Tframe-min then is set to 
495ms. The reservation phase and schedule phase could be accomplished in a data 
slot. Set Trsv Tschedule = 45ms. Moreover, we assume that the packets are generated 
according to Bernoulli process. The transmission probability is p, which controls the 
network load. And the radio model for the radio hardware energy dissipation is the 
same as in [7]. 

Table 1. Simulation parameters 

Parameters Value  Parameters Value 
Sensor area (M×M) 100×100m2 n 10 

Node number (N) 300 Tslot 45ms 

Sensing radius( r) 12m Tframe-min 495ms 

Cluster radius ( R) 30m Tframe-def 9.9s 

Pcover 95% Trsv Tschedule 45ms 

4.2   Simulation Results 

Fig. 7 and Fig. 8 plot the TDMA schedule overheads after 5000 data cycles under 
different node density and different traffic load, respectively. With the increase of the 
node density, which means the number of members in the cluster increases, the 
schedule overhead of BMA increases rapidly and is far more than ED-TDMA. For 
example, when node density is 0.04nodes/m2, the schedule overhead of BMA is triple 
than ED-TDMA. When node density is constant and the traffic load turns higher, the 
number of source nodes increases which increases the length of the schedule packet 
so that schedule overhead also increases. For ED-TDMA, the max length of schedule 
packet is 2m bits so that its schedule overhead increases slowly. For ED-TDMA1, the 
number of working nodes is constant and is far less than others; its schedule overhead 
is very small and is independent on the node density and traffic load.  
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Fig. 7. TDMA schedule overhead .vs node 
number 

Fig. 8. TDMA schedule overhead under diff-
errent traffic load 

Fig. 9 and Fig. 10 show the energy consumption after 5000 data cycles under 
different node density and different traffic load. Obviously, there are more energy 
consumptions with the increase of node density or traffic load. And BMA consumes 
energy more quickly than ED-TDMA. For instance, BMA consumes about 25% more 
energy than ED-TDMA and about 91% more than ED-TDMA1, when node density is 
0.03nodes/m2. As shown in Fig. 10, the traditional TDMA wastes more energy due to 
the idle listening of cluster heads during a round, especially under light traffic load. 
When p is higher than 0.8, the energy consumed by traditional TDMA is less than 
ED-TDMA. The reason is that the working time of cluster heads is long but ED-
TDMA has more energy consumption in TDMA schedule. 
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Fig. 9. Energy consumption under different 
node number 

Fig. 10. Energy consumption under different 
traffic load 

Fig. 11 shows the relationship between energy consumption and data packet length 
after 5000 data cycles. The energy consumption increases with the increasing of 
packet length. The energy consumed by traditional TDMA is faster than others, which 
reflects the essence of the equation (9). The more the packet length is, the more 
energy consumed by traditional TDMA than ED-TDMA.  

5   Conclusion 

In this paper, we presented ED-TDMA, an energy efficient TDMA protocol for event 
driven application in wireless sensor network. ED-TDMA improves channel utility by 
changing the length of TDMA frame according to the number of source nodes and 
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Fig. 11. Energy consumption under different traffic load 

saves energy with bitmap-assisted TDMA schedule. In addition, ED-TDMA employs 
intra-cluster coverage to prolong network lifetime and to improve system scalability. 
Simulation results show that ED-TDMA performs better for wireless sensor network 
with high-density deployment. 
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Abstract. Sensor networks have attracted much attention in the recent years for 
its wide applications in biology, medicine, security and battlefield, etc. Data 
gathering is one of the most important operations in wireless sensor networks. In 
this paper, we present an energy-delay efficient data gathering protocol, SODG, 
for sensor networks while taking the transmission interference into 
considerations. The significance of this proposal is that it is fully localized and 
distributed, and only depends on the one-hop neighbors’ information. To 
minimize the delay, the parallel transmissions are permitted with interference- 
free guaranteed. The experimental simulations show that our protocol is energy- 
delay efficient. Especially, SODG protocol improves about 64% over PEGASIS 
on energy consumption, and about 80% over chain-based protocols on delay. 

Keywords: Data Gathering, Interference, Wireless Sensor Networks, Energy, 
Delay. 

1   Introduction 

With the development of low-cost processor and radio technologies, it becomes 
possible to make cheap wireless micro-sensor nodes. Though these sensors are not so 
powerful compared with those macro-sensor counter-parts, it is possible to build a 
high-quality and fault-tolerant sensor network by using hundreds of them. Wireless 
sensor networks (WSNs) can be used to collect the useful information from the moni- 
tored area, especially where physical environment is so harsh that the macro-sensors 
can not be deployed. WSNs have wide applications in the different fields, such as 
military, environment surveillance, biology and common security, etc [1, 2]. 

The wireless sensor network usually consists of a large scale of inexpensive sensor 
nodes. Each sensor node is equipped with transmission power control and an omni- 
directional antenna, therefore the communication range can be changed by adjusting its 
transmission power. A sensor node can sense the local environment by the certain 
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sensor, and exchange the information with others. For example, a sensor network can 
be used to detect the presence of the potential threats in a military conflict. What’s more 
important than individual data in the sensor network is data aggregation from the entire 
network. Since power is the most critical resource for each sensor node, the protocol 
should be energy-efficient for data gathering. Moreover, the delay is another important 
factor for some emergent applications, such as patience monitoring and fire detection, 
etc. 

Data gathering is an important issue in the monitoring sensor networks, and some 
algorithms have been presented for this problem. These algorithms can be divided into 
three classes. One is cluster based, such as LEACH [3] and HIT [4]. Both of them first 
divide the sensor nodes into clusters, and fused the results to the base station. To 
mediate the conflict, the cluster-heads should support TDMA schedule and assign the 
time slots for the inner-nodes. The second class is chain-based, such as PEGASIS [5, 6] 
and DWZ [7]. These methods only permit one sensor node to send the data packet in 
each time, thus interference is avoided naturally. To minimize the latency, the 
hierarchical approach is introduced by Lindsey and Rahsavendra [6]. The third class is 
tree-based [8, 11-13]. All of them gather the sensed data from the network through the 
tree structure. These algorithms are centralized, and required to know the informa- tion 
of the entire network. Therefore, they are not suitable for self-organized sensor 
networks. 

In this paper, we present a fully localized tree-based data gathering protocol for 
self-organized sensor networks. In order to preserve the energy, the proposed method 
constrains the transmission between Gabriel neighbors. To minimize the delay, the 
parallel transmissions among the sensors are necessary while guaranteeing interferen- 
ce free. We prove its correctness and compare with PEGASIS [5] and PEDAP [11] 
protocol through experimental simulations. 

The rest of the paper is organized as following. Section 2 introduces the prelimi- 
nary background for the proposal. The next section presents a self-organization data 
gathering (SODG) protocol to construct the data gathering tree and assign each node a 
time slot. In section 4, we prove the correctness of the algorithm. The experimental 
results are shown to compare SODG protocol with PEDAP [11] and PEGASIS [5] 
algorithms in section 5. Section 6 concludes the paper. 

2   Preliminary Background 

2.1   System Model 

In this paper, the sensor network is treated as the wireless ad-hoc network, which 
contains a large scale of static sensor nodes with limiter energy. Each node can adjust 
the transmission’s area by power control and sense the environment. Among them, 
some nodes need to relay data to the base station (BS), while the user can access the 
network through BS or Internet. The base station is fixed, and has sufficient power 

supply. In the following, uv  denotes the Euclidian distance between node u and v. 
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We use the same radio model as in [3], which is the first order radio model. In this 

model, each radio dissipates bitnJEelec /50=  to run the transmitter or receiver 

circuitry and 2//100 mbitpJEamp =  for the transmitter amplifies. The radio can 

expend the required energy to reach the intended recipients, and be turned off to avoid 
receiving unintended transmission. The transmission and receiving cost for a k-bit 
message and the distance d are shown below: 

2),( dkEkEdkE ampelecT ××+×=                             (1) 

kEdkE elecR ×=),(                                                          (2) 

2.2   System Model 

The interference concept has been introduced in some previous works [9, 10]. For 
example, Burkhart et al. [9] define the interference of a link uv as the number of the 

nodes covered by two disks centered at u and v with radius uv . In this paper, the 

definition of the interference is a little different from that in [9]. Assume that there is 
only one channel used in the network. The interference occurs on one node, if and only 
if this node is in the communication ranges of at least two transmitters simulta- neously. 
Consider the following scene where u and s send the packets to node v and t 

respectively, as shown in Fig. 1. if stsv ≤ , interference occurs on node v, because it 

is in the transmission ranges of both node u and s. Thus, the nodes u and s can not 
transmit simultaneously. 

 
 
 
 
 
 
 
 
 

Fig. 1. Illustration for Interference 

2.3   Computational Geometry 

This sub-section mainly introduces the concept of Gabriel Graph (GG). For conven- 
ience, let ),( vudisk  be the closed disk with the diameter uv. The Gabriel Graph of a 

point set V, denoted as GG(V), consists of all edges uv such that node u and v are 
connected and ),( vudisk  doesn’t contain any nodes from V except u and v. As shown 

in Fig. 2, link uv doesn’t belong to GG, because ),( vudisk  contains node s. if the 

point set V is connected, then GG(V) keeps the original connectivity. 
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Fig. 2. Illustration for Gabriel Graph 

2.4   Problem Formalization 

The sensor network is modeled as a planar graph G={V, E}, where V is the set of nodes 
and E is the set of edges between the nodes. All the nodes are labeled from 0 to n-1 in 
turn, where n is the number of the nodes in the network. Two nodes u and v can 
communicate directly, if their planar distance is less than d, where d is the maximal 
transmission radius of the sensor nodes. Thus, the neighbor set of node u is denoted as 

}|{)( duvvuN ≤= . For simplicity, base station is regarded as node 0. Our task is 

to construct a data gathering tree for a given graph G, rooted at the base station. To 
mediate the interference, each node except the root will be assigned a time slot to 
transmit. The ultra goal is that data gathering on the constructed tree is energy and delay 
efficient with interference-free in the entire procedure. 

Now, we formalize this problem into Integer Programming (IP). First, the variable 
k

jiz ,  is used to denote whether the link j,il  is just on the path from node k to the base 

station. Here, we assume that k
jiz ,  is n if this link is a sub-path from node k to base 

station. That is: 

k
jiz , =n or 0                                                               (3) 

Each link j,il  is assigned a time slot, jix , , which is denoted as an integer from 0 to 

n-1. Obviously, if the link j,il  is not included in the tree, jix ,  should be zero. 

Otherwise, jix ,  is less than n. Thus, 

}{ ,,
k

jiji zMaxx ≤ , 11: −≤≤∀ nkk                                    (4) 

One constraint on the data gathering tree is the transmission’s orders of the nodes. 

That is, if there are two consecutive links jil ,  and kjl ,  in the tree, then kjji xx ,, < . 

The other constraint is that all the nodes except the base station only send one packet to 

the neighbor by fusion, and may receive several packets from the neighbors. Thus, the 

formalization is: 
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}11|{}11|{ ,, −≤≤<−≤≤ nmxMaxnixMax mjji , 11: −≤≤∀ njj      (5) 

In the data gathering tree, each node k will transmit a sensed data to one of its 
neighbors, expressed in equation (6). And the final result must reach the base station, 
expressed by equation (7). While for the intermediate node, it receives the others’ 
packets and forwards to the next-hop neighbor, as in equation (8). 

nz k
ji =, , i=k                                                             (6) 

nzk
ji =, , 0=j ,                                                     (7) 

= k
lj

k
ji zz ,, , Otherwise                                        (8) 

To denote the interference, we construct an interference matrix C, where the element 

],[ ,, nmji llc  is 1, if the simultaneous transmission on jil ,  and nml ,  won’t conflict with 

each other. Otherwise, ],[ ,, nmji llc  is 0. Based on this, 

nmji xx ,, ≠ , if 0],[ ,, =nmji llc  and ( 0, >jix  or 0, >nmx )            (9) 

In order to compute the energy consumption, another variable jiy ,  is used to denote 

whether the link j,il  is included in the data gathering tree. It means that this link is 

included in the tree, if this link must be on the path from at least one node to the base 

station. Therefore, 

}1|max{ ,, nkzy k
jiji <≤= , ),,( kji∀                               (10) 

Our task is to minimize the total energy consumption and the delay in the data 
gathering. The total consumption P is derived as following: 

)(
1

,, ××= jiji Ey
n

P                                           (11) 

Where jiE ,  is the energy cost through the link j,il . Our object is described as: 

    }{PMin  and }}{max{ 0,ixMin                                  (12) 

The problem of self-organization data problem has been formulated as an integer 
programming. There are several solutions to solve this kind of problem, such as cut- 
and-branch, etc. But these general algorithms are time cost and centralized. At the same 
time, these algorithms are all centralized, thus not fit for the wireless sensor networks. 
Next section will design a fully distributed and localized algorithm to solve this 
problem. 
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3   SODG Protocol Description 

This section mainly described our contribution, self-organized data gathering (SODG) 
protocol. It is a fully localized and distributed protocol, which belongs to the tree- based 
data gathering protocols. Thus, SODG protocol is fit for self-organized sensor 
networks. We assume that the entire network is synchronized by some synchroniza- 
tion mechanisms. 

 
 
 
 
 
 
 

Fig. 3. State Transition Graph for Each Node in SODG Protocol 

3.1   SODG Protocol 

The protocol consists of three phases. In the first phase, each node collects the one- hop 
neighbors’ information, and determines the Gabriel neighbors based on the local 
information. To conserve the energy, each node only transmits the sensed data or fused 
result to the Gabriel neighbors. By this phase, each node discovers its Gabriel 
neighbors. 

The second phase is to construct a data gathering tree and assign each node an 
integer, called inverse tune skit (ITS). It is ensured that no interference occurs while the 
nodes with the same ITSes transmit simultaneously. Each node has three states: 
Undecided (UD), Decided (DD) and Finished (FN). This phase is divided into several 
rounds. Initially, all nodes are set to UD state except that the base station is set to DD 
state. At the beginning of the k-th round, 1k ≥ , each node that becomes DD state from 
UD state in the last round broadcasts a CLM message to the direct neighbors about its 
new state. Next, each DD node selects the closest UD Gabriel neighbor as a candidate 
and broadcasts a CNDT message containing the identity of the candidate. If the 
candidates are not unique, the one with the minimal identity is selected. After a certain 
time t, which is more than the maximal delay between two nodes, each UD node 
decides whether it can win or not in the current round. The WIN algorithm is described 
in details in the next sub-section. The won node broadcasts ACK message in the 
vicinity. After another period t, if some DD node only receives the ACK message from 
the selected candidate, it sends an AGREE message to the candidate. On receiv- ing the 
AGREE message, its state is changed from UD to DD and set ITS as k. When one node 
detects that all the Gabriel neighbors are in the DD or FN state, the node turns to FN 
state. The state transition graph is shown in Fig. 3. An example of the result after this 
phase is shown in Fig. 4(a), where the numbers in the bracket denote the node identity, 
the parent identity and ITS respectively. The formal description of this phase is given in 
Fig. 6. In the description, UGNi denotes the Gabriel neighbors with UD state of node i. 
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And the array variables T and R denote the candidate transmitters and receivers in the 
current round. 

In the last phase, each node will be assigned a real time slot (RTS) for data gathering 
which denotes the transmission order for this node. Each leaf node on the tree sends its 
ITS to the parent node. If the relay node has received all the ITSes from the children, it 
sends the maximal one combined with own ITS to the parent node. When the root 
knows the maximal ITS, denoted as MTS, then broadcasts in the network. On receiving 
the MTS, each node computes its RTS as following: RTS=MTS- ITS. An example is 
shown in Fig. 4(b), where the numbers in the bracket denote the node identity, the 
parent identity and RTS respectively. 

               (a)                                   (b)  
 

Fig. 4. The result on each node after phase 2 (a) and phase 3 (b) 

 
 
 
 
 
 
 
 
 

   
 

          Fig. 5. The description of Win algorithm 

3.2   Win Algorithm 

The win algorithm is used as a called function in the SODG protocol. Given a set of the 

candidate transmitters and receivers, the algorithm is to determine whether node u can 

Boolean Win(u, v){ 

For i=1 to m do{ 

  if( ),,(])[,][],[( uvuiTiRiT ) 

if( viTiRiT ],[][],[ ≥ ) 

    Return False; 

} 

Return True; 

} 
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transmit to node v or not in this round. Without loss of generality, assume that all the 

transmitters are distinct. We first order all the candidate transmissions according to the 

certain rules. The priority of the candidate transmission from node u to v is denoted as 

),,( uvu , where vu,  is the planar distance between node u and v. the priority 

),( 21 pp  is higher than ),( 43 pp , denoted as ),(),( 4321 pppp , if and only if 

31 pp <  or )(( 31 pp = and ))( 42 pp < . The node can win, if its transmission 

won’t interfere with those transmissions of higher priority. The formal description of 

win algorithm is given in Fig. 5. The arrays T[1..m] and R[1..m] are the candidate 

transmitters and receivers, where m is the number of candidate transmissions. The 

returned result indicates that the transmission from node u to v is permitted (True) or 

forbidden (False) in this round. 

4   Correctness Analysis 

This section proves the correctness of the proposed algorithm. The first theorem is to 
show that SODG guarantees interference-free in the procedure of data gathering. 

Theorem 1. SODG protocol guarantees no interference. 

Proof: assume by contradiction that there is interference in the parallel transmissions. 
As shown in Fig. 1, when node s and u transmit the packets to t and v respectively, v can 

also overhear the message from s for svst ≥ . Thus, node u will overhear the 

candidate transmissions messages (s, t) and (u, v) from t and v respectively. We 
consider the following two cases: 

1. ),,(),,( uvusts . By the Win algorithm, node u cannot win in this round 

because of its lower priority. 

2. ),,(),,( stsuvu . In this case, node u will win, and send ACK message to the 

neighbors. Thus node t will receive this message. Since ),,(),,( stsuvu , node t 

won’t send AGREE message to node s though node s win in this round or not. 

Therefore, there is no interference on node t. The theorem is proved.                       

Theorem 2. The algorithm terminates in the limited rounds. 

Proof: We divide all the sensor nodes into two node sets, US  and DS . US  contains 

the nodes of UD state, while DS  contains others. Consider all the Gabriel links that 

connecting DS  and US . Among those, if there is the unique shortest link, the 
attached UD node will win in the current round. Its state is changed from UD to DD. 
Otherwise, the UD node associated with the shortest link and the minimal ID is 
selected. This node is changed to DD state too. By this way, all the nodes change to DD 
state after limited rounds. Thus the algorithm is terminable.                                          
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Variable: Parent, T[1..m], R[1..m], Selected = True, index = 0; 

//state: to denote the current state of this node; 

//CurrentRx: to denote the transmitter who selects the local node as candidate; 

At the beginning of round k on node i: 

 If state=DD && Selected 

   Then Broadcast CLM(i) to the neighbors 

       Selected = False; 

If state=DD && φ≠iUGN        //select the closest Gabriel neighbor 

Then Select the closest Gabriel neighbor iUGNs ∈ , 

Broadcast CNDT(s) message to the neighbors 

Selected = False; 

Index=0, CurrentRx=-1 

On receiving the CNDT (s) from node j  //receiving the candidate message 

  If state=UD 

Then T[index] =s 

      R[index++]=j 

      If(s=i) then currentRx=j 

After waiting for a certain time t        //check whether this node can win 

   If (win(i,currentRx)) then broadcast ACK(CurrentRx) to neighbors; 

After waiting for a certain time t 

  If state=DD and only one ACK message is received from the candidate node s 

    Then Send AGREE(s) to node s 

On receiving AGREE(s) from node j 

  If (s=i) then ITS = k 

parent = j 

state = DD 

On receiving CLM message from Gabriel neighbor j 

   }{ jUGNUGN ii −=  

   if φ=iUGN  then state=FN 

Fig. 6. Self-organization Data Gathering Protocol Description 

5   Experimental Results 

This section compares the performance of SODG protocol with the previous algori- 
thms, such as PEGASIS [5] and PEDAP [11]. In the experimental simulations, we 
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generate the sensor network depending on the predefined number of sensor nodes and 
the area size. The sensors are randomly located among the rectangle area, and the base 
station is on the vertex of the rectangle. Also, we assume that the scale of each packet is 
1000 bits. 

Using this network configuration in the simulation, we run each protocol and track 
its progress in terms of the number of rounds in each cycle. To evaluate the perfor- 
mance of SODG protocol, we compare three protocols under the same network 
configuration. As we know, PEGASIS protocol is a hierarchical data gathering algori- 
thm with interference free. And PEDAP protocol is based on tree structure and energy 
efficient. But this algorithm cannot guarantee free interference. In the following, the 
energy cost is the total consumption of all sensor nodes in each data gathering cycle, 
including receiving and delivering power cost. 

 
 
 
 
 
 
 
 
 

             Fig. 7. Node number vs. Energy Cost              Fig. 8. Area size vs. Energy Cost 

 
 
 
 
 
 
 
 
 

Fig. 9. Area size vs. Delay 

First, we observe the impact of the number of the nodes on the performance of three 
algorithms. In the simulations, all the sensor nodes are deployed in the area of 

mm 5050 × , while the number of the nodes is variable as 100, 150 and 200. And the 
maximal transmission radius is 10m. The comparison of the energy cost is shown in 
Fig. 7. the figure shows that the performance of the proposal is similar to that of 
PEDAP, and improves about 65% on PEGASIS protocol. That’s because SODG 
protocol only permits the transmission to occur between the Gabriel neighbors, thus 
avoiding the transmission among the long distance. 
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The next experiment mainly explores how the size of the deployed area impacts the 
energy cost and delay of each cycle. We deploy 200 sensor nodes in the different areas, 
and the experimental results are shown in Fig. 8 and Fig. 9. In Fig. 8, the energy cost of 
SODG protocol increases slowly similarly to PEDAP protocol. On the contrary, that of 
PEGASIS increases very fast as the area size enlarges. That’s because PEGASIS 
protocol will result in the long-distance’s transmission, thus cost much energy. Figure 9 
shows that the delay of SODG protocol is only two times that of PEDAP protocol, and 
improves 64% on PEGASIS protocol. That’s because SODG protocol will increase the 
delay to avoid the interference, compared with the PEDAP protocol. What’s more, the 
delay of SODG is about 1/4 – 1/6 of chain-based algorithms [3, 5, 7]. Thus, the 
proposed algorithm is energy-delay efficient. 

Finally, we observe how the maximal communication radius impacts the 
performance of SODG protocol. Here, 200 nodes are deployed in mm 5050 ×  area, 
while the maximal transmission radius is varied from 8m to 12m. The final results are 
shown in Fig. 10 and Fig. 11. The both figures show that the communication radius has 
little impact on the performance of three protocols. 

 
 
 
 
 
 
 
 

Fig. 10. Max. Commu. Radius vs. Energy Cost  Fig. 11. Max. Commu. Radius vs. Delay 

6   Conclusions 

In this paper, we present a self-organization data gathering protocol for wireless 
sensor networks, which is fully localized and distributed. Multiple sensor nodes are 
permitted to transmit simultaneously with interference free guaranteeing. The 
experimental simulations show that SODG protocol has satisfactory performance 
compared with the previous algorithm. In the future, we will focus on the 
minimizing the maximal energy consumption on each node. Thus, the lifetime of the 
sensor network can be extended. Moreover, the more complex interference model 
should be studied for this problem. 
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Abstract. Wireless sensor networks have been widely used for civilian and mil-
itary applications, such as environmental monitoring and vehicle tracking. In
these applications, continuous query processing is often required and their ef-
ficient evaluation is a critical requirement to be met. Due to the limited power
supply for sensor nodes, energy efficiency is a major performance measure in
such query evaluation. In this paper, we focus on continuous kNN query process-
ing. We observe that the centralized data storage and monitoring schemes do not
favor energy efficiency. We therefore propose a localized scheme to monitor long
running nearest neighbor queries in sensor networks. The key idea is to establish
a monitoring area for each query so that only the updates relevant to the query are
collected. Experimental results show that our scheme outperforms the centralized
scheme in terms of energy efficiency and network lifetime.

1 Introduction

The development of wireless technology and sensors have enabled wide use of sensor
networks. In these networks, a large number of low-powered sensor nodes are distrib-
uted in an area of interest and wirelessly connected. The sensor nodes are equipped
with computation and communication capabilities [13]. Sensor networks are popular
for a variety of applications, e.g., habitat monitoring, pollution monitoring, and object
tracking [2,9]. Data collection and query processing in sensor networks are challenging
research topics in sensor network database management. Existing work has focused on
non-spatial query processing [8,16]. To the best of our knowledge, there has been little
work on spatial query processing [19,21], especially spatial query monitoring. In this
paper, we consider monitoring kNN queries in an object tracking sensor network.

Energy efficiency is a critical design consideration in wireless sensor networks. The
sensor nodes usually with low battery power have to be deployed unattended for a long
time. To prolong the network lifetime, we need to reduce network-wide energy con-
sumption. Energy is mainly consumed during communication [13]. Thus, to reduce
energy consumption, we need to reduce the number of message transmissions. Mean-
while, it is also important to balance energy consumption across sensor nodes since the
sensor network may be disconnected and fail to operate properly if some nodes run out
of energy and fail to communicate. A straightforward centralized scheme for monitoring
kNN queries is to continuously send the sampled locations of objects to a base station.

J. Cao et al. (Eds.): MSN 2006, LNCS 4325, pp. 662–673, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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User queries are also routed to the base station for initial and continuous evaluations.
However, the centralized scheme is likely to suffer from unnecessary update messages.
This is because kNN queries are usually localized in that only the locations of objects
close to the query points need to be reported for kNN query processing and the ob-
jects farther away can be exempted from location updates. Moreover, in the centralized
scheme, the energy consumption is highly unbalanced among the sensor nodes. Sensor
nodes closer to the base station consume much more energy due to message relay and
this would reduce the network lifetime. To improve energy efficiency, it is desirable to
store data locally at the sensor nodes in a distributed manner and process the queries
in-network [6,18,21]. In this way, we hope to extract only the relevant data from the
network and cut down the communication cost compared to the centralized scheme.

Motivated by the localized property of kNN queries, we propose a localized scheme
to continuously evaluate kNN queries in sensor networks. Each query is characterized
by a geographical location q called the query point, and a number k of the required
nearest neighbors. The objective of a kNN query over a set of objects O is to identify
the k objects with the shortest distances to the query point, i.e., to find an ordered subset
of k objects N = {o1, o2, ..., ok} ⊆ O such that ∀oi ∈ N and ∀o ∈ O − N , d(oi, q)
≤ d(o, q) and ∀i < j, d(oi, q) ≤ d(oj , q), where d(o, q) denotes the Euclidean distance
between an object o and the query point q. Our key idea is to establish a monitoring
area for the query so that only the relevant updates are collected. In this way, we reduce
the network-wide energy consumption and avoid hotspots in the network.

The rest of the paper is organized as follows. Section 2 summarizes the related work.
Section 3 introduces some preliminaries and Section 4 presents the localized scheme
to continuously evaluate kNN queries. Section 5 describes the experimental setup and
discusses the experimental results. Finally, Section 6 concludes the paper.

2 Related Work

With the growing needs for location-based services, continuous monitoring of kNN
queries is becoming more popular in spatial databases [4,10,11,14,17,22]. Recently,
some grid-based methods are explored in continuous monitoring of kNN queries. Ex-
amples include YPK-CNN [22], CPM [10] and SEA-CNN [17]. These methods assume
that there is a centralized repository to store all object locations and all location updates
are simply reported to the centralized repository. However, such centralized storage is
costly for object tracking sensor networks due to their energy constraints. Therefore,
these methods are not appropriate for kNN monitoring in sensor networks.

Other relevant works include the MobiEyes algorithm proposed by Gedik [4] and a
threshold-based algorithm proposed by Mouratidis [11]. Similar to YPK-CNN, SEA-
CNN and CPM, there is a centralized server in the system. But differently, the Mo-
biEyes and threshold-based algorithms assume smart objects that have some storing and
processing capabilities. When an object moves away from its current position, the object
can decide whether to send the location update to the server or not. Both the MobiEyes
and threshold-based algorithms aim at reducing the communication cost between the
objects and the server by eliminating unnecessary location updates. MobiEyes [4] fo-
cuses on monitoring range queries by assigning a safe region to each query. The objects
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within the safe region periodically check whether they are in the query range. Only the
objects within the query range report their locations to the server. The threshold-based
algorithm [11] assigns a distance range to each object in the result set. The distance
range for the ith nearest object is defined by two thresholds: the midpoint between the
ith and the (i − 1)th nearest objects and the midpoint between the ith and the (i + 1)th
nearest objects. Only when an object moves out of its distance range is the location
update of the object sent to the server. However, in both [4,11], all the queries are still
processed at one centralized server. In contrast, in this paper, we make use of the local-
ized property of kNN queries to process them in-network.

3 Preliminaries

3.1 System Model

We consider a sensor network with sensor nodes distributed over a 2-dimensional space.
The sensor nodes are aware of their locations through GPS [3] or other localization
algorithms [12]. Each sensor node can communicate directly with the nodes (called
neighbors) within the distance rtx of radio communication. Through message exchange,
each sensor node is aware of the geographical locations of its neighbors. We assume
the network is connected, i.e., any sensor node can communicate with any other sensor
node either directly or indirectly through a routing protocol. The sensor nodes detect
moving objects within their sensing range rs and sample their locations periodically. We
assume a dense sensor network in which a geographical area of interest is fully covered
by the sensing ranges of the sensor nodes. Instead of sending all collected location
data to a central repository, we propose to store them locally at the detecting sensor
nodes [18,20]. Recall that each kNN query specifies a query point q. A continuous
kNN query issued by the user is injected into the sensor network at any sensor node
and forwarded to q through GPSR routing [7,15]. The sensor node closest to q would
receive the query. This sensor node is called the query initiator. Our objective is to
continuously collect the kNN result at the query initiator which in turn returns it to the
user.

3.2 One-Shot Remainder kNN Query Processing

We first consider the processing of a generalized one-shot kNN query called remainder
kNN query. A remainder kNN query finds k nearest objects to a given query point
q among the objects beyond a given distance r from q. When r = 0, a remainder
kNN query reduces to the original kNN query. Remainder kNN queries are used for
query reevaluation in kNN monitoring (refer to Section 4). The evaluation of a one-shot
remainder kNN query proceeds in two phases: (i) preliminary search and (ii) expanded
search. The purpose of the preliminary search is to find a boundary object and define
the search space. In this step, the sensor nodes surrounding the query initiator are visited
by message passing until at least k objects are collected. Among the k objects detected,
the kth closest one to the query point is selected as the boundary object. A search space
is defined based on the location of the boundary object to guarantee that it includes all
sensor nodes possibly detecting an object closer to the query point than the boundary
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object. During the expanded search, the sensor nodes in the search space that are not
yet visited in the preliminary search are visited to locate the k nearest objects. Finally,
the query result is routed back to the query initiator.

To facilitate message traversal among the sensor nodes, the sensor network is par-
titioned into a set of grid cells. As shown in Figure 1, each grid cell is a square of
size α × α. For a query (q, k), the grid structure is constructed by designating q as the
centroid of a grid cell. Then, given any sensor node located at (x, y) on the plane, the

centroid of the grid cell containing (x, y) is given by
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The preliminary search and expanded search are carried out by visiting a series of
grid cells. When visiting grid cell G, one sensor node (called the R-node) is responsible
for collecting the object locations detected by the sensor nodes in the cell. Once receiv-
ing the query, the R-node broadcasts a one-hop probe message to the sensor nodes in G.
To guarantee that all sensor nodes within G can hear the probe message, the diameter
of the grid cell (i.e.,

√
2α) should be less than the transmission range rtx. Therefore, we

set α = 1√
2
· rtx and the R-node of a grid cell to be within 1

2rtx to the centroid of the
cell. The query point and the centroid location of G are included in the probe message
broadcast by G’s R-node. Each sensor node knows the value of α based on rtx and thus
knows the centroid of the grid cell containing itself autonomously. Only sensor nodes
in G will reply to R-node with the detected object locations if any.

After collecting the data from the sensor nodes in G, the R-node processes the object
locations accordingly (see Sections 3.3 and 3.4 for details) and continues forwarding
the query message to the next grid cell. To select the R-node of the next grid cell G′ to
be visited, the R-node of G checks whether any of its neighbors is within distance 1

2rtx

to the centroid of G′. If multiple such neighbors exist, the one closest to the centroid
of G′ is selected as the R-node. If there is no such neighbor, the message is routed to
the centroid of G′ by GPSR routing. The sensor node S closest to the centroid would
receive the query message and become the R-node. For simplicity, we assume a dense
sensor network where there is at least one sensor node in each grid cell. So, S must
be within distance 1

2rtx to the centroid of G′. Due to space limitation, the handling of
empty grid cells will be discussed in the extended version of this paper.
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3.3 Preliminary Search

In the preliminary search, we need a rule to determine the visiting order of grid cells.
Since the location of boundary object determines the search circle for expanded search,
to reduce search cost, we would like the boundary object to be as close to the query
point q as possible. Thus, it is intuitive to visit the grid cells based on their distances to
q. We propose a circle approach to determine the visiting order of grid cells.

Specifically, the search is divided into rounds. In each round i (i ≥ 1), the unvisited
grid cells intersecting with the circle centered at q and with a radius of i · α are visited
in clockwise order (see the dash line circle in Figure 2). The query message contains
the location of the query point q. Note that given the location of q, each sensor node can
determine autonomously which grid cell to visit next. In case of r = 0, the query starts
from the cell G centered at q. In case of r > 0, the query starts from a grid cell G′ which
is not within the circle centered at the query point q and with radius r. To determine this
starting grid cell, we list all grid cells from round 1 to round � r

α in a clockwise order.
The first grid cell in the list whose maximum distance to q exceeds r is selected as the
starting grid cell. Figure 2 shows the message routing path when r = 0 and r > 0.
When r = 0, the preliminary search starts from G0. When r > 0, the grid cells within
the circle with radius r are labelled as shadow. They are exempted from being visited
and the preliminary search starts from G1. The query message is then routed to the
centroid of G0 or G1 and received by the R-node. The R-node of each visited grid cell
collects object locations from the sensor nodes in the cell and records them in the query
message. The preliminary search completes when the number of collected objects is no
less than k. Among these objects, the kth object closest to the query point q is chosen
as the boundary object. The search space is then defined as a circle centered at q and
with a radius of d = rb + rs, where rb is the distance between the boundary object and
q, and rs is the sensing range. Intuitively, if the minimum distance between a grid cell
and the query point q is smaller than d (the radius of the search circle), the sensor nodes
in the grid cell are likely to detect objects less than distance rb away from q.

3.4 Expanded Search

In expanded search, a search list is given by all grid cells within or intersecting with
the search circle, excluding those already visited in the preliminary search. The query
message passed between the grid cells in the expanded search contains the search list,
the locations of the k recorded objects, and the query point q. When the R-node of a grid
cell G receives the query message, it first removes G from the search list. After sending
a probe message and collecting object locations from the other sensor nodes in G, one
of the following three cases can occur at the R-node: (i) no object is detected by any
sensor node in G; (ii) all objects detected are further away from the query point q than
the boundary object; (iii) at least one object detected is closer to q than the boundary
object. In cases (i) and (ii), the search list and the objects recorded in the message do not
change. In case (iii), the detected objects nearer to q than the boundary object are used to
update the k nearest objects recorded in the message. Meanwhile, the boundary object
is updated as the new kth nearest object and the search circle is shrunk accordingly. The
search list is then updated by removing all grid cells outside the new search circle. On
finishing with a grid cell G, the query message is routed to the cell on the search list
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that is closest to G. The expanded search continues until the search list becomes empty.
On completion of the expanded search, the message is routed to the query initiator and
the locations of k recorded objects are returned to the user as the query result.

Figure 3 shows an example of 1NN query processing. The grid cells in shadow are
visited in the preliminary search. Suppose the boundary object O1 is found by R-node
a. Node a determines the search circle (shown by the outer solid circle in Figure 3) and
derives the set of grid cells in the search list (i.e., all the grey R-nodes in Figure 3). The
query message is passed among the gray R-nodes of grid cells in the search list, and the
object locations are collected. Suppose that at R-node b, a nearer boundary object O2

is found. Then, the search circle is shrunk accordingly. The dotted circle in Figure 3 is
the new search circle. The grid cells containing R-nodes c, d, e and f are now the only
four unvisited grid cells left in the revised search list. After visiting the grid cell with
R-node f , the search list becomes empty and the expanded search completes.

4 Localized Scheme for Continuous kNN Queries

4.1 Overview

The set of kNNs and their locations may change over time as the objects move. To
continuously report the kNN result to the query initiator, we propose a localized scheme
to monitor the updates of object locations in kNNs. The key idea of the localized scheme
is to collect only the location updates that may potentially affect the kNN result at the
query initiator. To this end, a monitoring area is setup for a continuous kNN query in
the sensor network. It is defined as a circle centering at the query point q. The radius of
the circle is set to d(ok, q) + rs, where d(ok, q) is the distance between the kth nearest
object ok and q, and rs is the sensing range. Sensor nodes within the monitoring area
will report all detected objects at each sampling interval to the query initiator. Upon
receiving these reports, the query initiator reevaluates the kNN query. For simplicity,
we assume the sampling interval is long enough for all necessary messaging to occur in
order to complete the reevaluation of kNN query. On the other hand, the sensor nodes
outside the monitoring area do not report their location updates.

This localized scheme for continuous kNN query processing requires the query ini-
tiator to centrally coordinate the maintaining of the monitoring area, collecting object
updates from the monitoring area, and reevaluating the query results. In the first sam-
pling interval, the query initiator evaluates one-shot kNN query, which is equivalent to
a remainder kNN query for q with r = 0, using the scheme described in Section 3.2.
The monitoring area is setup simultaneously during the query evaluation. Recall that
during the query evaluation, i.e., preliminary and expanded search, all grid cells within
or intersecting with the circle centering at q and with radius d(ok, q) + rs are visited.
When a grid cell is visited, the R-node will broadcast a probe message for data collec-
tion. Besides the location of the query point, the identity of the query initiator is also
included in the probe message. To this end, the probe message is also an “include” no-
tification message which helps setup the monitoring area. All sensor nodes in the grid
cell can receive the probe message. They will start reporting the location updates to the
query initiator from the following sampling interval.
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At each subsequent sampling interval, the query initiator collects the locations of
the objects detected and reported by the sensor nodes in the monitoring area. Objects
beyond distance d(ok, q) are removed by the query initiator and only objects within
distance d(ok, q) from the query point q are retained. We denote the number of these
objects by k′. If k′ ≥ k, the query reevaluation is simply done at the query initiator. A
set of new kNNs are derived by ordering the k′ objects according to their distances to
the query point and selecting the first k objects. If k′ < k, we need to search k−k′ more
objects outside the circle centered at q and with a radius of d(ok, q). This is equivalent
to a remainder (k − k′)NN query for q with r = d(ok, q). This query can be evaluated
using the scheme described in Section 3.2.

4.2 Maintenance of the Monitoring Area

On computing the one-shot kNN result in the first sampling interval, the query initiator
can set the radius of the monitoring area at d(ok, q) + rs, i.e., the distance between the
kth nearest object and the query point plus the sensing range. The monitoring area is
setup during the query evaluation.

At the subsequent sampling interval, the monitoring area may need to be updated
due to the change in the kNN result. If the new kth nearest object is further away from
the query point than the old one, the monitoring area should be expanded to include the
new kth nearest object. That is, the radius of the new monitoring area is d(o′k, q) + rs,
where d(o′k, q) is the distance of the new kth nearest object to the query point q. In
case of monitoring area expansion, the difference between the new and old areas is
a ring whose inner radius is the radius of the old monitoring area and whose outer
radius is the radius of the new monitoring area. Sensor nodes in the ring are notified to
report their location updates starting from the following sampling interval. Note that the
monitoring area expansion only happens when the number of reported objects within
distance d(ok, q) to q, i.e., k′, is less than k. A new set of kNNs are derived through a
remainder (k−k′)NN query with r = d(ok, q). Since all grid cells within or intersecting
with the ring are visited either in preliminary search or expanded search, it is guaranteed
that all sensor nodes newly included in the monitoring area are notified.

On the other hand, if the new kth nearest object is closer to the query point than the
old one, the monitoring area can be shrunk to reduce the number of sensor nodes report-
ing object locations to the query initiator. In this case, the difference between the new
and old monitoring areas is a ring whose inner radius is the radius of the new monitor-
ing area and whose outer radius is the radius of the old monitoring area. Sensor nodes in
the ring need to be informed to stop reporting location updates to the query initiator. To
do so, an “exclude” notification message is sent to all sensor nodes in the ring. The no-
tification message takes the parameters of the query point q, the inner and outer radius
of the ring and a flag (i.e., exclude) to indicate the action. The notification message is
first sent to a sensor node within the ring. After reaching the sensor node in the ring, the
message is flooded to all sensor nodes in the ring. When a sensor node within the ring
receives the notification message for the first time, the sensor node further broadcasts
the message to all its neighbors. Otherwise, if the sensor node receiving the message is
outside the ring or it has already received the message before, the message is dropped.
Sensor nodes receiving the message will stop reporting their location updates.
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Since notification messages are sent to update the monitoring area, it incurs message
overhead. There is in fact a tradeoff between the cost of updating the monitoring area
and the saving in location updates from the sensor nodes in the area. We propose two
methods to deal with the shrinking of the monitoring area. One naive method is to shrink
the monitoring area to a minimum circle covering the new kNNs and their detecting
sensor nodes whenever the new kth nearest object is found to have moved closer to
q. The naive method is intuitive and it aggressively eliminates unnecessary location
updates. However, it may lead to an expansion of the monitoring area soon after the kth
nearest object moves further away from q again. As a result, the cost of updating the
monitoring area may exceed the saving of location updates.

As an improvement to the naive method, we propose an adaptive method by con-
sidering the tradeoff between the saving of location updates and the cost of updating
the monitoring area. Assume the radius of the monitoring area at current sampling in-
terval is rold. After updating the answer set, the kth nearest object moves nearer to q
than the old one. Let rnew = d(o′k, q) + rs be the radius of the new monitoring area if
it is shrunk, where d(o′k, q) is the distance between the new kth nearest object and q.
Let S be the set of sensor nodes in the ring defined by two circles with radii rold and
rnew . Let O be the set of objects detected and reported by the sensor nodes in S. Note
that the query initiator is aware of O by checking the location updates collected during
current sampling interval. The expected saving of object location updates in the next
sampling interval (in terms of message complexity) is Csaving =

∑
oi∈O d(oi, q)/rtx,

where d(oi, q) is the distance between the object oi and the query point q and rtx is
the communication range. The expected cost of updating (i.e., shrinking) the monitor-
ing area consists of two parts: the cost of sending the “exclude” notification message
from the query initiator to a sensor node within the ring; the cost of flooding the no-
tification message to all sensor nodes in the ring. The expected cost of the first phase
is rnew/rtx. The expected cost of the second phase is approximated by the number of
sensor nodes in the ring: π(r2

old − r2
new) · f , where f is the sensor node density and

π(r2
old − r2

new) is the area of the ring. Therefore, the expected cost of updating the
monitoring area is Cupdating = rnew/rtx +π(r2

old − r2
new) · f. In the adaptive method,

if Csaving ≤ Cupdating , the new monitoring area is kept unchanged. Otherwise, if
Csaving > Cupdating , the monitoring area is shrunk.

5 Performance Evaluation

5.1 Experimental Setup

We simulated the sensor networks continuous kNN query processing using a simulator
called J-Sim [1]. We simulated a connected sensor network geographically covering a
1000m × 1000m area. A number of 2500 sensor nodes were deployed in the sensor
network, implying that on average, there was one sensor node in an area of 400m2.
The transmission and the sensing range for each sensor node were set at 35m and 28m
respectively [5]. The maximum number of retransmissions at the MAC layer was set at
7. The sensor nodes were randomly deployed in the sensor network. On average, each
sensor node can communicate directly with 9 neighbors. Since this paper focuses on
query processing, we do not include the energy consumed in tracking objects. Only the
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Table 1. Message Types and Sizes

type size type size type size
query >20 bytes probe 16 bytes query result k · 24 bytes
probe reply 24bytes object update 24 bytes monitoring area update 36 bytes

energy consumption of message exchanges was counted. The energy used to transmit
and receive a bit was set at 2.64 × 10−6J and 1.58 × 10−6J respectively. The initial
energy budget for each sensor node was set at 30J . The default number of objects to be
tracked was set at 250. The objects were initially placed in the network at random. The
object movement follows a random walk model. In this model, the object repeatedly
picks a random destination in the network and moves to the destination at a speed
randomly chosen from a range [0, Vmax]. Vmax was set at 40m per time unit. The object
locations were sampled by the sensor network at every time unit. In our experiments, we
assume that the detecting sensor node of an object is the one closest to the object [23].
The interval of the GPSR beacon message is set at 1 time unit.

We compared the proposed localized scheme (naive and adaptive) with the central-
ized scheme. In the centralized scheme, we assume that there is a base station deployed
at the centroid of the sensor network. All location updates are reported by the detecting
sensor nodes to the base station at each sampling interval. Queries injected from any
sensor node are routed to the base station for initial evaluation and are reevaluated at
the base station continuously. If the new kNNs differ from the previous kNNs, the new
result will be sent from the base station to the query initiator. Due to space limitation,
we shall present only a set of most informative results. To evaluate the performance, we
will show the average energy consumption in the sensor network as well as the message
complexity. Table 1 shows the major message types and respective sizes.

5.2 Impact of the Number of NNs

In this section, we investigate the two methods for monitoring area update in the local-
ized scheme, i.e., naive and adaptive methods. Figure 4 shows the average energy con-
sumption of a single query for the localized and the centralized scheme with different
k’s. The average energy consumption is derived at the 65th time unit, i.e., the network
lifetime under the centralized scheme with k = 1. From the figure we can see that for
localized scheme, the adaptive method generally outperforms the naive method, espe-
cially for large k’s. This is because the size of the monitoring area is generally larger
with a larger k. The naive method simply shrinks the monitoring area whenever the kth
nearest object moves closer to the query point. Thus, it incurs high volume of notifica-
tion messages to update the monitoring area. On the other hand, the adaptive method
considers the tradeoff between the cost of updating the monitoring area and the saving
of object location updates, and shrinks the monitoring area only when it is beneficial.
Table 2 presents the breakdown of the messages for the naive and adaptive method at the
65th time unit with k = 8. It shows that the naive method induces much higher number
of messages in query processing (query message and probe message) and monitoring
area update. Thus, we use the adaptive method throughout the remaining experiments.

Figure 4 also shows the impact of the number of NNs. With a given number of ob-
jects, the average energy consumption of the sensor nodes increases with k. This is
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Table 2. Breakdown of Messages

Message query query result probe probe reply object update monitoring area update

k=8 (naive) 8813 525 1705 217 11957 224
k=8 (adaptive) 756 525 179 6 12297 13
Centralized (k=8) 6 443 0 0 258347 0
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because a larger monitoring area is established when more NNs are required. As a re-
sult, more location updates are sent to the query initiator at each sampling interval. Fig-
ure 4 also compares the average energy consumption for the localized and centralized
schemes with different k’s. The energy consumption is derived at the 65th time unit, i.e.,
the network lifetime under the centralized scheme with k = 1. We show only the perfor-
mance of the centralized scheme with k = 1 in Figure 4. For the localized scheme, the
average energy consumption for k = 1, 2, 4, 8 are given. Compared to the centralized
scheme, the average energy consumption of the localized scheme is much smaller. This
is because in the localized scheme, only relevant object location updates were reported
to the query initiator, while in the centralized scheme, all location updates were sent to
the base station. The number of sensor nodes involved in sending the updates was much
smaller in the localized scheme than the centralized scheme which led to a lower aver-
age energy consumption. To gain more insight of how the localized scheme improves,
we also present the breakdown of messages for the centralized scheme at the 65th time
unit with k = 8 in Table 2. For the centralized scheme, the number of object updates
was 20 times more than that of the localized scheme. For the localized scheme, the
message overhead of query processing and monitoring area update was much smaller
than the messages for object updates in the centralized scheme.

Figure 5 shows the energy distribution for the localized and centralized schemes with
k = 1. The energy consumption is derived at the 65th time unit, i.e., the network life-
time under the centralized scheme with k = 1. A point (x, y) on the curve means that
a fraction x of all sensor nodes consume more than yJ energy each. For the central-
ized scheme, among all sensor nodes, the top 1 percentile energy consumption is 16.3J
which is 7 times higher than the top 10 percentile energy consumption (i.e., 2.3J).
For the localized scheme, the top 1 percentile energy consumption is 0.393J which is
only 2.3 times higher than the top 10 percentile energy consumption (i.e., 0.17J). This
implies that the energy consumption in the centralized scheme is highly unbalanced
compared to the localized scheme and thus, leads to a short network lifetime. Figure 6
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shows the network lifetimes for both schemes. It shows that the localized scheme ex-
tends the network lifetime by 33 times over the centralized scheme when k = 1 and 13
times when k = 8. We also tested different numbers of queries in the experiments. The
results, not included here due to space limitation, showed that the localized scheme can
support up to 40 queries under the same network lifetime as the centralized scheme.

5.3 Impact of Number of Objects

Figure 7 compares the localized and centralized schemes with different numbers of
objects when k = 8. The energy consumption is derived at the 34th time unit, i.e.,
the network lifetime under the centralized scheme with 500 objects. It is seen that the
average energy consumption of the localized scheme is much smaller than that of the
centralized scheme due to fewer location updates. The performance for the centralized
scheme degrades rapidly with increasing number of objects due to the fact that more
location updates are sent to the base station with more objects in the network. Figure 8
shows that when the number of objects increases to 500, the localized scheme extends
the network lifetime by 18 times over the centralized scheme.

6 Conclusion

In this paper, we have proposed a localized scheme for continuous monitoring of kNN
queries in wireless sensor networks. To avoid sending all the object location updates to
a centralized repository, we store object locations locally at the detecting sensor nodes
and monitor the queries in a localized manner. We setup a monitoring area for each
query. Only the updates from the monitoring area are sent to the query initiator. Exper-
imental results show that the localized scheme achieves low energy consumption than
the centralized scheme over a wide range of system settings. Meanwhile, the energy
consumption is more balanced among the sensor nodes in the localized scheme and
therefore, the network lifetime is prolonged.
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Abstract. Sensor networks generate a large amount of data during monitoring 
process. These data must be sparingly exacted to conserve energy. There are 
two methods to obtain data: “push” and “pull”. When the sensory data satisfied 
a preset condition, they are “push”ed towards the base station. The “pull” 
method is to actively query the sensor networks for any interesting sensory data. 
The problem is how to plan the query and save the energy. When a query has 
been executed, there are some hints that can be kept to optimize the subsequent 
query processing. Energy consumption can be reduced by not contacting nodes 
whose values either can be predicted or are unlikely to be used. In this paper, 
we propose a history-sensitive based method to optimize top-k query processing 
in sensor networks. The top-k query looks for and utilizes the historical data in 
each sensor node. Subsequent top-k queries are guided by these historical data, 
therefore, to improve the entire query process. Simulation results show that the 
number of query hops can be reduced and the delays in response are improved. 

Keywords: Query processing, Wireless sensor networks, Top-k, Historical 
data. 

1   Introduction 

Technology advances in wireless sensor networks have opened up new opportunities 
for collecting data from all sorts of environments. The task of effectively and 
efficiently querying these networks is an important and challenging problem. Because 
sensors are often battery powered, the lifetime of the network is tied to the rate at 
which it consumes energy. In particular, radio communication is a primary source of 
energy consumption in sensor networks. Hence, minimizing communication in query 
execution can save a significant amount of energy and prolong the lifetime of the 
network. Moreover, because of the extreme limited resource of sensors, the 
corresponding protocols and algorithms should be carefully designed.  

Sensor networks generate a large amount of data during monitoring process. These 
data must be sparingly exacted to conserve energy. There are two methods to obtain 
data: “push” and “pull”. When the sensory data satisfied a pre-established condition, a 
pushing event is trigged and data are pushed to the base station. In this situation, the 
sensors should continue on working if needed unless their energy power exhausts. 
The “pull” method is to actively query the sensor networks for any interesting sensory 
data. The sensors can be in their sleeping or idle status when no query is requested. 
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Once they received a query, they will wake up, sense the environment and send the 
satisfied sensory data back. So, the query process is more flexible and efficient. The 
problem is how to plan the query to save energy. 

Consider an example of temperature monitoring in a large exhibition. There are 
many exhibition rooms. To automatically monitor and adjust the temperature of the 
rooms, it needs to collect the real-time temperature of each room. Temperature 
sensors are deployed in all rooms. These sensors are self-organized into a wireless 
sensor network. The sensory data are sent back to the control room, where a manager 
can monitor the temperature of each room and particularly will be interested in 
knowing which room having the highest or lowest temperature. The controller may 
run a top-k query over the network to find out the target rooms in order to adjust their 
air conditioners.  

Optimization of top-k sensor queries is significantly more complex than one for 
ordinary queries (e.g., return all readings greater than x). Top-k query must know all 
the sensory data in the sensor network. Flooding the query to the entire sensor 
network can obtain all information, but it will consume too much energy. Every 
sensor is visited no matter whether its data will be useful or not.   

We propose a new approach which combines the push and pull methods. A base 
query specifies a time period for sensing and aggregating minimal data to 
continuously monitor the field. That is to simulate a push method but with minimal 
possible energy consumption. The important function of the base query is that it 
provides minimal but necessary information so that the later queries can be optimized. 
Other queries use the pull method to actively request information from the sensing 
field. In addition, the results from previous queries can be cached in sensor nodes for 
the subsequent queries. The cache can also include the information about data 
distribution. These hints can guide the subsequence queries to the right region. 

Based on this idea, we analyze the features of top-k query dissemination and data 
aggregation. We optimize top-k query processing based on historical data in sensor 
networks. Our contributions are as following: 

1. Based on historical data, we have developed a query optimization framework, 
for query dissemination and data aggregation in sensor networks. Useful 
information is extracted from the aggregated data. Historical queries are cached 
in sensors. A new incoming query checks if there is any matched historical 
query in the cached query table. If so, the query processing is stopped and the 
cached data result will be sent back. Otherwise, the query agent will find if some 
data with the tags can satisfy the query. Finally, the query will be sent to next 
sensor nodes by the routing schema which is also generated from the aggregated 
data. Numbers of query hops will be reduced in this framework. It is energy 
efficient. Moreover, the response time will be substantially improved. 

2. We apply the above concepts and techniques to the top-k query in sensor 
networks. Top-k query processing always defines a threshold on the historical 
aggregated data. When the sequent query comes to one sensor, it will be 
forwarded when there are aggregated data that are higher than the threshold. 
However, the threshold is determined by the subjectivity of the user, and it is 
application aware. We optimize the top-k query without define a threshold. By 
following the algorithms of data aggregation and decision rules which judge if 
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the query should be forwarded to children nodes, queried nodes are pruned. We 
evaluate these algorithms using simulation.  

The rest of this paper is organized as follows: Section 2 will provide an overview 
of related work in top-k query processing in traditional database management systems 
and current query processing in sensor networks. Section 3 will present the 
framework of our historical data based top-k processing. The algorithm will be 
discussed in Section 4, followed by its performance evaluation in Section 5. We will 
conclude with an outlook on open research problems in Section 6. 

2   Related Works   

A substantial amount of work has been done on querying sensor networks. Fjords [3] 
is a proposed architecture for managing multiple queries over many sensors to allow 
users to pose queries that combine streaming, push-based sensor sources with 
traditional pull-based sources. It also proposed power-sensitive Fjord operators called 
sensor proxies which serve as mediators between the query processing environment 
and the physical sensors. Reference [4] discussed the aspects of an acquisitional query 
language, introduced event and lifetime clauses to control when and how often 
sampling occurs. It discussed query optimization with the associated issues of 
modeling sampling costs and ordering of sampling operators. And it showed how 
event-based queries can be rewritten as joins between streams of events and sensor 
samples. This paper also demonstrated the use of semantic routing trees as a 
mechanism for efficiently disseminating queries. Query processing in sensor networks 
concerns with routing tree [5][6], aggregation[7][8] and semantics[9]. 

In the traditional database technology, the top-k query problem has been 
intensively studied. Reference [10] studied the advantages and limitations of 
processing a top-k query by translating it into a single range query that can efficiently 
processed by a traditional relational database management system. It studied how to 
determine a range query to evaluate a top-k query by exploiting the statistics available 
to a RDBMS. Donjerkovic and Ramakrishnan [11] proposed a probabilistic approach 
to query optimization for returning the top-k tuples for a given query. Chen and Ling 
[12] used sampling to define the range selection query that is expected to cover most 
of the top-k tuples. The result of the selection query serves as an approximate answer 
to the original top-k query. 

The processing of top-k query in sensor networks is different from one in a 
traditional relation database. Deshpande et al. [2] proposes model-driven data 
acquisition, which suggests using models such as multivariate Gaussians to predict 
sensor readings. These models let us avoid visiting nodes whose readings can be 
accurately predicted or are unlikely to contribute to the final result. This approach can 
dramatically reduce the energy consumed by the network, but of course makes results 
approximate. Instead of using models explicitly, Silberstein et. al [13] proposes to use 
samples of past sensor readings. The samples are computationally efficient to use in 
query optimization. It demonstrates the power and flexibility of sampling-based 
approach by developing a series of top-k query planning algorithms with linear 
programming. Zeinalipour [15] presents the Threshold Join Algorithm (TJA), an 
efficient top-k query processing algorithm for distributed sensor networks. TJA uses a 
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non-uniform threshold on the queried attribute in order to minimize the number of 
tuples that have to be transferred towards the querying node. 

Because the data management systems in sensors, such as TinyDB and Courgar, 
are weak and the main target is the energy saving when querying the sensor networks, 
top-k query technologies on relation database can not be used in sensor networks. 
Prior works of top-k query optimization in sensor networks using the threshold based 
on history data. The threshold definition is application-dependent. However, the result 
accuracy using sampling-based approach cannot always be guaranteed. The 
processing of top-k query in our framework is distributed and its optimization is 
independent of the threshold. The communication cost and the delays will be low. 

3   History-Sensitive Based Top-k Query Processing 

The main goal of designing this querying system is to minimize the energy 
consumption of the system, that is, minimize the number of messages as well the size 
of the messages in the system including the number of queries and the number of data 
messages. In the application scenarios we described, detailed monitoring is only 
necessary for a subset of the data having corresponding numeric attributes whose 
values are among the k largest, where k is an application-dependent parameter. 
Therefore, the transmission, storage, and processing burdens in the monitoring 
infrastructure can be reduced by limiting the scope of detailed monitoring 
accordingly. Because of the extremely limited resource of a sensor node, purely 
flooding top-k queries to the sensor network to collect all sensory data is often 
unnecessary. A low-cost mechanism is needed for continually identifying the top-k 
data values in a sensor network. When a query has been executed, many sensory data 
are generated. They are sent back and aggregated in intermediate sensors. If the 
historical data still reside in the sensors that are near the base station. A repeated 
query can respond immediately if the result is still available. Moreover, the semantic 
meaning in resultant data can be used to guide the subsequent new queries. Based on 
this point of view, we can optimize the top-k query by utilizing the historical data.  

3.1   Framework of Historical Data Based Query Processing 

The framework illustrated in Figure 1 consists of several components: query agent, 
cached historical data, cached queries, and routing schema. When a new query 
arrives at a node, the cached queries table is to be checked to see if the query had been 
executed. If so, the query will not be forwarded. The query result can be extracted 
from the aggregated data. Even there is no matched query in the cache, the query 
result could also be generated from the aggregated data. If all these operations cannot 
satisfy the query, it will be forwarded to the next nodes through routing schema. 
Because there is information of data distribution in the aggregated data, the selection 
of next nodes also depends on the historical data.  

This query framework consists of a base query and subsequent normal queries  
for an application. A base query is injected to the sensor network before the  
normal queries. The subsequent normal queries may further explore the field for 
details.  They may utilize the data cached in the sensor nodes to minimize energy  
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consumption.  Historical data may provide guide so that the query will head to the 
most likely location to search for the top-k values.  

In this paper, we assume that a global time synchronization mechanism has been 
implemented so all operations can be executed synchronously. Also, a fault-tolerance 
mechanism is implemented to handle possible failure of sensor nodes. Although 
dynamic change of the status of the field could be handled in this framework, we will 
focus on a relative simple problem in this paper, that is, how to obtain the top-k values 
between two consecutive query readings. The base query will be discussed below. 

3.2   Base Query 

Because of the variance of the monitoring environment, the base query requests all 
sensors in the sensor network to periodically sense the field. The principle of 
designing the base query is to reduce its energy consumption while required 
information of the field is continuously monitored. Normally, a base query can be an 
aggregation operation performed every time period of P.  

An example can be a sensor network that monitors the forest fire. A base query 
may be designed as follows. A sensor in the field should wake up every P = 10 
minutes, sense and transmit the temperature to its parent. The aggregation operation is 
to extract the maximum of values from its children as well as itself. The base station 
will receive information of the highest temperature in the field. To further minimize 
energy consumption, a threshold can be set so that only temperature higher than the 
threshold will be transmitted.  Thus, when there is no fire in the field, the activity and 
energy consumption is negligible while the field is still monitored continuously. Once 
a potential fire is detected, normal queries could be generated to understand the 
degree and ranges of the fire. As an example, a top-k query may be sent to find out the 
most severe part of the fire. 

In summary, a base query is designed as follows. First, it is a periodical query, that 
is, each node that executes the query will periodically execute the operation specified 
in the query with the specified period until another query explicitly cancels the 
operation. Second, it is a query that is sent to every node through a broadcast tree, that 
is, the query floods to the entire sensor network. Third, it is for surveillance purpose 
so it must be energy-efficient. To this extend, the length of the period must be 
carefully selected and should be application-aware.  It must be frequent enough so the 
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field is sufficiently monitored and must be longer enough to ensure long lifetime of 
the sensor network. Furthermore, the message sent to the base station must be 
minimized. The smallest possible message is sent upward to the base station, and 
normally, aggregation is performed instead of collecting all messages to minimize the 
size of the message. In the above example, aggregation of maximum of temperature 
values from every node is performed to monitor the fire in the field so that only N-1 
messages with a single value is transmitted every time period. Finally, messages sent 
from a child to its parent are cached in the parent node. These cached data will 
provide a guide to subsequent queries. 

The base query has its fundamental importance in the entire design of the querying 
system. It provides a basic surveillance mechanism with low-energy consumption 
which ensures long lifetime of the sensor network while continually monitoring is 
provided in the field. In addition, it provides a substrate of information for subsequent 
queries. Furthermore, as the query instructs every node to periodical sense the field 
and returns its reading, the sensor network keep monitor the dynamic changing of the 
global state of the field.  

4   Algorithms for Top-k Query in Sensor Networks 

We now describe our algorithm for historical data based top-k monitoring. The 
network initialization includes the query routing tree establishment. The root node 
broadcast a hello message to the sensor network. When node received the message 
forwarded by other node, it will add to the node as its children node. Then this 
children node will forward the message to its neighbor. After all the nodes have 
received the message, the initial routing tree is established. Because the nodes always 
received the message from the nearest node, the routing tree is a nearest-first tree. 

After the base query is flooding in the sensor network by the routing of nearest-firs 
tree, responded nodes will send data back to their parent nodes. The query proceeding 
computes the answer bottom-up in one pass over the network. Each node simply 
collects the top-k values from each of its children, selects the top-k from all such 
values and its own, and passes them on to its parent. If the subtree rooted at a node 
has fewer than k nodes, then all values from the subtree are passed up to the node. 
Each parent node waits until it receives gathered data from all its children nodes, 
apply an aggregation operator on it and send the result to its parent. But since every 
node must be visited in order to guarantee an exact answer, the query hops are quite 
large. The base query procedure is shown as follows: 

input top-k query N // N is the current query node. 
output result of top-k data 
 
N.broadcast(query k) 
Begin   
If (N has no child node) then  

N.visited = true 
NodeResult = localDataValue 
return (NodeResult) 

If each of my children node Ni.visited = true then 



680 Q. Pan, M. Li, and M.-Y. Wu 

AggregatedResult=MergeResult(localDataValue,NodeResul
t1,…,NodeResultn) 

NodeResult = FindtopK(AggregatedResult,k) 
N.visited = true 
return (NodeResult) 

else   
For Each of my children Ni.visited = false Do 
Begin 

 NodeResulti = Ni.broadcastTopKQuery(query,k) 
End     

End 
 
Comments for the objects and methods in the above algorithm: 
NodeResult: stored data-value, nodeID. 
MergeResult: aggregate localDataValue with NodeResulti 
from its children nodes. 
FindtopK: select top-k data as NodeResult, NodeResult 
will be sent to parent node.  
 

After the base top-k query, there are most |Ni|*K data in each node N, {Ni} is 
the number of one level child nodes of N. But at least (jNij -  1)*k of them will not 
be in the final result, representing a significant waste of bandwidth. The utility of 
these historical data to guide the sequent top-k’ queries can reduce the redundant 
data transmission. When the root node receives the sequent top-k’, recall from 
section 3, the k’ is assigned {ki} to each children nodes. The child node i will 
execute top-ki query in its subtree. The algorithm when k’ is less than k can be 
described as follows.  

input top-k’ query, N 
output result of top-k’ 
 
Initialization: N = root Node 
N.broadcastTopKQuery(query,k’) 
Begin 
Sort OverallResult 
Find Top k’ from OverallResult 
Find MinValue of Top k’ 
Find {Ki}  //Ki is the number of data sent by child nodei 
and sum(ki) = k’ 
If Ki = 1 AND top 1 data value = localDataValue then 

N.visited = true 
NodeResult = localDataValue 
return (NodeResult) 
If each of my children node Ni.visited = true then 
AggregatedResult=MergeResult(localDataValue,NodeRes

ult1,…,NodeResultn) 
NodeResult = FindtopK(AggregatedResult,ki) 
N.visited = true 
return (NodeResult) 

else 
For each of my child Ni do 
Begin 
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   NodeResulti = Ni. broadcastTopKQuery(query,ki) 
End 

End 
 

When k’ is larger than k, the k assignment algorithm is not suitable. Because when 
the k data are all come from one node i, the (k+1)th data in the root are from other 
nodes j. If we still forward the query to node j to find the (k+1)th data. The true data 
will hide in subtree of the node i. So, we can first find the (k+1)th data from the node 
i, then we compare it with the (k+1)th data in the root node. If the new received data 
is larger, the true top (k+1)th data is found, or the true top (k+1)th data is from the 
other node, such as node j. The top (k+2)th data can be also found by this way. The 
shortage is that there is long delay especially when the k’ >> k. But it is energy 
efficient when k’ is not very larger than k. The algorithm is as follows: 

input top-k’ query N. 
output result of top-k’. 
Begin 
Initialization: N = root Node 
Do until k = k’ 
  Find Nodei // Nodei is the node who sends the k-th 

top data value 
Ni.broadcastTopKQuery(query,k+1) 
If  > historical (k+1)th data in N then  
Updata (k+1)th data in N by (k+1)th data in 

NodeResult(Ni) 
k = k+1 

   End do 
  Return top-k’ data 
End 

5   Simulation and Results 

In this section we report the simulation results to evaluate the effectiveness and 
efficiency of the algorithms in top-k query processing. 

5.1   Data and Simulation Setup 

We run our simulation on a 20×20 grid-topology network and there is one sensor in 
each grid. There are two different data distribution in our simulation. One is circle 
distribution and another is power law.  

The circle distribution of data means there is a circle region in which the data 
values are higher than other region. The top-k query will be satisfied by the sensors in 
the region if it is efficiently guided. The transmission radius of sensor node is set 3 
grid distance. The root node is located in left corner of the sensor network. 

It has been observed that for several self-organizing networks the degree 
distribution follows a power law (or, equivalently, scaling) distribution of the form 
P(k) ~ k- . In the simulation, the degree (k) of a sensory data is defined as the location 
of the sensor node. A higher degree exponent means the distribution goes to zero 
faster, i.e., there are very few nodes that have very high degrees. On the other hand, if 
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the exponent is smaller, there are a relatively higher number of nodes with very high 
degrees. The power law distribution is normal in sensor network application. 

A user-query is generated by a user who queries the sensor network for data. The 
user-query is started at the root node. Firstly, the base query is flooding to the whole 
sensor network. The nodes responded the query will send data to its parent node. The 
result data are aggregated and cached in intermediate nodes. When the sequence 
query arrived to one node, it will be determined whether to be sent to its children 
judged by the cached data. Here, the query-hop is used to measure the energy 
consumption. The number of query-hop means how many nodes will be visited in the 
sequence query.  

5.2   Simulation Result 

We first evaluate the performance the historical data based top k query when 
consequent k’ < k. The base query in our simulation is to find top 5 data in the sensor 
network. After the base query, the sequence queries are top 4, … , top 1. In base 
query, each node is visited, the hops is 399. The result shown in Figure 2 plots that 
the hops of sequence query will reduce after the base query. 

 

 

Fig. 2. Hops in static data distribution and k’ < k 
 

The optimized top-k query limits the scope of the region. So the visited nodes 
reduced, consequently, the hops of top k query will decrease. The delay is defined as 
the farthest visited node from the root node. Figure 3 shows the delays of top k’ query 
(k’ < k) in static data distribution. It is evidence that the delays are reduced by the hint 
of the base query.  

 
Fig. 3. Delays in static data distribution and k’ < k 
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In Figure 4, we calculate the delays when the sequent query k’ is larger than the k 
of base query. Here, the base query is to find maximum data of the sensor network. 
We increase the number of required top data by step 1 in the algorithm. The hops 
increase when the k’ is increased. If the k’ is not very large, the total hops will be less 
than the flooding query.  

 

 
Fig. 4. Hops in static data distribution and k’ > k 

 
The delays will increase when the k’ > k. Figure 5 shows the result of delays in 

each top k’ query. 

 
Fig. 5. Delays in static data distribution and k’ > k 

 
When the data center is moving or the data value varies, the historical data guided 

query can’t get the accurate data. If the varying rate is slow, when the query reaches 
the stop node, it can extend one or more steps to query the neighbor nodes. This can 
expand the searching scope and get more accurate data. However, the direction and 
the rate of data center moving is application aware. If the query routing tree is static, 
it can’t adapt to the data variance.  

6   Conclusion and Outlook 

Sensor network is data centric. This paper proposes a historical data based framework 
of query processing. The query result will be aggregated in intermediate nodes and 
then sent back, which is to conserve energy. However, these aggregated data will 
reside in the nodes for a period time. The sequent queries will be guided by these 
historical data. We apply this framework to the top-k query problem. There are base 
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top-k query and sequent top-k’ queries in the application. By the guide of the result 
data of base query, the top-k’ query will get the target quickly and minimum the query 
hops from root to the target. Simulation results show the historical data base top-k 
query processing can save the energy and the delays are reduce when k’ is less than k. 
When k’ is larger than k, the query hops are reduced but the delays increased.  

The problem of data storage in node is not discussed in this paper. Because the 
memory of a sensor is limited, an efficient compression algorithm should be designed 
in our future works. The query routing tree is very important to the framework we 
proposed, how to create an efficient query routing tree is our another direction. The 
design of query plan in dynamic environment is in our future work.  
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Abstract. Data replication is suitable to improve the response time, the global 
traffic, and the sharing of data since even in the case of disconnection of a 
server. The nodes can continue to have access to replicas of data.  On an Ad hoc 
mobile network, the frequent partition of the network and the lack of fixed 
infrastructures complicate the data access and the sharing task. 

In this paper, we propose a method of data replication in a mobile ad hoc 
network. The method is composed of two main phases. The first phase aims at 
creating replicas from new data in the network and at realizing the first 
distribution of these replicas. The second phase is devoted to the redistribution 
of replicas in order to overcome the impact of dynamic changes of topology and 
to satisfy the evolution of users' needs. 

Keywords: Replication, Ad hoc mobile network, data availability, access. 

1   Introduction 

Replication allows better data sharing. It is a key approach for achieving high 
availability. It is suitable to improve the response time of the access requests, to 
distribute the load of processing of these requests on several servers and to avoid the 
overload of the routes of communication to a unique server. Since the access is 
generally carried out on the nearest replica of data, the global traffic is decreased. 

The creation of replicas also allows to better data sharing since even in the case of 
disconnection of a node holder of data, the other nodes can continue to have access to 
a replica of data on another node. 

On the static networks, connections failures are frequent and take part in the 
normal working of the mobile environment. The fragility of links is due from 
dynamic variations of the network topology.  In mobile networks with infrastructure, 
static nodes may be useful for data replication.  In mobile ad hoc networks, the 
absence of any infrastructure complicates replication task. Thus, it is possible to count 
only, on mobiles nodes which constitute the network. Since the links are less and less 
sure, these nodes have a limited storage capacity and limited energy. 

The method proposed in this paper takes into considerations the characteristics of 
the mobile environments and it attempts to use at best its capacities. The method 
presents two main phases. The first phase aimed at creating replicas of data newly 
arrived or created on network, at realizing replicas of data and scatter them on the 
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network in a global way. This distribution has two objectives. One objective is used 
for inform all the network of the existence of data (dissemination). Another objective 
is to distribute the replicas uniformly on the network in order to respond at best to the 
users' demands in which the interest degree to these data for each of the nodes has not 
been known yet. The second phase is a strategy of redistribution of replicas in order to 
remedy the dynamic changes of topology and to better respond to the evolution of 
users' needs. 

2    Related Works 

Several strategies of replication have been proposed for the static environments [5], 
[6], [13] where the access failures are not frequent and where resources are more 
important. These strategies improve the accessibility and reduce the load around one 
or several servers.  

Other solutions of replication are proposed for the mobile environment [1], [10]. 
These latter usually suppose the existence of fixed servers. This hypothesis is 
constraining for autonomy of the Ad Hoc Mobile Network.  

T. Hara proposed in [7] three methods to assign the replicas to mobile nodes in a 
mobile ad hoc network in order to improve the availability of shared data. The 
methods are founded on the hypothesis that all the nodes of the network know the 
access probabilities to data and these probabilities do not change. These methods 
consider accessed data only in reading. In the method SAF, several replicas of the 
same elementary data can be found on nodes neighbours. Thus, there are other data 
which are not assigned due to space storage lack. The method DAFN tries to remedy 
this redundancy. The algorithm of replication considers the frequencies of neighbours 
in order to avoid redundancies. The third method DCG manages the data within a 
group by taking into account the access frequencies of nodes of a group and limits the 
redundancy within the group.  In this method, each node must periodically broadcast 
its access characteristics on the network. Consequently, we have a load in traffic 
besides the management traffic of groups. In spite of all these improvements, the 
problem of redundant replicas between the nodes neighbours is still asked. 

In [9], T. Hara extends the three methods proposed in [7] assuming that the 
elementary data are periodically updated. In [10], T. Hara and S. Kumar proposed an 
extension of these methods by assuming that the updates are to be carried out in an 
arbitrary manner. In [12], T. Hara and others proposed a new method (DCG-S1), 
derived from the one proposed in [7].  In this method, the authors used the notion of 
stability of links, for constructing stable groups. This technique of replication allows 
to have a better availability of data. But the traffic produced remains high.  

Yan and Cao [14] proposed two methods of replication in order to improve the 
access to data. The data are maintained by fixed servers and  mobile nodes can create 
replicas for these servers. The first method CacheData allows the intermediary nodes 
between the access caller and the server to create replicas for serving the future 
demands. The second method CachPath allows the mobile nodes to store Paths 
towards the data and to use them for reorienting the future demands. 

The proposed method distinguishes itself from prior by using a primary  
replication for information dissemination and a dynamic replication. The information  
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dissemination increases the accessibility. Then the first phase aims at creating replicas 
from new data in the network. The second phase is devoted to dynamic replication of 
data in order to over come the mobility and to satisfy the evolution of users' needs. The 
frequency of access to each data and the number of hops between the user and the 
accessed replicas was considered. 

3   Environment Model and Hypotheses 

In our environment we consider a mobile ad hoc network, where each mobile node 
can cooperate to the construction of a common cache, by the sharing of its own 
storage space with the other nodes. A mobile user can create replicas and maintains 
them locally. As It can generate new data (original data) and share them with the 
other users. It can also put in cache the access paths to data ("PathData") which allow 
a quicker access for distant data. In this environment, a mobile node can eventually 
receive data from a static network in case of connection. We consider in this first 
phase of our work, the data only accessed in reading and not updated. We suppose:  

- Each mobile node is designed by a unique identifier Ni; such that 1  i  NT, where 
NT is the total number of the mobile nodes in the mobile ad hoc network. 

- Each data created by a mobile node is associated to a unique identifier Dij where i is 
the identifier of the node which created these data and j is a sequence number. The 
data received from static network keep their original identifier and they mustn't be 
codified in this way. 

- Each mobile node has a determined memory space, to maintain replicas locally, the 
original data and the access paths data.  

- A mobile node periodically informs its neighbors of the local data access 
characteristics. 

For each user of network, each accessed data is characterised by two types of 
frequency: 

- A frequency of external access which represents the access rate of the user to 
external data which means outside of his cache and, 

- A frequency of internal access represents the access rate of the user and all other 
users to internal data in its local cache. 

4   Method 

We propose a distributed and decentralized algorithm for dynamic data replication in 
a mobile ad hoc network. The aim of this replication is to offer high availability of 
access to data on such environments where the capacities of storage are limited and 
the communication links prone to disconnections. This replication aims at maintaining 
the data available on the mobile network in a way to give to each node a probability 
of a higher access. The method is augmented with a protocol of access to improve the 
access performances. The algorithm presents two behaviours according to data newly 
created on the network or data already presented on the network. These behaviours 
correspond respectively to two algorithms: 
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• Primary replication algorithm: Given a shared data which presents a certain interest 
for the most of nodes on the network, the algorithm duplicates and distributes 
uniformly the replicas. This phase is accomplished when creating new data by one of 
the nodes or when loading the first replica of data from a fixed server to which the ad 
hoc network could be connected. This distribution tries to ensure access to data for 
each node and a compromise between the used storage space and the access time if 
the data require a remote access. This phase consist on data dissemination and 
replication on the mobile ad hoc network.  The evaluation of distances between the 
replicas is carried out in term of the number of hops. The replication method is based 
on this distance. For example to avoid redundancy, two immediate neighbors must not 
have replicas of the same data. If a node B has two immediate neighbors A and C and 
these are not neighbors, it is more interesting that B retrieve replicas of different data 
on A and C. This optimizes the global time response and it increases the accessibility. 
But, connections failures are possible. Then, in this phase, a data is replicated on 
nodes separated by three hops. If a failure connection occur between B and A, B can 
retrieve, the data of A, on another node H at two hops. 

• Dynamic replication algorithm: The mobile nodes change the position and certain 
connections failures may occur while others appear. This algorithm improves the 
response times of the access demands to data by placing the data to the proximity (in 
number of hops) of nodes which often manipulate it. The evaluation of distances 
between the replicas is carried out in term of the number of hops. This replication is 
based on the frequencies access data by a node and also on the distance between a 
node and a holder node of accessed data. The most accessed data is replicated locally 
or near (on one, two or tree hops neighbours). 

4.1   Primary Replication 

This algorithm considers the existing nodes and current topology of network. 

Principle: We use a hop counter initialized to zero by the node which created or 
received, at first, the data. This replica of data is called original replica. Then, the 
node initiate a diffusion to its neighbours of a message PrimaryCreat(NodeAdd, Dk, 
HopCpt) of primary creation of replicas  of the data Dk.  Each time the message 
arrives at another node, the hop counter is incremented by one, or reinitialized to zero, 
if a replica is already exist on the visited node. The node, which receives this type of 
message, processes it as follows: 

- If the counter is equal to three hops and if a replica of data exists neither in the 
cache of the node nor in one of the neighbours, like for example, the node N9 in figure 
1. After the creation of a replica, the node reinitializes the counter to zero and sends 
the message of creation to the nodes neighbours. 

- If the counter is equal to three hops, and at the same time, it exist a replica of data 
in one of the neighbours of node. In this case, the node "receiver" initializes the hop 
counter to one and sends the messages of creation to the following nodes (the nodes 
which don't send messages PrimaryCreat) and which don't hold a replica of data. 

For instance, in the figure 1, the node N10 receives at first the message 
PrimaryCreat of N6 and increment the hop counter to 3. But N9 being a node 
neighbour of N10 holding a replica of data, N10 doesn't create replica of the same data 
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in order to limit the redundancies of replicas on neighbours. The message 
PrimaryCreat is then transmitted towards N12 and N11. 

- If the counter is equal to two hops, and it doesn't exist the following links (links 
besides those by which the message has been received) thus, the node is chosen, to 
hold the replica as for the case for the node N18. 

A node which receives 
for the second time the 
message of primary 
creation of data must 
ignore it. When placing 
primary replicas, if there 
is a lack of space, the 
local data which have a 
low access frequency are 
deleted. The dynamic 
management of these 
replicas is presented in the 
following paragraph. This 
repartition offer to each 
node a higher availability. 

If the data acceded 
doesn't locally exist, a 
high probability of finding 
it on a node neighbour is 
warranted. This reduces 
the response time of the access requests as well as the passing band and the consumption 
of energy. The load of work is repartitioned on the network in a uniform way, which 
balances the expenses in energy and reduces the traffic around the same mobile node. 
The space is used in an optimal way by avoiding the unjustified redundancy of replicas. 
The redundancy is measured by the number of replicas of the same data on the 
neighbours. Replicas on two neighbours must be of different data. It is interesting that a 
node can retrieve different data on his neighbouring. Then the number of accessible data 
increase. The number of hops between nodes is used for do this. 

The role of PrimaryCreat message is:   (1)to inform the nodes of the creation of 
a new data on the network, (2)to estimate the distance between a node and a replica, 
and (3) to distribute the data replicas on the network. 

Algorithm: 
1/ the functions and the parameters used in the algorithm are mainly: 

- PrimaryCreat (NodeAdd, Dk, HopCpt): Message sent for a primary replication 
of data where a replica is found at the node level  NodeAdd. HopCpt is the counter 
of the nodes covered since the last reinitialization of this counter.  

- PrimaryReplica (Dk) : This function creates locally a data replica, sets the 
counter  HopCpt to zero and  broadcast the message PrimaryCreat(NodeAdd, Dk,  
HopCpt) to the following nodes neighbours to the identity of the local node.  A node 
border is a node which hasn't a following link like N8 (on figure 1).  A node preceding 
a node Ni is a node "sender" of a message PrimaryCreat to Ni. A node following a 
node Ni is a node "non-sender" of a message PrimaryCreat to Ni. 
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Fig. 1. Example of  primary replicas generation  
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2 / Algorithm of primary replication of data Dk: 

 If    NJ  creates a new data  Dk  then      HopCpt = 0;   NodeAdd= NJ ; 
                            send PrimaryCreat(NodeAdd, Dk,  HopCpt   )  to neighbours;      endif; 

 If reception of  PrimaryCreat(NodeAdd, Dk, HopNb)    then     

  If 1st reception   then          HopCpt = HopCpt +1; 
   If (HopCpt   =3)    then                                             
         If (a replica of Dk  does not exist on the neighbours)  then   PrimaryReplica(Dk );  

         else   If (a replica of  Dk exists on  one of the neighbouring Ni)   then   HopCpt = 1;  
      NodeAdd= Ni ;   Send PrimaryCreat(NodeAdd, Dk,  HopCpt) to neighbours 
                  endif  
          endif 

else  If (HopCpt =2) and (this node has only one  neighbour) then PrimaryReplica(Dk ); 
        else   Send PrimaryCreat(NodeAdd, Dk,  HopCpt) to the following nodes     endif 

   endif 
 else    Ignore the received message;      endif;   endif ;   

4.2   Dynamic Replication 

The aim is to redistribute dynamically the replicas for each of the data in a way to 
maintain the access possibilities to data for each node, and to favour the best 
access time, and to limit the consumption in passing band and in energy. It is also 
about reducing the number of replicas unfolded because of the limitation in the 
capacity of mobile memory. Every time, two nodes neighbours can hold replicas 
for the same data in the case where it is very inquired by the two nodes.  This 
redistribution is carried out by accomplishing/realizing the new replicas of data on 
certain nodes and by suppressing others on other nodes according to the access 
frequencies of nodes. 

A user can frequently use data where he doesn't hold a replica. The traffic 
generated becomes then important even if it is not produced on the short paths, it 
means, a reduced number of hops. This traffic generated an overhead of these paths as 
well as a consumption of the passing band and an effort in energy from the part of the 
nodes included in the processing and the pathways of the requests. In order to 
overcome these drawbacks, we take into consideration the access rate to data at the 
time of replication of data. We define a variable Tik which represents the access rate 
to data Dk  by node Ni,  such as:    Tik = NB/U,  with  

U: duration of time and, NB: the number of the access demands to Dk issued by Ni. 
Each time Units (U), the rates are dynamically re-evaluated.  
For a better management of cache, we define for each node Ni two types of rates: 

- TEik : the access rate of user to external and data Dk.   
- TIik : the access rate of  nodes to internal data Dk    local to user to Ni.  
- S:  A threshold of an external access rate of node to data. Once this threshold is 

reached, the data are locally replicated in the node in order to avoid the 
performance degradation. 

This replication raises the problem of lack of space. The solution is then to free the 
space by deleting the data replicas which have the lower external access rate and 
shouldn't be original data. This condition allows to ensure that the data should never 
be completely deleted from the network and at least a replica will always subsist. 
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 Replication on demand:  When a just connected node wants to have access to 
none locally available data. It casts a message of the access demand to data. This 
demand will cover the nodes until their arrival on a node which holds a replica or 
the original of data. The demand includes besides the identity of the node "caller", 
the data identifier and the number of hops covered by this demand. The node 
holder of the replica consults this number. If the number of hop is greater or equal 
to three, instead of sending to it just a response to its demand, it transmits to it data 
replica.  The condition of replicas generation will be explained in the following 
paragraph. 

 Replication on need:  In order to replicate the very required data, each U units of 
time, the following procedure is executed by a node Ni for each data Dk: 

- calculate the rate access TEik and TIik 
- if the  TEik  is higher than the threshold S, the data is considered very required 
by Ni and  the replication of data Dk is initiated. A data replication request is 
sent to a holder node or cast on network. A holder node is known by Ni, if an 
access path data exist (see the following paragraph).   

4.3   Access to Data 

 Safe-guard of access paths: An access demand to data is processed as follows: 

- The data is firstly researched locally at the node, If it exists at the node level, the 
access request is immediately satisfied. 
- Otherwise, the request is cast to neighbours, a node which receives this request 
and which can not satisfy it, will in its turn, cast it to its neighbours. 
- A node Nj which receives this request and which holds a data replica Dk  
inquired by Ni , is going to respond by  Rep(Nj, Ni,   Dk, HopCpt) where 
HopCpt  is the number of hops necessary to reach  Dk. This diffusion can 
charge or saturates the network and takes a higher execution time notably in an 
ad hoc mobile network with a big scale where the number of node is important. 
In order to avoid these drawbacks, and to reduce the consumption of energy and 
the bandwidth, a node which doesn't hold a replica of data saves the shortest 
access path which detects, it means, the identity of the nearest node in number of 
hops which holds a replica. 

On a node Nj, an access path is structured as follows: (IdNode, IdData, NbHop) 
where, IdNode is the identity of the node which holds a replica of the data identified 
by  IdData and NbHop  is the number of hops which separate Nj from  IdNode. 

Periodically, the messages of the neighbourhood discoveries are transmitted by 
the nodes. These messages are used to determine the immediate neighbours of the 
node. They are also used for the building of data paths. Each time, a node discovers a 
new neighbour; it sends to it the list of the local data replicas.  The node 'receiver' of 
this list updates its data paths table. Likewise, when a node updates its table of data at 
the time of generation of local replica for instance, it diffuses this update to its direct 
neighbours. Then, these latter proceed to the update of the data paths. The algorithm 
of the updates of the paths is the following:  
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If  (reception of data list of a node)    Then   For each data non local save the path.   endif  
 If  Ni  don't possess a replica of Dk   then 
     if  Ni  receives the message PrimaryCreat (NodeAdd, Dk,  HopCpt)   of   Nj   then    

  if   HopCpt =1 then  Nj holds a replica of  Dk ;  Save the access path: (Nj, Dk, 1)  
endif 

  if   HopCpt =2 then  Save access path (Nj, Dk, 2) if it doesn't exist a shorter path  
endif 

     endif 
     If  Ni receives  Rep(Nj, Nk,   Dk,  HopCpt)  to an access demand to Dk carried out by  Nk  
  then  /*HopCpt : number of hops between  Ni  and Nj ,  Nj  the node holding the replica*/ 
    HopCpt= HopCpt+1;     
    if  Ni <> Nj  then  
        If    it doesn't exist a shorter path  then 
                 Save the access path: (Nj, Dk, HopCpt) ;   Send  Rep(Nj, Nk,   Dk,  HopCpt)                         
        else /*exist shorter path (Np, Dk, HopCpt1) */    Send Rep(Np, Nk, Dk, HopCpt1) to Nk 

       endif 
       else If  HopCpt =3  then   Create a replica of Dk; Update data paths tables "PathDatas" 
                                                  Send Rep (Ni, Nk, Dk, HopCpt=0) to  Nk;       endif; 
    endif    

 endif 
 endif. 

The mobility makes 
that the paths can 
become invalid, and so 
they need a permanent 
update. We associate a 
time TTL(Time To Live) 
to each path. When this 
time is reached, the path 
is considered invalid and 
it is deleted.  

Example: We 
consider the following 
example (figure 2) where 
N1 is the node 'initiator' 
of the primary 
replication of data. It holds the original replica D. The nodes N11 and N12 are 
connected to the network after the primary phase of data creation. We suppose that 
N12 asked for the access to these data. We execute this method in order to notice its 
effects on the dynamic creation of replicas and on updates of the access paths to data. 

 Data access: The algorithm of the data access procedure is the following: 
  If the node Nj calls for a data access then 
     If  Nj holds a replica (original or replica)  of data  then The access is locally carried 

out 
          else    If Nj holds a valid path access towards this data then 
       The demand is transmitted to the   node indicated by the path. 
                       else   The demand is sent to the neighbouring   nodes. endif. 

The receiver of an access request to a data behaves as a caller. The same previous 
processing is carried out to its level, except when the target data locally exist, a reply 
is transmitted to the requester node. 
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Fig. 2. Application of the replication
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5   Performances Evaluation 

This section presents results of the performance evaluation of the proposed method. 
The evaluation has been carried out by using the simulator Glomosim [3]. The table 1 
shows the parameters of our environment. The nodes move according to the model 
'Random Way Point'  which  is  a  model  widely  used and which seems the closest to  
real movement of the mobile nodes. In this model, the speed of the node mobility is 
varied between a minimal value précised by the variable MOBILITY-WP-MIN-
SPEED and a maximal value given by the variable MOBILITY-MAX-SPEED. The 
dimension of the network is by default of 1000x1000m2. And, in order to test the 
scalability, the number of 
nodes can reach 250 on a 
site of 5000x5000m2. 

The nodes are 
randomly chosen in order 
to create new data and 
send access demands. The 
proce-sses of creation of 
prim-ary replica and the 
sending of the access 
demands follow the model 
of  Poisson  with an 
average interval of 60 
seconds. 

This interval is varied 
between 1 second and 60 
seconds for testing the load of the network. 

The access frequency is calculated by using the relation of the moving averages, 
[4], [5], [14], [16] which is one of the formulae of well known technical analysis. The 
moving average is one of the oldest and widely used indicators. It allows to calculate 
an average value on a given period. The access frequency is then calculated by the 
formula:        MAƒij =  MAƒij* + (1- ) ƒij ,       Such as: 

MAƒij: Moving average of the access frequency to the data j by the node i for the 
new period. 
MAƒij*:Moving average of the access frequency to the data j by the node i for the old 
period. 
ƒij : The access frequency of the node i to data j for the new period. 

: is a weight constant, in our simulation  = 0.5, with this value, we give more 
consideration to the new frequency value than to the historical background of the 
access of each node. 

The MAƒij is calculated to each unit of time. If the value of the external MAƒij 
exceeds a certain threshold K, the data concerned must be replicated.  

The metrics of our simulation are defined as follows: 

 The rate of availability: This metric allows to know the rate of data accessibility 
during the simulation time. Formally, this rate is defined by the following formula: 
TD=NDR/TDE, Such as NDR and TDE are respectively, the number of successful 

Table 1. Configuration Parameters 

Parameter D.V. V.I. 
Number of nodes 50 50-250 
Number of data 50  
Size of data (KB) 1  1  – 4  
Size of cache (KB) 20 5 – 50  
Max Speed(M/S) 1 1 - 10 
Time of break (S) 10  
Threshold of access frequency (HZ) 0.5 0.01–1.5
Threshold of the size of data(KB) 2  
Bandwidth(Mbps) 2  
Interval of data creation (S) 60 1 - 60 
Interval of the access demand (S) 60 1 - 60 

(D.V.:Default Value, V.I.: Variation interval) 
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demands and the total sent demands. The aim of all the protocols of replication is to 
increase the most possible TD. 
 The traffic : The traffic is the number of messages transmitted by all the nodes 

during the simulation duration; formally, the traffic is defined as follows: 
      n 

T =   NmesTri  ,  Such as n is the number of nodes and NmesTri is the number of 
     i=1                           messages transmitted by the nodes i during the simulation.    

5.1   Accessibility and Storage Capacity  

The figure 3 shows that the 
accessibility rate increases 
with the rise of the capacity 
memory. The expected res-
ult is due to the possib-ility 
of locally replicating a gre-
ater number of data. Also, 
the interval of success rates 
of access varies little in 
function of the maximum 
speed of nodes. The speed is one of the parameters of the mobility of nodes. We notice 
that the proposed method is not very influenced by the increase of the speed of the node 
mobility. 

5.2   Traffic and Storage Capacity 

The figure 4 shows that the traffic decreases when the 
capacity of the memory becomes very big. With a 
very big storage capacity, the traffic decreases since 
the mobile nodes have higher chances to hold replicas 
for the most of data used (more local access) and the 
relocation of replicas becomes very rare. 

                                                                                        

5.3   Accessibility and Access Frequency 

This experiment aims at observing the influence of the increased number of access 
requests on the rate of data availability (figure 5). We notice that the rates of 
accessibility stay above the acceptable limit and the variation interval of these rates is 
not very influenced by the load.  On the other hand, the speed variations influence the 
success of access too much. We observe that accessibility increases when the access 
frequency increases, because the data are locally replicated if their access frequency 
goes beyond the fixed threshold.  The access demands are first sent to distance if the 
data concerned are not locally available. These requests can't all be satisfied. But after 
the creation of replicas, since their frequency access goes beyond the threshold, all 
following access will more quickly be satisfied. 
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Fig. 5. Accessibility and access frequency 

5.4   Traffic and Access Frequency  

In figure 6, we notice that the traffic increases with the increase of the load expressed 
in frequency access. When the number of demands increases, the traffic increases too, 
notably in the case where the data required are not locally found and there is no path 
which leads towards these data. We also observe that the traffic is more influenced by 
the access frequency than by the speed of the node displacement because the traffic is 
mainly induced by the access and the frequencies of these accesses.   

Fig. 6. Traffic and access frequency 

5.5   Scalability 

On the whole, we notice 
that the accessibility in 
figure 7 increases with the 
increase of the number of 
nodes because the network 
becomes more dense which 
favors the connections. The 
level of accessibility incr- 
eases then decreases when 
                                                                                   Fig. 7. Scalability 
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the number of nodes becomes greater, because in this method, every node can create new 
data, thus, it should execute the procedure of the creation of the primary replicas. Then an 
extra traffic is due to each phase of primary replication. But when the number of nodes 
becomes important, the number of new data increases too. These data consume the 
storage space. The more the size of the network is very important, the more the paths are 
subjects to disconnections.  

6   Conclusion 

The evaluation of the proposed method shows that the accessibility rates are 
interesting in most of the cases and the traffic induced stays acceptable. As the 
number of the creation of new data increases, the accessibility rate decreases, and the 
traffic increases because this method executes the procedure of primary replicas for 
each new created data.  The primary replication allows to speed the information of 
data existence to all nodes of the network. Then, it distributes the replicas in an equal 
way on the network. If one of the nodes needs to be acceded, it has higher chances to 
find data at one or two hops.  This method allows to put every information nearer the 
users. But it consumes the memory space. It is very effective when the mobile tools 
have a memory space more or less high or when the number of creation of new data is 
more or less small. One of the perspectives is to improve this method by considering 
the degree of interest which the network matches with data. Thus, data to which will 
be less in demand will not undergo a primary replication. Hence, we should limit the 
traffic and to still optimize the space especially if this latter is limited. 
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Abstract. Accessing remote data is a challenging task in mobile ad hoc 
networks (MANETs). A common technique used to improve the performance 
of data access is replication, which improves the performance of data access in 
distributed systems at the cost of increased storage space and communication 
overhead. Due to strict resource constraint, node mobility and impairments of 
wireless transmission, applying replication schemes developed for distributed 
systems to MANETs directly leads to poor performance. In this paper, we 
develop a zone-based replication scheme for MANETs. In this scheme, every 
node proactively maintains replica distributing information within its 
replicating zone, which leads to the access from requesting node to the 
requested data item (including its replicas) distributed in its replicating zone can 
be satisfied directly. If requested data item is outside the replicating zone, 
reactive lookup process is invoked to find the node hosting the requested data 
item and the route to this node at the same time. Opportunistic data replicating 
is performed spontaneously with data transferring, and corresponding replica is 
allocated to nodes located in the replicating zone of the requesting node. Using 
cross-layer design, we illustrate how the hybrid adaptive routing technique, 
zone routing protocol, assists data lookup and replication to achieve high 
performance of data access. Simulation results have shown that our design is 
successful in a dynamic MANET. 

Keywords: Ad hoc network, Zone, Zone Routing Protocol, Data Lookup, Data 
Replication, Cross-Layer Design. 

1   Introduction 

A MANET consists of many mobile nodes connected by wireless links[1].In such a 
network, each node operates not only as an end-system, but also as a router to forward 
packets. Two nodes can communicate with each other directly if they are within each 
other’s wireless transmission range or via intermediate nodes if they are far away.  

Although routing is a very important issue in MANETs, other issues such as data 
access are also very important since the ultimate goal of using MANETs is to provide 
information access to mobile nodes. Accessing desired remote data in MANETs is 
much more difficult than in fixed networks. Due to strict resource constraint, node 
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mobility and impairments of wireless transmission, disconnections may occur 
frequently. This means that the creator of data is often unreachable when the data is 
needed. Even when the creator of data is reachable, multi-hop wireless connections 
cause long request delay.  

Data replication has been widely used to improve data accessibility in distributed 
systems. By replicating data at mobile nodes, data accessibility can be improved 
because there are multiple replicas in the network and the probability of finding one 
copy of the data is high. Further, data replication can also reduce the request delay, 
since mobile nodes can get the data from some nearby replicas. 

However, applying replication schemes developed for distributed systems to 
MANETs directly leads to poor performance since the underlying network 
connections are not reliable and stable anymore and the availability of nodes is not 
identically independent distributed anymore. The performance of data access heavily 
depends on the underlying routing service.  

To achieve high performance in data access, we have developed a zone-based 
replication (ZBR) scheme for MANETs, integrated with a data lookup service, and 
assisted by a hybrid adaptive routing protocol, zone routing protocol (ZRP)[2]. In this 
scheme, every node proactively maintains replica distributing information within its 
replicating zone, which leads to the access from requesting node to the requested data 
item (including its replicas) distributed in its replicating zone can be satisfied directly. 
If requested data item is outside the replicating zone, reactive lookup process is 
invoked to find the node hosting the requested data item and the route to this node at 
the same time. Opportunistic data replicating is performed spontaneously with 
successive data transferring, and corresponding replica is allocated to nodes located in 
the replicating zone of the requesting node.  

The rest of this paper is organized as follows: Section 2 presents background and 
related work. The system model and basic notion is introduced in Section 3. Proposed 
zone based replication scheme using cross-layer design is discussed in detail in 
Sections 4. Section 5 evaluates the schemes using simulations with different setups. 
We conclude with Section 6 and outline the future work. 

2   Background and Related Work 

Data replication is a traditional technique in distributed systems. Hara[3] proposed a 
data replication scheme in MANETs, which optimized the location of data replicas 
within a network periodically to achieve certain data accessibility. However, the 
assumption that access frequencies to data items from each node are known and are 
fixed limits the applicability of the schemes in practical systems. Periodical replicas 
reallocation also leads to heavy communication overhead. 

Similarly to Hara’s work, Wang[4] considered the problem of replica allocation. It 
takes into consideration topological information, and data replication occurs only 
when necessary according to certain topology detection schemes. These schemes 
depend on the mobility model and assume that the locations and velocities of all 
mobile nodes are known. Yin and Cao[5] proposed data replication schemes that 
address both the query delay and the data accessibility. As both metrics are important 
for mobile nodes, their schemes need to balance the tradeoffs between data 
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accessibility and request delay under different system settings and requirements. Their 
work adopted the same system model with Hara’s work. 

What is fully unseen from these works is the consideration of the underlying 
MANET routing services coupled with data access tightly. They do not address the 
issues that how to find an optimal path from the node requesting data to the node 
hosting the data or its replica either. 

The existing routing protocols can be classified either as proactive or reactive. 
Purely proactive schemes continuously use a large portion of the network capacity to 
keep the routing information current, such as DSDV[6] and OLSR[7]. The widely 
used DSR[8] and AODV[9] are reactive protocols, in which global search procedure 
leads to significant control traffic and long delay. ZRP[2] provides efficient and fast 
discovery of routes by integrating these two radically different routing schemes. 

Cross-layer design introduces stack wide layer interdependencies to optimize 
overall network performance. MobileMan project[10] introduces inside the layered 
architecture the possibility that protocols belonging to different layers can cooperate 
by sharing network-status information while still maintaining separation between the 
layers in protocol design. This project focuses only on providing a general 
architecture and does not look at the special problems such as data access. 

Chen etc.[11] proposed a cross-layer framework to solve the data accessibility 
problem in MANETs. It utilizes advanced data advertising, lookup and replication 
services, as well as a novel predictive location-based QoS routing protocol in an 
integrated fashion to achieve high data access success rate. The performance of this 
scheme depends on the predictive accuracy of nodes’ location and movement, which 
is the difficult task in practical environment.  

Gruber etc.[12] develop a Mobile Peer-to-Peer Protocol (MPP) stack to support 
peer-to-peer file sharing in MANETs. It spans from the network layer to the 
application layer, and tries to reuse existing protocols as far as possible. The 
underlying routing protocol is DSR. 

3   System Model and Basic Notion 

Fig. 1 shows part of a MANET. Each mobile node in the network is assigned a 
unique identifier. Data is handled as a data item which is a collection of data. Each 
data item located in the network is also assigned a unique data identifier. The 
original copy of each data item is held by a particular mobile node. Each mobile 
node has certain storage space for creating replicas excluding the space for the 
original data item that the node holds. For example, node S has n original copies of 
data items {d1, d2 . . . dn}. 

In this MANET, a data request is forwarded hop-by-hop until it reaches the 
node hosting the original copies of data items and then this node sends the 
requested data back. To improve the successful data access ratio and reduce the 
request delay, the length of this multi-hop path between the data provider and the 
requester should be as short as possible, and the time spending on find such an 
optimal path should be as short as possible too. Although data replication and 
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Fig. 1. A MANET 

routing protocols can be used to achieve this goal separately, there is a limitation 
on how much they can achieve. In the following, we propose cross-layer zone-
based replication scheme. 

The basic notion is that data replication service in the application layer and zone 
routing protocol in the network layer can cooperate by sharing network-status 
information.  Zone is the core concept in this scheme. A zone (of radius r) is defined 
for each node and includes the nodes whose minimum distance in hops from the node 
in question is at most r hops. Each node is assumed to maintain some kinds of 
information only to those nodes that are within its zone. In network layer, this zone is 
called routing zone, and routing information is maintained. In application layer, this 
zone is called replicating zone, and the information about replicas distribution and 
storage space are maintained. All these information are shared by the two layers. A 
node learns its zone through some sort of a proactive scheme. 

Data lookup is incorporated with route discovery. Opportunistic replica distributing 
is performed with data transferring simultaneously when there is no available replica 
in the replicating zone of data requestor. 

An example of a zone (for node A) of radius two hops is shown in Fig. 1. For the 
purpose of illustration, we depict zones as circles around the node. However, one 
should keep in mind that the zone is not a description of physical distance, but rather 
nodal connectivity (hops). Note that in this example, nodes A–J are within the routing 
zone of the central node A. Node K-V is outside A’s routing zone. Peripheral nodes are 
nodes whose minimum distance to the node is exactly equal to the zone radius. The 
remaining nodes are categorized as interior nodes. Thus, in Fig. 1, nodes G, I and C 
are interior nodes while B, D, E, F and J are peripheral nodes. 

4   Cross-Layer Zone-Based Replication Scheme 

In this section, we describe cross-layer zone-based replication scheme in detail. Data 
replication, lookup and ZRP work together to facilitate data access for various 
applications at the end-systems. 



702 K. Shi, R. Chen, and H. Jin 

4.1   Zone Information Maintenance 

In network layer, a node maintains routing information to those nodes that are within 
its routing zone through some sort of a proactive scheme, which is called intra-zone 
routing protocol (IARP) in ZRP. In this paper, we use OSLR [7]. However, any other 
proactive scheme would do. While the performance of the ZRP depends on the choice 
of IARP implementation, previous research[13] suggests that the tradeoffs are not 
strongly affected by the particular choice of the proactive scheme used. 

In application layer, a node needs to maintain the information about the replica 
distribution and the nodes’ capabilities within its replicating zone (its routing zone in 
network layer) to support data lookup and replica allocation. Using cross-layer design, 
it incorporates with routing zone maintenance. Every node has three tables, routing 
table, data lookup table and capability table.  

Data lookup table describes the distribution of the data items (original copies or 
replicas) within the node’s zone with a list of entries: <data_id,o_flag, valid_period, 
description>. The valid_period field indicating the freshness of the data is used to 
maintain consistency. We will discuss the detail in section 4.4. The o_flag field 
indicates whether the data item is original copy or not.  

Mobile nodes may have very different capabilities ranging from small PDAs to 
laptops. Considering heterogeneity of the nodes, capability table provides useful 
information of nodes’ resource within the zone supporting replica allocating decision. 
In this paper, only free storage space is considered since we assume single node’s 
processing capability does not have significant effect on the performance of data 
access. Other parameters such as remaining power and processor utilization can be 
easily inserted into this table to support more comprehensive decision.  

OLSR utilize periodical “hello” messages to sense neighbor and update routing 
table. To maintain the rest zone information, each node appends data lookup entries 
and capability entry to the “hello” message. Upon receiving the “hello” message, the 
data lookup table maintenance procedure renews the information associated with the 
existing data items, and augments the table if new data items become available, and 
capability table maintenance procedure renews the free storage space parameter 
associated with the nodes in this zone. Because the updates are only propagated 
locally, the amount of update traffic required to maintain a zone does not depend on 
the total number of network nodes (which can be quite large). 

Since a node may contain a larger number of data items, the size of “hello” 
message may become very large. Periodical propagating full information may lead to 
unnecessary overhead. To reduce the size of the “hello” messages, we develop a 
method to include only the difference of contents from the previous “hello” message. 
The complete “hello” messages are propagated in longer time intervals. Between 
complete “hello” messages, smaller differential “hello” messages are sent out in 
shorter time intervals. 

4.2   Data Lookup 

In our scheme, data lookup is integrated with route discovery. In ZRP, IARP 
maintains routes for the nodes that are within the coverage of the routing zone. The 
inter-zone routing protocol (IERP) is responsible for reactively discovering routes to 
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destinations located beyond a node’s routing zone. In application layer, intra-zone 
data lookup based on IARP finds the data items located in the nodes that are within 
the coverage of the replicating; and inter-zone data lookup based on IARP is 
responsible for reactively discovering the data items located in the nodes beyond a 
node’s replicating zone. 

When a node wants to access a special data item, intra-zone data lookup takes 
place locally at this node. The process of intra-zone data lookup is as follows: 

(1) Check the data availability through local data lookup table. If data item is 
available in the local zone, go to step 2; otherwise, inter-zone data lookup process is 
invoked. 

(2) Check the path to the hosting node through local routing table. 
(3) Send the request to the hosting node to retrieve the data. 
(4) Hosting node transfer the data items to the requested node. 

  

Fig. 2. An example of data lookup 

Since the lookup table has descriptions of all available data located in the nodes 
within the replicating zone, the node can get this kind of data items with a very low 
request delay. As shown in Fig. 2, if A want to access data items c2, A can find its 
hosting node D and corresponding route A-G-D through intra-zone data lookup 
process since D is within A’s zone. 

If the requested data item is not available in the replicating zone, inter-zone data 
lookup process is invoked to find the requested data item and corresponding path. In 
our scheme, it is implemented by extending AODV. The process of inter-zone lookup 
is as follows: 

(1) The data requestor propagates a data request to all its peripheral nodes. 
(2) Upon receiving the data request, the peripheral nodes execute the intra-zone 

data lookup: they check whether the data item is located in the nodes within their 
zone. If so, go to step 3. If not, the peripheral node forwards the request to its 
peripheral nodes, which in turn execute the same procedure. 

(3) A data reply (including route reply) is sent back to the data requestor indicating 
the route to the node hosting the requested data items (original copies or replicas). 

(4) The route between the data requestor and hosting node is established through 
route accumulation. AODV utilizes short-term storage at each relaying node to 
temporarily store a route in the form of next-hop routes back to the data requestor. 
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Comparing with DSR, route accumulation would occur during the route reply phase 
rather than the route query phase, resulting in less IERP traffic. 

(5) Hosting node transfer the data items to the requested node along the established 
route. Opportunistic replication is triggered at the same time. The core idea of 
opportunistic replication is to replicate the data items beyond the zone of data 
requestor into the nodes within its zone with the normal data access.  

An example of this inter-zone data lookup procedure is demonstrated in Fig. 2. If A 
wants to access d2, A first checks whether d2 is within its zone through intra-zone data 
lookup. Since A find no node within its zone hosts d2, A propagates a query to its 
peripheral nodes; that is, A sends a query to nodes B, D, E, F, H and J. Now, in turn, 
after verifying that d2 is not in the nodes within its routing zone, each one of these 
nodes forwards the query by propagating the query to its peripheral nodes. In 
particular, H sends the query to N, which recognizes d2 as being in S within its zone 
and responds to the query, indicating the forwarding path: A–C–H–L-N-Q-S. 

A nice feature of this distributed data lookup and route discovery process is that a 
single data query can return multiple route replies. The quality of these returned 
routes can be evaluated based on hop count (or any other path metric accumulated 
during the propagation of the query). The best route can be selected based on the 
relative quality of the route. 

The inter-zone data lookup process based on IERP is distinguished from standard 
flooding-based query/response protocols by exploiting the structure of the 
routing/replicating zone. The zones increase the probability that a node can respond 
positively to a query. This is beneficial for traffic that is destined for geographically 
close nodes. More importantly, knowledge of the zone topology allows a node to 
efficiently continue the propagation of a query in the more likely case that destination 
can be found. At the same time, since the zones heavily overlap, the query will be 
forwarded to many network nodes, multiple times. To reduce the corresponding 
traffic, a query control scheme proposed by Haas [13] is adopted in our scheme. 

4.3   Opportunistic Replication 

Comparing with fixed networks, there exist many resource limitations in MANETs, 
for example, intermitted transmission, low bandwidth, poor connectivity, and unstable 
topology. At the same time, most nodes in MANETs also suffers from poor resources, 
for example, limited memory or storage space, short battery life, and unpredicted 
sleep or shutdown. Therefore, replication can not cause much additional network 
overload, which is determined by the characteristics of MANETs.  

Our solution is opportunistic replication: data replication only performs with the 
occurrence of normal data accessing and transferring, which only consumes the 
energy and storage space of the nodes. Opportunistic replication is triggered by inter-
zone data lookup as discussed in section 4.2. The data item that is not in the nodes 
within the zone of the requesting node is replicated into the node with enough free 
storage space within this zone when this data item is transferred from the hosting 
node to the requesting node. The following rules decide which node within the zone 
host the replica. 
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(1) The replica is first allocated to the peripheral nodes along the data accessing 
route. 

(2) If the peripheral nodes along the data accessing route do not have enough free 
storage space, the replica is allocated to the interior nodes along the data accessing 
route. 

(3) If the interior nodes along the data accessing route do not have enough free 
storage space, replica replacement procedure is invoked to evict the data replicas from 
the peripheral nodes when new data arrive. Replica replacement policy is the widely 
used LRU, which removes the least-recently-used data replicas. 

In the intra-zone data lookup example shown in Fig.2, the replica of data item d2 is 
first allocated to H. if H does not have enough free storage space, it is allocated to C. 
if C does not have enough free storage space, H  replace old replicas with  the replica 
of data item d2. 

Following these rules, no extra data transferring is needed to allocate data replicas. 
Due to the characteristics of MANETs, replica migration is restrictedly limited to 
reduce the network bandwidth and node energy consumption. When the node hosting 
the replica of a special data item is down or leaves the zone, we do not try to restore 
the replica until next access to this data item occurs. Every replica is created on 
demand. If there are more than one replica of a special data item existing in a zone, 
the redundant replicas can be removed and relieved storage space can host the replicas 
of other data items. However, this removing progress can only be triggered by the 
event that there is no enough storage space at any nodes in this zone to host the 
replica of new data items that does not exist at any nodes in this zone.  

Since all the nodes are mobile, the nodes may join or leave a zone dynamically. 
IARP will sense the change in the network layer, and then trigger zone information 
maintenance process in the application layer to update corresponding zone 
information. If there are duplicated replicas after new nodes join, the duplicated 
replicas will be deleted later as mention above. We don’t try to predict which node 
will leave and move the replicas that leaving node hosts to other nodes in the zone 
because mobility predication is difficult in the practical environment and replica 
movement may result in communication overhead. 

4.4   Consistency  

There is a consistency issue in our replicating scheme. Due to network bandwidth, 
power constraints and node mobility in MANETs, it is too expensive to maintain 
strong consistency among replicas. In our scheme, a weak consistency model called -
consistency model [14] is adopted, which is a time-based consistency model. The 
intuition is based on the fact that replicas are consistent even if their versions are 
different but has not passed a predetermined time  (the valid period) since they have 
been updated last. There are applications such as weather maps, etc., where updates 
arrive periodically and application only needs to know a consistent value in a certain 
period. 

Every data replica is assigned a valid period d, and a data requesting node 
considers a replica up-to-date if d>0. When opportunistic replication occurs, the 
owner decide the validation period d of the data replicas based on updating interval 
and current data access time if the data requesting node gets the data from the owner. 
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If the data requesting node gets the data from other nodes hosting the replica, the 
value of d of the new replica equals to the old one. Each node hosting the replica 
decreases its d value in the same ratio. 

The replicas with d=0 can be removed from the hosting node to save storage 
space. The removing process is triggered later when there is no enough free storage 
space for new replicas. It is because the invalidated replicas may be still useful and 
indicate the users’ interests for special data items. 

5   Performance Evaluation 

We use the OPNET network simulator, an event driven simulation package, to 
evaluate the performance of our scheme over MANETs. Cross-layer zone-based 
replication scheme is evaluated over a range of  zone radius, ranging from purely 
reactive flooding-based method (r=1) to purely proactive table-driven method (r= ). 
Performance is gauged by measuring successful data access ratio, request delay and 
the control traffic generated by this scheme. We also compare the performance of our 
ZBR scheme with MPP.  

Our simulated network consists of 200 mobile nodes, whose initial positions are 
chosen from a uniform random distribution over an area of 2500m by 2500m. We 
utilize 802.11b with a maximum data rate of 11Mbit/s as MAC. The Two-Ray-
Ground propagation model has a maximum radio range of 250m.  

The nodes move according to random walk mobility model. A node moves from its 
current location to a new location by randomly choosing a direction and speed from 
pre-defined ranges, [0,vmaxm/s] and [0,360o], respectively. Each movement occurs in a 
constant time interval, 10 [s], at the end of which a new direction and speed are 
calculated. If a node reaches a simulation boundary, it bounces off the simulation 
border with an angle equal to the incidence angle. Two vmax values, 2m/s and 20m/s, 
are studied in the simulation. We do not adopt widely used random waypoint mobility 
model because it  has been proved to fail to provide “steady state” in that the average 
node speed consistently decreases over time [15]. This could lead to unreliable 
results. 

There are 200 data items in the simulated network. Each node can host 10 data 
items. For each data item, the fraction of nodes hosting this data item is defined as 
replication rate.  The mean replication rate is 20%. Two values of the size of data 
item, 2KByte and 2MByte, are studied in the simulation. Each node generates a single 
stream of data requests. The request generating time follows exponential distribution 
with mean value Trequest, 1 request/s. After a request is sent out, the node does not 
generate a new request until the request is served. The access pattern is based on 
uniform distribution. For MPP, the replication rate is also set to 20%, and the replicas 
are uniformly distributed in the nodes within the network. 

The zone radius changes from 1 to 8 hops. The “hello” messages used to 
maintaining zone information are transmitted at random intervals of mean Thello. Thello 
is inversely proportional to the node speed, so networks with different mobility 
experience the same acceptable accuracy level of zone information. 
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Simulations were run on 50 randomly distributed node layouts, each for duration of 
125s. No data was collected for the first 5s of the simulations while the initial intra-
zone information maintaining process stabilized. 
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Fig. 3. Successful data access ration as a 
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Fig. 3 shows successful data access ratio as a function of zone hops. Our ZBR 
scheme outperforms MPP scheme with appropriate r value, 2-5 in our simulation. 
When r increases further, the performance of our scheme degrades. Successful data 
access ratio of our scheme is lower than that of MPP scheme. The reason is that the 
number of data replicas distributed in the network decreases when r increases. 
Furthermore, the overhead caused by zone maintenance becomes very large, and the 
information updates may not arrive in each node in time, which leads to inaccurate 
zone information. The intra-zone lookup process based on these stale information in 
the routing table and data lookup table may fail to find the requested data . 

We also find the performance improvement with appropriate r values is more 
significant when the size of data item is large. It is because our scheme allocates the 
replicas around the data requesting nodes dynamically. Comparing with the random 
allocation in MPP, it makes the requesting node can find its requested data in closer 
node, which lead to shorter transferring route. In MANETs, shorter path has much 
longer lifetime than longer path. The probability that path breaks during data 
transferring decreases significantly. When the size of data item is small, data 
transferring time is short, this improvement can be observed but not very obvious. 
When the size of data item is large, data transferring need more time, this 
improvement is more obvious. 

Another important performance metric is request delay. In our simulation, request 
delay is measured as time span from the request generating in the requesting node to 
the route establishing between the hosting node and the requesting node. This 
definition excludes data transferring time. Although transferring data items with 
larger size may occupy more network bandwidth and increases the request delay, it is 
not a significant factor. Fig. 4 shows the request delay as a function of zone hops 
when the size of data item is 2KB. 

Our scheme achieves lower request delay than MPP scheme with appropriate r 
value. The request delay decreases with the increasing of r when r<6. When r further 
increases, the request delay begins to increase. Since inter-zone data lookup happens 
less frequently when r becomes larger, it looks like data requesting node can get most 
data items through intra-zone data lookup and the request delay should be lower. 
However, as we mentioned before, the overhead of maintaining a large zone is very 
large, which leads to inaccurate zone information and makes intra-zone data lookup 
process fail. Before the requesting node finds its requested data, it may experience 
several failed intra-zone data lookup process, and then the request delay increases 
significantly.  

The overhead is gauged as control traffic caused by our scheme. Transferring 
requested data items from the hosting nodes to the requesting node is not counted as 
control traffic, which eliminates the effect of the size of the data item on the overhead. 
Fig. 5 shows the control traffic as a function of zone hops when the size of data item 
is 2KB. Our scheme achieves lower control traffic than MPP scheme with appropriate 
r value. Opportunistic replication does not cause extra replica migrating traffic, and -
consistency model does not need extra traffic to maintain the consistency among the 
replicas either. As we discussed above, when r is larger, zone information 
maintenance causes too much control traffic and make the control traffic of our 
scheme is higher than MPP scheme.  
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As shown in Fig. 3, 4, and 5, when r = 1, the performance metrics for ZBR and 
MPP are very similar because both the underlying routing mechanisms are reactive. 
The data requests are flooded among the nodes within the network. When mobility 
increases, we notice that the performance difference becomes a little larger. Under 
this high mobility circumstance, our scheme performs better than MPP because 
AODV performs better than DSR. The simulation results shown in Fig.6, 7, and 8 
demonstrate this trend. 

Fig. 6, 7, and 8 illustrate the effects of mobility on the successful data access ratio, 
request delay, and control traffic respectively. We see that the optimal zone radius at 
which better performance can be achieved decreases as mobility increases. Increased 
mobility causes the network topology to change more rapidly, resulting in an 
increased of zone information update traffic. Therefore, successful data access ratio 
decreases, and request delay increases. 

6   Conclusion and Future Work  

In this paper, we focus on the cross-layer design between two major layers of the 
mobile end-system, the routing layer and the application layer. They work together to 
facilitate data access for various applications at the end-systems.  

Specially, a cross-layer zone-based replication scheme for MANETs is developed, 
which provides flexible and efficient data access service with low overhead by 
integrating data replication, lookup and underlying ZRP routing protocol. Our 
simulations show that the overall performance of data access is improved. Through 
simulation we also find for any particular network configuration and performance 
demand, each node has an optimal zone radius. Our future work is to determine the 
best choice for the zone radius based on local information directly available.  
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Abstract. We consider duty cycling in sensor networks for time-critical
monitoring, where sensors monitor events and send the information to
a data collection node (called sink). Latency is considered as the delay
elapsed between the time when an event occurs and the time when the
sink gets the report. Such networks are different from general purpose ad
hoc networks, where latency is defined as the delay elapsed between the
time when a source node initiates a packet and the time when the desti-
nation node receives the packet. We aim to prolong network lifetime by
scheduling periodic sensors’ duty cycles while preserving small latency
from events to the sink. In our duty cycle schemes, sensors are grouped
into sets; the collaboration between different sets is designed to enable
the availability of event reports at active sensors before they reach the
sink. Our ideas are simple and achieve desirable properties: the network
lifetime is proportional to the number of sets and the performance is
comparable to that of non-duty-cycled networks with the same number
of active sensors, as shown in our analyses and simulations.

Keywords: Power management, Coverage, Connectivity, Event
Detection.

1 Introduction

Wireless sensor networking has been a growing research area for the last years.
Since sensor nodes are normally battery-operated and it is often not feasible to
replace or recharge batteries, how to prolong the lifetime of sensor networks has
become one important challenge [1,8]. Studies have shown that idle listening is
a significant consumer of power [18,9,23,20,25,12] and energy efficiency can be
achieved by periodic duty cycling of sensors, that is, scheduling sensors between
active and sleep mode, in networks where the traffic load is light most of the time
[23,24,2,12]. However, duty cycling also disrupts networks performance. Sensing
coverage might not be guaranteed if too few sensors are active at a time. Duty
cycling introduces extra latency: the data sampled by a node during its sleep
period have to be queued until the active period; and, upon receipt of a packet,

J. Cao et al. (Eds.): MSN 2006, LNCS 4325, pp. 711–723, 2006.
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an intermediate node has to wait until the next hop wakes up to forward the
packet. If the two end nodes of a link are not scheduled to be active at the same
time, the link is disconnected in the sense of communication ability, which might
cause network partitions. Furthermore, turning off sensors might cause, at least
temporarily, the unavailability of certain information.

Because of the availability of a large number of low-cost sensors, one promis-
ing way to prolong network lifetime while preserving certain performance is to
put individual sensors on a low duty cycle and add redundancy in sensor deploy-
ment to compensate for potential performance degradation. Therefore, questions
of interest are how to design the collaboration among sensors to achieve a long
network lifetime and whether a duty cycled network can achieve the same per-
formance as a non-duty-cycled network with the same number of active sensors.
They are nontrivial problems. As pointed in [11], most duty cycles suffer from a
data forwarding interruption problem — in the progress of data forwarding, due
to limited overhearing range, nodes on the multihop paths between the source
and destination might be unaware of ongoing data forwarding and turn to sleep
mode, even when explicit mechanism is used to adjust duty cycle since messages
can only be forwarded limited hops in an active period; if such nodes exist on
each path from the source to the destination, data forwarding will stop until the
next active interval, which results in significant delay.

In this work, we consider duty cycling with the focus on sensor networks for
time-critical monitoring of an area, in which each sensor monitors events and
sends the information of events to a data collection node (called sink). In such
networks, connectivity and latency are considered from events to the sink and
latency is defined as the delay elapsed between the time when an event occurs
and the time when the sink gets the report. They are different from general
purpose ad hoc networks, where connectivity is considered between nodes and
packet latency is defined as the delay elapsed between the time when a source
node initiates a packet and the time when the destination node receives the
packet. We aim to prolong network lifetime by duty cycling sensors while pre-
serving small latency from each event to the sink. In our duty cycle schemes,
sensors are grouped into sets; network lifetime is proportional to the number
of sets. The collaboration between different sets is designed to enable the avail-
ability of event reports at active sensors before they reach the sink. Our analy-
ses and simulation results show the performance of networks duty cycled by
our schemes is comparable to that of non-duty-cycled networks with the same
number of active sensors.

An efficient synchronization mechanism is required by most duty cycling
schemes (e.g. [23,12]). Compared to a TDMA scheme, duty cycling schemes
require a much looser synchronization, and message exchanges for synchro-
nization can be reduced to save energy. Efficient synchronization protocols
have been proposed for duty cycled networks (e.g. [22,6]). We assume an ef-
ficient synchronization scheme is available and describe system behavior in
terms of slots.
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2 Related Work

Duty cycling has been proposed to achieve energy efficiency [23,24,20,2,12]. Com-
munication restricted to an established directed tree is considered in [11], where
nodes are scheduled to sleep as soon as they transmit packets to the next level
and wake up just in time to receive the next round of packets. For general com-
munication, adaptive listening [23,20] reduces sleep latency for short paths at
the expense of more energy expense due to extended activation.

Work has been done (e.g. [15,16,14]) on the number of sensors required to
guarantee a whole coverage of the area (connectedness resp.) with a high proba-
bility when nodes are uniformly and independently deployed. Coverage in wire-
less sensor networks has been investigated in [13,21,17,10,5,14]; in particular,
duty-cycled sensor networks are considered in [10,5]. Integration coverage and
connectivity is studied in [21]. Most works consider the connectivity between
any pair of nodes. It has been pointed out in [2] that full connectivity is unnec-
essary in networks for time-critical monitoring. However, the focus in [2] is on
connectivity from an infinity component when the number of nodes approaches
to infinity, instead of a whole coverage of the monitored area. Detection delay is
considered in [3] for non-duty-cycled sensor networks.

3 System Model and Problem Definition

We consider a sensor network whose task is time-critical monitoring of a spe-
cific area where events can happen at any location at any time; each event is
required to be reported to a data collection node (called sink) timely. The sink
is always active and sensors are randomly deployed in the monitored area. The
network is modelled by a geometry random graph G(V, Rtr , Rsen, L) as follows.
A set V of sensors are distributed randomly within area [0, L]2. Each sensor is
equipped with a radio transceiver with transmission range Rtr; two sensors are
able to communicated with each other if and only if the distance between them
is within Rtr. Sensors are equipped with sensory devices with sensing range Rsen

and objects within a disc of radius Rsen centered at an active sensor are reli-
ably detected by it. Since low-data-rate networks are the scenarios for which duty
cycle schemes are primarily designed, and the latency due to congestion or inter-
ference (through some random access schemes) is not significant in light traffic,
we assume one slot is long enough to forward packets to one-hop neighbor.

Our purpose is to prolong network lifetime by duty cycling. Strictly speaking,
turning the sensory device off and turning the transceiver off are two different
issues. Here we consider the scenarios in which sensory device and transceiver
are simultaneously duty cycled, and by saying a node is active (sleeping resp.),
we mean the sensory device and transceiver of this node is on (off resp.). A
schedule of a node x is represented by an array Sx such that Sx[i] ∈ {0, 1} for
any i ∈ [F − 1], where F = |Sx|; given any slot i, if Sx[i%F] = 1, the node is
active, otherwise it stays in sleep mode. We call the F continuous slots: fF ,
fF + 1, . . ., fF + F − 1 as the fth frame. For simplicity, we assume all the
sensors have the same frame length, denoted by F .
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In a duty cycled network, the shortest latency to forward packet from one
node the other depends on the network topology, duty cycle scheme and the
time when the forwarding starts. Given time T and any two adjacent sensors p
and q, we denote the shortest delay for p to forward q a packet starting at time
T by Latency(p, q, T ) = 1 + min{t ≥ 0|Sp((t + T )%F ) = 1 ∧ Sq((t + T )%F ) = 1 }.
Note the second term is the minimum time sensor p needs to wait for both p
and q are active, which is +∞ if no such slot exists. The latency to forward a
packet along a path is defined as the sum of the latency to forward packet from
one sensor to the next in the path; note the time when each of these forwardings
starts depends on the latency in previous hops. Given any two sensors p and q,
we denote by Latency(p, q, T ) the shortest latency for p to forward q a packet
starting at time T along any path.

In networks for time-critical monitoring, the focus is on the time elapsed
between the time when an event occurs and the time when the sink gets the
report of this event ; we call latency so defined as event reporting latency. Given
a location X and time T , we denote by A(T, X) ⊆ V the set of sensors that
are active at T and whose sensing range covers X . The shortest latency to
report an event that occurs at X at time T is minp∈A(T,X) Latency(p, sink, T )
if A(T, X) �= ∅, otherwise is +∞. Since events can occur at any time at any
location, we consider the maximum shortest latency, called the latency diameter.

Definition 1. (Latency Diameter). The latency diameter of a duty cycled
network is defined as max∀location X,∀time T

{
minp∈A(T,X) Latency(p, sink, T )

}
,

where we define minp∈∅ Latency(p, sink, T ) = +∞.

Note Definition 1 is different from that for general purpose ad hoc networks,
where latency is usually defined as max∀p,q∈V,∀T (Latency(p, q, T )) if the fo-
cus is on communication between any pair of nodes, or max∀p∈V,∀T

(Latency(p, sink, T )) if the focus is on communication to the sink. The difference
can be illustrated by the example in Fig. 1, where monitored area is indicated by
a square. For simplicity, we assume nodes are active all the time and they have
the same sensing range and transmission range. The maximum event reporting
latency is 3 since events that occurs in the light gray area can be reported to
the sink within 1 slot, events that occurs in the dark gray area can be reported
to the sink within 2 slots, and it takes 3 slots to report events that occur in the
white area. Note the maximum delay between any pair of nodes is 6 (between
nodes a and b) and the maximum delay from any node to the sink is 4 (from
node a to the sink).

a

b

sink

Fig. 1. An example of event reporting latency
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Now we consider the requirements on duty cycling scheme in sensor networks
for time-critical monitoring. First of all, the latency diameter should be finite,
thus the report of each event can reach the sink. Definition 1 indicates A(T, X)
should not be ∅ for any time T and any location X , that is, a whole coverage of
the network by active sensors is required at any time. Note the connectedness of
active sensors at any time is not necessary. Furthermore, we want that, once an
event happens, at any later time the report of this event is available at either
some active sensors or the sink. Formally, we require

– Given ∀ location X and ∀ time T , for any time T ′ ≥ T , ∃ a sensor q, such
that, Sq[T ′] = 1 and minp∈A(T,X) Latency(p, q, T ) ≤ T ′ − T .

We call this condition as active information condition. Informally, it enables the
report of events flow through active sensors before they reach the sink. There are
several reasons to propose this requirement. First, if the information of certain
events is held only by sleeping sensors, this information will be lost if these
sensors are not successfully activated again, due to the short battery lifetime or
sensor failures. Secondly, if the information of each event is available at some
active sensors, queues on events can be performed in the network, thus duty
cycling is transparent to applications. From the aspect of duty cycling design,
this enables sensors stay in sleep mode for long time without causing long latency,
as active sensors can forward the information to the sink. Note this requirement
is independent of bounded latency diameter requirement; neither of them can
guarantee the other. It can neither be guaranteed by that at any time the active
sensors form a connected network and cover the whole area.

Our approaches are based on the estimation of some system behaviors; this
follows the engineering practice — a good estimation of system behavior is an
importance reference in system design. From the theoretical aspect, given net-
work area, sensing and transmission range, much has been done on comput-
ing the number of sensors required to guarantee a whole coverage (connected-
ness resp.) with a high probability ([15,16,14]); we denote this value by Ncover

(Nconnect resp.). Here we define denotation D to represent a value that is,
with a high probability, an upper bound on the diameter of networks when
N ≥ max{Ncover, Nconnect} sensors are randomly deployed; such a value has
been studied in [14]. Note this bound is not necessary tight; a loss bound is
max{Ncover, Nconnect}. In our work, the number of active sensors is computed
based on Ncover and Nconnect; D is used in deciding the length of periods in
which a sensor stays actively before it switches to sleep mode; a loss D will not
affect the event reporting latency, provided that the power resources on individ-
ual sensors enable sensors stay active in at least D consecutive slots. As sink is
always active, when Nconnect sensors are active, they are very likely connected
to the sink. As we consider random deployment of sensors, in non-duty-cycled
networks, at least max{Ncov, Nconnect} sensors are required to detect and re-
port each event with a high probability. For comparison purpose, we denote the
latency in such networks by Latency�; note it is a random variable.
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4 A Duty Cycle Scheme That Has Bounded Latency

Our duty cycling idea is intuitive and simple (Fig. 2). Sensors are grouped into
several sets and randomly deployed in the monitored area. Sensors from the
same set follow the same schedule. In the sequel, we will present our duty cycling
scheme and explain how it guarantees coverage, active information condition and
bounded latency. It will be easy to see the network lifetime achieved by this duty
cycle scheme is proportional to the number of sets.

set 3
set 2

set 0

set 4

set 1

1 2 3 4 5 6
Special phases are scheduled to  bound latency
period 0 7

Fig. 2. A duty cycle scheme that has bounded latency

Since we consider a random deployment of sensors in the monitoring area,
Ncover sensors are required to guarantee a whole coverage with a high probability.
In our scheme, we group sensors into sets such that each set has Ncover sensors.
In order to prolong network lifetime, multiple sets of sensors are deployed and
each set is responsible to monitor the area in one period in each frame, called
duty phase (light gray boxes in Fig. 2).

In order to enable information flow through sensors that are active in adjacent
periods, at the end of their duty phase, sensors in each set stay active for an
extra period, called transitional phase (the dark gray squares in Fig. 2). If the
length of the transitional phase is large enough, sensors in one set will be able
to forward the information to the sensor in the next set. For example, in Fig. 3,
let light gray sensors be set S1 and dark gray sensors be S2. The transitional
phase should be at least two slots since if sensor a detects an event at the end
of its duty phase, it takes 2 slots to forward the information to some sensor in
S2; it is easy to verify a two-slot transitional phase is sufficient.

c

e b
a

d

Fig. 3. An example of distance between two subgraphs

The length of transitional phase should be designed according to the “dis-
tance” between two adjacent sets. Informally, the distance between two sets is
the maximum number of hops it takes for one sensor in one set to reach any
sensor in the other. It is formally defined below.
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Definition 2. Given a graph G and subgraphs S1, S2 ⊆ G, the distance from S1

to S2 is defined as max∀u∈S1 min∀v∈S2{Dis(u, v)}, where Dis(u, v) is the number
of hops in the shortest path from u to v in the subgraph formed by S1 and S2.

In Fig. 3, the value of min∀v∈S2{Dis(u, v)} for u = a, b, c, d is 2, 1, 1, 1 respec-
tively, thus the distance from S1 to S2 is 2. Note the distance from S2 to S1 is
3 (the maximum min∀v∈S1{Dis(u, v)} is obtained when u = e).

It is easy to see active information condition is guaranteed if the length of
the transitional phase is at least the distance between two adjacent sets, since
each sensor is able to forward the report to the sensors in the next set before
it turns into sleep mode. Thus the key is to decide the distance between two
sets. Generally speaking, when sensors are randomly distributed, this distance
depends on the density of active sensors. As for sensor networks for time-critical
monitoring, we focus on sets of active sensors that cover the whole monitored
area. We show below that the distance is one if the transmission range is no less
than the sensing range. This implies that, in the transitional phase, each sensor
that is on duty in last period is able to exchange information to a sensor that is
on duty in the next period in one hop. In practice, sensing range might be larger
than transmission range, but the number of active sensors can be computed by
setting Rsen = Rtr to achieve this property. Note this conclusion only depends
on the property of coverage; it does not depend on the density of sensors.

Theorem 1. Consider a sensor network G(V, Rtr, Rsen, L) such that Rtr ≥
Rsen. Given any two subsets S1 ⊆ V and S2 ⊆ V , if S1 (S2 resp.) covers
the whole network area, than the distance between S1 and S2 is 1.

Proof. Consider any sensor x ∈ S1, we need to prove x is adjacent to some node
in S2. Since sensors in S2 cover the whole network area, including the location
of x, x is covered by some sensor, say y, in S2. That is, the distance between
x and y is no more than Rsen (Fig. 4). Since Rtr ≥ Rsen, there is a connection
between x and y. Thus the distance between S1 and S2 is one.

yx
  R   sen

Fig. 4. One-hop distance when Rsen ≤ Rtr

Now we consider event reporting latency. If Ncover ≥ Nconnect, sensors from the
same set form a connected network in each period with a high probability. We
require the length of each period is at least D. So the reports of events can
be forwarded to the sink in this connected network if the events occur at least
D slots before the end of the duty phase. Otherwise, at the end of each period,
transitional phase enables the reports of events that are in forwarding progress to
reach some sensors in the next set, and thus packet forwarding can be continued
in the next period. Thus event reporting latency is no more than 2Latency�.
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If Nconnect > Ncover, the connectedness of the network formed by one set
cannot be guaranteed, that is, while data flow through active sensors, information
cannot reach the sink due to disconnection. In order to make sure events are
reported to the sink, a special phase, called reporting phase, is scheduled once
a while, say at the end of every p periods, in which at least Nconnect sensors
are active. In each of such phase, the Nconnect sensors include all the sensors
that are on duty in the previous p periods. If Nconnect ≥ (p + 1)Ncover, extra
sensors are scheduled active to guarantee connectedness; in order to balance
energy consumption among sensors, one way to select these sensors is to divide
sensors into groups such that each group has at least Nconnect − (p + 1)Ncover

sensors and they are scheduled active in reporting phases in turn. In the example
of Fig. 2, reporting phase is scheduled at the end of every 3 period. The shaped
square indicates the sensors that are on duty in the previous 3 period; there
might be other sensors that are active in this phase to guarantee connectedness
with a high probability, which are not shown in the figure. Since the length of
such phases should be large enough to forward each report to the sink, we set
the length of such phases D. Event reporting latency is bounded by the interval
between two consecutive reporting phases plus Latency�.

5 A Duty Cycle Scheme for Time-Critical Monitoring

In the approach presented in the last section, when Nconnect > Ncover, the
bound on latency depends on the interval between two consecutive reporting
phases and Latency�. In this section, we consider a duty cycle scheme that
guarantees short latency at the expense of more active sensors. A simple idea
to reduce latency is to modify the approach in the last section by letting the
number of sensors in each set be Nconnect. In this idea, the number of active
sensors is 2Nconnect in transitional phase and Nconnect otherwise. In this section,
we present an approach in which the number of active sensors remains Nconnect

when Ncover ≤ 1
2Nconnect.

In this scheme, sensors are also divided into sets, and each set is assigned Nu

sensors, where Nu = max
{
Ncover,

1
2Nconnect

}
. Note if Nu sensors are deployed,

a whole coverage of the monitored area is guaranteed with a high probability, and
if 2Nu sensors are deployed, connectedness of the deployed sensors is guaranteed
with a high probability. In our scheduling, sensors in one set are active in two
consecutive periods in each frame: set i is scheduled active in the ith and (i+1)th
periods of each frame (Fig. 5).

set 4
set 3
set 2
set 1
set 0

1 2 3 4 5 6 7period 0

Fig. 5. A duty cycle scheme for time critical monitoring
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Such a simple idea provides desirable service for time-critical monitoring. We
can interpret this scheduling scheme as follows. Sensors in set i are responsible for
monitoring the area in the ith period of each frame, and there are two purposes
for the sensors in set i to stay active in the (i + 1)th period: first, together with
sensors in set i + 1, the active sensors in the (i + 1)th phase form a network
that is connected to the sink with a high probability; secondly, since sensors in
set i have the information of events that occur in the ith period, the reports
of the events that have not reached the sink at the end of the ith period, e.g.
those that occur close to the end of the ith period, can still be forwarded in the
(i + 1)th period. In order to bound event reporting latency, we set the length
of each period D. Thus the event reporting latency of this approach is bounded
by 2Latency�: for each event that occurs in the ith period, if it reaches the sink
in this period, the latency is Latency�; otherwise, it can reach the sink within
Latency� after the (i + 1)th period starts.

In the approach presented in the last section, active information condition
is guaranteed by scheduling transitional phases in which the number of active
sensors is doubled. In this approach, the number of sensors that are scheduled
to be active remains unchanged, and active information condition is guaranteed
as follows. In each peorid, say the ith period of some frame, sensors in set i and
set i − 1 are active. We have showed in the above paragraph that each event is
able to be reported to the sink within two periods, so we only need to consider
active information condition for events that occur in the (i − 1)th period and
the ith period, which is true since information of events that occur in the ith
period is available at the sensors in set i and information of those that occur in
the (i − 1)th period is available at the sensors in set i − 1.

6 Simulations

We evaluate the performance of our schemes through high level simulations un-
der the assumption that an appropriate synchronization mechanism is available.
Since it is obvious that in our approaches, the network lifetime depends on the
number of sets of sensors, we focus on the event reporting latency. Note the
specific routing protocol that is used to forward packets also has impact on the
event reporting latency. Since the focus is on the service provided by scheduling
schemes, we evaluate the shortest latency to report events to the sink.

Much work has been done on computing the number of sensors required to
guarantee the area is almost surely covered or the network is almost surely con-
nected (e.g. [15,16,14]); here by saying “almost surely”, we mean the probability
of the network having certain property approaches to one when the monitored
area approaches to infinity. However, little has been done on how fast the proba-
bility approaches to one; one exception is [16], where connectedness is considered.
As such information is important in designing sensor networks and required in
our simulations, we evaluate these values and present our results in section 6.1.
In section 6.2, we present our evaluation on the latency of our schemes with
various monitored area and applications’ requirements on network lifetime.
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6.1 Evaluation of Ns and Nc

Given L and radio range Rtr or Rsen, we evaluate the number of sensors that
yield a high percentage of graphs that are connected or cover the whole network
area, denoted by Nconnect and Ncover respectively. For each number of sensors
N , we generate 200 networks and check the percentage of graphs that has the
desirable property. We take the smallest value of N such that no percentage less
than 98% or 99% is obtained with each larger N ; at least 40 larger numbers than
the taken value are checked. Our results are given in Table 1, where the value
Rtr and Rsen are expressed as a fraction of L, varied from 1 to 8.

Results in [14] indicate Nconnect is much larger than Ncover when L
R is large.

Our results show that Ncover is larger than Nconnect when L
R is small. This can

be verified by a computation on the probability that the boundary of a network
area is covered, which gives a lower bound on the number of sensors required to
guarantee a whole coverage with a high probability. Since in practice, it is pos-
sible to deploy sensors slightly larger than the monitored area, we also evaluate
the number of sensors N�

cover that are necessary to guarantee the coverage of an
inner area of the network area; in particular, we set the width of the boundary
as 0.05R and consider the coverage of the center square [0.05R, L − 0.05R]2.

Table 1. Evaluations of Nconnect and Ncover

L
Rtr

2 3 4 5 6 7

Nconnect 98% 18 40 75 125 186 262

Nconnect 99% 19 40 78 138 231 347

L
Rsen

2 3 4 5 6 7

Ncover 98% 26 58 122 194 266 379

Ncover 99% 29 72 122 216 340 481

N�
cover 98% 24 62 102 169 238 338

N�
cover 99% 29 62 122 215 274 350

6.2 Event Reporting Latency

We denote our schemes in section 4 and 5 by Approach I and II respectively.
The length D of each period is set as 2

√
2 L

Rtr
, and the length of transitional

phase in Approach I is set as 2. We consider two-dimensional random geomet-
ric networks, where sensors are distributed in [0, L]2 uniformly and indepen-
dently. We assume the sink is at location [0, 0] and always active. Given L, we
generate 50 events located uniformly and independently in the monitored area
[0.05Rsen, L − 0.05Rsen]2; a randomly generated value t, 0 ≤ t < 1, is associ-
ated with each event to represent a random position in a frame when this event
occurs. The number p of sets of sensors varied from 2 to 10; for comparison
purpose, we also consider non-duty cycled networks with the same number of
active sensors, marked by “Non-duty-cycled” in the figures. Given L and p, 20
geometric random networks are generated. For each network, we compute the
latency it takes to report each of the 50 events to the sink, and get the maximum,
average and minimum latency; the average of these values over the 20 generated
graphs are presented.
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We present in Fig. 6 the results for networks with L = 300, 500, 700 meters
given fixed Rtr = Rsen = 100 meters; note N�

cover ≥ Nconnect in these scenarios
and the latency does not depend on the interval between reporting phases. We
also consider the case Rtr ≤ Rsen: Fig. 7 shows results for networks with Rsen =
140, 175 meters for fixed L = 700 meters and Rtr = 100 meters; since in this case
N�

cover ≤ Nconnect and the latency of Approach I strongly depends on the interval
between two reporting phases, it is more interesting to evaluate Approach II.
Our simulation results verify our analyses in section 4 and 5. Furthermore, it
is shown that, since the size of connected component stays unchanged, event
reporting latency is stable when the number of sets is increased.

Fig. 6. Event reporting latency: Rtr = Rcov = 100 meters

Fig. 7. Event reporting latency: L = 700 meters, Rtr = 100 meters

7 Conclusion

We present duty cycling with the focus on sensor networks for time-critical mon-
itoring of an area, where sensors monitor events and send the information to
a data collection node (called sink). In such networks, latency is considered
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as the delay elapsed between the time when an event occurs and the time when
the sink gets the report of this event. We propose a formal definition of latency
for such scenarios, and aimed to prolong network lifetime by scheduling periodic
nodes’ duty cycles while reserving small latency of event reporting. Our ideas are
simple and achieve good performance, as shown in our analyses and simulations.
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Abstract. Wireless communication is inherently vulnerable to errors
from the dynamic wireless environment. Link layer packets discarded due
to these errors impose a serious limitation on the maximum achievable
throughput in the wireless channel. To enhance the overall throughput of
wireless communication, it is necessary to deploy link layer transmission
schemes that is robust to the errors intrinsic to the wireless channel. In
this paper, we investigated the impact of three link layer enhancement
techniques on the new Enhanced Data Rate (EDR) mode detailed in
the new Bluetooth spec v2.0. We first studied the APT algorithm, and
used it to obtain the optimal packet type for different bit error rates.
We then evaluated FEC/IFEC coding schemes for the new EDR packet
types, assessed their ability to alleviate the impact of burst errors, and
discussed the tradeoffs. Using analysis and simulation, we show that
the performance of the new Bluetooth EDR mode can be significantly
improved when FEC and/or IFEC techniques are employed.

1 Introduction

Bluetooth [1] is a short-range radio technology specified in the IEEE 802.15.1
standard [2]. Bluetooth was first aimed as a cable replacement technology for the
numerous proprietary cables, providing a universal wireless interface for different
devices to communicate with one another. The low cost, low power, and small
footprint of Bluetooth chips have fueled the popularity of Bluetooth technology,
which has emerged as a good solution to interconnect different devices to form
the so-called Personal Area Networks (PANs) [3].

Bluetooth operates in the unlicensed 2.4GHz ISM (Industrial-Scientific-
Medical) frequency band, which is also utilized by various wireless and radio
technologies, such as IEEE 802.11b/g standard [4], IEEE 802.15.4 standard [5],
cordless telephones, and even microwave ovens. Although Bluetooth employs
Frequency Hopping Spread Spectrum (FHSS) technique to alleviate the inter-
ferences caused by other wireless technologies, coexisting in the crowded 2.4GHz
frequency band is still challenging for Bluetooth in general.

J. Cao et al. (Eds.): MSN 2006, LNCS 4325, pp. 724–735, 2006.
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To improve Bluetooth’s throughput performance in the crowded 2.4Ghz ISM
frequency band, several approaches have been proposed in the literature. For
instance, Golmie et al have proposed a Bluetooth Interference Aware Schedul-
ing (BIAS) scheme to determine the frequency hopping pattern based on a
Frequency Usage Table [6]. Since then, Adaptive Frequency Hopping (AFH),
a BIAS-like approach, has been included in the Bluetooth Specification v1.2
[7][8]. In AFH, the Bluetooth channels are classified into two groups: one group
is termed unused which had better not to be used (i.e., these channels might
have been heavily interfered), the other is termed used which is to be used for
transmission. A mapping function is then employed by AFH to uniformly map
unused channels to the used channels. As a result, AFH can avoid the heavily
interfered channels that is not to be used (the unused channels), and improve
data throughput.

However, BIAS and AFH schemes would only improve Bluetooth link perfor-
mance when there exists a portion of channels that are not interfered by other
wireless technologies. If most channels are interfered by other radio sources,
BIAS and AFH would still experience lower SNR (Signal to Noise Ratio), higher
bit error rate, and overall lower data throughput performance. To resolve this
problem, Chen et al have proposed an Adaptive Packet Type (APT) scheme [9],
which adapts Bluetooth link layer packet type to the optimal one based on the
measured bit error rate and the developed analytical model.

In addition to the methods described above, another link layer enhancement
technique, called Interleaving FEC (IFEC) [10], has been proposed to enhance
Bluetooth data throughput amid wireless burst errors. Since wireless errors are
bursty in nature, by combining Forward Error Correction (FEC) and interleaving
techniques, it became effective in correcting minor error in FEC codewords and in
alleviating the impact of contiguous bit errors. Moreover, since IFEC interleaves
the data in the bit level instead of the packet level, the additional latency caused
by interleaving is minimized.

In this paper, our goal is to study the impacts of these three error alleviating
schemes, namely APT, FEC, and IFEC, for the new Enhanced Data Rate (EDR)
packet types, as defined in the Bluetooth Specification v2.0 [11]. It is the interest
of this paper to illustrate/compare the potential benefits to Bluetooth V2.0
with the three enhancement schemes described. First, using APT algorithm, we
analyzed and obtained the optimal EDR packet types under different bit error
rates. We then applied FEC/IFEC coding schemes to the EDR packet types, and
evaluated the packet error rate and the maximum achievable data throughput of
the various FEC/IFEC enabled EDR packet types. The results confirmed that
FEC coding does indeed provide more robust data throughput, and IFEC coding
can effectively alleviate the impact of burst errors for the new Bluetooth EDR
mode.

The rest of the paper is organized as follows. In section 2, we present an
overview of Bluetooth technology. We present and evaluate three link layer en-
hancement strategies for Bluetooth EDR mode, namely APT, FEC, and IFEC
in section 3, 4, and 5. Section 6 concludes the paper.
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2 Background

2.1 Bluetooth Overview

Bluetooth is a short-range, low cost, and low power consumption radio tech-
nology operating in the unlicensed 2.4GHz ISM (Industrial-Scientific-Medical)
frequency band. It employs FHSS (Frequency Hopping Spread Spectrum) tech-
nique and implements stop and wait ARQ (Automatic Repeat reQuest), CRC
(Cyclic Redundancy Check), and FEC (Forward Error Correction) to achieve
high reliability on the wireless links and to alleviate the interferences caused
by other radio technologies, such as 802.11b [4], cordless phones, and microwave
ovens. The FEC scheme used in Bluetooth is a (15, 10) shortened Hamming code,
in which each block of 10 information bits is encoded into a 15 bit codeword,
and it is capable of correcting single bit error in each block.

Bluetooth units can be connected to other Bluetooth units to form a pi-
conet, which can support up to eight active units. One of the units in a piconet
acts as a master and the other units act as slaves. All the data/control packet
transmissions are coordinated by the master. Slave units can only send in the
slave-to-master slot after being addressed in the preceding master-to-slave slot.
Each slot lasts for 625 microseconds.

For real-time data such as voice, Synchronous Connection Oriented (SCO)
links are used. For data transmission, Asynchronous Connectionless Link (ACL)
is used. There are several ACL packet types, differing in packet length (and
consequently, data transmission rate) and whether it makes use of FEC cod-
ing. Table 1 depicts the different ACL basic packet types and their respective
properties.

Table 1. Basic Data Types in Bluetooth ACL Mode

Packet Symmetric Asymmetric
Mode FEC Size Length Throughput Throughput

(bytes) (slots) (Kbps) (Kbps)

DM1 Yes 17 1 108.8 108.8 108.8

DM3 Yes 121 3 258.1 387.2 54.4

DM5 Yes 227 5 286.7 477.8 36.3

DH1 No 27 1 172.8 172.8 172.8

DH3 No 183 3 390.4 585.6 86.4

DH5 No 339 5 433.9 723.2 57.6

Note that, in the symmetric connection mode, both master and slave nodes
will occupy the same amount of Bluetooth time slots (625 microseconds in each
time slot); whereas in the asymmetric connection mode, the Bluetooth link will
occupy 1/3/5 time slots (for DM1/DM3/DM5 or DH1/DH3/DH5 mode) in one
direction of this link and only one time slot in the opposite direction.
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2.2 Bluetooth Enhanced Data Rate (EDR)

The most recent version of Bluetooth specification proposes a set of new base-
band packet types, called Enhanced Data Rate (EDR) [11]. EDR achieves higher
data throughput by using Phase Shift Keying (PSK) modulation, instead of
Gaussian Frequency Shift Keying (GFSK) modulation, which was used for Blue-
tooth basic packet types. Similar to other basic Bluetooth packet types, the new
EDR packet types occupy 1/3/5 time slots, and each time slot is 625 microsec-
onds length. For ACL mode, the new packet types are called 2DH1/2DH3/2DH5
when π/4-DQPSK modulation is employed, or 3DH1/3DH3/3DH5 when 8DPSK
modulation is used. Unlike the basic packet types, Bluetooth EDR does not pro-
vide FEC enabled packet types (i.e. DM series packet types). Table 2 shows the
properties and the maximum achievable data rates of EDR packet types in ACL
mode.

Table 2. Bluetooth ACL Mode EDR Data Types

Payload Symmetric Asymmetric
Mode Modulation Size Throughput Throughput

(bytes) (Kbps) (Kbps)

2DH1 π/4-DQPSK 54 345.6 345.6 345.6

2DH3 π/4-DQPSK 367 782.9 1174.4 172.8

2DH5 π/4-DQPSK 679 869.7 1448.5 115.2

3DH1 8DPSK 83 531.2 531.2 531.2

3DH3 8DPSK 552 1177.6 1766.4 235.6

3DH5 8DPSK 1021 1306.9 2178.1 177.1

It should also be mentioned that EDR packet types still use GFSK in the
packet headers and use the same process for link establishment. Therefore, EDR
devices are backward compatible with legacy Bluetoth devices. In fact, the sym-
bol transmission rate (1 mega-symbol per second) remains unchanged in the
new specification, the PSK modulation simply allows each symbol in the packet
payload to carry more bits.

2.3 Wireless Error Model

In reality, wireless channel errors are usually burst and dependent in occurrences,
rather than independently and identically distributed. To capture such behavior
in the wireless channel, a Discrete Time Markov Chain (DTMC) model depicted
in Fig. 1, commonly known as the Gilbert-Elliott model [12][13], is used to model
the true nature of wireless channel errors. The Gilbert-Elliott model consists of
two states, namely the Good state and the Bad state. Events originated from
these states are denoted as g and b respectively. Four transition probabilities,
Pgg, Pgb, Pbg, and Pbb, are then given and they specify the state transition
probabilities. For example, Pgb defines the probability of transition from the
good state to bad state, and Pbb defines the probability of remaining in bad
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Fig. 1. Markov Model for Wireless Link

state, which actually reflects the degree of burst errors. The Markov chain is
ergodic with stationary probabilities Pg = 1−Pbb

1−Pbb+Pgb
and Pb = Pgb

1−Pbb+Pgb
, and

Pb is the average bit error rate (BER) [14].

3 Bluetooth EDR Enhancements (I): Adaptive Packet
Type (APT)

We first perform analysis to determine the “optimal” packet type, which yields
the maximum data throughput, using the APT algorithm described in [9]. We
assume the random error model is used for the wireless channel, and the bit error
rate is b. The packet error rate (PER, denoted as p) of Bluetooth DH packet
types is given by Eq. 1 and the PER of Bluetooth DM packet types is given by
Eq. 2, where s is the packet size (bits) [9].

p = 1 − (1 − b)s (1)

p = 1 − ((1 − b)15 + 15b(1 − b)14)s/15 (2)

The maximum achievable data throughput, T , of each Bluetooth packet type
is then obtained by:

T =
s(1 − p)

(n + 1) × 625μs
(3)

where n is the length of packet in Bluetooth slots, and 625 μs is the length of a
Bluetooth slot.

Using Eq. 3, we plot the maximum achievable throughput of Bluetooth packet
types versus bit error rates in Figure 2. The “optimal” packet types for different
BERs are then determined by selecting the packet type that gives the largest T
for that BER. The thresholds for selecting the “optimal” packet type are shown
in Table 3.

Since Bluetooth has a built-in system function call, Get Link Quality, to ob-
tain the ongoing link quality information, which can be easily converted to bit
error rate, the APT algorithm thus adapts the Bluetooth link layer packet type
to the optimal one accordingly. As a result, systems with APT capabilities are
able to achieve higher data throughput in wireless networks.
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Fig. 2. Analytical results of Bluetooth EDR throughput of different ACL packet types

Table 3. Calculated threshold for Bluetooth EDR for Adaptive Packet Type

Packet Type BER Range

DM1 0.0157813 < BER

DM3 0.0060695 < BER < 0.0157813

DM5 0.0003034 < BER < 0.0060695

2DH3 0.0002758 < BER < 0.0003034

3DH3 0.0000558 < BER < 0.0002758

3DH5 BER < 0.0000558

4 Bluetooth EDR Enhancements (II): FEC Coding

FEC coding has been well studied [15][16][17], and it has been implemented in
many wireless standards, e.g. Bluetooth [1] and IEEE 802.11a [4]. FEC cod-
ing is the preferred error-control scheme to fight random losses, even though
perfect recovery cannot be guaranteed. However, the main drawback of FEC
technique is the incurred redundancy overhead, which may degrade the effective
data throughput of a link.

FEC coding has been implemented by Bluetooth basic packet types, i.e. DM
packet types, which employs a (15, 10) shortened Hamming code to protect
packets from transmission errors. More specifically, for each DM mode packet,
each block of 10 information bits is encoded into a 15 bit codeword, and the FEC
scheme is able to correct any single bit error in each block. Analysis has shown
that the deployment of FEC coding in DM mode enhances the transmission
performance when the bit error rate surpasses a certain threshold [18].
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Fig. 3. Analytical results of Bluetooth EDR throughput of different ACL packet types
with FEC coding enabled

Table 4. Calculated threshold for Bluetooth EDR (with FEC enabled DM packet
types) for Adaptive Packet Type

Packet Type BER Range

DM1 0.0285627 < BER

2DM1 0.0220129 < BER < 0.0285627

3DM1 0.0090206 < BER < 0.0220129

2DM3 0.0079932 < BER < 0.0090206

3DM3 0.0034665 < BER < 0.0079932

3DM5 0.0000496 < BER < 0.0034665

3DH5 BER < 0.0000496

Here, we propose to apply the same FEC coding scheme to Bluetooth EDR
packet types, and name the resulting packet types 2DM1/3/5 and 3DM1/3/5
respectively. Since the (15, 10) FEC coding is employed in 2DM and 3DM series
packet types, the effective data payload size becomes 2/3 of the corresponding
2DH and 3DH EDR packet types. Similar to the analysis presented previously
for DM packet types, we model the packet error rate of the new packet types
using Eq. 2 and maximum achievable data throughput using Eq. 3. We plot the
maximum achievable throughput of FEC enabled packet types versus the bit
error rate in Figure 3.

Combining the analytical results in Figure 2 and Figure 3, we apply APT
algorithm to obtain the optimal packet type for different bit error rates. We
show the calculated threshold in Table 4.
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5 Bluetooth EDR Enhancements (III): Interleaved FEC
Coding

So far, we have evaluated two link layer enhancement schemes (i.e. APT and
FEC) for Bluetooth EDR mode. However, as pointed out in [10], APT and
FEC techniques improve the effective data throughput of Bluetooth links only
when the wireless errors are identically and independently distributed (i.e. using
random error model). When wireless errors are mostly bursty in presence, these
techniques fail to provide good data throughput unless interleaving technique is
applied [10].

In this section, we used the Interleaved FEC (IFEC) coding technique [10] to
Bluetooth EDR packet types, and the resulting packet types are called
DMI1/3/5, 2DMI1/3/5, and 3DMI1/3/5 respectively. Figure 4 conceptually il-
lustrates the difference between IFEC and FEC schemes.

Fig. 4. The proposed link layer bit arrangement for Bluetooth EDR: (a) FEC coding
(b) Interleaved FEC coding

Specifically, for the FEC scheme, a packet of size n bits is segmented into sev-
eral n/15 bits blocks, and each block is a FEC codeword consisting of 10 data
bits and 5 FEC coded bits. On the other hand, for the IFEC scheme, each packet
is divided into 15 blocks with n/15 bits each. It then constructs the first 15 bit
FEC codeword by applying FEC coding to the first bit of each block, the second
15 bit codeword is constructed by applying FEC coding to the second bit of each
block, and so on and so forth. Therefore, each codeword in IFEC scheme inherits
the ability to correct single bit error like it was in the FEC scheme, but it is
more robust to burst errors since the 15-bit codeword contains no consecutive
bits.

Using Gilbert-Elliott model (i.e. burst error model), we let Pgb = 0.0005 and
vary Pbb, which determines the burst level of wireless errors, from 0.9 to 0.9999.
We use Monte Carlo method to simulate the packet error rates of DM and DMI
series packet types versus different bit error rates. The results are shown in
Figure 5.

In Figure 5, the results clearly show that DMI packets are more robust against
burst errors than DM packets. For instance, the packet error rates of DM packets
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(a)

(b)

Fig. 5. Packet error rates versus different bit error rates: (a) FEC coding; (b) IFEC
coding (Pgb = 0.0005 and Pbg = 1 − Pbb)

increase rapidly and become converged when Pbb becomes as large as 0.9 (i.e.
Pbg = 0.1); whereas the PER of DMI packets increases more moderately as Pbb

increases and becomes converged after Pbb becomes larger than 0.999.
We suppose Pgb is fixed at 0.0005, the first bit of each packet is ‘good’, and s

is the effective payload size (i.e. excluding FEC overhead) of DM/DMI packets.
Using Eq. 3 and the analytical PER results of Figure 5, we plot the maximum
achievable data throughput of DM and DMI packet types of different burst levels
in Figure 6.
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(a) one-slot packet type

(b) three-slot packet type

(c) five-slot packet type

Fig. 6. Maximum achievable data throughput of DM and DMI packet types with dif-
ferent burst error levels, given Pgb=0.0005
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Figure 6 shows that the data throughput of DH series packet types is very
consistent regardless of burst error levels (Pbb). This is explained by the fact
that DH packets are not protected by FEC/IFEC coding, any single bit error
in a DH type packet will result in an error of the whole packet, and the packet
would be dropped.

Moreover, the results also show that DM and DMI packet types outperform
the corresponding DH packet types only when the burst error level is moder-
ate. The results match our expectation since DM and DMI packets are able to
improve link performance only when the wireless errors are recoverable (i.e. at
most one bit error in each 15-bit codeword). If wireless errors are very slight or
extremely serious, the overhead from FEC redundancy in DM and DMI packets
degrades the effective data throughput instead.

In addition, the results also confirm previous results presented in [10], i.e. DMI
series packet types outperform the corresponding DM series packet types when
the burst error model is used for the wireless channel. This is due to the fact
that, in IFEC scheme, most contiguous bit errors are distributed into different
interleaved FEC codewords. As a result, since the deployed FEC scheme can
correct single bit error in a codeword, DMI is able to recover the packet from
burst bit errors as long as there are no multiple bit errors in any of 15-bit
codewords.

6 Conclusion

In this paper, we studied the impact of three various link layer enhancement
techniques on the new Enhanced Data Rate (EDR) mode detailed in Bluetooth
spec v2.0. It is the interest of this paper to illustrate/compare the potential ben-
efits to Bluetooth v2.0 with the three enhancement schemes described, namely
APT, FEC, and IFEC. We first employed APT algorithm to obtain the optimal
packet type for various bit error rates. We then evaluated FEC coding scheme
for EDR packet types, which provided more robustness against wireless errors.
Moreover, we evaluated IFEC coding, which is a technique combining the ben-
efits of interleaving and FEC, and assessed its ability to alleviate the impact of
burst errors in wireless channels. Using analysis and simulation, we show that
the performance of the new Bluetooth EDR mode can be significantly improved
when FEC and/or IFEC techniques are utilized.
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Abstract. A key issue in wireless sensor networks (WSNs) is to select a set
of sensors to join sensing task under some physical resource constraints while
achieving a required information accuracy. This paper introduces a novel idea for
information-accuracy-aware jointly sensing nodes selection based on a derived
information accuracy model which formulates an explicit relationship between
information accuracy and the number and position of jointly sensing nodes. We
aim at eliminating the unnecessary transmission to minimize energy consumption
while maximizing information accuracy, which is formulated as a joint optimiza-
tion of information accuracy and energy consumption. In the proposed algorithm,
a node is selected to join a sensing task based on its information accuracy gain and
consumed energy. This allows a WSN to efficiently distribute sensing tasks given
a limited energy supply. Simulation results have demonstrated that our algorithm
improves the performance of joint optimization between information accuracy
and energy consumption than a random node selection.

1 Introduction

Explosive growth in embedded computing and rapid advances in low power wireless
networking technologies fuel the development of wireless sensor networks (WSNs).
The primary task of a WSN is to collect information from a physical environment in or-
der to answer a set of user queries or support other decision making functions. Typical
high-level information processing tasks for a WSN include detection, tracking, or clas-
sification of physical phenomena of interest such as people, vehicles, fires and seismic
events [1]. Although the tasks for a WSN can be varied, a common important problem
is to find an efficient way to collect information and send it to the sink subject to some
resource constraints such as limited on-board battery power and network communica-
tion bandwidth. The first step of this problem is to select a proper set of jointly sensing
nodes for a given task, which is the focus of this paper.

Jointly sensing nodes selection belongs to the problem of sensor management which
is a new research area that recently received some attention from a variety of perspec-
tives [2]. However, most of them have focused on providing energy-efficiency only. For
example, paper [3] demonstrates how to reduce unnecessary sensing data by intelli-
gently selecting sensors for the quality of service with reliability. However, we think
that sensor selection should consider the trade-off between information accuracy and
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energy-efficiency other than just trying to provide energy-efficient mechanism to pro-
long the lifetime of a WSN. Literature [4] and [5]) have reported some approaches on
how to select a proper set of jointly sensing nodes for maximizing information collec-
tion while minimizing resource usage. However, they address this problem from infor-
mation theory without addressing the constraint of information accuracy.

This article proposes an information accuracy model by exploiting the correlation
between sensor observations to guide the sensor selection in WSNs. The contributions
of this paper are twofold: (1) An information accuracy model is derived for a class
of WSN applications such as event features detection, which includes an quantitive
definition of information accuracy and a theoretical model on information accuracy
versus jointly sensing nodes. One important result derived from this model is that the
information accuracy may decrease as the number of jointly sensing nodes increase due
to the unavoidable observation noise. (2) The paper formulates jointly sensing nodes
selection problem as a joint optimization of information accuracy and energy-efficiency
and describes a concrete algorithm of information-accuracy-aware jointly sensing nodes
selection. With this algorithm, the tradeoff between information accuracy and energy
consumption can be estimated without the need to communicate sensed data. Despite
the fact that in this paper we focus on events’ features detecting for illustration, The
proposed notion of information accuracy is common to all kinds of sensing problems.

The rest of the paper is organized as follows. Section 2 gives a quantitive definition
of information accuracy and derives a theoretical model on information accuracy versus
jointly sensing nodes. The discussions on this model can help understand the relation-
ship between information accuracy and different sensor selection parameters such as
the number and position of jointly sensing nodes. Section 3 formulates the problem
of information-accuracy-aware jointly sensing nodes selection, and develop a concrete
algorithm for information-accuracy-awaresensor selection in cluster-based WSNs. Sec-
tion 4 presents our simulation results with some analysis. Section 5 concludes and dis-
cusses possible extensions of the current algorithm.

2 A Model on Information Accuracy and Jointly Sensing Nodes

In this section, we first give a definition of information accuracy, and then derive a
theoretical model on the relationship between information accuracy and jointly sensing
nodes. Some notations used here are defined below.

– S: an event source to be sensed.
– Ŝ: estimation of S.
– Si: real value of S to be sensed by node i if no noise is present.
– Ŝi: estimation of Si.
– Xi: observed sample of Si by node i.
– M : number of jointly sensing nodes.
– dS,i: distance between S and node i.
– di,j : distance between nodes i and j.
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Fig. 1. Data gathering in WSNs: S1... Si...SM are physical values of S at different spatial coor-
dinates, Ni is the observation noise at node i, E denotes the encoding process at each node, Ŝ is
the estimation of S at the sink

2.1 Information Gathering Problem Formulation and a Definition of
Information Accuracy

The process of information gathering in a WSN can be illustrated in Fig. 1, which
depicts a mathematical abstraction of a WSN consisting of M individual nodes that
jointly make synchronous, correlated, noisy measurements of the same physical process
S (e.g., temperature). Individual sensors are typically lightweight devices that have very
limited battery power. In general, inter-sensor communication has heavy power and pro-
tocol overhead that strongly discourages information exchange between sensors. The
goal of this WSN is to communicate sensor observations to a sink in a manner that al-
lows the sink to form the best possible estimate of the physical process with respect to
a required information accuracy of estimation. Note that the sink is only a logical entity
and can also be one of the other sensors which acts as a “cluster-head” with different
sensors taking turns. The sink is in the charge of collecting all the observations from
M nodes to calculate the estimation of source (Ŝ). Generally, since both S and Ŝ are
random variables, the estimation quality can be measured by mean squared error, i.e.,

D = E[d(S, Ŝ)] = E[{S − Ŝ}2]. (1)

Here, E denotes the expectation operator. Then, a normalized information accuracy, I ,
is defined as follows:

I = 1 − D

E[S]
= 1 − E[(S − Ŝ)2]

E[S]
. (2)

2.2 Information Accuracy Model Based on a Spatial Correlation Model of
Sensed Data

As shown in Fig. 1, node i can observe a noisy version of Si, i.e., Xi, which is given by

Xi = Si + Ni, (3)
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where Ni is the observation noise at node i. We assume that the observation noise in
(3) is white Gaussian noise, i.e., E[Ni] = 0, var[Ni] = σ2

Ni
. Note that each node

observes the source independently, it is reasonable to assume the observation noise is
independent of each other. We assume that the event source is a zero mean Gaussian
source and the sensor nodes share a wireless additive white Gaussian noise (AWGN)
channel. Since uncoded transmission is optimal for the point-to-point transmission of
zero mean Guassian sources and AWGN channels [6], we adopt it here. Then, Yi can
be represented as a scaled version of Xi according to power constraint P :

Yi =

√
P

σ2
S + σ2

Ni

Xi, (4)

where σ2
S is the variance of S and σ2

Ni
is the variance of Ni. Yi is then sent through a

wireless relay path to the sink. For the scope of this paper, we are mainly interested in
the effect of jointly sensing nodes on information accuracy. Hence, only one hop trans-
mission is considered here. In this case, each Yi is sent directly to the sink. The sink has
to calculate the estimation of Si, i.e., Ŝi in order to get Ŝ. For the uncoded transmission,
the minimum mean square error (MMSE) estimation is the optimal decoding scheme
[7]. Hence, Ŝi is simply the MMSE estimation of Yi and Si, which is given by

Ŝi =
E[SiYi]
E[Y 2

i ]
Yi = δi(Si + Ni), (5)

where δi = E[S2
i +SiNi]

E[(Si+Ni)2]
. Since the sink decodes each Yi using MMSE estimator, Ŝ can

be calculated as the average of all Ŝi as follows:

Ŝ =
1
M

M∑
i=1

Ŝi =
1
M

M∑
i=1

δi(Si + Ni). (6)

As shown in (6), the estimation of source Ŝ depends on the number of jointly sensing
nodes and the characteristics of S as well as the observation noise.

Since the M jointly sensing nodes observe the same event source, these sensed data
are spatially correlated. Such spatial correlation can be exploited to further analyse
the relationship between information accuracy and jointly sensing nodes. Consider a
Gaussian source with a zero mean and variance σ2

S , i.e., E[S] = 0, var[S] = σ2
S .

Recall that Si is the real value of S at the location of node i, so S1, . . . , SM are spa-
tially correlated. These spatially correlated physical phenomena can be modeled as joint
Gaussian random variables (JGRVs) as follows: E[Si] = 0 and var[Si] = σ2

S , where
i = 1, . . . , M . The covariance between S and Si is cov[SSi] = E[SSi] = σ2

Sρ(S,i),
where ρ(S,i) is the correlation coefficient between S and Si. Similarly, cov[SiSj ] =
E[SiSj] = σ2

Sρ(i,j), where ρ(i,j) is the correlation coefficient between Si and Sj . Both
ρ(S,i) and ρ(i,j) must be nonnegative and decrease monotonically with the distances dS,i

and di,j , i.e., ρ(S,i) = 1 when dS,i=0, ρ(i,j) = 1 when di,j = 0, limdS,i→∞ρ(S,i) = 0
and limdi,j→∞ρ(i,j) = 0. These correlation coefficients can be chosen according to
the properties of S. Generally, the power exponential model, i.e., ρ′ = e−d/θ(θ > 0),
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can be used as a correlation model for S and Si as well as Si and Sj , where d is the
coherence distance denoting the correlation degree [8]. Then, ρ(S,i) = e−dS,i/θ and
ρ(i,j) = e−di,j/θ.

Since WSNs are generally densely deployed and the observation region is usually
small, it is reasonable to assume that the observation noise Ni is an independent iden-
tically distributed (i.i.d) Gaussian random variable with a zero mean and variance σ2

N ,
i.e., E{Ni} = 0, var{Ni} = σ2

N . Under the above assumptions, δi is found to be

δi = δ =
σ2

S

σ2
S + σ2

N

, (7)

where 0 < δ < 1 is a constant. With δ and the above mentioned correlation model for
S and Si, the information accuracy in (2) is calculated as

I(M) =
δ

M

(
2

M∑
i=1

e−dS,i/θ − 1
)

− δ2

M2

M∑
i=1

M∑
j �=i

e−di,j/θ. (8)

This equation shows that I(M) is a function of M , dS,i and di,j , which means that
I(M) also depends on the position of jointly sensing nodes. Obviously, given an M ,
the achieved information accuracy decreases as dS,i increases and increases as di,j in-
creases, respectively.

According to (8), the increment of I(M) is given by

� I(M) = I(M + 1) − I(M)

=
δ

M + 1

δ(2M2 − M − 1)

M(M + 1)
E1 − 2E2 − 2δM

M + 1
E3 + 2e−dS,M+1/θ +

1

M
,

(9)

where

E1 =
1

M(M − 1)

M∑
i=1

M∑
j �=i

e−di,j/θ, E2 =
1
M

M∑
i=1

e−dS,i/θ, E3 =
1
M

M∑
i=1

e−di,M+1/θ.

For $I(M) > 0, we must have

2e−dS,M+1/θ − 2δM

M + 1
E3 > 2E2 − δ(2M2 − M − 1)

M(M + 1)
E1 − 1

M
. (10)

However, the above condition may not hold in certain cases. For example, consider the
same statistical characteristics of S, Ni and Wi as used in Section 4 and four jointly
sensing nodes are located at points (6, 2), (8, 4), (6, 6), (4, 4) and the source S at (6, 4),
respectively. If the fifth jointly sensing node is located at (10, 4). Then, the left hand
of (10) related to the new joint node is 0.0836 while the right hand related to the old
nodes is 0.0947. As a result, $I(4) < 0 in this case, which means I(5) < I(4).
This is mainly because the fifth node is so far away from S that the noise in its sensed
data dominates its observation results and decreases the information accuracy. More
numerical examples and discussion on this issue can be found in Section 4.
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3 Information-Accuracy-Aware Jointly Sensing Nodes Selection
Algorithm

With the relationship between information accuracy and jointly sensing nodes discussed
in Section 2, we propose an information-accuracy-aware jointly sensing nodes selection
algorithm in this section.

Consider a set of static sensor nodes deployed over a field and organized according to
observation regions of events into non-overlapping clusters. The cluster header collects
data from its cluster members, each of which can communicate with the cluster header
directly. This is a reasonable assumption on WSN’s applications since it is impossible
or unnecessary for all the nodes in a large WSN to join a sensing task and only those
close to the event source need to join data collection task. Hence, all the nodes in the
observation region of an event source are closed to each others and can be grouped into
the same cluster. Information-accuracy-aware jointly sensing nodes selection algorithm
is performed within a cluster since only the nodes residing in the observation region can
join sensing tasks. Cluster forming and cluster header selection are out of the discussion
of this paper since there have a lot of algorithm on them such as [9].

In such cluster-based WSNs, the problem of jointly sensing nodes selection aims
at finding a sensor set with maximum information accuracy gain at minimum energy
consumption in each cluster. Thus, Information-accuracy-aware jointly sensing nodes
selection can be formulated as finding a sensor set, V = {n1, . . . , ni, . . . , nT }, in a
cluster to minimize the total cost

CT =
∑T

i=1 Pi

I(T )
, (11)

where
∑T

i=1 Pi represents the total energy consumption of joining sensing task and
I(T ) represents the total information accuracy contribution from the sensor set V . It is
worth to point out that the information accuracy can be calculated only according to the
number and position of jointly sensing nodes as shown in (8), hence, it can be estimated
before each observation is actually observed. Therefore, the problem of sensor selection
formulated by (11) can be settled before actual sensing tasks begins.

Although the individual energy consumption of each node in set V is independent of
each other and the total energy consumption is additive, such characteristic of additiv-
ity does not hold in the case of total information accuracy due to the spatial correlation
between observations as discussed in Section 2.2. In general, the increment of infor-
mation accuracy of a new selected node, $I , dependents on the position between the
new selected node and previous selected jointly sensing nodes. For example, revisit-
ing the increment of information accuracy equation (9) in Section 2.2, we find that the
increment of information accuracy decreases as the average distance between the new
joining sensing node and those already joining sensing nodes increases. Note that in
WSNs, sensor observations are often spatially correlated. Intuitively, the observation of
a sensor is not entirely new; it could be just part of what its neighbors have already
reported. Hence, choosing nodes close to those already joining sensing nodes will re-
sult in little increment of information accuracy. This is an important property of WSNs,
regardless of specific choices of information accuracy metric. The reason is that the



742 H. Li, S. Jiang, and G. Wei

closer the jointly sensing nodes are, the more redundancy in observations is and the
fewer information is offered from observations.

We assume each node is aware of its own position through using a GPS device or
other location services, and the cluster header has knowledge about the positions of its
cluster members. Such knowledge can be established through local message exchange
within a cluster during neighbor discovery and network initialization. Based on such
knowledge alone, the sensor can compute its own information accuracy contribution. It
is unnecessary for these nodes to take measurements and communicate the observation
results with each other.

Now we describe information-accuracy-aware jointly sensing nodes selection algo-
rithm in detail. The cluster header is in charge of the whole process of selection. Ini-
tially, the header sets V = φ and then selects node within the cluster to join V one
by one with maximum information accuracy and minimum energy consumption. A
global search algorithm is adopted within the whole cluster to achieve this goal. Nego-
tiations between the cluster header and members are necessary in this algorithm. The
process of such negotiations can be divided into several intervals and only one node
will be selected during each interval. Hence, T intervals are needed in finding a set
which is composed of T nodes. Particularly, in interval k, the cluster header first broad-
casts a request of joining sensing task to all cluster members. The position of recently
selected node in interval k − 1 and the information accuracy I(k − 1) achieved by
k − 1 selected nodes are also attached to the request message. Then, each unselected
node updates the information accuracy to I(k) according to (8) by assuming that it-
self is the newly joining sensing node. Hence, the increment of information accuracy,
i.e., $Ik = I(k) − I(k − 1), can be work out at each unselected node. The updated
information accuracy I(k) will be sent to the cluster header together with the energy
consumption of joining sensing task in each node if $Ik > 0, which is described in
detail in Fig. 2. Then, the header can calculated a total cost, Ck

l , for each unselected
node l according to (11). At the end of this interval, the header will select one node nk

to join set V according to

nk = arg
{
min{Ck

l ≤ C0}
}
, (12)

where C0 is a prespecified amount which controls the tradeoff between the energy con-
sumption and the information accuracy. Low C0 value favors energy conservation and
energy-efficiency, while high C0 allows more energy consumption in achieving more
accurate information. This algorithm will be ended if the condition Ck

l ≤ C0 does not
hold for any unselected node l within an interval k. Then, the cluster header reports
the recently updated sensor set to the sink. This algorithm at each cluster member in
interval k is summarized in Fig. 2.

4 Simulations and Analysis

Simulations were carried out to illustrate the relationship between information accuracy
and jointly sensing nodes and validate the performance of information-accuracy-aware
jointly sensing nodes selection algorithm. We simulated a sensor field of 2m×2m grid-
based sensor topology with a fixed event source located in the center and a sink on the
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V k
pos: list of position information of k selected nodes.

Lk: position information of the kth selected node.
I(k): information accuracy with k jointly sensing nodes.
�Ik: increment of information accuracy in interval k.
1. Keeps idle until receives the request of joining sensing task (k, Lk−1, I(k − 1))

If (it has already been selected)
keep idle ;

2. Updates the position information list to V k−1
pos with Lk−1;

3. Updates the information accuracy to I(k) according to (8);
4. Lets �Ik = I(k) − I(k − 1);

If (�Ik > 0)
sends I(k) attached with the energy consumption of joining sensing task
to the cluster header;

5. go back to step 1.

Fig. 2. Information-accuracy-aware jointly sensing nodes selection algorithm at each node in in-
terval k

edge. All the sensors in the network are within the observation region of the event source
and each sensor can directly communicate to the sink. Such sensor layout is plotted in
Fig. 3. We choose σ2

S = 20, θ = {30, 70} and σ2
N = 2 for the statistical characteristics

of S, Ni.
Besides the number of jointly sensing nodes, their positions are also of interest.

Hence, the formulated relationships between information accuracy and jointly sens-
ing nodes are validated by effects of M , dS,i and di,j on information accuracy. Our
algorithm of sensor selection is evaluated in terms of the performance of reducing com-
munication cost while achieving maximum information accuracy.

Fig. 3. Wireless sensor network topology in simulation: ◦ means a senor, • means a denoted sink,
× means an event source

4.1 Relationship Between Information Accuracy and Jointly Sensing Nodes

Fig. 4 shows the information accuracy versus the number of jointly sensing nodes. Start-
ing from 1 node, we increase the number of jointly sensing nodes one by one with ran-
dom selection in Fig. 3. The numerical results are calculated with (8) for each value of
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θ. As shown in this figure, for each value of θ the information accuracy stays practically
constant when the number of jointly sensing nodes increases from 10 to 33. Hence, there
is no necessary to choose many nodes joining sensing in achieving high information ac-
curacy. It is also shown that information accuracy fluctuates when M > 5 for each
value of θ, which confirms the theoretical analysis in Section 2.2 that the information
accuracy may decrease as M increases. Moreover, information accuracy increases with
increasing θ, this is because that higher θ means higher correlation between sensed data
and S in the case of the same jointly sensing nodes.
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Fig. 4. Information accuracy versus the number of jointly sensing nodes with θ = {30, 70}

Fig. 5(a) shows the information accuracy versus the average of dS,i (varying from
2 m to 4.7 m) with M = 4 and a fixed average di,j = 3.2 m. For each value of
θ, the information accuracy decreases as average dS,i increases. This is because dS,i

determines the correlation between S and the data sensed by node i. If node i is far away
from S, its sensed data is less accurate, which results in lower information accuracy at
the sink. Fig. 5(b) shows the effect of average di,j on the information accuracy by
varying the average di,j from 2.2 m to 4.7 m and keeping average dS,i unchanged
for M = 4. The results show that the information accuracy increases as average di,j

increases. This is because the further apart the jointly sensing nodes, the less correlated
the sensed data are with less redundancy among the sensed data. In general, for a given
number of jointly sensing nodes, the information accuracy decreases as dS,i increases
and increases as di,j increases, respectively.

4.2 Performance of the Proposed Algorithm

In order to perform the information-accuracy-aware jointly sensing nodes selection, a
data collection cluster needs to be formed beforehand. Such cluster is usually composed
of sensors located in the observation region of an event source. Based on the analysis of
the relationship between information accuracy and jointly sensing nodes in Section 4.1,
although some nodes apart from the event source still within the observation region,
they offer little or even negative information accuracy gain in their sensed data. Hence,
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Fig. 5. Information accuracy versus the position of jointly sensing nodes with θ = {30, 70} in
the case of 4 jointly sensing nodes

it is quite unnecessary to choose such sensors to join the data collection cluster. In
general, knowledge about the distribution of an event source plays an important role
in assisting our algorithm such as the decision of a cluster size. Therefore, a priori
knowledge about a network or application should be exploited whenever possible to
assist sensor selection in a WSN. Here, we choose a cluster of dimension 8m×8m
with the event source being the center in our simulated WSN. The node at (10, 8) is
denoted as cluster header since it is the closest node to the sink as shown in Fig. 3. The
energy consumption of each cluster member increases as the distance of the node and
the sink increases, which is a reasonable assumption since the transmission energy is
proportional to the transmission distance [10].

Table 1. Simulation results of proposed sensor selection algorithm with different constraints

Proposed algorithm Random selection
C0 total cost information accuracy total cost information accuracy
300 223.6 0.8941 299.1 0.8366
500 432.6 0.9195 501.8 0.8871
700 647.3 0.9268 703.5 0.9111

1000 861.1 0.9319 952.5 0.9007

Recall from Section 3 that the jointly sensing node selection problem is essentially
a tradeoff between the energy consumption and information accuracy, with the balance
controlled by the constraint C0. We vary the constraint C0 in our simulations and adopt
a random node selection as a benchmark for comparison. The numerical results are
listed in Table 1. As shown in Table 1, although the information accuracy increases as
C0 increases, the increment decreases while the total cost increases constantly. This
means greater cost is needed to achieve a little increment of information accuracy as
the information accuracy increases, which is consistent with our analysis in Section 4.1
that there is no necessary to choose much nodes joining sensing in achieving a little
higher information accuracy since the energy cost will be great. Therefore, one can
choose an efficient tradeoff at an affordable cost by using a proper C0 in the proposed
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algorithm. Fig. 6 visualizes the position of selected nodes. As shown in Table 1 and Fig.
6, the closer is a sensor to the event source, the further apart it is from those already
been selected sensors, the closer it is to the sink, the higher priority it is to be selected
with our algorithm. Compared with the random selection, our algorithm achieves more
accurate information with fewer energy consumption.

Fig. 6. Network topology of jointly sensing nodes in the cluster. × means an event source, c
means the cluster header, each selected sensor is labeled with a serial number which represents
the sequence of being selected.

Another important result from our simulation is that only eight nodes are selected
to join sensing task even in the case of C0 > 1000. This is because the informa-
tion accuracy decreases if any other node is selected to join sensing tasks after set
V = {1, 2, 3, 4, 5, 6, 7, 8} has been selected. For example, we randomly select another
node which is not belong to the set V in the cluster to join sensing and the information
accuracy with the nine selected nodes is 0.9266. However, the information accuracy
achieved by eight selected nodes is 0.9319 as shown in Table 1. While random se-
lection may cause the decrease of information accuracy with increased jointly sensing
nodes and total cost as shown in Table 1. Hence, the energy waist caused by unneces-
sary joining sensing nodes can be efficiently avoided with information-accuracy-aware
jointly sensing nodes selection.

5 Conclusion

This paper aims at optimizing the maximum information accuracy and minimum en-
ergy consumption for cluster-based WSNs by proposing an information-accuracy-aware
jointly sensing nodes selection algorithm based on a quantitative definition of informa-
tion accuracy model. We first discuss the information accuracy versus the number and
position of jointly sensing nodes by exploiting the spatial correlation between sensed
data, which is used to guide the designing of sensor selection algorithm. The simula-
tion results demonstrated the efficiency of proposed algorithm in joint optimization of
information accuracy and energy consumption.

We presented the sensor selection algorithm for scenarios with a single static event
source in a cluster. More studies are still required on this issue by considering more



Information-Accuracy-Aware Jointly Sensing Nodes Selection in WSNs 747

complex networking sceneries such as multiple event sources. Generalizing the algo-
rithm to handle moving event sources while maintaining good tradeoff between infor-
mation accuracy and energy consumptions also remains as a future research topic.
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Abstract. A sensor network application requires diverse kernel supports to 
function properly. With its resource limits the sensor node cannot provide all 
the functionalities needed by many kinds of applications at the same time. The 
kernel’s functionality therefore requires runtime reconfigurability, which can be 
achieved via modularizing the kernel. This paper presents a framework that dy-
namically reconfigures the kernel’s functionality according to the needs of the 
application. In particular, the proposed mechanism handles the address resolu-
tion problem of a MMU-less processor. This framework has been implemented 
on a sensor network operating system, RETOS, which supports multi-threaded 
programming environments. It efficiently manages the modularized kernel’s re-
sources and works in an optimized condition. By providing modularized kernel 
programming, RETOS optimizes itself with functionalities that various kinds of 
sensor network applications require. 

1   Introduction 

Diverse applications exist in wireless sensor networks; for example, acoustic source 
localization, environmental monitoring, mobile object tracking, etc. System func-
tions such as localization, time synchronization and data aggregation are required to 
make such applications work, so the sensor operating system should support them. 
A sensor OS should have general-purpose operating system features to provide 
these diverse services efficiently to applications. It is hard to provide all the func-
tionalities necessary for a sensor network operating system at one time, because 
sensor nodes have limited energy, small memory and low computational power. 
Providing diverse functionalities to the application layer is therefore one of the 
important issues of a sensor network operating system. This issue is redefined as the 
problem of adequately selecting an operating system’s functionalities, given the 
particular application. To implement such features efficiently, current approaches 
modify and re-distribute the operating system [1], or separate an application from 
the system to reduce the cost of reprogramming [2] [3]. Modifying and redistribut-
ing a system incurs the overhead cost of updating the whole kernel code. The modu-
lar approach, which separates the application from the system, can easily modify 
the functions for the applications’ needs. However, this modification is done in the 
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framework that the operating system supports. It implies that the modification is 
done only at the application level.  

Considering the resource constraints of sensor network hardware, this paper pro-
poses a framework that provides a mechanism to support diverse kernel functional-
ities that are needed only by the application at hand. The self-reconfiguration is 
achieved by selecting the appropriate kernel components in the operating system 
without changing the application. The proposed framework provides such a dynamic 
code update that means kernel level adaptability. This feature supports the multi-level 
network stack which provides application-aware routing protocols [4]. The network 
stack transmits a packet in various ways according to the application’s requirement. 
The system has been implemented on RETOS [4] [5], which is a sensor network op-
erating system that provides module-based multi-threaded programming. A loadable 
kernel module system is implemented as a part of the RETOS kernel to support modi-
fying the kernel functionality.  

The rest of this paper is structured as follows. Section 2 reviews the background re-
lated to our work. Section 3 presents the proposed system’s key mechanisms. The 
system is evaluated in Section 4. Finally, Section 5 concludes the paper. 

2   Background 

2.1   Function Reconfigurability 

Ideally a sensor network operating system should provide reconfiguration of the sys-
tem functionalities as required by applications. TinyOS [1], the de facto operating 
system for sensor nodes, supports modularized programs, which are compiled into a 
monolithic image and distributed as a whole. Maté [3] implements a simple virtual 
machine (VM) on the system that allows the building of an executable and updatable 
code to enable modularized updating. Similarly, Magnet OS [6] builds a Java VM on 
the system. A good example of supporting modularized programming in sensor net-
works is SOS [2], which uses a text address and a stack base to indicate the addresses 
of variables and functions used in a binary code to handle the problem of MMU-less 
microprocessors. Contiki [7], a thread-based operating system for sensor networks, 
provides code update in terms of independent applications. The VM [8] serves as 
middleware programming, which allows the building of a program for VM and a 
customized VM for a corresponding binary.  

Reconfiguring the kernel functionality originates from traditional embedded sys-
tems. uClinux [9], an embedded version of Linux [10] ported on an MMU-less micro-
controller, supports a variety of Linux functionalities and a loadable kernel module. 
With a relocation mechanism and Position Independent Code (PIC), uClinux builds a 
code that runs independently from a position in the allocated memory. uClinux suc-
cessfully extends the system functionalities in general-purpose embedded systems. 
However, it cannot be used directly in sensor networks due to the sensor nodes’ re-
source constraints. 
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Fig. 1. RETOS overview 

2.2   RETOS Overview 

RETOS [5] is currently being developed to support a reliable and multi-threaded 
programming environment for sensor networks. It has three objectives: (i) to provide 
a multi-threaded programming environment, (ii) to serve as a reliable system which 
protects a kernel from errant applications, and (iii) to flexibly extend the sensor oper-
ating system’s functionalities. For the multi-threaded programming environment, 
RETOS provides the POSIX 1003.1b real-time scheduler interface. With a dual mode 
operation and a protection mechanism, RETOS can protect the kernel from errant 
applications. The RETOS kernel shares the kernel stack among its threads to reduce 
memory usage incurred by dual mode operation. The application, kernel and kernel 
modules are developed in standard C language. RETOS is supported by several types 
of hardware including Telos Skymote [11] which is used in the evaluation part. 

To build a flexible system, RETOS provides dynamic application installation. 
Moreover, RETOS supports a Loadable Kernel Module (LKM) that modularizes 
system functionalities as kernel modules and dynamically replaces them. This feature 
provides system level reconfiguration to support flexibility to diverse applications’ 
operations. Figure 1 shows an overview of the RETOS system that features the Load-
able Kernel Module. An application is loaded onto the system after the safety check, 
and system resources are then allocated. The operating system consists of two parts: a 
static kernel which includes a core part of the system and hardware dependent codes, 
and a dynamic kernel which includes common libraries used by applications and 
various kernel services. Section 3 presents the proposed RETOS LKM system and 
corresponding mechanisms.  
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3   Loadable Module Support 

The LKM framework consists of the module manager that registers a modularized 
kernel on the system, and the function table that links functions of modules to applica-
tions. The following section describes the technical issues that arise in modularizing 
the kernel. 

3.1   Kernel Memory Management 

A binary code in general consists of text, heap, stack and data area. Some of the re-
cent embedded systems support the eXecute In Place (XIP) technique to execute code 
on flash memory without loading it to the memory space, hence allocating memory 
for the text is not required. The amount of dynamic allocation is unpredictable and 
depends on the types of application, thus the heap size is hard to determine in the 
compiling time. This section presents a method for handling the stack and the global 
variable data. 

The stack size is difficult to estimate and differs for each application; therefore, the 
stack space should be sufficiently reserved. Because much redundancy occurs in the 
stack space when using a global fixed stack for all applications, the stack size is spe-
cifically set depending on the application. The stack size is, however, eventually 
fixed, and results in some redundancy in the stack. To reduce this redundancy the 
RETOS LKMs share a common stack area with each other. The LKM uses the kernel 
stack as its common stack area. Every kernel module uses the single kernel stack to 
save intermediate results, thus the system benefits from saving redundant memory 
space. Figure 2 illustrates a snapshot of the module’s memory usage in runtime. Each 
module has its own data area, but they all share the stack. During a module’s execu-
tion the system prohibits another module from entering execution mode to prevent 
damage to previous contexts in the stack or any changes in the stack size. 

To maintain the modules’ information and status, memory resources are required to 
save them. Symbol table and memory allocation are usually used for storing the mod-
ules’ information and status. A symbol table, managed by the kernel, is a manager that 
handles variables used in the modules. The symbol table’s size depends on the number 
of variables used in the kernel module, which is unpredictable and should be controlled 
by the kernel. Also, overhead is incurred when accessing variables from the symbol 
table upon a system call. On the other hand, using memory space to allocate data used in 
the kernel module is a simple and general approach. This method is used in our work. 
The module’s information and status are declared as global variables of the module and 
can be compiled with the module source. The global variables are allocated in the bss 
and data area of the memory space allocated to the kernel module. 

The framework proposed in this paper allocates a memory space to maintain the 
module’s information. The kernel module is compiled with a given stack base and 
data space address. The addresses of the functions and variables are decided a priori 
based on the address given. These addresses change when the kernel module is saved 
in flash memory and loaded into the RAM. Therefore, a mechanism is required to 
handle such indeterminate address changes. Figure 2 shows that each module has its 
own data space. Here, each kernel module is compiled separately with its own data 
space allowing direct access. 
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3.2   Dynamic Module Linking 

Sensor node hardware typically uses a MMU-less microprocessor. The MMU trans-
lates a virtual address into physical memory and controls the memory’s access privi-
leges. A TinyOS-based application’s binary image is always allocated in the same 
position in the memory space, thus no explicit memory management is needed. How-
ever, the location of the modularized code, which is used by module supporting oper-
ating systems such as SOS and RETOS, loaded in the memory cannot be expected. 
This means that the variables’ and functions’ addresses can be changed at load time, 
which causes problems when calling functions and accessing variables with an incor-
rect address. Figure 3 illustrates this problem. Figure 3 (a) shows a binary code after 
the compilation of the source code using the given stack base and text area address. 
The code accesses a function located in address number 0x0100 and a variable located 
in 0x1002. Figure 3 (b) shows the code whose text data are located in address number 
0x7000 in the flash memory and whose data are located in address number 0x2000 in 
the RAM. Without any appropriate modification, this binary code may access the 
wrong address. This paper considers two approaches to preventing such a problem: 
PIC and address relocation. 

Position Independent Code is a compiled code that does not have an absolute address 
and therefore can be run without knowing where the module is located. Function calls 
and jumps within the single binary code are compiled using PC-relative instructions, 
and variable access is compiled through indirect accessing. The compiled code runs 
without any code modification in run-time. PIC causes run-time overhead when modify-
ing the Data Base Section Register by indirectly accessing a variable’s specific address. 
SOS compiles the module using PIC. Meanwhile, the relocation method compiles the 
source code, assuming the location of the binary code is zero, and modifies every ad-
dress accessed in the binary code when the assumed address changes. 
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Fig. 3. Linking problem 

Both PIC and the address relocation would cause system overhead in different time 
domains. PIC generates a relative-address code that does not need to be changed, 
although it has run-time overhead. Using relocation, however, an absolute-address 
code is generated, but overhead exists to maintain a relocation table and to modify the 
module. Our experiment shows that the PIC-based approach requires more overhead 
to access the functions of the module in a sensor node than the address-relocated 
approach. Under the assumption that run-time overhead is more important than load-
ing overhead in wireless sensor network applications, RETOS uses relocation to han-
dle the indeterminate memory address problem. RETOS acquires the kernel module 
via a relocation table from a host, and performs the relocation in run-time.  

The uClinux system executes the relocation process when the binary stored in flash 
memory is loaded into the RAM. The code image on the flash memory contains a 
memory access that references an illegal position, so the code cannot be executed in 
flash memory. XIP technique is very important in terms of memory efficiency in 
memory limited sensor nodes, since it does not require extra memory for text area. 
RETOS stores kernel code in flash memory after the relocation process. Thus, 

 

Fig. 4. Module accessing 
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RETOS can execute a code in flash memory while supporting relocation, whereas 
uClinux cannot provide such a service. 

Relocation is also supported in uClinux. uClinux relocates the module when it is 
loaded into the RAM. Because the binary image on the flash memory contains illegal 
address accesses, uClinux does not support XIP using relocation. RETOS relocates 
the module both on the RAM and on the flash memory and the module runs on the 
flash memory. This reduces memory usage and the loading cost of an application. It is 
suitable for resource constraint systems such as wireless sensor networks. 

3.3   Module Communication 

RETOS has a function table that allows modules and applications to access other 
module’s functions. The function table manages the function information of modules, 
such as function entry points, ownership, parameters and return types, which are ac-
cessible by other modules or applications. The module registers, un-registers and 
accesses the functions through the function table. The kernel and kernel modules are 
dynamically linked at run time even though they are directly linked. The dynamically 
loaded module is allocated with a kernel code in flash memory as a single executable 
code image, which is also dynamically removable. An application can also access a 
module’s function, but it is done by calling a specific system call. The cost for invok-
ing such a module’s function is the same as other conventional system calls. 

Figure 4 shows how a module and an application access a module’s function 
through the function table. The application accesses the module to send a packet 
through radio. To perform the operation, the routing module gets the neighbor’s in-
formation and accesses the kernel’s hardware driver. These modules are already in-
stalled in a system and its functions are registered in the function table. In running the 
system, the kernel and modules work as a single image, so they access each other’s 
functions directly. And the application accesses the module’s function through a sys-
tem call which references the function table and invokes the required functions. Here, 
the invoked system call performs a mode switch and verifies the validity of the corre-
sponding function. This provides safety for the kernel and kernel modules from an 
application’s illegal memory access. For kernel safety, RETOS supports dual mode 
operation. An application operates in user mode and a kernel module in kernel mode. 
While an application executes a function of the provided kernel module through a 
system call, the system switches the application stack to the kernel stack. These fea-
tures protect the kernel from errant code [5].  

3.4   Kernel Reconfiguration 

A reconfigurable system reconfigures the system according to the application which 
runs on the system. For example, RETOS supports various routing mechanisms and 
selects a mechanism depending on the node’s status and the current network’s condi-
tion. When a node experiences low battery power, RETOS can switch the current 
protocol with a low-power routing algorithm. Also, when a node receives important 
and time-critical data, it adopts a time-sensitive routing algorithm to efficiently route 
the data to a sink node within the time constraint. Such a reconfiguration of the kernel 
functionality is supported by the modular kernel system of RETOS, LKM. 
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The RETOS LKM system supports kernel-level optimizing techniques. First, the 
system maintains a light-weight system to reduce overhead and resource usage. LKM 
unloads unnecessary kernel modules and only maintains modules that are required by 
the current working applications. The system can stop an unused system thread and 
reuse the resource for other applications later. Second, LKM reduces the cost  
for acquiring the required module over the network. RETOS supports dynamic appli-
cation installment and each application requires different modules. Thus, the LKM 
system needs to acquire modules that are required by the installed application. Fur-
thermore, to maintain an optimized system, the system must always keep a minimal 
requirement scheme by removing unused modules and acquiring newly required mod-
ules over the network with the change of application reconfiguration, which changes 
the requirements of the kernel functionality. This procedure needs extra network 
transmission and overhead. 

When developing kernel modules for RETOS, the system’s stability should be con-
sidered. First, the kernel module operates in kernel mode and therefore it should con-
duct garbage collection as resource leak in the module is critical to the whole system. 
Second, the module’s function should return as quickly as possible. During the oper-
ating of the module function, no function in the module or application can be invoked. 
The module should avoid the use of loops or time-consuming logic. Last, the module 
should not use blocking functions because they lead to invoking context switches. By 
using a common shared kernel stack, context switching within the kernel module is 
apt to elicit unpredictable defects. 

4   Evaluation 

The RETOS version 0.86 is used to implement a loadable kernel module. RETOS 
provides multi-threaded programming, a dual mode operation and a code safety 
check. Each kernel, kernel’s module and application is code-separated and resides in 
separate memory space. The experiment is conducted on the MSP430-based [11] 
Telos Skymote [12] hardware platform. We evaluate the performance of the RETOS 
LKM system in terms of system throughput and module updating cost.  

For the system throughput measurement, we compared RETOS LKM against SOS, 
which is developed with a similar concept.  For a fair comparison, two systems should 
be evaluated using the same hardware. RETOS is developed on msp430-based hard-
ware. However, there is no SOS version available for msp430-based hardware. For a 
solution, we compared each linking method used by RETOS and SOS on Telos. Two 
sample applications were prepared. One was the original surge application of RETOS, 
whereas the other was a surge application built with position independent code, which 
is used by SOS. Both were executed using RETOS on msp430-based hardware. The 
comparison only includes the difference of overhead between the two types of linking 
methods, and not the operating system’s overhead. With this comparison, the reloca-
tion-based system has better throughput against the PIC-based application. This 
comes from memory-accessing cost. Therefore, we also measured memory-accessing 
cost on two different types of hardware: msp-430 and AVR[13]. The module updating 
cost measurement was also evaluated using the surge application on three operating 
systems: TinyOS, SOS and RETOS. The cost for module transmission time and the 
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installation time was measured. TinyOS uses Deluge [14] for code update, which is a 
well-known code updating protocol for wireless sensor operating systems. SOS and 
RETOS have their own module dissemination mechanisms. We installed each operat-
ing system with the surge application. To evaluate the cost for dynamic code updates, 
we modified a part of the application’s network and measured the expenses for updat-
ing the modified parts over the network. 

Table 1 shows the surge application’s execution time for each operation, which is 
generated by a PIC compiler and a relocation linker. A relocation-produced applica-
tion performs slightly faster than a position independent code based application. It 
only reflects binary execution overheads. The difference between the two systems is 
based on the difference of memory accessing and function invocation cost. A binary 
produced using the relocation method consists of direct addressing operations, 
whereas a binary using PIC consists of indirect addressing operations. As shown in 
Tables 2 and 3, PIC’s function call and memory accessing require up to six more 
cycles than the relocated binary on msp430 and AVR. These overheads are generated 
due to modifying the base address of the position independent code and the execution 
of indirect addressing operations. RETOS implements direct addressing operations, 
hence it performs better. 

RETOS supports a kernel optimization mechanism. The optimization is obtained 
by reconfiguring kernel compositions according to the new requirements of 
 applications that are dynamically loaded to the deployed sensor motes. As a specific 
optimization operation, such a code updating mechanism is accompanied with some 
overheads. To measure the overhead, we modified a part of the network routing mod-
ule in the surge application for each of the three operating systems. As shown 

Table 1. Cost of the surge application 

Cost Relocation PIC 
Send the beacon message 0.3 msec 0.35 msec 
Handle the received message 0.03 msec 0.05 msec 
Updating the neighbor table 0.01 msec 0.015 msec 
Active time (in a minute) 0.44% 0.58% 

Table 2. Cost of accessing memory (msp430) 

Operation Relocation PIC 
Function call 5 cycles 9 cycles 
Data Accessing 3 cycles 5 cycles 
Global function accessing 9 cycles 9 cycles 
Global data accessing 5 cycles 5 cycles 

Table 3. Cost of accessing memory (AVR) 

Operation Relocation PIC 
Function call 4 cycles 10 cycles 
Data accessing 2 cycles 3  cycles 
Global function accessing 6 cycles 6  cycles 
Global data accessing 3 cycles 3  cycles 
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Table 4. Data size (bytes) 

Data size Deluge RETOS  SOS  
Transmitted data size 31000 2614 2496 
Flash Memory data size 31000 26542 33944 

 

Fig. 5. Execution time of the code update 

in Table 4, RETOS’s updating size is smaller than that of Deluge and is similar to that 
of SOS, since RETOS also updates only the modified modules like SOS. Figure 5 
shows the amount of time consumed for updating a module code. It consists of the 
transmitting time of the kernel code and the installation time for the linking process. 
As a small code transmission, RETOS has a smaller transmission time and installation 
time compared to Deluge. RETOS needs a relocation table for loading modules. The 
transmitted packet size is larger than the packets transmitted using SOS and also the 
relocation process needs extra linking process on a mote. Thus, RETOS takes slightly 
more time for updating modules compared to SOS.  This overhead occurs only during 
loading a module and is negligible during run time. 

5   Conclusion 

The eventual goal of RETOS is to provide a general-purpose operating system for 
wireless sensor networks. Supporting modularized application programming suits 
such a goal. RETOS provides diverse kernel functionalities by supporting loadable 
kernel modules. The LKM system reconfigures the kernels’ services according to the 
applications’ requirements. Traditional reconfiguration approaches provide functional 
change by reprogramming the application; however, the RETOS LKM provides an 
OS level optimization for each node’s applications, so it is a more general and ab-
stract approach. The experiment showed that the LKM has a small overhead for oper-
ating the module manager. This overhead is due mainly to managing the loadable 
kernel system and to applying relocation to the module. In an environment where 
many applications work simultaneously, RETOS has the benefits of saving storage by 
sharing the kernel module, while reducing the LKM’s operating cost. 

The RETOS LKM is a first step toward an adaptable operating system. Its auto-
matic reconfiguration mechanism includes protocols for code dissemination, and the 
handshaking of RETOS remains as a future work. Deluge [14], Trickle [15] and 
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MNP [16], which are well designed code dissemination protocols, are adaptable for 
RETOS’s kernel module. The RETOS’s module dissemination protocol must be suit-
able for small module kernels and customized to dynamic changes. A RETOS appli-
cation may run without any consideration of the kernel’s composition using the 
RETOS LKM system. The module resides in the kernel and can access and modify 
the kernel’s information. The LKM system will have a mechanism to protect the sys-
tem from unexpected kernel action.  
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Abstract. The wireless sensor networks are sensing, computing and
communication infrastructures that allow us to monitor, instrument,
observe, and respond to phenomena in the harsh environment. Sensor
operating systems that run on tiny sensor nodes are the key to the perfor-
mance of the distributed computing environment for the wireless sensor
networks. Therefore, sensor operating systems should be able to operate
efficiently in terms of energy consumption and resource management. In
this paper, we present XMAS to improve the time and space efficiency
of memory management for the sensor operating systems. XMAS was
implemented on Nano-Qplus which is a multi-threading sensor operat-
ing system. Our experimental results show that the XMAS performs
efficiently in both time and space compared with existing memory allo-
cation mechanisms.

1 Introduction

The rapid advances in computing technology, micro-electromagnetic systems
technology and wireless communication technology have enabled smart, small
devices to integrate micro-sensing and actuation with on-board processing and
wireless communications capabilities. These wireless sensor networks become
more popular over the past few years and have captured the attention and imag-
ination of many researchers, encompassing a broad spectrum of ideas[1,2]. The
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main purpose of the wireless sensor networks is to monitor the natural environ-
ment. Potential applications include scientific data gathering, e.g., environment
monitoring and controlling systems, military systems, automatic manufacturing
systems, surveillance systems, and medical systems. Wireless sensor networks
can be used even in the harsh environments[3,4,5].

Generally, wireless sensor networks are composed of hundreds or even thou-
sands of deployed sensor nodes that were designed to be very cost-efficient in
terms of production cost. The sensor nodes have miniature computing devices,
extremely small memory space, and very limited battery power. Key constraints
of wireless sensor networks include low energy consumption and limited re-
sources. Therefore, operating systems that run on the sensor nodes must also
operate efficiently in terms of energy consumption and resources management to
support low energy consumption. Therefore, the operating systems must mini-
mize execution time and maximize resource utilization. For this reason, the sen-
sor operating systems need a time and space-efficient memory allocation mech-
anism since each sensor node has very small memory space and limited battery
power.

Many kinds of operating systems such as TinyOS [6], Maté VM [7], SOS [8],
Nano-Qplus [2], and MANTIS OS [1] have been proposed for the wireless sensor
networks. TinyOS and Maté VM do not use the dynamic memory allocation
since there are no loadable modules and dynamic threads. Especially, SOS, Nano-
Qplus, and MANTIS OS use dynamic memory allocation mechanisms to support
dynamic loadable module and multi-threading techniques. However, the dynamic
memory allocation mechanisms are not suitable for tiny sensor nodes but feasible
for general purpose computing environment, due to the lack of memory space
and limited power of the sensor nodes.

In this paper, we propose XMAS, which is an eXtraordinary Memory Allo-
cation Scheme to improve the time and space-efficiency of memory allocation
mechanism that aims at minimizing fragmentation ratio and average response
time. Our experimental results show that XMAS performs efficiently in both
time and space compared with existing memory allocation mechanisms.

The rest of this paper is organized as follows. In Section 2, we present some
related works done on dynamic memory allocation mechanisms. Section 3 de-
scribes characteristics of wireless sensor networks and sensor nodes. We also
present some examples of the practical usage of dynamic memory allocation
mechanism of existing sensor operating systems. Then, we explain about the
design and implementation of XMAS in more detail. Section 4 presents and
evaluates the performance of XMAS compared with other existing memory
allocation mechanisms for sensor nodes. Finally, conclusions are presented in
Section 5.

2 Related Works

In this section, we briefly introduce previous works relating to dynamic memory
allocation mechanisms. Considerable research efforts[9,10,11,12,13,14,15] have
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been done on dynamic memory allocation to improve the performance of the
memory-related tasks on existing operating systems. Those can be categorized
into following classes: sequential fits [9], segregated fits [10,11], buddy systems
[12,13,14], and hybrid mechanisms [15].

The sequential fits manage the memory space by the linear-list of all the free
blocks in memory, and it supports allocation and release of various-size blocks
on the linear-list. Typically, the boundary tags [9] technique is used to support
efficient coalescing and merging blocks. The famous variants include first-fit, best-
fit, next-fit, and worst-fit [16]. In those mechanisms, no internal fragmentation
occurs. Instead, the worst case response time is O(N) because it must search for
an appropriate block of the total memory space.

The segregated fits use free lists of each segregated memory space to improve
the response time of the memory allocation and release mechanism. In this mech-
anism, each list holds free blocks of particular size, and there are two major vari-
ants: simple power-of-n free lists and segregated sequential fit. The power-of-two
lists stores buffers of a particular size, and all the sizes are powers of two. If a user’s
request is not of a size for powers of two, the system rounds up the size of the re-
quest and allocate it appropriately. Thus, its response time is O(1). But in worst
case, the internal fragmentation may increase the fragmentation of the memory
space up to 50%[16]. The segregated sequential fit uses the lists that are divided
into particular sizes to reduce the time consumed to search the memory space. If
the number of division is k, then the average response time is O(N/k)[11].

Peterson et al. proposed the buddy systems[13]. This approach creates appro-
priate buffers by coalescing adjacent free buffers and splitting the larger one.
Thus, it provides flexibility, allowing memory to be reused for buffers of various
different sizes. However, it has a problem of internal fragmentation, which may
increase the fragmentation up to 25%[17].

In [15], Masmano et al. proposed a new dynamic memory allocator for real-
time systems. It uses hybrid techniques of segregated fits with the boundary tags
technique to minimize the worst case execution time.

3 Design and Implementation of XMAS

In this section, we describe the requirements for wireless sensor networks in-
cluding the platform of sensor nodes and explain about the existing constraints.
We also present examples related to the practical usage of memory allocation
mechanisms on existing sensor operating systems and then explain about the
design and implementation of the XMAS in detail.

3.1 Requirements for Wireless Sensor Networks

Typically, wireless sensor networks consist of many sensor nodes and it is very
important to minimize the production cost to enhance networks efficiency. Such
restriction limits computing power, memory space, and the batteries. For ex-
ample, Berkeley’s MICA motes have only 8-bit processor, 4 KB memory space,
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and 2xAA batteries[18]. Therefore, the limited memory and energy have to be
efficiently utilized. In other words, the memory space must be managed in ac-
cordance with space and energy-efficient memory allocation mechanism. The
following are the requirements that should be considered in the design process
of an efficient memory allocation mechanism for wireless sensor networks.

% Execution Time: it is proportional to the energy consumption of the mem-
ory allocation mechanism, thus, the total execution time have to be mini-
mized to reduce the amount of energy consumption.

% Fragmentation Ratio: the internal and external fragmentation may spoil
the memory utilization, thus it must be minimized.

3.2 Practical Usage of Dynamic Memory Allocation on Sensor
Operating Systems

Figure 1 shows some practical usage of the memory allocation mechanisms on
existing operating systems for wireless sensor networks[1,2,8].

SOS uses a similar mechanism as the power-of-two free lists[8]. It consists of
32x16, 16x32, and 4x128 bytes memory blocks. The total memory block is thus
1536 bytes. Similar to the segregated free lists, it only needs O(1) to find an
appropriate block. Thus, in SOS, a serious internal fragmentation may be arose

16 16 16 16
16 16 .. ..
16 .. .. ..
.. .. .. ..
.. .. .. ..
.. .. .. ..
.. .. .. ..
16 16 16 16

32 32 32 32
32 .. .. ..
.. .. .. ..
32 32 32 32

128
128

..
128

32x 16 bytes
mem_str

16x 32 bytes
mem_str

4x 128 bytes
mem_str

free

free

next
free list head free

size prev

allocated
next size prev

next size prev

(a) SOS

(b) Nano-Qplus and MANTIS OS

Fig. 1. Memory management data structures on SOS, Nano-Qplus, and MANTIS OS



764 S. Yi et al.

and it decreases the efficiency in the utilization of the memory space. Figure 1(a)
shows the memory space of the SOS.

Nano-Qplus, and MANTIS OS support preemptive thread scheduler for multi-
modal sensing tasks. They need a dynamic memory management to allocate
threads stacks, and use sequential fits with best-fit policy. Thus, they need O(N)
for linear searching the total memory space, but there is a possibility that they
may over-use the limited power of batteries. Figure 1(b) shows the example of
the Nano-Qplus and MANTIS OS.

3.3 XMAS : eXtraordinary Memory Allocation Scheme

XMAS is an eXtraordinary Memory Allocation Scheme that efficiently utilizes
the tiny memory space in sensor operating systems. It adaptively uses the tech-
niques of sequential fits(bitmap fits), segregated free lists, and the buddy systems
to fulfill the essential requirements for wireless sensor networks. Generally, the
sequential fits are good at minimizing fragmentation ratio, and the segregated
free lists perform well in terms of execution time. In addition, buddy systems
can provide flexibility and scalability to the target operating systems.
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……
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not found
foundAvailable memory space was 

Fig. 2. Memory management data structures in XMAS

Figure 2 illustrates the relationship between physical memory space and the
data structures used in XMAS. In Fig. 2, the data structures consist of the
bitmap, k global entries, and the table of segregated entries. Each global entry
has a class identifier and the address of a memory block. The table of segregated
entries are combined by the power-of-two(4, 8, 16, 32, 64, 128 bytes) address en-
tries, and each one has the m entries of address that points to the memory block.
The bitmap is used for mapping and checking the used area of the physical mem-
ory space, and each bit is mapped to 4 bytes of the actual memory space. The
global and segregated entries manage the free memory blocks. For example, the
segregated entries can manage the free blocks with maximum m entries, and the
remaining free blocks are saved on global entries. In sensor nodes, the memory
space is very limited and thus cannot be used excessively. However, XMAS can
give better utilization of the total memory space using limited the number of the
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Fig. 3. An example of allocating and releasing 80 bytes in XMAS

global and the segregated entries, though it may slightly increase the average
execution time of a task.

The following show the detailed description of the basic operations on XMAS.

% Initialization: The data structures are statically located on the global vari-
ables of the data region. The counter field and the bitmap are set to 0.

% Allocation: If an allocation request arrives with rsize, XMAS searches suit-
able block that greater than or equal to the size of 2
log2rsize� on the global
and the segregated entries. If a block is found, it returns to the user. Oth-
erwise, XMAS searches on the bitmap with fitst-fit policy and returns the
found block. Finally, it marks the bitmap of the allocated memory block.

% Release: If a release request arrives with rsize, XMAS re-registers the re-
leased block to appropriate entries and releases the bitmap of the released
memory block.

% Coalescing and Splitting: As similar to the buddy systems, XMAS man-
ages memory space in power-of-two blocks. XMAS coalesces and splits the
memory blocks if needed. If an allocation request arrives with rsize and
XMAS succeeds to find a free block of the 2
log2rsize� bytes, then XMAS
splits the remaining 2
log2rsize� − rsize bytes block into multiple power-of-
two blocks. The split blocks are re-registered to the global or the segregated
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entries. On the other hand, when a release request arrives with rsize, XMAS
searches the adjacent 2
log2rsize� bytes memory space for coalescing.

% Management: There are three-level data structures: segregated entries,
global entries, and bitmap. It is similar to hierarchical cache in computer ar-
chitecture. For example, XMAS searches to find an appropriate block in this
order(segregated→global→bitmap). If the segregated entries become empty,
it have to be replenished by the global entries. In this way, if the global
entries become empty, then it must be filled up by searching the bitmap.

Figure 3 shows an example of way in which 80 bytes of memory space is
allocated and released when using XMAS. If a user requests 80 bytes of memory
space, it starts searching for an adequate memory block. As a result, a 128 bytes
memory block is selected because the 2
log280� is 128. It then splits into 80 and
48 bytes. The 80 bytes are allocated for the requested user, and the remaining
48 bytes are split and re-register to the power-of-two segregated entries(32 and
16 bytes blocks). It should be noted that if the user request that allocated 80
bytes block be released, XMAS starts searching adjacent 128 bytes memory
space because the 2
log280� is 128. Then, the 16 and 32 free blocks are coalesced
with the released 80 bytes. As a result, 128 bytes memory block is generated and
registered to the entries.

The following Algorithms 1 and 2 summarize the XMAS ’ memory allocation
and release mechanisms.

Algorithm 1. Allocating and Splitting Mechanism
– when a user requests to allocate rsize memory space:

Search a free memory block that ≥ 2�log2rsize�.
if a block was found on segregated entries then

Allocate rsize memory space to user.
Split the residual memory space to powers-of-two.
Register the split blocks to the entries.

else if a block was found on global entries then
Allocate rsize memory space to user.
Split the residual memory space to powers-of-two.
Register the split blocks to the entries.
Update segregated entries.

else if a block was found on bitmap then
Allocate rsize memory space to the user.
Update global and segregated entries.

else
Allocation fails.

end if

In Algorithm 2, the time consumed to search for the coalescing memory block
is only O(1) because the region of the search space is very limited. In XMAS, the
space is bitmap and the size is only 4 bytes (one byte of the bitmap corresponds
to 32 bytes of the physical memory space). Therefore, it does not consume a
long time to search for the coalescing memory space.
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Algorithm 2. Releasing and Coalescing Mechanism
– when a user requests to release rsize memory space:

Release rsize memory space.
Search the adjacent free memory space that ≥ 2�log2rsize	+1 on bitmap.
if free memory space was found then

Coalesce the memory space and register to entries.
end if

4 Performance Evaluation

In this section, we evaluate the performance of the XMAS. We implemented
XMAS on Nano-Qplus to compare the performance of XMAS with that of SOS ’
memory allocator and Nano-Qplus ’ memory allocator1.

In our experiment, we used Octacomm’s Nano-24 wireless sensor platform[19],
which is similar to the Berkeley’s MICAZ sensor platform. For our experimental
evaluation, we modified kernel source of SOS and ported it to the Nano-24
sensor platform, because there is no adequate kernel source of SOS for Nano-24
sensor platform.

The memory allocation mechanisms are known to affect the time and space-
efficiency of the operating system. Therefore, we focused on the fragmentation
ratio and the total execution time of the memory allocation mechanisms for
demonstrating the time and space-efficiency of XMAS. Table 1 shows the total
execution time of each memory allocation mechanism over a various workload
from 4 ∼ 8 bytes to 4 ∼ 16 bytes where the number of memory allocation
and release requests was 200. In Table 1, the SOS ’ execution time is smaller
than those of others because SOS uses fixed memory allocation mechanism. In
addition, the XMAS ’ execution time is slightly smaller than that of NANO, and
larger than SOS.

Table 1. Total execution time(ticks) of the memory allocators

Workload XMAS NANO SOS

4 ∼ 8 bytes allocation 6,073 6,694 5,523

4 ∼ 16 bytes allocation 6,142 6,511 5,664

Figure 4 shows the fragmentation ratio of each memory allocation mechanism
where the x-axis shows the fragmentation ratio while the y-axis is time. In the
result, the performance of SOS is poorer than those of others. This is because
the SOS ’ memory space is divided by the fixed-size of blocks, which means the
large amount of the internal fragmented blocks raises the fragmentation ratio.
Based on these results, we can convince that the proposed XMAS performs
significantly better than the existing memory allocation mechanisms.

1 Kernel version of each operating system; SOS: 05-july, Nano-Qplus: 1.6.0e.
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(a) 4 ~ 8 Bytes memory allocation
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Fig. 4. Fragmentation ratio of the memory allocators

5 Conclusions

Wireless sensor networks consist of hundreds or even thousands of deployed sen-
sor nodes that are designed under constraints of cost efficiency. Therefore, an
operating system that runs on tiny sensor nodes needs a time and space-efficient
memory allocation mechanism because each sensor node has only small mem-
ory space with limited batteries. In this paper, we proposed XMAS to improve
the time and space-efficiency of memory management for sensor nodes. It is de-
signed to minimize internal and external fragmentation ratio and to improve
response time of the memory management for sensor nodes. Our experimental
results showed that XMAS outperforms existing memory allocation mechanisms
of sensor operating systems.

6 Availability

The whole source codes of XMAS are available on this homepage: http://
ssrnet.snu.ac.kr/~shyi/
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Abstract. A major research challenge in the field of sensor networks is the dis-
tributed resource allocation problem, which concerns how the limited resources
in a sensor network should be allocated or scheduled to minimize costs and max-
imize the network capability. In this paper, we propose the Adaptive Distributed
Resource Allocation (ADRA) scheme, which specifies relatively simple local ac-
tions to be performed by individual sensor nodes in a sensor network for mode
management. Each node adapts its operation over time in response to the status
and feedback of its neighboring nodes. Desirable global behavior results from the
local interactions between nodes.

We study the effectiveness of the ADRA scheme for a realistic application sce-
nario; namely, the sensor mode management for an acoustic wireless sensor net-
work to track vehicle movement. We evaluated the scheme via simulations, and
also prototyped the acoustic wireless sensor network scenario using the Crossbow
MICA2 motes. Our simulation and hardware implementation results indicate that
the ADRA scheme provides a good tradeoff between performance objectives such
as coverage area, power consumption, and network lifetime.

Keywords: Sensor Networks, Distributed Resource Allocation.

1 Introduction

Sensor networks have generated much research interest because they present many chal-
lenging issues and they have a wide range of potential applications. In the field of sensor
networks, one of the research issues that remain open is the problem of distributed re-
source allocation - how to allocate, without a central coordinator, the limited sensing,
processing or communication resources in the sensor network to monitor a dynamically
changing environment.

In this paper, we propose the Adaptive Distributed Resource Allocation (ADRA)
scheme, which addresses the distributed resource allocation problem from a different
angle compared to that of existing work in the literature. The ADRA scheme specifies
relatively simple local actions to be performed by individual sensor nodes in a wireless
sensor network for mode management. Each node adapts its operation over time in
response to the status and feedback of its neighboring nodes. Desirable global behavior
results from the local interaction between nodes. The ADRA scheme is scalable since
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the coordination of the actions of neighboring nodes requires little communication. It
is adaptive and robust with respect to the dynamic environment that the sensor network
operates in.

Our scheme provides a general framework for efficient resource allocation in sensor
networks. It can actually be applied to many sensor network applications and problems.
In this paper, to evaluate the effectiveness of the ADRA scheme, we apply it to a realistic
application scenario. The scheme is used to perform sensor mode management in an
acoustic wireless sensor network that tracks vehicle movement in an open terrain. We
simulated the scheme under the scenario, and also prototyped it using the Crossbow
MICA2 motes. Our simulation and hardware implementation results indicate that the
scheme provides a good tradeoff between performance objectives such as coverage area,
power consumption, and network lifetime.

The rest of this paper is organized as follows. In Section 2, we review the related
work and discuss our contributions in this paper. Section 3 presents the problem state-
ment and the ADRA scheme. We describe the application scenario in Section 4. Sec-
tion 5 discusses our algorithms to implement the ADRA scheme for the scenario. The
methodology and results of our simulation study are presented and discussed in Section
6. For the hardware implementation of the scheme, we discuss the hardware platform,
and the performance results in Section 7. Finally, we conclude this paper in Section 8.

2 Related Work

Different aspects of the distributed resource allocation problem have been investigated
by researchers. In [1], resources are allocated for applications in a distributed real-time
system by characterizing the specifications (e.g. hardware platform, quality of service
constraint), and then developing appropriate heuristics to maximize the performance
goal. An initial static allocation is determined to maximize the allowable workload
increase, followed by the dynamic resource reallocation process to avoid QoS violation.

In [2,3], a systematic formulation to map the distributed resource allocation problem
into the distributed constraint satisfaction problem (DCSP) was proposed. The map-
ping is sufficiently generalized and reusable to tackle some specific difficulties such
as ambiguity and dynamism. The problem is then solved by finding a solution to the
DCSP, which is actually the assignment of values for distributed variables to satisfy all
distributed constraints.

In market-based techniques [4,5], the distributed system is modelled as the inter-
action between agents taking economic roles. Resources are allocated through buying
and selling activities between agents. A seller seeks to maximize its earnings whereas
a buyer seeks to minimize its spending. Resource requests and price notifications are
communicated among the agents. Certain heuristics or strategies are used to control
agent behaviors through the propagation of price information.

Another interesting approach to the multi-agent resource allocation problem is the
auction and bidding techniques for allocating resources to tasks, such as combinatorial
auction [6,7] and coalition formation [8].

Much of the work in the multi-agent systems community has focused on multi-
agent negotiation over the allocation of resources. In [9], a ”contract net” framework
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for communication and control in a distributed system was proposed. It functions as
the common medium for contract negotiation, which is an essential form of task distri-
bution. The protocol for the negotiation process should help determine the content of
exchanged messages, and it is not just a means of physical communication. For exam-
ple, [10] employs a finite state machine as the heart of the negotiation protocol, while
[11] uses an underlying strategy of combinatorial auction.

Our work differs from the previous work and makes two important contributions.
First, our ADRA scheme is a scalable and adaptive distributed resource allocation
scheme for sensor networks. It is scalable since it relies only on near-neighbor com-
munications between nodes in a sensor network. It is adaptive since each node reacts to
the environment (such as the presence of targets) as well as the status and feedback of
its neighbors. These local node interactions produce desirable global system behavior.

Second, the ADRA scheme provides a general framework that is applicable to many
applications. Unlike previous work which seldom consider realistic application scenar-
ios, we have applied the ADRA scheme to a realistic application scenario. Also, the
performance evaluation in previous work is usually done via analytical modeling or
simulation of a generic sensor network. In our work, apart from evaluating the ADRA
scheme via simulation, we have implemented the scheme on real sensor hardware and
evaluated its effectiveness.

3 Adaptive Distributed Resource Allocation Scheme

3.1 Problem Statement

In the remainder of the paper, the basic entity in a sensor network is a sensor node which
has sensing, processing, and communication capabilities. The sensor network has a set
of stationary sensor nodes. Each node has a set of modes (or actions) that it is able to
partake, and it can only choose one mode at any particular time instance.

During the operation of the sensor network, each sensor node’s utility value is a
function of several factors including the sensing coverage (or target detection), target
localization, and target error minimization. For a sensor node, the rate of energy con-
sumption affects its useful lifetime. When the sensor node is out of power, it is no longer
able to sense, process, or communicate, and thus its utility value will be zero.

The sensor nodes have no prior information on the targets and their movement. They
can sense and detect targets, and are able to obtain directional information of the targets
from sensor measurements. It takes two sensor nodes detecting a target to localize the
target. Minimizing the error in localization requires more than two sensor nodes de-
tecting the target. The sensor nodes can communicate with their neighbors. However,
from available communications and environment sensing, the nodes would not have full
knowledge of the entire network.

3.2 The ADRA Scheme

We propose the Adaptive Distributed Resource Allocation (ADRA) scheme as a frame-
work or methodology to guide sensor nodes for efficient resource allocation. The ADRA
scheme is shown in Algorithm 1.
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Algorithm 1. Adaptive Distributed Resource Allocation

Phase 1: Initialization
Query neighbors’ mode status.
Get information about detected targets (if any).
Update local variables (e.g. utility, battery life).
Send information on detected targets to neighbors.

Phase 2: Processing
Receive information on targets from neighbors.
Fuse own detected target info with neighbors’ detected target info.
Compute change in utility based on information from neighbors.
Compute own plan regarding sensor mode.
Optional : compute plan for neighbors.
Send information on the plan to neighbors.

Phase 3: Decision
Receive information on neighbors’ plans.
Resolve own plan with neighbors’ influence.
Execute the plan to change own sensor mode.

Under the ADRA scheme, a sensor node goes through many operational cycles repet-
itively in its lifetime. An operational cycle represents a complete and self-contained ac-
tivity period during which the node gathers sufficient information regarding the targets
from the ambient environment and its neighbors for decision making. It determines the
necessary actions to adapt itself to the environment while aiming for maximal perfor-
mance of the whole network. Each cycle is split into three phases. Within each phase,
the ADRA scheme specifies the necessary local actions to be performed to achieve
efficient mode management and sensor resource allocation.

In Phase 1 (Initialization), each node initializes its internal states and prepares it-
self by querying its neighbors’ mode status and the environment information such as
the targets within range. At the end of Phase 1, each node shares the gathered prelim-
inary information with its neighbors. During Phase 2 (Processing), each node collects
all preliminary information from neighbors. The information would be analyzed and
combined with its own information to yield its behavioral plan, i.e. the likely action
to be executed. Again, the plan will be shared among neighbors. Phase 3 (Decision)
is the stage to make a final decision. With all necessary information and action plans
from neighbors, a node is able to determine how it should act to maximize the overall
performance of the network.

4 Mode Management in Acoustic Sensor Network

We consider an acoustic wireless sensor network deployed for the purpose of monitor-
ing vehicle movement in an open terrain. In this network, the acoustic sensor nodes are
powered by batteries. The scheme should provide a good tradeoff between the ability to
provide coverage for the area of interest and localize the targets, and the battery power
conservation to prolong the network lifetime.
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Each acoustic sensor node has two modes: on, standby. When the acoustic sensor
node is in the “on” mode, it has full sensing, processing, and communications function-
alities. When the node is in the “standby” mode, it stops sensing the environment and
has limited communications capabilities. The amount of battery life consumed by the
node per time unit in this state is assumed to be ten times lesser than when the node
is in the “on” mode. A node in “standby” mode can still communicate and exchange
messages with its neighbors according to the ADRA scheme, and switch to the “on”
mode to sense a target when necessary.

The acoustic sensor’s sensing capability is omnidirectional in nature, i.e. it can de-
tect a target’s acoustic signal from any direction, with an error variance of one radian.
A target is considered to be detected when it is within range of the sensor. Sensor mea-
surements or target detections are in the form of bearing (or angular) values of the target
with respect to the sensors monitoring it, which are combined to form a positional fix
of that target. The target bearing values and messages from the ADRA scheme will be
transmitted among neighboring nodes.

5 Algorithms

5.1 Stansfield Algorithm

For the ADRA scheme, we adopt the Stansfield algorithm [12] to combine the bearing
values of a target detected by multiple sensor nodes to localize the target, i.e. to obtain
a positional fix of the target. The Stansfield algorithm computes the positional fix of the
target in the form of the best point estimate of the target coordinates, and an uncertainty
ellipse that bounds the likely location of the target.

5.2 Mode Management in Acoustic Sensor Network

Our algorithm to perform the ADRA scheme for the acoustic scenario is shown in
Algorithm 2. In the first phase (initAndSend), each node obtains its own sensor mea-
surements of the targets’ bearing values, and computes the targets’ positional fixes using
the Stansfield Algorithm. It also updates its own potential, which is the utility value
used for deciding the mode of the node (on or standby). Then, it sends the information
on the detected targets and its own mode to the neighbors.

Our algorithm to perform the ADRA scheme for the acoustic scenario is shown in
Algorithm 2. In the first phase (initAndSend), each node obtains its own sensor mea-
surements of the targets’ bearing values, and computes the targets’ positional fixes using
the Stansfield Algorithm. It also updates its own potential, which is the utility value
used for deciding the mode of the node (on or standby). Then, it sends the information
on the detected targets and its own mode to the neighbors.

In the second phase (rcvProcessSend), each node receives the bearing values and
positional fixes of targets from its neighbors. Then, it fuses its own and the neighbors’
bearing values to obtain the new positional fixes of the targets. The node updates its
own potential, and sends its potential and battery life to the neighbors.

In the third phase (rcvExe), each node receives the potential and battery life infor-
mation from its neighbors. Based on the difference in battery life between itself and
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Algorithm 2. Mode management in acoustic sensor network

1: main()
2: Constants : battPri, /* priority value for battery life conservation */
3: covPri, /* priority value for coverage */
4: locPri, /* priority value for localization */
5: threshold /* threshold value */
6: Variables : potential, /* potential for on or standby mode */
7: battLife, /* battery life of node */
8: battLifeDiff /* battery life difference between self and neighbor */
9: repeat

10: initAndSend();
11: rcvProcessSend();
12: rcvExe();
13: until termination of operation, or if node depletes its battery life

14: procedure initAndSend()
15: Query neighbors’ mode status.
16: Get own sensor measurement of target(s) bearing value(s).
17: Compute target(s) positional fix(es) using Stansfield Algorithm.
18: Update own potential.
19: Send to neighbors : target(s) bearing value(s) and existing positional fix(es), own mode (on

or standby).

20: procedure rcvProcessSend()
21: Receive from neighbors : targets’ bearing values and positional fixes, neighbors’ modes.
22: Update potential.
23: Fuse and update current set of bearing value and positional fix with new values from self and

neighbors.
24: for each bearing value from self and neighbors do
25: Increase own potential (by covPri).
26: end for
27: for each positional fix from self and neighbors do
28: Increase own potential (by locPri).
29: end for
30: Send to neighbors : own potential and battLife.

31: procedure rcvExe()
32: Receive from neighbors : potential values and battLife info.
33: for each neighbor do
34: Compute battLifeDiff.
35: if (neighbor battLife > battLife) then
36: Decrease potential by (battPri * battLifeDiff).
37: else
38: Increase potential by (battPri * battLifeDiff).
39: end if
40: end for
41: if (potential < threshold) then
42: Switch to ”standby” mode.
43: else
44: Switch to ”on” mode.
45: end if
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its neighbors, the node computes its new potential value. After computing its new
potential, the node decides whether to be ”on” or ”standby” by comparing the
potential with a threshold value.

6 Simulation Evaluation

We conducted simulation studies of the application scenario using the Recursive Porous
Agent Simulation Toolkit (Repast 3.0) [13], an open source agent-based simulation and
modeling toolkit. It is written in Java, and is originally developed at the University of
Chicago. In the simulation setup, we model attributes such as the simulation world size,
number of sensor nodes, node deployment topology, number of targets and their paths,
sensor modes, sensor measurements, and communications capabilities. We assume that
the sensor nodes are aware of their locations in their deployment area, and they are
time-synchronized.

6.1 Experimental Methodology

We simulate this scenario by modeling an array of sensor nodes deployed in a grid-
like manner with several rows and columns. A sensor node’s sensing range and radio
communication range overlaps with that of its neighbors. The spacing between two
neighbors is the smallest distance such that a circle representing the sensing coverage
area of an internal node only intersects with those coverage circles of its four neighbors
and no other nodes. By simple geometric rule, the node spacing d is related to the
sensing range sr by the equation: d = sr

√
2.

We test two configurations of different network sizes to investigate the scalability
of the ADRA scheme: Net16 with 16 nodes (4×4 grid) and Net256 with 256 nodes
(16×16 grid). The sensing range is set as 150m, and so the spacing between nodes is
d = 150

√
2 = 212m. As each node needs to exchange messages with its neighbors, the

radio communication range must be larger than the node spacing d. In the simulation,
the communication range is set to be 300m. The corresponding dimensions of the grid
areas for Net16 and Net256 are 1060m × 1060m and 3604m × 3604m respectively. We
also model a number of targets (8 and 24 targets for Net16 and Net256 respectively)
moving across the terrain.

We study three cases of the acoustic sensor network operation. In the baseline
(”WithoutAlgo”) case, the network does not use the ADRA scheme, i.e. all the nodes
would be “on” until they exhaust their battery life. In the other two cases ”WithAl-
goWithoutTarget” and ”WithAlgoWithTarget”, the network uses the ADRA scheme to
control its operation. There are no targets in the former case, while there are targets to
be tracked in the latter case.

Figure 1 shows a screenshot of the Net16 simulation. The sensing coverage radius
of an active node is delineated by a circle. The absence of such a circle indicates that
a node is in “standby” mode. The figure also shows the target bearing lines of sensors
that have detected the targets, and the uncertainty ellipses surrounding the targets.

We use the network coverage area and the sensor network lifetime as performance
metrics. The coverage area is defined to be the largest area such that any inside point
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Fig. 1. Screenshot of acoustic sensor network simulation (Net16)

is covered by at least one circle, without double counting the regions where the circles
overlap. Each sensor node starts off with a predefined battery life. As simulation time
passes, each node consumes battery life at a varying rate according to the changes in its
modes, until its battery life is depleted. We measure the coverage area of the Net16 and
Net256 networks against time. As more and more nodes eventually use up their battery
life, the trend is that the sensor network coverage area declines with time. We define the
sensor network lifetime as the amount of time for the coverage area to drop to zero.

6.2 Results and Discussion

The coverage area against time for Net16 and Net256 are shown in Figure 2 and 3
respectively. Also, the results for the average coverage area and the network lifetime
for each network under the three cases are shown in Table 1.

The baseline (”WithoutAlgo”) case is the simplest to understand. As all the nodes are
always “on”, the maximum possible coverage area is provided until all nodes deplete
their battery life. In our simulation, we set the nodes’ initial battery life such that the
network lifetime will be 200s for both the Net16 and Net256 baseline cases.

In the ”WithAlgoWithoutTarget” case, the network converges into two steady state
configurations. In one configuration, the nodes at alternating diagonals are “on” and
the rest are in “standby” mode. In the other configuration, the modes of the “on” and
“standby” nodes are reversed. Triggered by the adaptive nature of the ADRA scheme,
the network periodically switches back-and-forth between these two configurations by
reversing the modes of the nodes. In this manner, the battery life consumption of the
nodes is balanced as much as possible across the network as time progresses. Conse-
quently, half of the nodes are “on” at steady state, and the network life time in this case
is double that of the ”WithoutAlgo” case. However, as not all the nodes are “on” at all
times, the tradeoff is that the coverage areas for the Net16 and Net256 networks have
dropped to 75.4% and 86.3% of the maximal coverage in the baseline case respectively.
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Fig. 2. Coverage area versus time (Net16)
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Fig. 3. Coverage area versus time (Net256)

The ”WithAlgoWithTarget” case shows the effect of target tracking. The coverage
area rises above the ”WithAlgoWithoutTarget” case at the beginning since the ADRA
scheme turns on more nodes to help track the targets. With more nodes turned on, the
power consumption is higher too. Eventually, the coverage area starts to drop as more
and more nodes deplete their battery life. Thus, the network lifetime in this case is
shorter than that of the ”WithAlgoWithoutTarget” case, but still longer than the ”With-
outAlgo” case. In the Net16 network, the network lifetime of ”WithAlgoWithTarget”
is 166% that of the ”WithoutAlgo” case, while its coverage area is 76.6% that of the
”WithoutAlgo” case. The corresponding numbers for the Net256 network are 174.5%
and 72.9% respectively.

Table 1. Coverage area and network lifetime

Net16 cases Avg cov area (K m2) Network lifetime (s)
WithoutAlgo 821.8 200
WithAlgoWithoutTarget 619.3 401
WithAlgoWithTarget 630.9 332

Net256 cases Avg cov area (K m2) Network lifetime (s)

WithoutAlgo 11929.3 200
WithAlgoWithoutTarget 10295.0 401
WithAlgoWithTarget 8702.3 349
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In general, the ADRA scheme provides a significant improvement in network life-
time at the cost of a small decrease in the coverage area in both the Net16 and Net256
networks. Our results also shows that the ADRA scheme is scalable, and it can work
well for larger networks too.

7 Hardware Implementation

7.1 Hardware Platform

To assess the actual performance of the ADRA scheme on real sensor hardware, we pro-
totyped the acoustic sensor network scenario using the Crossbow MICA2 motes [14].
The motes are programmed in nesC [15] under the TinyOS development environment
[16]. nesC is an extension of the C programming language. TinyOS is an event-driven
operating system designed for sensor nodes. Our hardware testbed deploys 16 MICA2
motes in a 4x4 grid resembling that of the Net16 simulation in Figure 1. We also use
the Crossbow MTS310CA sensor boards, which are plugged onto the MICA2 motes.

The total power consumption of a mote is an aggregation of the power consumption
of its components, including the processor, radio, logger memory, and sensor board.
Each component can operate in different functional modes. The power consumption
of each component is different when operating in different modes. For example, the
microcontroller draws around 8mA during full operation but only 8 μA during sleep
mode [14]. Therefore, the overall power consumption is the sum of all component-based
consumptions, averaged by the duty cycles of operational modes for each component.
In our testbed, we empirically measured the power consumption of a MICA2 mote as
approximately 25mA in active mode and 11mA in standby mode.

Our testbed only aims to prototype the acoustic sensor network scenario to demon-
strate a proof-of-concept hardware implementation of the ADRA scheme. We disable
all sensors except the acoustic sensor for power saving. The acoustic sensor on the
MTS310CA sensor board is a microphone capable only of providing the magnitude
reading of an acoustic signal. It is unable to provide the direction of arrival of an
acoustic signal. Thus, we simplify our implementation of Algorithm 2 so that it per-
forms only target detection but not target localization. Fortunately, this simplification
does not have any big impact on demonstrating the efficacy of the ADRA scheme be-
cause our key performance metrics of coverage area and network lifetime are still rele-
vant.

We use the beeping sound of the MTS310CA sounder (at acoustic frequency of
4KHz) to emulate the noise from a target. The spacing between two motes is related
to the sensing range of the acoustic sensor, in a similar manner as in the simulation.
From empirical measurements, we determine that a good spacing distance between the
motes in our testbed is 50cm, as it is a suitable distance for detecting the MTS310CA
sounder signal with a reasonable internal threshold.

7.2 Results and Discussion

Figure 4 shows the coverage area against time for the three cases measured on our 16-
node testbed. The unit of time in the x-axis is in terms of time cycles. A short time
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Fig. 4. Coverage area versus time for 16-node MICA2 testbed

cycle duration makes packet collision reduction and power management difficult to
control, whereas a long time cycle hampers the target detection. In our implementation,
we empirically determined that a time cycle duration of 5 seconds gives acceptable
performance. Each MICA2 mote is powered by a pair of AA batteries which can last
for days. To expedite the data collection and analysis process, we consider only the first
250 cycles as shown in Figure 4.

As expected, the baseline (”WithoutAlgo”) case is very simple: all nodes are always
“on” and hence the coverage area is constant at 9.1 m2 over time. In the ”WithAlgo-
WithoutTarget” case, the coverage area dropped to an average value of 6.7 m2. When
targets are introduced in the ”WithAlgoWithTarget” case, more nodes are triggered to
turn on and hence we get a higher coverage area than the case of ”WithAlgoWithout-
Target”. In Figure 4, the graph representing ”WithAlgoWithTarget” is above that of the
”WithAlgoWithoutTarget” case during the duration of 250 cycles. The average coverage
area in the presence of targets is 7.9 m2.

During the duration of 250 cycles, the coverage area of the ”WithAlgoWithoutTar-
get” case and the ”WithAlgoWithTarget” case are 73.6% and 86.8% that of the ”With-
outAlgo” case respectively. However, if we were to run this experiment for a longer
time, the coverage area graphs for both these cases should drop as more and more
motes deplete their batteries, just like in the simulation.

8 Conclusion

We have proposed the Adaptive Distributed Resource Allocation (ADRA) scheme,
which specifies the tight coordination amongst neighboring nodes in a wireless sen-
sor network for action and decision making in mode management. The ADRA scheme
helps sensor networks adapt to changes in the ambient environment dynamically and
responsively. We demonstrated the ADRA scheme’s efficacy by studying a realistic ap-
plications of an acoustic sensor network that adopts the scheme for sensor mode man-
agement. The results from our simulations and hardware prototype show that the ADRA
scheme can provide good coverage area and target tracking, while achieving significant
power saving and prolonging the network lifetime.
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Abstract. In this paper, we consider a sequential approach for decen-
tralized detection problem in wireless sensor networks, and propose a new
scheme for data fusion in the case of spatially and temporally identically
and independently distributed observations. In addition, we investigate
the performances of the proposed scheme in terms of average number
of observations and total energy consumption, and further compare the
results with those of a non-sequential scheme. As a result, we determined
the region of individual node power where the proposed scheme outper-
forms the non-sequential scheme in terms of both average number of
observations and total energy consumption.

Keywords: decentralized detection, sequential test, method of types.

1 Introduction

Problems related to decentralized detection in wireless sensor networks have re-
ceived a lot of attention in the past couple of decades. Many different algorithms
and approaches to solve these problems have been proposed in literature [1]-[4].
Typically, a number of distributed sensors monitors the state of the environment
and carries out the observations of environmental parameters. If necessary, the
observed data can be initially processed in the sensor nodes, and then are sent
to the fusion center, which processes a final detection. Some recent works in this
area assume that all observation data are available at the fusion center without
any losses or changes. This idealistic type of detection is referred to as central-
ized detection, and has the best accuracy [2],[3]. However, in a real situation each
sensor node has limited energy resources, and it is impossible to achieve perfect
quality data transmission. As a result, information received by the fusion center
is corrupted by channel noises and the accuracy of the decentralized detection
is consequently degraded.

Another difficulty in decentralized detection is related to the abilities of each
sensor to process data and make local decisions. A number of recent works [1]-
[5] assume that full information regarding the source statistics is known at each

J. Cao et al. (Eds.): MSN 2006, LNCS 4325, pp. 782–792, 2006.
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node;that smart sensors produce local decisions based on their own observa-
tions. Transmission of local decisions to the fusion center can be organized with
high reliability and low energy consumption, as compared to the transmission
of all observed data. However, the storage of statistical information and ability
to make local decisions require more complex, expensive and powerful sensors.
Additionally, network-scale updates of source statistics for different tasks are
necessary in each node, which can be quite a burdensome operation for some
applications.

To avoid the difficulties mentioned above, one method for decentralized detec-
tion was proposed by Liu and Sayeed [6], and is called “type-based detection.”
This scheme employs simple, or not smart, sensors and local decisions are not
made in each node. In this case, the nodes are used as counters of observation
type (histogram) statistics. The scheme allows for the transmission of relatively
small amounts of data from sensors to the fusion center. In addition, no statis-
tical information is used in the sensors. At the same time, the accuracy of this
type-based scheme asymptotically achieves the accuracy of centralized detection
even under total power constraints. However, this scheme only considers fixed-
sample-size detectors with a fixed number of observations.

Another approach, referred to as sequential detection, is described in [5]. Usu-
ally, sequential tests require a lesser number of observations as compared to
non-sequential tests [5]. At the same time, it is shown in [6] that simultaneous
data transmission through a multiple access channel dramatically reduces the
influence of noise, and significantly improves the accuracy of detection. However,
sequential data transmission requires a significantly greater amount of energy to
send the data from the sensors to the fusion center [7]. With these two antago-
nisms, we are motivated to propose a new scheme for data fusion referred to as
the “sequential approach for type-based detection”, where type-based detection
and sequential data transmission are combined. Furthermore, we construct the
sequential detection rule and derive the performance formulas of the proposed
scheme in terms of two performance metrics: the average number of observations,
and the energy consumption. The parameter region where the proposed scheme
outperforms other detection schemes is also determined.

The rest of this paper is organized as follows. The system model and proposed
scheme are described in Section 2. Next, Section 3 overviews the related work on
this topic. The theoretical analysis is provided in Section 4. The results of simu-
lations are presented in Section 5, and Section 6 contains the conclusions of this
work.

2 System Model and Proposed Scheme

In this paper we consider a sensor network with a simple structure where all sen-
sors are directly connected with the fusion center. K nodes of this network are
deployed in the environment. The observations of each sensor at discrete time
step t are given in the n-length sequence x̄k(t) = {xk,i(t)}n

i=1, k = 1 . . .K. The
data are quantized to χ + 1 levels, and xk,i(t) obtains values from the discrete
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alphabet Ã = {a0, a1, . . . , aχ}. We assume that all the observations are iden-
tically and independently distributed according to one of two possible discrete
probability distributions on Ã : Q1 with probabilities pQ1(am) = p1,m and Q0

with probabilities pQ0(am) = p0,m, where m = 0 . . . χ. Then, the k-th node
produces the type-information of the observations, T̄k(t) = {Tk,m(t)}χ

m=1, k =
1 . . .K [8]. The value of Tk,m(t) can be represented as the relative frequency of
am ∈ Ã in the sequence x̄k(t):

Tk,m =
Nx̄k(t)(am, t)

n
, (1)

where Nx̄k(t)(am, t) is the number of occurrences am in x̄k(t). The type-
information is subsequently sent through a noisy multiple-access channel to the
fusion center with individual power assigned for every transmission Pind. As a
result, the received signals R1(t), R2(t), . . . , Rχ(t) take the form [6]:

Rm(t) =
1
K

K∑
k=1

Tk,m(t) +
ωm(t)

K
, (2)

where m = 1 . . . χ, and ωm(t) is channel gaussian noise with a zero mean, and
variance 1/Pind. Let us denote R̄(t) = {Rm(t)}χ

m=1. The size of R̄(t) and T̄k(t)
is χ, whereas the size of used alphabet is χ + 1.

Based on the received signals, the fusion center processes the hypothesis test-
ing H1 : Q = Q1 versus H0 : Q = Q0 using a sequential decision rule, which
consists of a stopping rule and a final decision rule. If the number of observations
is not sufficient for making a final decision, the sensors send one more series of
observations, made in the same manner as the previous one. When the condi-
tions of the stopping rule are satisfied, the observations are stopped and the
hypothesis testing is held by the final decision rule.

The desired accuracy is given by the probabilities of detection and false alarm,
Pd and Pfa, respectively. The performance of type-based sequential detection can
be evaluated in terms of average number of observations and average amount of
energy consumption. The average numbers of observations under each hypothe-
sis, E(Lθ), are counted as:

E(Lθ) = nKE(lθ) . (3)

The average amount of energy consumption for data transmission, E(Pθ), is:

E(Pθ) = KχPindE(lθ) . (4)

In both cases, E(lθ) is the average number of data transmissions. Here θ = 0, 1 is
the indexes of hypothesis H1 or H0. Since we are going to obtain the parameters
given by (3) and (4), our task is to find the average numbers of transmissions
E(lθ) under each hypothesis.

For comparison of our scheme with another detector, we selected the non-
sequential type-based scheme with a fixed number of observations, proposed in
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[6], with the same accuracy Pd and Pfa. The principles of data collection and
transmission are the same as described for the sequential case. However, type
information is sent to the fusion center only one time. Therefore, in this fixed-
size scheme the sequence length, observed by each sensor, is nfs, (nfs > n).
Subsequently, the number of observations and the energy consumption are the
same under each hypothesis, such that:

Lfs = nfsK , (5)

and
Pfs = KχPind,fs , (6)

where Pind,fs is the individual power that is used to send type-information in
non-sequential type-based scheme.

Our second task is to show the superiority of the sequential scheme over the
non-sequential scheme, and to explain the influence of parameters such as Pind

and n on the performance of the proposed scheme.

3 Related Work

In this section we briefly overview the theoretical background which will be used
for the performance analysis of the proposed scheme in Section 4. First, we
discuss the theory of sequential detection, and then the non-sequential Neyman-
Pearson approach.

3.1 Sequential Detection

According to the Wald-Wolfowitz theorem [5], the rule which requires the small-
est average number of observations for pre-given accuracy (Pd and Pfa) is the
sequential log-likelihood ratio test, given as:⎧⎨⎩

Λ(t) � log(A) Accept H0,
log(A) < Λ(t) � log(B) Take more observations,
log(B) < Λ(t) Accept H1;

(7)

where Λ(t) is the sequential log-likelihood ratio:

Λ(t) = Λ(t − 1) + log
pQ1(R̄(t))
pQ0(R̄(t))

. (8)

Here, Λ(0) = 0. As the next step in the construction of the sequential decision
rule, we need to define two thresholds A and B. If these are chosen as:

A =
1 − Pd

1 − Pfa
, (9)

and
B =

Pd

Pfa
, (10)
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then independent of probability distributions Q1 and Q0, the actual probabilities
of misdetection and false alarm can be given as:

P a
m � 1 − Pd

1 − Pfa
, (11)

and

P a
fa � Pfa

Pd
. (12)

For the rule described above, the average number of observations Ls under each
hypothesis is given by:

E(Ls
1) ≈ 1

E(Λ(1)|H1)

[
(1 − Pd) log

1 − Pd

1 − Pfa
+ Pd log

Pd

Pfa

]
. (13)

and

E(Ls
0) ≈ 1

E(Λ(1)|H0)

[
(1 − Pfa) log

1 − Pd

1 − Pfa
+ Pfa log

Pd

Pfa

]
, (14)

3.2 Non-sequential Detection

Next let us consider a non-sequential detector with a fixed number of recorded
observations, which will be used in the comparison with the proposed scheme.
Here, the Neyman-Pearson criterion is chosen [1], where the probability of false
alarm is constrained to an acceptable value, and the probability of detection is
maximized. By the Neyman-Pearson lemma, the best decision rule is also given
by the log-likelihood ratio test:

Λfs

H1

≷
H0

λ , (15)

where

Λfs = log
pQ1(R̄fs)
pQ0(R̄fs)

. (16)

The threshold λ is selected to constrain the probability of false alarm, such that:∫
Λfs>λ

pQ0(x1, x2, . . . , xχ)dx1dx1, . . . , dxχ � Pfa . (17)

Hence, for the selected threshold, the probability of detection is given as:

Pd =
∫

Λfs>λ

pQ1(x1, x2, . . . , xχ)dx1dx1, . . . , dxχ . (18)
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4 Performance Analysis of the Proposed Scheme

In this section, we analyze the performance of sequential type-based detection
in terms of average number of observations and average amount of energy con-
sumption. For analysis, we first obtain the log-likelihood ratio for the detector
and then the thresholds for pre-given accuracy. According to (1) and (2), the
signals Rm,t, received by the fusion center at time step t, can be given as:

Rm(t) =
1
K

K∑
k=1

Nx̄k(t)(am, t)
n

+
ωm(t)

K
=

NX(am, t)
Kn

+
ωm(t)

K
, (19)

where NX(am, t) is the number of times, the symbol am appeared in all obser-
vations at time step t. At every time step NX(am, t) is a random variable with
binomial distribution, which has parameters Kn as the number of experiments
and pθ,m as the probability of event am in one experiment under hypothesis Hθ.
Since NX(am, t) and ωm are mutually independent, the joint pdf takes the form:

fθ,m(Rm(t)) =
Kn∑
i=0

(
Kn

i

)
pi

θ,m(1 − pθ,m)Kn−i

exp

⎧⎨⎩−
Rm(t)− i

Kn

2

2σ2

⎫⎬⎭
√

2πσ
, (20)

where
σ =

1
K

√
Pind

. (21)

Now we can derive the sequential log-likelihood ratio based on (7)-(12). In
the case of continuous probability density functions, the sequential log-likelihood
ratio are given as:

Λ(t) = Λ(t − 1) + log pQ1(R̄(t))
pQ0(R̄(t))

= Λ(t − 1) + log

χ∏
m=1

f1,m(Rm(t))

χ∏
m=1

f0,m(Rm(t))

= Λ(t − 1) +
χ∑

m=1

log
f1,m(Rm(t))
f0,m(Rm(t))

.

(22)

By combining (20)-(22), we can calculate the value of the log-likelihood ratio
Λ(t) since the values of the received signals are known.

As the next step, let us define thresholds A(t) and B(t) in order to perform
the test in (7). It is straightforward to show using (9)-(12), that if the thresholds
are given as:

A(t) = A = 1 − Pd , (23)
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and

B(t) = B =
1

Pfa
, (24)

then the actual probabilities of detection and false alarm are greater and less
than Pd and Pfa, respectively.

To analyze the performance parameters of the detector, we further need to
determine the values of (13) and (14). To do this we have to find the mean of
Λ(1) under each hypothesis, such that:

E(Λ(1)|H1) =
∫

Rχ

χ∏
j=1

f1,j(xj)
χ∑

m=1

log
f1,m(xm)
f0,m(xm)

dx1 . . . dxχ

=
χ∑

m=1

∞∫
−∞

f1,m(xm) log
f1,m(xm)
f0,m(xm)

dxm

=
χ∑

m=1

D(f1,m‖f0,m) ,

(25)

where D(f1,m‖f0,m) is a Kullback-Leibler distance [8] between the probability
distributions given by f1,m and f0,m. In the same manner, E(Λ(1)|H0) is given
as:

E(Λ(1)|H0) = −
χ∑

m=1

D(f0,m‖f1,m) . (26)

Then the average number of observation series or transmissions can be approxi-
mately found with (13) and (14):

E(l1) ≈
(1 − Pd)(1 − Pfa)
1 − Pfa(1 − Pd)

log(1 − Pd) − Pd

1 − Pfa(1 − Pd)
log Pfa

χ∑
m=1

D(f1,m‖f0,m)
, (27)

and

E(l0) ≈
PdPfa

1 − Pfa(1 − Pd)
log Pfa − 1 − Pfa

1 − Pfa(1 − Pd)
log(1 − Pd)

χ∑
m=1

D(f0,m‖f1,m)
. (28)

Thus, we derived the approximate performance parameters of the sequential
type-based detector. Moreover, with (3) and (4) we can estimate the approxi-
mate average number of observations and average amount of energy consumption
under each hypothesis. In the next section, we will provide the results of the nu-
merical analysis.



Sequential Approach for Type-Based Detection in Wireless Sensor Networks 789

Fig. 1. Average number of observations

5 Numerical Results

In this section, we investigate the performance of the proposed scheme using
both simulations and numerical analysis. Here, we examine the gain of sequen-
tial detection with respect to the average number of observations, and then
investigate the average energy consumption. To do this, in our simulations we
change the length of the observation sequence n and the individual power Pind.
For comparison, the non-sequential fixed-size detector with the same number of
sensors and nfs > n is considered. We use a binary alphabet Ã = {0, 1}; hence
χ = 1. The observations are distributed according the Bernoulli distribution
pQ1(1) = 0.7, pQ0(1) = 0.4. The number of sensors K = 20, and the length of
observations sequence for non-sequential detector is nfs = 10.

For performance analysis, we first numerically solve equation in (17), and
then for our chosen threshold we calculate the probability of detection Pd in
(18). After that, both of these probabilities are set as a desired accuracy for the
sequential detector. For simulations we set M = 105 as the number of rounds.

Figure 1 shows the average number of observations according to the individual
power of each sensor, where the solid lines and the dotted lines represent the
simulation results and calculation results, respectively. Observations are made
with three different lengths of observation sequence n, (n = 1, 2, 4). As a result,
it is observed that the sequential scheme requires lesser number of observations
in certain region of individual power. As can be seen from the figure, shorter



790 D. Kramarev, I. Koo, and K. Kim

Fig. 2. Average energy expenses for data transmission

series (n = 1) provide better results. Additionally, it can be seen that detection
with longer series such as n = 4 do not have superiority over the non-sequential
scheme. Intuitively, this can be explained in that in the last sent series of obser-
vations more data can be regarded as redundant, after the log-likelihood ratio
has exceeded one of the thresholds. Another observation is that in the area of
relatively high individual power, additional energy does not provide significant
gains in the number of observations. This is mainly due to the fact that the
Kullback-Leibler distance in (27) is an upper-bounded function. Therefore, we
can conclude that using relatively great values of Pind is not effective.

Figure 2 shows the total energy consumption according to the individual node
power, where the solid lines and the dotted lines represent the simulation results
and calculation results, respectively. The values of energy expenses for the se-
quential detection are compared with those of the non-sequential detection. From
Fig. 2, it can be seen, that total energy expense is an almost linear function of
individual power. This is mainly due to the fact that the average number of ob-
servations tends to constant, as previously shown in Fig. 1. Figure 2 also shows
that the sequential scheme achieves superiority over the fixed-size scheme in the
region of relatively small individual power.

From Figs. 1 and 2 we can determine the region of individual node power in
which sequential detection outperforms the fixed-sized scheme in terms of both
number of observations and energy consumption.
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6 Conclusion

In this work we have studied a type-based sequential detection scheme in wireless
sensor networks, and a new approach of data transmission and detection was pro-
posed. Here, the decision rule was constructed and the estimates of performance
parameters were derived. Furthermore, the performances of this scheme were
compared with those of a non-sequential type-based detector in terms of energy
consumption and average size of observations. It was shown that by changing
the parameters e.g. individual power of each sensor node and observation se-
quence length, we can obtain the performance which is better than that of a
fixed-size detector. In addition, the average time necessary for decision-making
can be reduced because a fewer number of observations is required. At the same
time, sensors do not require the event’s probabilistic model, and as such their
construction becomes relatively simple, and initial settings for each new task
are not necessary. In addition, the proposed method uses a smaller number of
data transmissions. In our scheme, the sensors do not require ability for complex
computations; however, a more powerful fusion center is required. As a second
result, it was shown that for high values of individual power, additional increases
in power do not significantly improve the performance, to the point that with
high individual power the scheme becomes ineffective in terms of total energy
expenses.

In this work, our scheme has been considered under some simplifications.
First, the correlation between sensors’ observations was ignored. Also, the pa-
rameters of the observation field were assumed to be temporally and spatially
independent. However, in spite of these facts, these results can be used in practi-
cal applications which employ sensor networks and assume both sequential data
observations and hypothesis testing.
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Abstract. Wireless Sensor Networks are deployed in demanding environments,
where application requirements as well as network conditions may change dy-
namically. Thus the protocol stack in each node of the sensor network has to be
able to adapt to these changing conditions. Historically, protocol stacks have been
designed with strict layering and strong interface between the layers leading to
a robust design. However, cross-layer information sharing could help the proto-
col modules to make informed decisions and adapt to changing environmental
conditions. There have been ad hoc approaches to facilitating cross-layer coop-
eration for adaptability. However, there has been no concerted effort at providing
a uniform framework for cross-layer adaptability that preserves the modularity
of a conventional protocol stack. This paper presents a novel service, informa-
tion exchange service (IES), as a framework for cross-module information ex-
change. IES is a centrally controlled bulletin-board where different modules can
post available data, or request for useful information, and get notified when the
information becomes available. IES is integrated into the proposed SensorStack
architecture that preserves the benefits of layering while facilitating adaptability.
IES has been implemented in TinyOS and Linux, to show both the feasibility of
the design as well as demonstrate the utility of cross-layering to increase applica-
tion longevity.

1 Introduction

The explosive growth of the Internet has been spurred to a great extent by the modular-
ity of the network protocol stack influenced by the OSI model. Adherence to the strict
interfaces in the different layers, has enabled the independent development of robust
protocols and their validation. While the focus on modularity (in the OSI model) has
been a useful design guideline for Internet protocols, it is becoming clear that the deci-
sions taken at runtime in the different layers could be better optimized with cross layer
information. This is particularly true in dynamic settings when the network conditions
can change quite dramatically. For example, researchers have shown the utility of ex-
plicit congestion notification from the routers to the transport layer [16], and link status
information to the IP layer in a wireless setting [20].

While modularity is a key to protocol development and deployment, adaptability is
emerging as a key determinant of performance, especially in a wireless setting. The
design decisions in the protocol stack have to adapt to changing network conditions
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to maintain high performance. Such adaptability would be facilitated by the use of in-
formation available in different layers. Wireless Sensor Networks (WSN) amplify the
need for sharing cross-layer information even further. In addition to the vagaries of the
wireless network itself, the inherent resource constrained nature of the nodes pose ad-
ditional challenges for the protocol stack. Nodes may join or leave the network to save
their individual battery power, or environment conditions may vary, thus resulting in
dynamic changes to the network topology. To allow for adaptability in the face of such
dynamism, many WSN protocols have proposed piecemeal use of cross-layer informa-
tion. For example, information from link layer may be used by the routing layer, and
routing table information may be used by the application layer. However, it is difficult
to foresee all the adaptation needs. Hence it is a challenge to standardize protocol inter-
faces that expose all useful cross-layer information. Optimizing energy, the single most
important resource for WSN nodes, requires a holistic view of the stack instead of a
layer-specific view available with such piecemeal solutions.

It is interesting to note that in spite of the increasing importance of cross-layering, it
is still viewed with skepticism by the system community [12]. There are good reasons
for this skepticism. Without careful system support, cross-layering may result in min-
imal benefits, may be misused, and may lead to unintended problems in the long run.
There are three main reasons that point to the need for a careful design of cross-layering.
First, without standard interfaces for information sharing, cross-layering could lead to
inefficiencies. Often different modules may collect the same information to adapt their
behavior, leading to wastage of computation, memory, and energy resources. For exam-
ple, neighborhood information is useful for both network level routing and application
level role assignment; hence uncoordinated information gathering will result in sig-
nificant resource wastage (see Table I). Second, piecemeal evolution of cross-layering
would lead to a spaghetti design of the protocol stack that is hard to maintain and verify
due to the complex interactions among the different modules. Third, without a holistic
approach to information sharing and event notification different protocol modules may
make sub-optimal decisions leading to poor adaptability. For example, unless the appli-
cation layer is notified of a sudden change in a link quality by the network layer, its role
assignment decisions will be sub-optimal thus affecting application longevity.

The question being addressed in this paper is the following: How can we facilitate
holistic adaptability without losing modularity? The main issue boils down to over-
coming the inherent tension between adaptability and modularity: adaptability needs
cross-layer information that seems difficult to obtain without affecting modularity. In
other words, how can we structure cross-layer information sharing that does not com-
promise the robustness and maintainability of the protocol stack? This problem can be
solved by decoupling the adaptability needs (that are cross-layer data oriented) from
the modularity needs (that are functionality oriented). We use this intuition of decou-
pling cross-layer data from functionality to achieve an adaptable and modular protocol
stack called SensorStack. At the heart of this stack is a novel Information Exchange Ser-
vice (IES) that is available to all the layers. Through a publish/subscribe interface, IES
provides a predicate-based event notification service that can be used by the protocol
modules for information sharing and for making adaptive decisions. By absorbing the
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onus of managing the cross-layer data for adaptability, IES allows the protocol modules
to focus on the functionalities to preserve modularity.

We have implemented IES in TinyOS [8], and assembled a representative SensorStack
using heterogeneous sensor network (HSN) routing layer from shareware [10] and an
application level data fusion layer called DFuse [13]. Through the implementation and
evaluation we demonstrate the utility of SensorStack with IES both qualitatively and
quantitatively. First, there is a qualitative benefit in that the component diagram of Sen-
sorStack with IES is simpler, with less interaction among the protocol modules for
accessing cross-layer data. From a software engineering perspective, this design lends
itself to maintainability and robustness of the protocol stack. Second, we show through
micro-measurements that the code-path overhead of using IES to access cross-layer in-
formation is minimal. Third, we show that resource wastage (network, memory, and
CPU) is minimized by aggregating the collection of neighborhood information that is
shared by all the layers via IES.

This paper highlights several contributions:

1. By decoupling cross-layer information gathering and sharing from layer function-
ality, we facilitate adaptability without sacrificing modularity. The design and eval-
uation of IES is the primary contribution. There are two main nuggets in the design
of IES:

– Data management module provides a declarative publish/subscribe interface
for protocols to share information facilitating a modular design. Further, it takes
care of efficient use of the available limited node memory for information rep-
resentation, eviction, and access.

– Event management module provides a condition-based event notification mech-
anism to alert protocol modules of any changes in the environment thus facili-
tating adaptability.

2. Representative implementations of SensorStack with IES on TinyOS and Linux
showing feasibility of the IES design to promote modularity and adaptability.

3. A simple taxonomy for cross-layer information sharing that provides transparency
without affecting modularity.

The rest of the paper is organized as follows. Section 2 proposes a taxonomy for
sharable information in the SensorStack. IES design is presented in Section 3. The
implementation and evaluation of IES are presented in Sections 4 and 5, respectively.
Related work is discussed in Section 6. Section 7 concludes the paper with summary
and future work.

2 Organization and Information Taxonomy

It is clear from the dynamic nature of WSN environment that decisions in the different
layers of the protocol architecture can benefit from cross-layer information sharing. To
this end, we first identify the different cross-layer information. Table 1 presents a snap-
shot of such information commensurate with the functionality provided by a particular
layer. For example, the link layer (such as SP [15]) uses the physical condition of the
environment as input to produce “link status” information as output that may be useful
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Table 1. Cross-layer Information Produced by Different Protocol Layers

Protocol Layer Sample Implementa-
tions

Produced information Consumed informa-
tion

Application DFuse [13], Surge, TAG
[14]

Resource requirement,
Sensed data, Transmis-
sion schedule

Resource availabil-
ity, Neighborhood,
Topology

Routing Directed diffusion [9],
GPSR [11], SPEED [7],
TAG tree routing

Routing metric values,
topology information

Neighborhood, Appli-
cation requirement

Medium access
control, Duty cycle
control

SMAC [19], Z-MAC,
T-MAC [17], ASCENT
[1], SPAN [2]

Duty cycle, Neighbor-
hood information

Application re-
quirement, Link
information

Link layer SP (sensornetwork pro-
tocol) [15]

Link status Physical condition

Fig. 1. SensorStack: A proposed WSN stack

to other modules. This table is not meant to be exhaustive, but simply serves as a boiler
plate for the taxonomy to be presented in this section.

One way to facilitate efficient decision making in each layer is to query the other
layers for relevant information. Direct querying of peer modules, however, will result
in breaking the modularity of the protocol architecture and lead to an unstructured and
hard to maintain code base. The fundamental challenge is in developing a layered soft-
ware architecture that preserves the modularity while allowing cross-layer information
sharing. This raises several important research issues:

1. Organization: How do we organize the layered software architecture? One promis-
ing approach is to decouple the data needed for such information exchange from
the functionality of the layered architecture.

2. Taxonomy: How do we develop a useful taxonomy for the kinds of information that
will be needed by the different layers?

3. Information Sharing: How do we facilitate information sharing across the layers
that is efficient and non-intrusive on the functionality provided by each layer?

Organization and Information Sharing. We propose a layered software architecture,
called SensorStack (see Figure 1). At the heart of the SensorStack is Information Ex-
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change Service (IES) that serves as an information broker among the different modules
of the layered architecture and the application to facilitate cross-layer optimizations.
Our approach is to decouple the data needed for such information exchange from the
functionality of the stack. To this end, we first identify the different cross-layer data and
develop a taxonomy for grouping them. Table 1 presents a snapshot of such data com-
mensurate with the functionality provided by a particular layer. For example, the link
layer (such as SP) uses the physical condition of the environment as input to produce
“link status” information as output that may be useful to other modules. This table is
not meant to be exhaustive, but simply serves as a boiler plate for the taxonomy being
presented in this section.

Taxonomy. For the purpose of extensibility and documentation, we represent the at-
tributes in the taxonomy in XML format. Clearly, it will be too inefficient to access
information across layers by parsing the XML representation of each attribute. Rather,
every attribute in the taxonomy is given a unique identifier known to all the layers, and
the identifier is used to refer an attribute, thus avoiding the need of the XML parsing.
We discuss the assignment of unique identifiers in Section 3.

The information produced and consumed by each layer to facilitate cross-layering
can be grouped into four broad categories: local resources, neighborhood, application
requirements, and wildcard.

1. Local resources: The application layer working in concert with the system monitor-
ing module may produce information about the available node resources. Important
resources to identify include details regarding available energy, CPU, memory, ra-
dio, and sensors.

2. Application requirements: An application may produce information that would be
of use in the decision making at the routing and MAC layers.

3. Neighborhood: For scalability and load balancing reasons, WSN protocols take
many decisions locally, and information about neighboring nodes play a very im-
portant role. Link layer protocols can produce link qualities of the neighboring
nodes. Routing layer can collect routing metric based information, e.g., energy, lo-
cation, and availability. Using this information, a link layer protocol can use the
timeOn and the timeOff fields to minimize idle listening. The listen attribute can be
used to inform the link layer to expect transmission from a neighbor, and it can be
used for bi-directional low power communication [15].

4. Wildcard: There may be other information produced by a particular protocol layer
that may not fall into the categories we have identified so far. Examples include
abstract region specification for node cooperation [18], area abstraction in SPEED
for multicast groups [7], path abstraction for energy-aware routing, and role ab-
straction for load balancing [13,6]. We group them as wildcard in our taxonomy.

3 Information Exchange Service Design

IES is an information repository for data that helps in cross-layer optimization. Such
data may come from one of the modules of the SensorStack or even from the applica-
tion itself. The taxonomy presented in Section 2 allows grouping the data into different
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categories irrespective of where it came from and enables easy access by a requesting
module. Also, by centralizing all the information in this repository, SensorStack exer-
cises control over access/update rights in a centralized manner.

Design Goals

1. Efficient use of limited memory: Memory is a scarce resource in embedded devices,
therefore it has to be used prudently. It is quite easy to populate the repository with
any and all information that may be useful for cross-layer optimization. However,
only a fraction of this information may actually get used by the layers for adaptabil-
ity. Therefore, IES must filter out unnecessary information and allow the protocol
modules to share the memory efficiently.

2. Simple interface for information sharing: To ensure that the SensorStack remains
modular, cross-module information sharing for adaptability should not lead to cou-
pling of functionalities across layers. Towards this requirement, modules should be
able to share data without concerns of synchronization and consistency. Further, the
information access should be transparent to producers and consumers (i.e., produc-
ers do not know who the consumers are and vice versa). Therefore, IES should pro-
vide a simple interface that allows the modules to be implemented independently
and efficiently.

3. Extensibility: IES should facilitate new information that is outside its repertoire of
taxonomy to be added without any change in either the interface or in the under-
lying architecture. For example, if a new routing protocol is added to the stack, it
should be able to publish any new metric into IES that may not be currently in the
taxonomy.

4. Asynchronous access to information: Producers and consumers of data should not
be burdened with unnecessary work. This goal translates to IES providing an asyn-
chronous interface for information from publishers to be pulled into the repository,
or information to consumers to be pushed from the repository, obviating the need
for polling on the part of the producers and consumers.

5. Complexeventnotification:TomakeSensorStackadaptable,protocolmodulesshould
be notified of changes reactively. This goal translates to protocol modules being
able to register events of interest (which may be a composite of several attributes)
with the IES, and receive asynchronous notification when the condition becomes
true.

The main objective of IES is to ensure that the SensorStack remains modular (goals
1-3) while supporting adaptability (goals 4 and 5). Access control, security, and protec-
tion are also important for IES, but they are outside the scope of this paper.

IES Architecture

As shown in Figure 2, IES comprises of two main components: Data Management
Module (DMM) and Event Management Module (EMM). DMM is responsible for help-
ing achieve modularity, while EMM is responsible for helping achieve adaptability.
DMM is designed as a shared memory abstraction augmented with a fully-associative
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Fig. 2. IES architecture. Top half of the diagram shows the Data Management Module (DMM),
while the bottom half shows the Event Management Module (EMM). Note that EMM acts as a
subscriber to DMM component.

cache for efficient access; it offers a publish-subscribe interface for sharing information
across layers. EMM is designed as a rule-based event notification engine such that pro-
tocol modules can be notified as requested, allowing them to adapt to the changes in the
environment.

IES API consists of interfaces to publish, subscribe, and notify of any changes. DMM
controls access to the data repository, and thus provides the publisher and subscriber
interfaces. DMM maintains the publisher and subscriber list to support asynchronous
exchange of information, especially to support the periodic get method. EMM is re-
sponsible for rule registration, execution, and notification to the subscribers. It provides
a watchdog interface. Based upon the periodicity requirements of registered rules, EMM
accesses the data published in DMM component using periodicGet call.

Below we elaborate on the design elements of IES that match the five goals identified
in Section 3.

Efficient Use of Limited Memory. There are two aspects to efficiency in this context:
firstly, prudent use of limited memory; secondly, fast access to the stored information.
IES uses a block of pre-allocated memory as the information repository. The size of pre-
allocation depends on the availability; however, in general it is the case that the amount
of information that needs to be stored far exceeds the size. IES uses an LRU eviction
policy when information has to be retired from it. There is a possibility that data may
be retired from the memory before anyone requests it. For this reason, IES allows the
producer to tag the data with a sticky bit to over-ride the LRU policy. Alternatively, IES
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also has the ability to asynchronously “pull” the data from a producer upon a request
from a consumer.

For fast access to common data, IES uses a small fully-associative cache to keep the
frequently requested data. Motivation behind using the cache is that if some information
is requested by one module, it will likely be requested soon by other modules as well.
This is especially true in SensorStack because different modules cooperate to achieve
some common goal, e.g., energy optimization and hence may be querying some common
attribute from IES (such as application’s data requirement or the remaining battery level).

Simple Interface for Information Sharing. IES provides a publish/subscribe inter-
face to the shared memory for transparent sharing of information. Publishers can put
information in standard data format, and subscribers can get the same without knowing
the publishers. Since information is stored as attribute-value pairs, multiple publishers
can publish the same information with different attributes.

Protocol adaptation depends on the information provided by IES. Therefore, it is es-
sential to ensure the freshness of data provided by IES. Producers need to know how
frequently they need to update information published by them; consumers need to know
if the information they are getting from IES is fresh. Asynchronous access (to be de-
scribed shortly) deals with the former, while the latter is dealt with by the producers
tagging information with an “expiration date”.

Extensibility. Extensibility is achieved by using standard interfaces and data formats.
IES is accessed using get/put over an attribute id. get copies the value (if available)
and returns the number of bytes corresponding to the data value; a return value of zero
indicates that the data is currently unavailable. put writes the value into IES, and returns
success/failure of the write operation as a boolean value.

int get( int attribute id, byte[] value );
bool put( int attribute id, byte[] value, int size);

Every attribute id maps to a unique attribute description, an XML-based declarative
description of the attribute. The attribute description corresponds to a unique entry in a
standard ontology of information pertinent to the WSN.

Given a declaration, the attribute id can be obtained by contacting an attribute name
server. The idea of attribute name server is similar to a DNS lookup for an IP address.
However, discussion of the name server design is outside the scope of this paper.

Asynchronous Access. With asynchronous access to IES through the publish/subscribe
interface, there are four possibilities for information sharing between publishers (P) and
subscribers (S) under the arbitration of IES: push-push, push-pull, pull-push, and pull-
pull.

Push-Push choice yields the best result from the point of freshness of information but
it has two downsides: There is a potential for wasted effort if there are no subscribers to
published data that is being frequently updated. There is a potential for duplication of
effort if multiple modules are publishing the same information. This may be a preferred
choice for sharing neighborhood information that is prone to change quite frequently.
There are similar pros and cons for the other three choices: Push-Pull, pull-push, and
pull-pull.
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1. get

4. put
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Fig. 3. Use of asynchronous signaling in IES
when requested attribute is not available in
IES

Subscriber PublisherIES
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3. put( energy, 6)

6. DAE

5. put( energy, 4)

2. DRE

4. DRE

6. DAE

Fig. 4. Use of asynchronous signaling in IES
for handling periodic updates

None of the above design choices serves best for exchange of cross-layer informa-
tion; rather, different attributes may be best shared in different ways. For example, bat-
tery information may need to be shared in a reactive manner, while neighborhood infor-
mation may be shared in a proactive manner. This observation motivated us to explore
how to support all of the above design choices with a simple interface. While proactive
communication can be handled by simple get and put methods, we added event based
signaling in IES to support reactive communication.

A subscriber can request for reactive access to data either by setting up a periodicity
in the get call, i.e., the subscriber gets data periodically, or by using complex event
notification service, where the subscriber gets notified whenever a specific condition
is met. For supporting periodic update, a get call expects periodicity, and a put call
expects expiration as extra parameters. IES uses two events for signaling an update:
Data Request Event (DRE) to request a publisher to put data when data is either expired
or unavailable in IES, and Data Available Event (DAE) to notify a subscriber of an
available update.

Figure 3 shows the use of asynchronous signaling to handle a failed get request be-
cause the requested attribute is not available in IES memory. This may happen because
either none of the publishers put the attribute or the attribute was evicted, possibly ex-
pired, from the IES memory. IES selects a publisher (if any) for the requested attribute,
and it raises DRE for that publisher. Once the publisher puts the attribute, IES notifies
the waiting subscriber using DAE with a data pointer. The subscriber gets the data from
IES. However, it may happen that before the subscriber handles the DAE event, the at-
tribute gets evicted from IES, making the DAE void. To avoid an attribute from getting
evicted before DAE is handled, IES keeps a time window before which the attribute is
not evicted. A subscriber is expected to handle DAE within the time window, or else
the subscriber must issue a fresh get call.

Figure 4 shows the use of asynchronous signaling to handle periodic update request.
IES periodically checks if the requested attribute has expired or is unavailable in the
repository; it then signals the publishers with a DRE. IES maintains the periodicity by
using multiple timers. Of course, because of the asynchronous nature, the periodicity
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cannot be guaranteed accurately; it may depend on how fast the publishers are able to
handle DREs.

Complex Event Notification. Often a protocol module may need to adapt its behavior
when certain conditions are satisfied: changes in the environment, resource availability,
and/or application requirements. Such adaptability to dynamic changes is quite common
in wireless protocol stacks, and this goal is aimed at helping protocol modules monitor
these changes in a fast and efficient manner.

IES uses predicate based rule representation to capture complex conditions. A rule
takes the form of ‘if condition do notify module P’. Conditions are well formed formulae
over the IES attributes. For example, a simple rule can be ‘if (energy < 5) do notify
routing module’. IES keeps checking if the specified condition is satisfied, and when
satisfied, it notifies the respective subscribers with rule satisfied event (RSE). The two
important design questions in this context are: how frequently should IES check for rule
satisfaction, and how should IES handle the case when the condition attributes are not
currently available in IES memory?

There is a trade-off between the promptness of event notification and incurred com-
putation cost. Owing to the resource constrained nature of sensor devices, IES checks
for condition satisfaction only periodically. IES uses the frequency of access/updates to
the attributes to fine tune this periodicity. In case an attribute is unavailable at the time
of checking, IES signals the publishers for the required attribute data.

4 Implementation

This section describes IES implementation in TinyOS. We have implemented all three
interfaces, Publisher, Subscriber, and Watchdog. TinyOS provides support for asynchro-
nous communication among the components, which is very useful in implementing the
event notification service. However, the static nature of TinyOS makes memory man-
agement restrictive, and event notification inefficient.

TinyOS is a component based operating system designed for concurrent operations
and resource constrained embedded devices. Components provide interfaces to be used
by others. An application is written as a set of components wired together using the
interfaces and events. Though TinyOS itself provides only basic send and receive in-
terface support over CSMA based radio control, the other layers (such as routing and
fusion) are implemented as independent modules. The modules are statically wired to-
gether through their component interfaces to realize the network protocol stack.

Data Management Module. Since TinyOS is designed for resource constrained de-
vices, e.g., Mica2 with 4 KBytes of RAM, it uses static memory optimization tech-
niques to generate memory efficient codes. Because TinyOS does not support dynamic
memory allocation, we allocate statically a chunk of memory to be used by IES, and
use priority based eviction to control its usage.

Every IES entry is of fixed length, that helps an easy and efficient implementation
of DMM even without any dynamic memory support. However, this restriction limits
the flexibility of get and put methods: the attribute value must be of fixed size, which
is 4 Bytes in our case. Figure 5 depicts the DMM implementation. An IES entry is of 9



System Support for Cross-Layering in Sensor Network Stack 803

Bytes length, with 2 Bytes for attribute, 2 Bytes for expiration time, and one Byte for
maintaining sticky bits. Sticky field value is used to influence memory eviction policy.

DMM is implemented as a two-level cache: first, a direct-mapped cache to keep
frequently used attributes, and second, a set associative cache to keep more attributes
which we call the data bank. The first-level direct-mapped cache maps an attributeID to
a unique index in the second-level cache. The data bank stores a list of attribute-value
pairs. So, if the attributeID is available in the direct-mapped cache, then the correspond-
ing index value is used to get the attribute value from the data bank. If the attributeID is
not present in the first-level cache, then the data bank needs to be searched. By keeping
the data bank set associative, the search space is reduced to the associativity factor. As
an example, for a memory mapped cache of 8 entries, and a 16-way set associative data
bank of total 256 entries (16 sets), each direct-mapped cache entry is of 24 bits (16 bit
attributeID and 8 bit data bank array index). For a hit in the direct-mapped cache (we
call a cache hit), an attribute is obtained in 2 accesses (one to the direct-mapped cache,
and another to the data bank). For a miss in the direct-mapped cache (we call cache
miss), an attribute is obtained in at most 17 accesses (one to the direct-mapped cache,
and at most 16 to the data bank as there are 16 entries per set). In case of a miss in the
data bank, asynchronous signalling is used to notify a producer (see Section 3).

Event Management Module. EMM implementation supports comparison based con-
ditional rules. A module interested in being notified registers itself with the Watchdog
interface. EMM, in turn, can register itself as a DMM subscriber for the attribute in the
specified rule, and it can then periodically check the rule. Currently, periodic checking
of rules is not implemented; rather, the checking is done whenever relevant attributes
are updated through a put command.

Another source of inefficiency comes from TinyOS limitations. A TinyOS applica-
tion can be thought of as a set of modules, whose dependency graph needs to be spec-
ified statically at compile time. Because of this static nature, event subscription also
becomes static. Thus all event subscriptions need to be encoded at compile time itself.
In our implementation, we facilitate dynamic rule addition by a simple trade-off: we
allow an event notification to be triggered when any one of a set of rules are satisfied.

Attribute
2 Bytes

Value
4 Bytes

Sticky
1 Byte

Expiration
2 Bytes

Hash
Table Set-associative

Data
Bank

Attribute Array
Index

Fig. 5. DMM memory hierarchy. Direct-mapped cache maps an attribute to its location in the data
bank.
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Thus a rule can be dynamically added to a rule set, but the rule satisfaction is notified
to all the modules registered for any rule in that set. A rule satisfaction event has a rule
identifier field, which can be used by the subscribers to filter the notifications of interest
to them.

5 Evaluation

This section evaluates the effectiveness of IES in supporting cross-layering in Sen-
sorStack. First, through an extensive set micromeasurements, we investigate the over-
head of data access through the IES interface for different scenarios, and compare them
with the case where data is accessed directly through protocol modules’ interfaces. We
also measure the overhead incurred in checking rules in EMM. Finally, we evaluate a
complete protocol stack to quantify benefits of using IES, specifically in terms of appli-
cation longevity and communication savings in data collection from neighboring nodes.
Below, because of the lack of space, we present only the micromeasurements.
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We use the SysTime interface of TinyOS for timing measurements on Mica2 plat-
form. SysTime provides timer values at 1.2 micro seconds granularity. The direct-
mapped cache size is fixed to 32 entries, and the data bank size is fixed to 256 en-
tries. Set associativity of the data bank is varied from 8 to 64. Each data point is an
average over 100 readings.

Figure 6 shows the memory access latency values when all the attributes are present
in the direct-mapped cache. It also presents the latency values when the same infor-
mation is accessed directly by invoking neighbors interface using the HSN routing
component. As expected for this ideal case, IES memory access is much faster than
access using the HSN routing module. IES allows only 4 Byte values for an attribute.
As expected, the latency increases linearly with the increase in the number of attributes.

Figure 8(A) shows the case when there is a miss from direct-mapped cache, and
Figure 8(B) shows the case when there is miss even from the data bank. As the asso-
ciativity is increased, the access latency increases linearly because of increase in the
number of comparisons DMM has to do to get the attribute. In case of miss from the
data bank, the latency results include the cost of signalling DRE, the publisher doing
put, and finally signalling the DAE. Figure 7 compares the memory access latency of
accessing 32 Bytes data for various cases. It confirms the benefit of using the direct-
mapped cache. When the data is available in the data bank, the memory access latency
for a 32-way set associative data bank is comparable to that of directly accessing data
from the HSN interface. For frequently accessed attributes, data access latency using
direct-mapped cache is negligible compared to the latency using the HSN interface. If
the data is neither in the direct-mapped cache nor in the data bank, the latency incurred
is about three times more than the latency using the HSN interface.

6 Related Work

Related work to cross-layering can be broadly divided into two groups: the first consid-
ers all the layers together in a holistic way, and the second considers pairs of protocol
layers. SensorStack falls in the first group; however, it uses the findings from the spe-
cific cross-layering instances between layers.

MobileMan project [4] also has similar goal to SensorStack to support cross-layering
in a centralized way by facilitating information sharing. But there are two main dif-
ferences between IES architecture and MobileMan’s architecture [3]. First, instead of
providing centralized shared memory, MobileMan provides call-back based approach
such that consumers can directly access producer’s private data. This approach implies
that consumer has to know the publisher, the consumer has to do early binding to the
producer, and asynchronous access to data becomes difficult. Second, conditions for
asynchronous access are set as black-box functions instead of predicates over shared
variables. Using their approach, even when there may not be any change in the shared
data, every condition has to be checked periodically, thus leading to inefficiency.

Researches from Berkeley have proposed a sensor network architecture that takes
a micro kernel approach. They advocate bringing down the standard interfaces to the
applications from the transport layer of the Internet stack to the link layer [5]. The
proposed link layer abstraction, SP [15] also aims to share neighborhood information
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and message pool with all other protocols. While sharing of information is motivated
similarly to IES, SP is confined only to link layer information, and they do not provide
generic publish/subscribe interface like IES. Also, SP does not allow rule-based event
notification as done in IES.

7 Conclusion and Outlook

This paper is a proof of concept that stackability and adaptability can be achieved si-
multaneously in a network protocol stack. We observe that cross-layering is important
to achieve adaptability, but doing so arbitrarily limits the stackability. To solve this
problem, we decouple cross-layer data from the functionalities provided by the lay-
ers. Based on this idea, we present the design of a novel Information exchange service
(IES) to facilitate the cross-layering. The publish/subscription based data management
module helps achieve stackability by standardizing the cross-layer interaction, and rule-
based event management module helps achieve adaptability by supporting reactive noti-
fication of changes. We present a simple taxonomy for cross-layer information sharing
that provides transparency without affecting stackability. We share our experience in
implementing IES on TinyOS and Linux. TinyOS provides support for asynchronous
communication among the components, which comes in handy for supporting the event
notification service. However, the static nature of TinyOS makes the memory manage-
ment restrictive, and the event notification inefficient. Linux, on the other hand, does not
provide direct support for asynchronous communication among kernel modules, thus
needs indirect mechanisms. We have presented results that show that the cross layer
information gathering adds little overhead to the basic functionality of the stack. Cur-
rently, the IES is limited to information sharing for the modules within a single node.
Our future work includes extending this information exchange service across different
nodes of the sensor network.
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Abstract. A mobile ad hoc network is an autonomous wireless network which
consists of mobile nodes without any base stations. When a source node com-
municates with a destination node outside the transmission range of the source
node, communication between the source node and the destination node can be
through some other nodes between them. Many schemes such as routings and
applications have been proposed for mobile ad hoc networks. However, since
these schemes tend to be evaluated only through simulation experiments, it is not
known whether they work effectively in real environments or not. Therefore, in
order to verify their practical use in mobile ad hoc networks, it is necessary to
perform field experiments using actual mobile nodes. If the network size is large,
it is difficult to perform field experiments due to problems on limited battery, dif-
ficulty of topology control and so on. Realization of rapid topology change of the
ad hoc networks topology is especially difficult. In order to solve this problem,
this paper proposes a testing environment for mobile ad hoc network software,
which emulates the field experiments in wired networks. The existing emulators
are scenario-driven. So information of locations and movements of nodes from
start of the test to end is given in advance. Unlike the existing emulators, the pro-
posed environment adopts scenario-independent mechanism. The proposed envi-
ronment can control any network topology for routing in mobile ad hoc networks.
The proposed environment consists of a positioning server and multiple testing
nodes in wired networks. The positioning server virtually configures mobile ad
hoc networks and distributes their information such as the node positions to the
testing nodes. And testing nodes themselves deliver their position information to
the others. By exchanging messages between the server and testing nodes, any
network topology for mobile ad hoc networks can be configured and dynamically
changed while testing. It is therefore expected to effectively develop and verify
routing protocols and applications for mobile ad hoc networks.

Keywords: Mobile Ad Hoc Networks, Software Testing.

1 Introduction

A mobile ad hoc network [1] is a network consisting of mobile nodes and wireless
links without base stations, which facilitates network connectivity without preexisting
infrastructure.

J. Cao et al. (Eds.): MSN 2006, LNCS 4325, pp. 808–819, 2006.
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The mobile ad hoc network has the features as follows. When a source node com-
municates with a destination node outside its transmission range, data packets from the
source node are forwarded to the destination node via multi-hop wireless links. In ad-
dition, the network topology is in continuous variation because nodes frequently move
around the network. Since the ad hoc network can be easily constructed as a tempo-
ral network, it is used for various purposes such as disaster recovery and membership
management in temporal events.

Recently, many routing algorithms and applications have been proposed for mobile
ad hoc networks. However, most of them are only evaluated through simulation exper-
iments and are not verified using actual mobile nodes in real environments, which are
dynamic and resource-constrained. However, it is difficult to flexibly realize the ad hoc
network in such real environments for testing its software. Realization of rapid topology
change of the ad hoc networks topology is especially difficult.

In order to solve the above problem, many network emulators for mobile ad hoc net-
works have been proposed so far [2] [3] [4] [5] [6]. In these emulators, the node mobility
model is not considered as well. Since nodes always move in mobile ad hoc networks,
the node mobility model is the most important factor to test the ad hoc network soft-
ware and affects the test results. Network simulator ns-2 [7], which is commonly used
to evaluate routing protocols and applications for mobile ad hoc networks, adopts the
random waypoint model [8] as the node mobility model. In the random waypoint model,
each node migrates to the specified destination at the specified moving speed within the
maximum moving speed. After the node arrives at the destination, it migrates to the
next specified destination and these procedures are repeated to some extent. However,
application of the random waypoint model is restricted.

The above emulators are scenario-driven. The scenario, in which the location and
migration information of nodes is predetermined, is obtained from the random waypoint
model. However, in fact, as known in the car-to-car mobile ad hoc network applications
[9], each node representing a car controls the current moving speed and direction by
events such as making speed up or down and turning right or left according to the
situation of its neighboring nodes. As a result, the network topology is autonomously
changed due to such events even during execution of the emulation.

This paper proposes a topology controllable testing environment for mobile ad hoc
network software which adopts scenario − independent mechanism. In this mecha-
nism, the network topology can be changed by events which are not predetermined.

The rest of the paper is as follows. Section 2 explains the related works on emulators
for the ad hoc network software. Section 3 describes issues on ad hoc network software
development. Sections 4 and 5 propose the topology controllable testing environment
and show its implementation. Section 6 describes the case study which utilized the pro-
posed testing environment. Finally, Section 7 concludes this paper with future research.

2 Related Works

This section shows some of the most important related network emulators for mobile
ad hoc networks.
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MobiNet [2] consists of core nodes and edge nodes. The core nodes are used to emu-
late topology-specific and hop-by-hop network characteristics. MobiNet can emulate a
much larger number of virtual nodes by using multiple “Virtual Edge Nodes”. Thus, it
is easy to experiment using a lot of nodes.

NEMAN [3] consists of a “Topology Manager” and multiple application process. NE-
MAN can emulate the wireless network which consists of hundreds of nodes. Topology
Manager manages the topology and the packet delivery.

JEmu [4] consists of an emulation engine and multiple nodes. All packets from a node
are delivered to the emulation engine. The emulation engine decides whether the packet
are delivered or discarded. The network topology is intensively managed by the emula-
tion engine.

MobiEmu [5] consists of several tested slave nodes and one master node. The master
node and the slave nodes have the identical scenario file. The master node delivers a
message to the slave nodes to inform the change of the topology information which the
master server manages. The slave node that receives the message performs the packet
filter based on the topology information. Thus, the network topology is emulated.

MNE [6] consists of several tested slave nodes and one master node similarly to Mo-
biEmu. Each node has two interfaces; which one performs the control channel of emu-
lation and the other is used for the channel of emulated wireless networks. The message
about network topology changes is sent by the control channel of the emulation. The
slave node that receives this message sets packet filtering rules.

MobiNet, NEMAN and JEmu operate many nodes with one device. It is easy to
experiment using a lot of nodes, in which the restriction of the resource is the different
from real environments.

MobiEmu and MNE operate one node with one device. The restriction of the re-
source is the same as real environments. Thus, these emulators can almost realize real
environments. However, these emulators are scenario-driven. Thus, the scenario of
node movement are predefined according to the node mobility model and not changed
during execution of the emulation.

Unlike the previous emulators, this paper proposes a topology controllable testing
environment for mobile ad hoc network software which adopts event-driven mecha-
nism, which enables change of the network topology caused by control of nodes even
during execution of emulation.

3 Difference Between Wired Networks and Ad Hoc Networks

In mobile ad hoc networks, a link between each pair of two nodes is determined mainly
based on the distance between them. As shown in Figure 1a), node A can directly
communicate with node B, while node A cannot directly communicate with nodes C,
D, and E. If node A moves as shown in Figure 1b) , A can directly communicate with
B, C, and D. As mentioned above, a link between each pair of two nodes is changed
according to the physical location of the nodes in mobile ad hoc networks.
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Fig. 2. Emulation environment of a mobile ad hoc network in a wired network

On the other hand, as shown in Figure 2, nodes which are connected to the network
hub can directly communicate with each other in a wired network such as Ethernet. A
Link between each pair of two nodes is not determined based on the physical location
of the nodes. Therefore, using the physical locations of the nodes given in the emula-
tion environment, the topology of an ad hoc network is virtually configured in a wired
network.

4 Topology Controllable Testing Environment

This paper proposes a topology controllable testing environment for mobile ad hoc net-
work software. In the proposed testing environment, the topology of a mobile ad hoc
network can be virtually configured in a wired network. The proposed testing environ-
ment consists of one positioning server and multiple testing nodes as shown in Figure 3.
The target application software for testing is assumed to be run on testing nodes. The
positioning server manages virtual information of the location and migration (moving
speed and destination) of each node and distributes it to testing nodes.

In order to virtually configure the topology of a mobile ad hoc network in the wired
network, each testing node determines the neighboring nodes based on the location in-
formation which is sent from the positioning server to each testing node. In addition,
each testing node can autonomously change its location information by sending the lo-
cation information from the testing node to the positioning server. The proposed testing
environment is thus event-driven in the sense that the testing nodes can autonomously
alter the location and migration information by its events.

Each testing node can request the positioning server to change the location and mi-
gration information. If the positioning server receives the request from the testing node,
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Fig. 3. Each function in topology controllable testing environment

it updates the location and migration information according to the request. This mech-
anism can therefore realize the emulation of applications such as car-to-car mobile ad
hoc networks using wired networks. This is the original and novel issue of the proposed
testing environment.

4.1 Positioning Server

The positioning server manages the location and migration information as follows. At
first, it virtually configures a field (called a virtual field) and nodes (called virtual nodes)
for a mobile ad hoc network. Next, virtual nodes are set in the virtual field by assigning
the location information to virtual nodes. Then, moving speed of each node is set ran-
domly as migration information within the given range of the moving speed. After each
virtual node migrates to the specified destination, the same procedures are repeated until
the emulation stops.

In the proposed testing environment, one testing node is used for one virtual node. As
shown in Figure 4, the positioning server periodically distributes the location informa-
tion to the testing node. As a result, each testing node can get the location information
in the virtual field which is uniquely determined by the positioning server.

Control messages which are exchanged between the positioning server and testing
nodes are as follows.

– Join message: When a node joins the testing environment, it sends this message to
the positioning server. The positioning server which received this message creates
a virtual node which is assigned to the new testing node in the virtual field.

– Leave message: When a testing node leaves from the testing environment, it sends
this message to the positioning server. The positioning server which received this
message deletes the virtual node which is assigned to the testing node in the virtual
field.

– Configuration message: The location and migration information for virtual nodes
are contained in this message. When the positioning server which received the Join
message permits a new node to join, it sends this message back to the new node. The
new node which received this message becomes a new testing node in the testing
environment.
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– Position message: The location and migration information for virtual nodes are
contained in this message. This message is periodically sent from the positioning
server to testing nodes. Each testing node gets its own virtual location information
from the positioning server. When a testing node changes the current location and
migration information of its own or the other testing node, it sends this message to
the positioning server.

Figure 5 shows the message exchange between the positioning server and the testing
nodes. As shown in Figure 5, when a node joins the testing environment, it sends the
Join message to the positioning server. The positioning server which received the Join
message sends the Configuration message back to the node. The node which received
the Configuration message becomes the testing node in the testing environment. The
positioning server assigns a virtual node to the testing node and periodically sends the
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Position message to inform the location information to the testing node. When a testing
node leaves from the testing environment, it sends the Leave message to the positioning
server.

4.2 Communication Mechanism Between Testing Nodes

Communication mechanism between testing nodes is as follows. In the proposed testing
environment, packets for mobile ad hoc network software only are exchanged among
testing nodes. Each testing node has the transmission range and the location informa-
tion by receiving the Configuration and Position messages from the positioning server.
A source testing node sends a packet with the current location information to the other
testing nodes. Each testing node which received the packet gets the location informa-
tion of the source testing and compares it with the current location information. If the
location of the source node is within the transmission range, each testing node emulates
reception of the packet in the mobile ad hoc network. On the other hand, if the location
of the source is not within the transmission range, each testing node discards the packet.

5 Implementation

As shown in Figure 6, in the proposed testing environment, the communication be-
tween the positioning server and testing nodes to distribute the location and migration
information uses TCP, and the communication among testing nodes uses UDP.

5.1 Positioning Server

Figure 7 shows a graphical user interface of the positioning server which is developed
by Java. As shown in Figure 7, developers can select the execution mode, set parameters
for testing environment and check the current network topology through this interfaces
which are indicated by (a), (b), and (c), respectively.

In order to test the ad hoc network software, the following three tests are provided.

1. Test to perform the ad hoc network software in the initial placement and the initial
topology both of which developers specified in the virtual field.

TCP

positing server

testing node

testing node

testing node

TCP

TCP

UDP

UDP

UDP

Fig. 6. Protocols used in the topology controllable testing environment
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2. Test to perform the ad hoc network software in the initial placement which devel-
opers specified and in the dynamic topology gives by testing nodes themselves in
the virtual field.

3. Test to perform the ad hoc network software in the initial placement and the dy-
namic topology both of which are given randomly in the virtual field.

In order to enable these three tests, there are the following three execution modes in
the testing environment.

– Custom mode: In this mode, developers can test the ad hoc network software in
conditions that the initial placement of virtual nodes in the virtual field is given
and the network topology is static. Developers create the setting file of the initial
placement of virtual nodes described by XML and make a positioning server read
it to perform the test.

– Custom-Random mode: In this mode, developers can test the ad hoc network
software in conditions that the initial placement of virtual nodes in the virtual field
is given. A network topology is dynamically changed as time proceeds since virtual
nodes are migrated by the positioning server. Developers utilize a setting file for the
initial placement of virtual nodes like Custom mode and set the maximum speed of
nodes as the node migration information through the GUI (Figure 7(b)).

– Random mode: In this mode, developers can test the ad hoc network software in
conditions that the initial placement of virtual nodes in the virtual field is randomly
placed and the network topology is randomly changed by the positioning server. In
addition to the maximum speed of nodes like Custom-Random mode, developers
set the number of nodes which can join in the testing environment and the field size
of the virtual field (Figure 7(b)).

In each mode, testing nodes can change and control the location and migration in-
formation through the interface which is indicated by 7(d).

5.2 Testing Node

In the proposed testing environment, the function of each testing node is implemented
in the AdHocDevice layer of the AdHocEngine which we have developed [10]. Ad-
HocEngine provides multihop wireless communication for applications in mobile ad
hoc networks. Owing to AdHocEngine, the source node can communicate with the
destination node via some another nodes. Figure 8 shows the architecture including
AdHocEngine framework for mobile ad hoc networks, which adopts the cross-layering
concept [11].

The AdHocDevice controls the devices such as IEEE802.11 and Bluetooth for com-
munications of nodes in mobile ad hoc networks. Developers can test the mobile ad hoc
network software by exchanging packets in the AdHocRouting layer and the application
layer.

Each layer of the AdHocEngine is defined as follows.

– AdHocCtrl: It manages AdHocTransport and AdHocDevice and provides data-
gram communication and packet forwarding function. It forwards packets to the
next node based on the information from AdHocRouting.
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– AdHocTransport: It selects a transport protocol for mobile ad hoc networks and
provides reliable communication according to the request of the application.

– AdHocRouting: It provides routing information to AdHocCtrl and is defined as
the abstract class. A developer can implement a routing protocol by inheriting this
class.

– AdHocDevice: It provides an interface for a wireless device such as IEEE802.11 to
AdHocCtrl and implements the function of sending and receiving packets to/from
neighboring nodes.

Fig. 7. GUI of a positioning server

Fig. 8. Structure of AdHocEngine

In the AdHocEngine, since AdHocTransport, AdHocRouting and AdHocDevice are
implemented as an abstract class, it is easy to exchange algorithms such as routing
protocols and transport protocols, which are derived from the abstract classes.
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6 Case Study

This section describes the case study to develop the chat application for the ad hoc
network environments using the proposed testing environment. In this application, each
user can talk with the other users through the ad hoc network which consists of multiple
mobile nodes even if the distance between these nodes is very far. In case that the devel-
oper tests the application in real environments, the developer deploys multiple mobile
computers which have IEEE802.11b or IEEE802.11g in the field, and then tests to be
able to communicate between any two nodes or among some nodes. In addition, when-
ever the developer controls the topology of the ad hoc network to test the application in
the various environments, all or some mobile nodes must be moved by hand. Therefore,
it costs much manpower and money to test the application in the real environments.

On the other hand, if the developer utilizes the proposed testing environment to test
the application for the ad hoc environments, the developer can easily control the topol-
ogy of an ad hoc network. Since the proposed testing environment provides the topology
controllable mechanism, the developer can easily control only the position of a node to
create the topology which the developer intends. Therefore, the developer can easily test
the application for the ad hoc network environments without moving multiple mobile
nodes.

Figures 9 and 10 show the windows of the positioning server and the chat application
in the proposed testing environment, respectively. The proposed testing environment
consists of one laptop computer for the positioning server and five laptop computers for
testing nodes (that is, six laptop computers are totally used). The part which is indicated
by Figure 9(a) represents the virtual field which the positioning server manages. Here,

Fig. 9. Ad hoc network topology working on the positioning server in the proposed testing envi-
ronment
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Fig. 10. Chat windows for the application working on node 1 (left window) and node 5 (right
window), respectively

node 1 communicates with node 5 in the ad hoc network topology as shown in Figure
9. Figure 10 shows the windows of the chat application working on node 1 and node 5,
respectively.

In addition, the developer can change the position of each node in the virtual field
through the part which is indicated by Figure 9(b). Therefore, the developer can easily
control the ad hoc network topology as shown in Figure 9 and test the application in
various ad hoc network topology using the proposed testing environments.

The application developed by the proposed testing environment can work in the real
environments by exchanging the AdHocDevice in AdHocEngine which is developed
for the proposed testing environment with it which is developed for IEEE802.11.

7 Conclusion

This paper has proposed a topology controllable testing environment for mobile ad hoc
network software which adopts event-driven mechanism to reconfigure the ad hoc net-
work topology in wired networks. The proposed testing environment realizes a flexible
mobility model, in which each node can autonomously change its location and migra-
tion information. Therefore, the proposed testing environment can be applied to wide
applications in comparison with existing emulators. Consequently, it is expected that
the mobile ad hoc network software can be effectively developed by making use of the
proposed testing environment.

For future work, we will refine the proposed testing environment and evaluate its
usefulness in detail.
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Abstract. This paper describes the creation of Microcosm, a low cost wireless
sensor network test-bed within a controlled environment to facilitate WSN ex-
periments in three dimensions, with an emphasis on executing sensing-related
experiments. The design of the sensing hardware, software, support tools and
the experimental environment itself are given. Issues related to the design of this
configuration are discussed, with the potential pitfalls and eventual solutions alike
given. Finally, current and future uses for the test-bed are listed.

1 Introduction

Since the potential applications of wireless sensor networks are so diverse, a similar
diversity is reflected in test-beds for WSN experimentation. Despite the potential dif-
ferences, some lessons from the construction of any particular test-bed should be ap-
plicable to many other set ups. As yet, not all possible classes of WSN test-beds have
been explored, and hence not all problems have been investigated. This paper describes
the design of a novel test-bed designed to accommodate approximately 150 individual
sensors in a controlled test chamber, along with the necessary support software.

As with many aspects of wireless sensors networks, the design of a test-bed for reli-
able, recordable and repeatable experimentation is fraught with both expected and unex-
pected problems, trade-offs and compromises. Additionally, one of the major drawbacks
of implementing a large scale sensor network is the cost. Even relatively old technol-
ogy, for instance the Mica2 mote [1], still costs over $100 for the processing/radio unit
alone, with sensing modules priced higher again. Lower cost alternatives exist, but are
often far bulkier due to being based on dual inline packaging components. SmartIts [2]
are one such example and are generally easy to customise, and so represent a useful
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alternate avenue for exploration. This paper describes the issues experienced during the
construction a low cost test-bed, one which demonstrates that complex, high resolution
sensory data can be collected and used in a feedback-based control mechanism, with-
out requiring heavy financial investment. By detailing those experiences, it is hoped
that others who may wish to undertake the fabrication of a WSN test-bed will be able
to avoid some of the obstacles that were encountered.

Microcosm is tailored towards experiments in the sensing domain. Having a con-
trolled environment rules out the use of open systems, typified by sensor node deploy-
ments throughout buildings or outdoors, and thus a carefully constructed test chamber
was employed, one in which the conditions could be altered as required, hence the name
Microcosm. Since most WSN sensing work has dealt with planar configurations of sen-
sors, it was decided that a high-density 3-D arrangement of nodes would provide new
avenues for experimentation. Networking is not the primary concern, and the design
choices reflect this relationship. Methods for increasing sensor density without incur-
ring significant additional costs are given. Additionally, a discussion of requirements
for closing the control loop, one of the major focuses of research using WSNs, is given.

The remainder of this paper is organised as follows. The next section lists a set of
assumptions and design constraints that influenced the design of Microcosm. Section 3
lists the desired features of the test-bed, and describes some of the obstacles that were
encountered, and the design choices used to overcome them. Section 4 provides com-
parative information on other test-beds. Finally, a brief section about the future work
that this system will support is given.

2 Design Constraints and Assumptions

In the construction of any sensor network, certain assumptions must be made about the
operation of the network. For instance, the sensing tasks it will be required to perform,
the specifications for the communications channels, and the method of access to the
WSN all contribute to the system requirements at the design stage. For this test-bed, the
following constraints governed the design process.

– Priority is sensory experimentation: While networking experiments are planned,
the primary use for Microcosm is in the sensing domain. Thus resources should be
focused on creating a network that can produce good quality sensor data of many
different types. As opposed to many wireless sensor networks, where individual
sensor nodes are separated by distances on the order of meters, a much higher
spatial sampling rate was desired for this WSN so that high-quality data could
be collected from a small volume of space. These conditions are akin to those in
industrial settings, e.g. factories. To increase flexibility, changing the type of sensor
should be a relatively easy task.

– Environment features: The dimensions of the environment in which the nodes op-
erate should be large enough to allow complex experiments, but not so large that
access to the nodes is problematic. Real-time control over the environment using
sensory data is desirable. It should also be possible to modify it beyond the original
specifications to facilitate new kinds of initially unforseen experiments.
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– Communication characteristics: Losing packets is unavoidable when using real-
time constrained transmissions. Additionally, wired connections are usually more
reliable than wireless communication links, but they need extra infrastructure.

– Cost: The test-bed should be optimised to give the best ratio of performance to
price. This should include measures such as increasing the work a single node is
capable of, using as few extra components (especially costly ones) as possible, and
allowing for reuse of existing resources.

3 Desired Features and Their Realisation

There are four main elements in a wireless sensor network test-bed: the sensing hard-
ware, the control software, the support software, and the environment in which the ex-
periments will be performed. There are many choices for sensor node hardware; there
exist a range of devices from small 8-bit, memory-poor units (e.g. motes [1]) to 32-bit,
WiFi enabled microservers (e.g. Stargates[3]). These devices are often modular, facili-
tating the connection of different radios or sensor arrays, depending on the task at hand.
Control software, that is the software the sensor nodes run, is usually the primary subject
of experiment in WSN test-beds, though there is commonly a permanent administration
layer which allows for node control, reprogramming, debugging, etc. Support software,
which typically runs on servers that monitor the network, should record the state of the
network during experiments, for instance which nodes are active, what messages they
are transmitting, what data their sensors are generating, and store it for future analy-
sis. Remote access to the network, job scheduling, and visualisation tools are services
that are frequently provided by this element of the test-bed. Finally, the environment
in which the experiments takes place is critically important to the test-bed. It can be
characterised by being open or closed, static or dynamic, and whether it is controllable
by the system or not. The following sections deal with the specifics of each of these
aspects of Microcosm (see figure 1).

3.1 Sensing Hardware

There are a number of features that are desirable in a sensor network test-bed, not least
of which is adequately dense sensor deployment. Many test-beds use hardware that is
confined to having a single sensor per modality per node, i.e. they have a 1-to-1 mapping
between sensor types and processing/radio platforms. This ratio can be increased so that
one sensor node supports multiple sensors of a single type that are spatially separated.
This has the effect of producing higher quality data without increasing costs propor-
tionally. Additionally, flexibility in the placement of the sensors provides the facility to
investigate the effects of different deployments on the operation of the WSN.

Given the density of the sensors in this set up, a valid question is why use sensor
nodes rather than wiring sensors onto a bus attached directly to a server. The reason
why they were employed is because a protocol for e.g. determining necessary sensory
coverage needs to be distributed, and preferably local, if it is to work in a WSN. Using a
centralised system does not fit with this and would not allow for these kinds of protocols
to be tested, so we did not use this method in Microcosm.
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Fig. 1. Microcosm includes a test chamber and a set of sensor nodes deployed within it

Secondly, a test-bed should be able to run experiments that require different kinds
of sensors. The ability to easily change the type of sensor that is being used allows
for a much greater range of experiments to be carried out. Typically this is achieved
by swapping one sensor board for another, however oftentimes much of the hardware
is duplicated across these different boards, and so a method to reduce this redundancy
would save on costs. What is needed is a plug-and-play sensing capability.

Implementation. Hardware meeting these requirements was devised to work with
Mica 2 motes [1] running TinyOS [4]. Briefly, these devices have 7.38 MHz, 8-bit
processors, 4 kbytes of RAM, 128 kbytes of program memory, 512 kbytes of flash
memory and 19.2 kbit/sec radios. They have 8 ADC channels with 10-bit resolution
and an expansion connector to which sensor boards can be attached. While prefabri-
cated sensor boards are available, for the purposes of this set up, they do not satisfy the
above constraints.

These boards used a number of features to meet the above requirements. Each one
has eight individual sensors, with the sensors divided into four pairs, each pair being
wired to a single ADC channel. This was necessary since one of the eight ADC chan-
nels is already connected to the radio to measure received signal strength intensity, and
so only seven remain available. By ensuring power is only supplied to one sensor in
each pair at a time (with an appropriate delay between switching between sensors and
sampling the ADC to avoid mixed signals), sensors can share channels without inter-
ference. A single board could potentially have far more sensors, however this would
require multiplexors, which would increase the complexity and cost of the hardware.
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The sensors themselves lie at the end of lengths of wire approximately 30cms long
that allow the sensors to be placed at various distances from the node itself. The wires
include plug-like terminations (figure 2) to facilitate the replacement of one sensor type
with another, for example thermistors (the sensor used in the current incarnation of
Microcosm) with light dependent resistors. This fulfills the need for easy alteration
of the sensing modality of the test-bed without unnecessary duplication of resources.
With eight sensors, it is possible to put each at the corner of a cube around the sensor

Fig. 2. A thermistor plugged into one of the multi-purpose sensor receptacles on the Microcosm’s
custom sensor boards. It is held in place by 0.2mm nylon lines.

platform, allowing for a much greater spatial coverage than if the sensors were attached
to the sensor board itself. With this arrangement, it is possible for even a single node
to gain directional data about a stimulus. Thermistors were used as sensors in this set
up, and even with a weak heat source such as a light bulb placed roughly 20cms from
the nearest sensor, a 3 K difference was registered between thermistors close to the
bulb versus those that were more distantly located. This difference is large enough to
be useful given that the combination of these thermistors and the Mica2’s 10-bit ADC
has a sensitivity of better than 0.1 Kelvin at room temperature.

Problems and Solutions. A number of problems arose during the design of these
components.

– Cost of low run components: Creating a small number of circuit boards often incurs
a high cost. However, when the number is small, it is possible to manually construct
the boards. There are a number of methods which could be employed, however
the experience gained from the fabrication of the boards for Microcosm indicates
that the best method is to use commercially available copper-board etching kits. A
single template can be used to produce multiple boards relatively quickly. The only
caveat is that, because of the connectors used on the Mica2, the feature size is small
enough to require a high level of manual precision during fabrication.
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– Calibration: The thermistors used in this design had a tolerance of 5%, which trans-
lated to roughly ±1 Kelvin. Calibration was necessary to transform the raw read-
ings into usable data. Since the sensors were deployed in a controlled environment,
it was possible to measure the temperature of the interior of the chamber using
thermocouples, and using these reference values, adjust the manufacturer-provided
resistance-to-temperature equation (1) to correct for the deviation of each sensor.

Tkelvin =
1

a + b ∗ ln(R) + c ∗ ln(R)2 + d ∗ ln(R)3
(1)

where R = resistance of thermistor, a = 3.359908 ∗ 10−3, b = 2.5788772 ∗ 10−4,
c = 2.5364809 ∗ 10−6 and d = 5.3216393 ∗ 10−8

– Unreliable radio communications: The radio is an unreliable channel. This means
data will be lost if sent using it alone. Other test-beds have employed wired chan-
nels to improve reliability with positive results (see section 4), and so the same
method is being adopted for this WSN. At this point, a small-scale prototype has
been built to evaluate the design concepts. The wiring up of the test-bed itself is
part of the imminent upgrades for Microcosm (see section 5).

– Part availability: Though not encountered during the construction of Microcosm,
an obstacle to any future attempt to build a similar system based on hardware that
is not very new is the poor availability (for instance, due to RoHS non-compliance)
of some components. Any test-bed projects which intend on creating custom parts
are strongly advised to choose hardware which will not suffer from this problem.

3.2 Sensor Node Control Software

There are some features of sensor node control software that most WSN test-beds have
in common. First is the ability to report back data about their operation. In the context of
a test-bed tailored towards sensory experiments, transmitting sensor readings is critical.
Having real-time access to this data allows the support software (discussed below) to
alter the environmental conditions as part of a closed control loop. Reprogramming the
nodes is another useful feature. This can happen either over the radio or via a direct
physical connection. Wireless based schemes can often perform quite slowly compared
with those set ups that use a wired infrastructure to reprogram the nodes, however they
require significantly less hardware to enable, reducing deployment cost and time.

A mechanism for keeping the nodes synchronised also helps with collecting useful
sensory data. Even if they start off synchronised, wireless sensor nodes often experience
moderate clock skew, and so the nodes can not be relied upon to maintain synchronisa-
tion for any extended period. Again, there exist wireless methods of keeping the nodes
in step, but it is preferable that the overhead is small so that the wireless channel can be
focused on transmitting data of interest. Related to this is the necessity of ensuring max-
imal efficiency when transmitting data. It is generally accepted that TDMA protocols
are effective at increasing efficiency, and that multihop networking protocols reduce
overall throughput to the benefit of per node energy consumption.
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Implementation. For experiments that are primarily concerned with sensing, the soft-
ware to control the motes does not need to be particularly complex. Because network-
ing was not the primary concern in the design of Microcosm, currently a simple TDMA
MAC layer is used. No multihop network protocol was used because (a) the test cham-
ber is relatively small, (b) overall packet throughput is increased and (c) it would un-
necessarily increase the complexity of the software. A few simple commands allow for
moderate flexibility in the operation of the network, while employing wireless repro-
gramming capabilities gives the option of more extensive, though slower, changes to
the control software. By identifying the commonly changed parameters of the software,
it is possible to construct command packets to change these parameters, thus effecting
large changes with a minimum of time and effort. The properties that were found to be
most useful to change were:

– The sampling rate of the sensors
– The number of attempts to resend a packet over the radio that should be attempted

(for increased reliability)
– The delay between nodes transmitting their packets, and
– The power at which the radio transmits

Since Mica2 motes are subject to clock skew, they cannot be relied upon to remain
synchronised for any length of time without a correcting mechanism. The solution used
in this test-bed was to sample the sensors when a trigger packet is received from the
base station. To reduce overhead, the above mentioned commands were incorporated
into this packet. The timing of the transmission of this packet is governed by software
running on a desktop computer, and so has far more accuracy than the motes’ clocks.
Additionally, this allows the rate at which the sensors are sampled to be changed easily.

Once the trigger message is received from the base station, each node samples its
sensors. It then waits for a time interval equal to the product of its ID number and the
period specified in the trigger packet. This gives each node a unique time slot in which
to transmit. By altering the length of this period, the throughput of the network can be
configured, either to speed reception of the packets, or to allow more time so that repeat
packets can be sent before the next node is due to transmit (as a reliability mechanism).
In other words, the TDMA protocol can be optimised for different tasks depending on
the particular requirements of the application or experiment. However, the real-time
aspect of the system is preserved regardless of where the emphasis is placed.

Because there are multiple sensors connected to one node, it makes sense to collect
readings from all sensors and transmit them in a single packet. This cuts down on the
number of packets sent through the radio channel, as the overhead associated with the
packet headers is now divided over 8 individual readings instead of just one. While a
single-sensor node could buffer readings until it had enough to fill a standard 29 byte
payload, this would impinge on the real-time aspect of Microcosm. Real-time operation
is also the reason why data is not stored locally on nodes to be transmitted later. Trans-
mitting all eight readings in a single packet produces an effective increase in the data
extraction rate of the network, and allows the sensors to sample at a higher rate, thus
improving the quality of the data collected.

Lastly, the strength at which the radio transmits can be altered. This can be useful
when trying to eliminate packet losses. Losses can occur if the signal strength is too
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low, and the packet fails to register with the receiving mote, or when it is too high, and
reflections of the signal interfere with the reception of the packet.

Problems and Solutions. The unreliability of the wireless channel was the principle
cause of problems for the sensor node control software.

– Packet Loss: One major issue regarding the collection of data from the network is
the loss of packets that is unavoidable with wireless links. While mechanisms like
acknowledgements, negative acknowledgements, etc. can be used to try to increase
the likelihood that a packet will be received, it is impossible to guarantee recep-
tion. Because the nodes were expected to send data regularly, there was not much
time for attempted retransmissions. It was also found that packets were most of-
ten missed because of a physical obstacle, even a person, causing an adverse effect
on the signal path. This often meant that no amount of retransmission would work
until the physical cause was removed. One solution to this problem is to store all
sensor data in the flash memory on the nodes. Any gaps in the data received could
be requested once the experiment has finished. Without the time constraints asso-
ciated with real-time data streams, the node could continuously retransmit until the
packet eventually gets through.

– Wireless Reprogramming: This can be a slow process. It was found that when us-
ing Deluge, the TinyOS network reprogramming tool, even a fairly small program
could take many hours to distribute over the network. While this is not a problem if
the reprogramming can be set to run overnight, there are times when more immedi-
ate action is necessary. In a deployment of a small number of motes, it can be more
effective to reprogram each of them directly with a standard programming unit.

3.3 Support Software

Generating copious data is pointless without a sensible means of collecting and reusing
it. Different algorithms should be evaluated using the same set of data, which is impos-
sible to guarantee across separate runs of a physical experiment. Logging data gener-
ated when the sensor network is exposed to an environmental stimulus, then running
a battery of test algorithms on the stored data, is one way of ensuring that there are
no discrepancies between runs when performing the comparison. Testing multiple al-
gorithms on live data would potentially require the time consuming process of running
multiple instances of the same experiment serially. Instead of this approach, by testing
algorithms on recorded data, the requirement of rerunning an experiment is removed,
and the different algorithms can potentially now be tested in parallel.

In conjunction with logging sensed data, it is also of paramount importance that
the data be monitored as it is logged to ensure its integrity. For example, it would be
unwise to run and log a lengthy experiment if a number of the nodes are not capable
of transmitting to the base station either due to obstacles, incorrect aerial orientation or
other environmental factors. The support software should also provide a mechanism for
examining the fidelity of this data while the experiment is running. This can potentially
allow an administrator of an experiment to tweak the sensor nodes’ control software
(discussed earlier) to deliver optimal performance. An example of this control could be
increased transmission frequency or alternate routing of packets to avoid obstacles.
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Implementation. To deliver this functionality, a number of support tools were imple-
mented for use on one or more of the base stations of Microcosm. When implementing
the logger, the requirement of data replay requires the time-stamping of event messages
received at the base station. Upon receipt of a radio message, the time of arrival of
the message and the raw message itself is logged to a file. The packet received is also
displayed to the user, this can give a rudimentary indication of faulty nodes or nodes
unable to transmit to the base station. When the experiment is completed, the logger is
stopped and the file of logged data is submitted through a server script to a web server.
This functionality allows sharing of data between multiple team members transparently
and without conscious effort on the part of the user. The logs are then available through
a web page for download. Another feature of this is the ability to notify one or more
team members when a log is uploaded through experiment completion alters, delivered
via email. This allows users interested in other team members’ experiments to have
access to the logs as soon as they become available.

Once the logging process is completed and the logs have been archived, another tool,
the player, can be used to process the logged files and generate the original packets at
the appropriate time intervals. The player parses the file to calculate the time difference
between logged packets and can replay the information in one of three modes:

1. Play: it can maintain the absolute time difference between events
2. Accelerated play: it can pre-process the logged file to discover if it is pos-

sible to maintain the relative time duration between played events, or
3. Fast forward: it can play the events as fast as possible.

Each of these approaches is arranged in order of increasing speed of execution and re-
ducing temporal fidelity with respect to the original experiment. Some experiments may
not be sensitive to the temporal aspect of an experiment and may instead be concerned
solely with the contents of the logged packet.

Fig. 3. A screen shot of the viewer tool
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The final component of the support software toolset is the viewer, use to display
the messages in real time as they arrive at the base station. Figure 3 shows an instance
where the viewer is displaying the temperature readings of the thermistors appended to
the individual nodes. There are 14 nodes in the test-bed, leading to 14 tabs in the viewer
which correspond to each node’s id. Eight trends are displayed on the graph and these
allow the user to visually analyse the data coming from individual nodes. If there is a
flaw in a sensor, this can be detected in the trends and can point the user to the node that
needs attention.

The support software is a crucial part of a WSN test-bed and it primarily consists
of two parts. The first part, such as the logger and player, is relatively general and
can be reused for many different applications. On the other hand there are application
specific components, such as the viewer, which interpret the data for the user and give
an indication of the specific performance of this particular experiment. Most practical
test-beds will require both types of support software.

3.4 Experimental Environment

A test chamber within which the operation of various sensors and sensor networks could
be analysed has been designed and constructed. A number of critical design require-
ments were adhered to. In order to allow for video capture equipment and to give mul-
tiple viewing angles for demonstration purposes, the unit is constructed from bonded
10mm thick clear PerspexTM sheets and has a dimension of 2x1x1m. The internal vol-
ume of the chamber is therefore 2m3. The applications for sensor networks are not
restricted to a purely gaseous environment. To give the test-bed all-round functionality
a channel was incorporated to run along the base of the unit allowing for testing in liquid

Fig. 4. Rendered view of the test chamber
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Fig. 5. A cross section through the support lattice for the sensors. Also shown are some of the air
vents which allow for gases to be injected into the chamber.

environments. There are multiple inlet/outlet ports to allow seeding of the environment.
A rendered representation of the chamber is shown in figure 4.

Implementation. The chamber has been adapted to suit the temperature monitoring
requirements of the WSN under discussion. However testing with other sensor plat-
forms and external heat sources was carried out concurrently. An appropriate sensor
layout was decided upon to best suit the dimensions of the chamber. The sensors were
arranged in a 4 x 4 x 7 matrix (a density of 56 nodes/m3). One vertical plane of the
matrix is shown below in figure 5. There are 14 nodes each consisting of 8 sensors as
discussed earlier, resulting in a total of 112 individual sensor points.

Problems and Solutions. The large quantity of sensor devices to be placed within
the chamber posed problems, initially due to the accurate positioning of the devices
themselves and subsequently due to the reduced accessibility within the chamber with
the sensors are in position.

– Sensor Positioning: The sensors were located by attaching them to a wire frame
that was constructed within the chamber. The frame was made up of a thin gauge
(0.2mm) nylon wire (see figure 2) that was tied to anchoring points on the internal
faces of the chamber. The anchoring points had been accurately positioned so that
the sensors would be evenly spaced with 333mm between each sensor in the X, Y
and Z-axes. The anchors used were 10mm x 10mm sticky-back cable tie bases (RS
part no. 666-751). Tying together points where two lengths of wire crossed rein-
forced the lattice. The Mica2 motes positions were also fixed within the chamber
using a similar method.
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– Power supply to heat sources: A control system has been developed which allows
for the operation of external heat sources via circuitry operated from the parallel
port connection on a laptop PC. The circuit being used to operate a light is shown in
figure 6. There are 8 data pins available via the computers parallel port. This circuit
layout can thus be replicated up to eight times to control eight individual devices.
When the data pin is set high the transistor is activated allowing the 24V DC supply
to pass through the coil of relay #1, switching its contacts. 24V is then in turn
connected across the coil of the mains relay. The contacts in this relay are closed,
connecting the mains power supply to the light. When the data pin is returned to low
the transistor is deactivated. No power can therefore flow through both coils, and
thus removes the magnetic effect on the switches, thus opening them and breaking
the circuit. As this can be run from the base station, data from the sensors can
govern the operation of this circuitry, providing a closed control loop.

Fig. 6. A diagram illustrating some of the control circuitry used to operate the test-bed remotely

– Power supply to motes: For any experiment, it is essential to remove any operational
variables which are not under scrutiny. The response of the sensors is dependent on
the current state of the battery voltage present in the Mote devices. This problem
was overcome by hardwiring a 3V power supply to each of the 14 devices. A par-
allel supply circuit was employed so that if there were a fault on one of the devices
that only that particular device would be removed from the network. This setup
also removed the necessity to change discharged batteries that would have proved
cumbersome within the constrained space of the chamber. However, batteries may
still be employed if it is experimentally necessary.

One of the most important recommendations arising from the experiences in con-
structing Microcosm is to allow for sufficient flexibility to meet changing requirements
during the construction process. An iterative approach was adopted for the design of the
separate elements of the test-bed. For example, the mote-based hardware went through
several stages, the first incorporating multiple sensors, the second facilitating sensor
swap-out, the third adding wired communications ability, and so on. Without modifi-
able initial designs, much of the early hardware would had to have been replaced in
order to allow the later improvements to be made.
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4 Related Work

There are several other WSN test-beds described in the literature. Some emphasise the
networking aspect, while others have more extensive sensing capabilities. They can be
distinguished by a number of features: combined wired and wireless vs. wireless only
communications, the presence/absence of feedback-based control, easy reprogramma-
bility, remote access to the test-bed/data, as well as some more unusual abilities such
as automated experimentation, capacity for node heterogeneity, mobile elements, hier-
archical structuring and 3-D sensor arrangement. All the systems below are situated in
open environments and have sensor resolutions far lower than Microcosm.

Motelab [5] is a system offering a set of tools for managing a network of a few
dozen motes deployed over 3 floors of the the Electrical Engineering and Computer
Science building in Harvard. These tools allow users to create and schedule tasks on the
network, record data, reprogram the nodes and access previous results through either a
web or a database interface. It is unique in that it includes a power consumption monitor
for one of the nodes in the network. Alongside this, it employs a wired infrastructure
for node reprogramming and data collection, in order to avoid the unreliability of the
wireless channel that has been mentioned previously. One downside to this is that each
sensor node requires its own reprogramming board, a significant extra cost. A fairness
protocol for time allotment between multiple users has also been implemented.

In contrast to the above static deployment, Mobile Emulab [6] uses a combination
of six mobile sensors, in the form of Garcia robots with Mica2 motes attached, and
25 fixed motes in an area of 60m2 to perform experiments using the Emulab [7] test-
bed framework. Emulab provides abstractions to facilitate easy creation and scheduling
of experiments, and can log test data and debugging information. Mobile Emulab can
track the robots by employing static cameras, mote-based magnetometers and onboard
sensors. This multi-sensor modality is unusual among test-beds. The robots can be con-
trolled through the Emulab software, and so represent a method for introducing control
of the environment into the experiments in a manner quite different from the method
described in this paper. It also contrasts with the majority of set ups, in which the data
from the sensors does not influence the environment they are in. Because the robots have
motes attached, they can act both as stimulus to the fixed network and data collectors
for the system as a whole.

TWIST [8] consists of a tiered network of 90 nodes, with subsets of these nodes con-
nected to supernodes via USB, which in turn are connected to a central server through
ethernet. It has the capacity to conduct experiments on heterogenous WSNs that con-
form to flat, segmented or hierarchical topologies by switching the roles the various
components play. The basic sensor node can be any USB-enabled device, such as the
Telos mote or the eyesIFX. USB allows communications, power and reprogramming to
be integrated into a single connection, reducing costs. These are connected to a Linksys
NSLU2, an ethernet connected storage and processing unit, which may function either
as diagnostic and management devices or may actively participate in the task of the
sensor network, thus introducing a second layer into the WSN. The server acts as a
control locus for the entire system. For the cost of additional equipment in the form of
the Lynxsys devices, this system gains the benefit of a tiered structure.
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SensorScope [9] distinguishes itself from other systems in that it does not use a wired
infrastructure. The primary reason for this is to increase the realism of the experiments
that are carried out on it. Any test-bed that employs fixed links to retrieve data and
management information from the sensor nodes in its network increases the amount
of work that the nodes must do, and thus the energy they consume. This is because,
on top of the usual messages that the nodes transmit to each other over the radio, they
must relay additional messages to the monitoring equipment. SensorScope uses only
the wireless channel, with a bare minimum of status information messages, to improve
the accuracy of their measurements at the expense of gathering less reliable data. This is
similar to the current set up used in Microcosm, and it is an option that will be retained
once a wired channel is introduced.

Tutornet [10] is similar to the TWIST, in that it has USB-enabled nodes connected
to supernodes, in this instance Stargates [3], but is on a smaller scale. As with TWIST,
this is to allow rapid reprogramming while leaving the wireless channel free.

Many other test-beds exist, for instance the sMote, Ω and Trio test-beds at Berkeley
[11], and the Re-Mote test-bed at Copenhagen[12], however extensive literature on their
design and innovations is not openly available.

5 Future Work

Further automation of Microcosm is the primary improvement planned. Ultimately, it
would be useful to be able to reprogram the sensor nodes using a wired connection,
however this is not a high priority since radio reprogramming simply takes longer. As
was mentioned earlier, there is already a prototype of the wired infrastructure that will
be integrated into the existing test-bed. This will bring many benefits. By collecting a
complete data set, comparisons with the set produced by the radio can be made, allow-
ing measurements of the impact of packet loss on sensor network performance. Addi-
tionally, the complete data gives a better view of what is happening in the environmental
chamber, and is more useful when comparing fluid dynamic models of the chamber with
real readings, this being another of the uses of the project. Remote access to the net-
work will also be vitally important as the number of users of the test-bed grows. To this
end we will make use of the internet to coordinate such access. Fine-grained control
of stimuli within the environment, such as location, magnitude and spatial extension,
would facilitate assisted or even fully automated experimentation in the future. Nat-
urally, Microcosm will form the basis of many WSN experiments, for instance using
interpolation as a coverage calculation mechanism [13] and advanced MAC protocol
evaluation [14], however detailed discussion of these experiments is beyond the scope
of this paper.

6 Conclusion

This paper has described the trade-offs involved in the construction of a low-cost wire-
less sensor network test-bed, the focus of which is experiments in the sensing domain
and the closing of the sense-process-act loop. A discussion of the required features and
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the hardware and software designs that implement them was used to illustrate the ob-
stacles that can arise in the construction of a WSN test-bed of this sort. Details of the
solutions to various problems that were encountered were related in order to provide fu-
ture projects looking to construct a test-bed with time- and resource-saving knowledge.
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Abstract. Software development for Wireless Sensor Networks (WSNs)
suffers from the adverse condition that WSN software systems can usu-
ally not be tested on a system-level in their final operations environment,
as WSN deployment is an expensive and time-consuming process. Several
authors therefore propose to interlock application software test tightly
with simulation. In this paper, we introduce an XML-based description
language that allows the WSN programmer to define a common Hard-
ware Abstraction Layer (HAL) for seamless transfer of WSN application
code between WSN node target platforms and simulator-provided plat-
forms. We show how a common network simulator can be enhanced to
fully support system-level testing of WSN application code, make some
comments on the resulting changes in the software development process,
and finally illustrate our approach by an example.

1 Introduction

A Wireless Sensor Network (WSN) consists of possibly up to several hundreds or
even thousands of small-foot-print microcomputers being equipped with phys-
ical/chemical sensors and sometimes also actuators for interaction with their
environment, and a radio interface for interaction with each other. A single such
device is called a WSN node. WSNs may be applied, e.g., for monitoring some
outdoor area or for overseeing the interior of a building. In many cases, sensor
readings are forwarded to a central hub. Other WSN applications avoid a cen-
tral hub, but instead let the WSN nodes spread out the acquired information to
their peers in order to set up a shared information space. Some application areas
require mobile WSNs: WSN nodes are either moved passively, e.g. when being
part of a vehicle, or they are capable of independent control of their location
when being equipped with a drive system of their own.

WSNs are deployed without any kind of network infrastructure. The major
challenge for WSN development therefore is to impose a self-organizing behavior
on WSN nodes, i.e. WSN nodes must be capable of setting up and maintain-
ing a connected network during the WSN mission time. The quality of self-
organization influences all aspects of WSN functionality, above all sensor data
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acquisition and possibly complex sensor data preprocessing (“sensor fusion”),
and the control of the WSN nodes’ motion in the operations area (“motion
control”).

The software development for WSNs is an expensive and time consuming
process, mostly for two reasons:

– The scarce processor and memory capacities of WSN nodes do not allow
to equip WSN nodes with a full-fledged operating system offering many
comfortable support functions including a clear and consistent hardware
abstraction layer to the programmer.

– The software development process for WSNs is even more constricted by the
fact that it is a very complex task to assure on a system-level the fitness of the
chosen distributed algorithms for self-organization, sensor fusion and motion
control. We call this system-level test. Neither is it a viable approach to test
only a single application instance, nor is it feasible to deploy a complete
WSN in its intended operations area.

In this contribution we advocate for an extended approach for the definition
of a Hardware Abstraction Layer (HAL) for WSN nodes to mitigate these prob-
lems. This approach should—above all—be seen as a means to better integrate
into the WSN software development process the extra-required system-level test
as mentioned under the second bullet above. Thus, our approach does not only
provide a system component API to the application programmer, as “conven-
tional” HALs do, but it foresees the combination of two additional features:

1. The system component API—that in our approach is generated from an
HAL description—can be “bound” to different platforms, especially to the
target system platform and to a network simulator platform. The simulator
platform can then be used as “host” for the system-level test. Equipped
with a common API, both platforms run exactly the same application code
comprising functions for self-organization, sensor fusion and possibly motion
control. This multi-platform approach allows the WSN application developer
to seamlessly combine component-oriented software test and simulator-based
system-level test.

2. To better support the system-level test, it is in most cases very useful to
provide “meaningful” input to sensors (i.e., not just random numbers) al-
ready at the simulation stage. Comparing what the simulator provides to
the WSN “under test” and what the WSN actually achieves to collect, al-
lows the programmer to judge the quality of the installed algorithms for
self-organization, sensor fusion and motion control.

The paper is organized as follows: In section 3 we present a programming lan-
guage independent HAL description language and show section 4 how software
development methodology is influenced by using this approach. Section 5 dis-
cusses how a network simulator can be enhanced to support WSN system-level
testing. In section 6, we illustrate our methodology by an application example.
We start with a discussion of related work (following section).
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2 Related Work

We discuss related work for two different aspects of our contribution: hardware
abstraction and system-level test support by simulators.

Different approaches for the design of an HAL for WSNs have been published.
Some of them follow the traditional concept that has borrowed its paradigm from
the operating systems world: It is the operating system that exhaustively defines
the HAL by providing a ready-to-use API. Lightweight operating systems like e.g.
Contiki [11] or MANTIS [12] provide substantial OS support like multithreading,
full featured networking stacks, and even graphical user interfaces can be run
on WSN nodes—but all this does not leave a reasonable amount of resources to
the actual WSN application.

Better suited is a component-based approach as e.g. in TinyOS [1]: Though
named an “OS” it avoids the pitfall of monolithic OS designs: During software
development, the application programmer selects the TinyOS components that
are needed by the application code and links those components with the ap-
plication code. Furthermore the correct handling of asynchronous code, whose
execution is triggered by external events, and synchronous application code is
checked at compile time.The resource consumption can be reduced considerably
in comparison to fully-fledged operating systems. But unfortunately TinyOS
components are coupled to the proprietary programming language NesC.

In [14], the authors present a layered approach for a “flexible hardware ab-
straction for WSNs”. This seems to come close to our approach. But the paper
neither discusses multi-platform capabilities, nor cross-layer issues. The paper
also lacks a discussion of the underlying software execution model (see below).

In a couple of WSN projects that we discuss below it has been tried out to
employ different kinds of discrete event simulators (mostly network simulators)
for test support. The programmer tries to get hints on the correctness of the
behavior of his/her software from the event traces that the simulator records and
possibly visualizes. The border line between simulation and emulation is blurred.
For some simulators like e.g. OMNeT++ [6] or ns2 so called “real-time mode
extensions” [15] exist, and MobiEmu [4] comes as mobile network emulator right
from the beginning. Unfortunately these tools have a serious drawback for the
WSN programmer: They lack support for modeling the operations environment
of a WSN, i.e. they do not provide data sources and sinks representing the
WSN’s physical operations environment. Additionally, emulation approaches are
non-deterministic and therefore runs are not reproducible, as (host) operating
system scheduling suffers from random influences. The SensorSim extension [5]
for ns2 allows application components to access operations environment models,
but unfortunately it is tied to a specialized task (observation of physical effects
with various propagation characteristics), and it is deeply woven into the ns2
simulator.

The EmStar software environment [2] and TOSSIM [3] both claim to be “’real-
code’ simulation environments”, and are centered around the idea to make it
“painless to transition among [simulation and emulation] during development
and debugging, and eliminating the accidental code differences that can arise
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when running in simulation requires modifications.” [2] But both approaches
have severe drawbacks: The EmStar software environment requires a POSIX
system call interface that is rarely available on typical WSN nodes, and TOSSIM
is completely dedicated to TinyOS, and does not provide a structured approach
to WSN operations environment models. The EmStar paper states the necessity
for operations environment (“world”) models, but does not detail a solution to
this problem.

3 The HAL Description Language xHDL

3.1 Design Guidelines

In the following we explain the four guidelines that guided our HAL design
approach.

(1) The HAL offered by usual workstation operating systems is built on top
of a file abstraction layer, i.e. all system resources are modeled as files. The
related API is comprised of read/write/ioctl functions to be called by application
programs. In the absence of a multitasking operating system, an API of this
kind leads the programmer to a software execution model that is based upon a
large while-loop, inside which the application software actively polls sensors and
network interfaces. For the Embedded Sensor Boards (ESB, [13]) e.g., this kind
of execution model has been proposed and applied. The approach is rather simple
and in widespread use because of its simplicity, but it is neither energy-efficient
nor appropriate for typical tasks of sensor networks.

For WSN nodes, sensors/actuators must be readable and writable, i.e., read/
write functions of the above mentioned kind apparently have to be provided.
But to avoid the active scanning for events, it is useful to let the application
software additionally provide callback routines that are capable to react to sen-
sor and communication events. We thus enhance the while-loop execution model
by adding capabilities of the run-to-completion model as proposed in [1]: “The
run-to-completion model precludes blocking calls: all system services, such as
sampling a sensor or sending a packet, are split-phase operations, where a com-
mand to start the operation returns immediately and a callback event indicates
when the operation completes.”

With regard to API design we denote the resulting software execution model
as call/callback model, i.e. an API has to provide some operations (call), but the
related device vice versa relies on application components to also provide some
operations (callback) that are invoked at the occasion of events. In our HAL
description, we group all operations related to a single device—be they of call
or callback type—together into what we call a contract. This kind of “contract”
is closed between the platform on the one side (call type functions) and the
application software on the other side (callback type functions).

(2) Most programming environments allow to export interface declarations of
implemented components. We have chosen a different approach: In our concept,
an API interface is not derived from an implementation, instead it is gener-
ated from a programming language independent, XML-based HAL description.
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This makes the HAL design as independent from any influences of program-
ming languages, operating systems or simulators as possible and allows for ad-
ditional “degrees of freedom” that we discuss below. We designed a dedicated
HAL description language that is called XML-based HAL Description Language
(xHDL). xHDL is described in a formal grammar written in the W3C XML
Schema Definition language [8].

From an xHDL description, a generator produces the programming interfaces
of those API functions that have been specified in the HAL description. At
the time of writing this paper, an xHDL generator for the C++ language is
available. The API interfaces clearly separate application-related and platform-
related code and thus help to impose a minimum structure upon the WSN code.

(3) The HAL as described so far makes no distinction between platforms, for
which the given APIs have to be implemented, i.e., the target system platform
and the simulator platform. We call the part of the HAL description that is
inpendent of platform the abstract part. In the concrete part of an HAL descrip-
tion, the HAL is bound to a platform. “Binding to a platform” implies to specify
additional information that is required for implementing the respective platform.
It is in this part of the HAL description that the programmer can specify e.g.
an Operations Area Model (OAM), from which sensors read during simulation.
Such an OAM could be e.g. a temperature distribution which is common to all
WSN nodes and provides time- and location-dependant input values for sensors.

(4) Network interfaces and other devices like e.g. GPS receivers deserve a
special discussion. These devices may need some kind of protocol stack for their
full functionality, i.e. some kind of functionality beyond simple input and output.
When designing an HAL description language, a decision must be taken on how
to deal with this additional functionality.

We decided to leave it to the WSN programmer which protocol functionality
to include or exclude in the HAL description. If the WSN programmer needs—as
outlined above—interfaces at different hierarchical layers he/she needs to specify
respective operations in the HAL description.

3.2 xHDL Language Description

As outlined before, an HAL description is divided into an abstract and a concrete
part. The abstract part first defines the data types that are exchanged between
some application software component and the device. The specification relies on
the W3C XML Schema Definition language.

The operations that allow interaction between an application layer component
and a device are defined in the following section of the abstract part. Operations
are grouped together in contracts. Fig. 1 e.g. shows contracts for a GPS device, a
radio network interface, a temperature sensor, and a simple drive system, capable
of turtle movements. An operation has a pattern, either call or callback. A call-
patterned operation is provided by the device related API, a callback-patterned
operation must be provided by the application component that interacts with
the device. Call-patterned operations are described by their name and required
parameters. Always required is a fault element that describes the data structure
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<?xml version="1.0" encoding="UTF-8"?>
<xhdl>
<!-- ******* TYPES ******* -->
<types>
<schema

targetNamespace="http://www.swarms.de/wisebee"
xmlns="http://www.w3.org/2001/XMLSchema">

<complexType name="tErrorMsg"><sequence>
<element name="FreeFormMessage" type="string"/>
<element name="ErrorID" type="integer"/>

</sequence></complexType>
<complexType name="tPosition"><sequence>
<element name="latitude" type="float"/>
<element name="longitude" type="float"/>

</sequence></complexType>
<complexType name="tGpsData"><sequence>
<element name="position" type="tPosition"/>
<element name="speed" type="float"/>
<element name="course" type="float"/>

</sequence></complexType>
<complexType name="tGpsConfigData"><sequence>
<!--information on when a GPS event is triggered-->
<element name="timeInterval" type="integer"/>
<element name="distanceInterval" type="float"/>

</sequence></complexType>
<complexType name="tTempReading"><sequence>
<element name="position" type="tPosition"/>
<element name="value" type="float"/>

</sequence></complexType>
<complexType name="tMessage"><sequence>
<element name="srcID" type="integer"/>
<element name="msg" type="string"/>

</sequence></complexType>
<element name="ErrorMsg" type="tErrorMsg"/>
<element name="Void" type="void"/>
<element name="ReturnValue" type="integer"/>
<element name="GpsData" type="tGpsData"/>
<element name="RadioMessage" type="tMessage"/>
<element name="TempReading" type="tTempReading"/>
<element name="RotValue" type="float"/>
<element name="SpeedValue" type="float"/>

</schema>
</types>
<!-- ******* CONTRACTS ******* -->
<contract device="GPS">
<operation name="PositionUpdate">
<pattern>callback</pattern>
<out element="GpsData"/>

</operation>
<operation name="GpsConfig">
<pattern>call</pattern>
<in element="GpsConfigData"/>
<out element="ReturnValue"/>
<fault element="ErrorMsg"/>

</operation>
</contract>

<contract device="Radio">
<operation name="ReceiveMessage">
<pattern>callback</pattern>
<out element="RadioMessage"/>

</operation>
<operation name="SendMessage">
<pattern>call</pattern>
<in element="RadioMessage"/>
<out element="ReturnValue"/>
<fault element="ErrorMsg"/>

</operation>
</contract>
<contract device="TempSensor">
<operation name="ReadTemp">
<pattern>call</pattern>
<in element="Void"/>
<out element="TempReading"/>
<fault element="ErrorMsg"/>

</operation>
</contract>
<contract device="Motion">
<operation name="Rotate">
<pattern>call</pattern>
<in element="RotValue"/>
<out element="ReturnValue"/>
<fault element="ErrorMsg"/>

</operation>
<operation name="SetSpeed">
<pattern>call</pattern>
<in element="SpeedValue"/>
<out element="ReturnValue"/>
<fault element="ErrorMsg"/>

</operation>
</contract>
<!-- ******* BINDINGS ******* -->
<binding platform="targetSystem">
<generator

name="http://www.swarms.de/xhdl/cpp/sensorNode"/>
</binding>
<binding platform="omnetSimulator">
<generator

name="http://www.swarms.de/xhdl/cpp/omnet"/>
<operation name="ReadTemp"

class="external" scope="global">
<source>
<file name="example0.gif"/>
<startTime>0</startTime>
<overlay>add</overlay>
<scaleValueRange min="-20" max="100">
true

</scaleValueRange>
</source><source>
<file name="exampleMap.gif"/>
<startTime>5.2</startTime>
<overlay>multiply</overlay>

</source></operation></binding>
</xhdl>

Fig. 1. xHDL Sample Document

that is returned by the operation in case a fault occurs. The in and out elements
describe input parameters and return values, respectively. A callback-patterned
operation provides to the called application component a data structure that is
described by an out element.

The concrete part of an HAL description consists of a number of bindings.
In Fig. 1, we show bindings for the target platform and for the simulator plat-
form. Both bindings name the generator instance that should process the HAL
description and generate API interfaces. The simulator binding has additional
elements. These elements specify how the simulator feeds different device oper-
ations with sensory input. Operations with input of class="internal" are fed
with data computed by routines running inside the simulator. An example for
an internal device is the real time clock. A simulator internal routine computes
an inaccurate time as compared to the exact simulation time, thus simulating
a clock drift. Operations with input of class="external" get their input from
external information sources.
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Operations with scope="global" access a common source of information.
During simulation, sensors e.g. read from a common operations area model
(OAM) that describes the anticipated operations area of the WSN. Such an OAM
could be e.g. a temperature distribution which is the same for all WSN nodes and
provides time- and location-dependant input values for sensors. During simula-
tion, temperature sensors e.g. read from a temperature map modeled, e.g., by the
color values of one or more images. Operations with scope="local" do not share
common information. An example for a local device is a battery power meter.

Since it is possible to define multiple external sources for a single oper-
ation of class="external" it has to be specified how the overlay of these
sources is achieved. Using e.g. add with the overlay element adds the actual
values to previous ones. Input values can either be scaled or cropped setting
the <scaleValueRange> element. It is applicable for external devices only. Up-
per and lower bounds are given by the <minValue> and <maxValue> elements.
Several optional xHDL elements are available like e.g. the <startTime> and
<stopTime> elements for the definition of start and stop times for device input.

4 Software Development Using xHDL

Contract
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Fig. 2. xHDL Generator instance
for simulation

The first step of a xHDL-based WSN soft-
ware development process is to write an ab-
stract HAL description that describes the
HAL for the projected WSN application soft-
ware. This might be done using a generic
XML editor—preferably an editor using the
provided xHDL schema for contextual sup-
port. Writing an HAL description is also sup-
ported by the xHDL generator GUI which is
implemented as Eclipse plugin. The second
step is to enrich the HAL description by bind-
ings describing simulation-specific operation
area model (OAM) information providing e.g. filenames of data sources or over-
lay information. An xHDL generator produces (cf. Fig. 2):

– the call-patternd API interfaces to be used by application components (fur-
theron called the “call API”), and

– a callback-patterned API interfaces for events to be sent to the application
(furtheron called the “callback API”), and possibly

– an implementation of the call API for the simulator (shown as “drivers for
simulation” in fig. 3).

Thus the APIs are not predefined but are adapted to the actual platform con-
figuration. Since the WSN programmer specifies the contract he/she is free to
adapt all interfaces to his/her needs. In the case of the radio interface this may
e.g. include passing parameters for crosslayer issues.

Using the call API the application is able to configure or poll devices ac-
tively and to write data to devices like the radio or other data sinks. Typi-



842 J. Koberstein and N. Luttenberger

cal examples for such function interfaces are tTempReading∗ readTemp(), int
setSpeed(float value) or int sendMessage(tMessage∗ msg). The xHDL
generator instance for the simulator binding generates implementation for the
call API. The implementation of the call API is complete for operations with
class= "external" since all necessary information like value ranges, file names
etc. are provided by the OAM information contained in the xHDL binding. In
contrast, the code provided for internal operations comprises appropriate in-
terfaces only. This enables adding arbitrary functionality to these devices by
implementing these interfaces with crafted code.

Application components have to provide implementations for the callback
API. Whenever an interrupt or event occurs the corresponding callback method
provided by the application is called.

5 Simulation Building Blocks
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Fig. 3. SEE architecture

To be suited as platform
for system-level testing of
WSN application code, a
simulation system must
offer interfaces and data
sources and sinks for the
WSN nodes’ sensors and
actuators, radio inter-
faces, and possibly drive
systems. Similar as e.g.
[5], we decided not to
build a completely new
simulation system, but to
rely on an existing net-
work simulator and en-
hance it appropriately.
We concentrated on the
OMNeT++ network sim-
ulator extended by the
Mobility Framework [10].
The OMNeT++ exten-
sion SEE (“Simulator Extension for Operations Environment Models”) that we
introduce in this chapter consists of the following components (fig. 3):

1. the Basic Simulator API (BS API),
2. data sources and sinks for devices, and
3. the SEE manager that ties together WSN node application, network simula-

tor, and devices with their sources and sinks (not discussed in depth here).

5.1 Basic Simulator API

The BS API provides a general abstraction layer for the network simulator.
It converts API calls from their simulator-specific form into more general
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calls—independent of the used simulator. The BS API is used by the SEE Man-
ager that acts as a “mediator” between WSN node application software and BS
API. The BS API functions can be grouped into functions for:

1. simulation time and WSN node location,
2. drive control,
3. message handling, and
4. visualization and housekeeping.

For scenarios, where WSN nodes are capable to control their motion by them-
selves, the BS API provides access to a turtle drive controller accepting calls for
turtle drive operations, namely setSpeed and rotate. For the application soft-
ware to access these operations, they must by bound to the simulator platform
with the according xHDL class attribute set to internal. For adapting various
high-level motion control operations to the turtle drive model, the WSN pro-
grammer must implement according application components that convert be-
tween both sets of drive control primitives.

For message handling, the BS API provides message re-formatting function-
ality. Messages sent by a WSN node are encoded in a generic byte array format,
and are transformed by the BS API to the simulator specific format. The same
applies vice versa for messages to be received by a WSN node.

5.2 Data Sources and Sinks for Devices

Fig. 4. Simulator visualization of a
mobile WSN operating over its op-
erations area

When using SEE, the sensors and actuators
of WSN nodes interact with an OAM that
provides the required data sources and sinks.

The sensors of WSN nodes are fed dur-
ing simulation not from random sources, but
from coherent OAMs that provide time and
location dependant values for sensor read-
ings. Such an OAM data source may, e.g.,
be a temperature map of a region which is to
be explored by the WSN. Fig. 4 shows a sam-
ple WSN operating over an area linked to a
temperature field, which is represented by a
greyscale image where dark tonal values rep-
resent higher temperatures than the default
temperature, which is depicted in white. By
comparing the OAM data with the fusioned
data acquired by the WSN, the programmer
can assess the fidelity of the applied distrib-
uted algorithms for sensor fusion, self-organization and possibly motion control,
and their related parameters.

SEE collects the output of actuators in appropriate OAM sinks. This mecha-
nism may also be used for logging purposes. As an example for logging, figs. 5
and 6 show the effects of different motion control algorithms on the number of
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messages sent in a WSN. Fig. 7 shows the related local view of a single WSN
onto its OAM.

6 Application Example

Messages containing new information in sim.host[0].appl (new_info_random_complete.vec)
Received messages in sim.host[0].appl (new_info_random_complete.vec)
Send messages in sim.host[0].appl (new_info_random_complete.vec)
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Fig. 5. Random Waypoint

Messages containing new information in sim.host[0].appl (new_info_smart_complete.vec)
Received messages in sim.host[0].appl (new_info_smart_complete.vec)
Send messages in sim.host[0].appl (new_info_smart_complete.vec)
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Fig. 6. Smart Random Waypoint

To illustrate the usefulness of
our approach for system-level
testing of WSN application soft-
ware, we present a simple exam-
ple: Suppose autonomous fire-
fighter robots had to monitor
the temperature in their oper-
ations area in order to control
their locations such that each
robot can most effectively con-
tribute to the common goal. All
robots would surely profit from
a near-complete overview over
their operations area (or a cer-
tain region thereof) and there-
fore exchange temperature sen-
sor readings with each other.

Our application example uses
the in [9] described paradigm of
the distributed virtual Shared
Information Space (dvSIS) to
disseminate information uni-
formly over the network. Each
WSN node (i.e. firefighter ro-
bot) creates its own local view
of the environment, there is no
central hub. Information is dis-
seminated using a flooding pro-
tocol with content-based flood-
ing control. By this protocol, each node forwards information, only if it is new
in reference to its local view. To overcome temporary network partitions, WSN
nodes emit old information in random periodical manner.

Before deploying the WSN in its real operations environment, the WSN pro-
grammer possibly wants to weigh up a simple motion control algorithm with
random waypoint behavior against a “smart random waypoint” motion control
algorithm. The latter places the next waypoint in the area the WSN node re-
ceived the last new information from. If the WSN node arrives there, but does
not receive any new information, the motion controller component falls back to
the random waypoint model.
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50s 200s 400s

Fig. 7. Local views of node #0 for random way-
point (upper row) and smart random waypoint
(lower row)

Common network simulators
deliver sophisticated statistical
evaluations as presented in fig. 5
and 6. Theses figures show eval-
uations for the random waypoint
motion control algorithm and its
smart counterpart. Both graphs
analyze message sending and re-
ceiving by node #0. The up-
permost curve shows the total
number of received messages, the
middle curve the total number
of messages sent, and the lower-
most curve the total number of
received messages containing new
information. The difference be-
tween the uppermost and lower-
most curve is the number of messages received containing already known infor-
mation. In the smart controller case node #0 does not receive any new informa-
tion after about 350s of simulation time. This can be seen from the fact that the
gradient of the lowermost curve is almost zero. Obviously at this point in time,
most of the available information is already disseminated across the network.
Additionally it may be noticed that the number of received messages (upper-
most curve) is growing quite fast using the smart algorithm. This is a result
of the higher density of the network—leading to better connectivity—since all
nodes aim at the area of new information.

Besides these statistical evaluations, SEE also provides a more intuitive assess-
ment to the WSN programmer. To monitor how close the local view of a WSN
node comes to a correct and complete view on the operations environment, we
let WSN node #0 periodically dump its actual local view to a simulator provided
sink. Fig. 7 shows the evolution of local views over time (from left to right) using
the same graphical elements as used for the OAM representation. By comparing
the local views with the complete OAM, the WSN programmer quickly gains
an impression of the networks’ performance while running the simulation. The
lower row of images in fig. 7 clearly shows that the smart motion controller helps
the WSN node to establish a more complete view on its operations environment.
From these observations the WSN programmer may conclude that the additional
expenses for a more complex motion control algorithm are very effective.

7 Outlook

In the ongoing SWARMS research project1, we are going to use this simula-
tion system for the comparison of different approaches for sensor fusion, self-
organization, and motion control. From these simulations, we want to derive

1 Funded by the Deutsche Forschungsgemeinschaft (DFG).
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suitable metrics that allow us to describe the fidelity that can be obtained from
a Wireless Sensor Network.
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Abstract. In mobile sensor networks, the coverage improvement prob-
lem, i.e., maximizing and/or maintaining overall sensing coverage, is a
fundamental research issue attracting many researchers. Existing cover-
age improvement algorithms such as sensor self-deployment algorithms
and sensor relocation protocols enhance coverage with limitations due to
their specialized design purposes. In this paper, we propose an integrated
self-deployment and coverage maintenance scheme, which solves the cov-
erage improvement problem in a complete sense. The proposed scheme
is an integration of four algorithms: a node redundancy determination
algorithm, a sensor self-deployment algorithm, a sensor relocation pro-
tocol, and a sensor replenishment protocol. By this scheme, redundant
sensors are placed together with non-redundant ones in the target field at
random; non-redundant sensors autonomously scatter to form a network
with maximal coverage after initial placement; all the sensors collaborate
to compensate coverage loss throughout network lifetime. Mentionably,
we notice that no existing scheme besides ours take into account the
impact on coverage from nodal sensing range diminishment. At the end,
we summarize the paper and discuss our future work.

1 Introduction

Mobile sensor networks (MSNs), as a new paradigm of wireless sensor networks
(WSNs), emerged approximately five or six years ago. They inherit all the proper-
ties such as the severe resource constraint and the infrastructureless nature from
WSNs, and meanwhile, they are featured with their own particularity, i.e., node
mobility. This feature allows sensors to act in a more intelligent way and make
MSNs more flexible and adaptive to unknown/hazardous environment compared
to their static counterparts. An increasing number of research activities are cur-
rently being carried out for MSNs. One of the fundamental and attractive issues
is coverage improvement. In a sensor field, a point is said to be covered iff it
falls into at least one sensor’s sensing range. The overall sensing coverage of a
sensor network is just the aggregation of the areas covered by all the network
nodes. A MSN with maximal coverage can timely capture the interesting events
happening in the sensor field; a MSN with constant coverage is able to offer

J. Cao et al. (Eds.): MSN 2006, LNCS 4325, pp. 847–860, 2006.
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sensing service without quality degradation. Hence, the coverage improvement
problem aims to find optimal solutions to maximizing and/or maintaining the
overall sensing coverage of a sensor network.

There are two main streams of algorithms, i.e., sensor self-deployment [1–7]
and sensor relocation[8–10], for coverage improvement in MSNs. Other streams
include, for example, robot-assisted approaches[11, 12]. Since uniform sensor dis-
tribution may yield optimal coverage, sensor self-deployment focuses on the way
of converting a randomized sensor distribution to a uniform one without hu-
man assistance. As for sensor relocation, it concentrates on how to strategically
move sensors to maintain existing coverage in the presence of node failure. Due
to their specialized design purposes, the two types of approaches supplement
each other and may combine to solve the coverage improvement problem on
a complete basis. However, to our knowledge, no such an integrative solution
has been presented in literature. In this paper, we propose an integrated sensor
self-deployment and coverage maintenance scheme to fill the blank.

The proposed scheme is designed to empower MSNs to maximize their overall
sensing coverage and operate without coverage degradation in the scenarios (e.g.,
Mars exploration) where human assistance is infeasible or too costly. It involves
the utilization of redundant sensors and requires the original network size and
the expected network operating period to be known as a priori. The proposed
scheme is composed of four algorithms: a node redundancy calculation algorithm
(NRC), a virtual-force-based self-deployment algorithm (VFSD), a zone-based
sensor relocation protocol (ZONER)[10], and a sensor replenishment protocol
(SRP). The execution of the scheme spans the entire networking process from
pre-deployment to post-deployment. First of all, the NRC is run to determine
the number of redundant nodes (or, R-nodes for short) to be dropped together
with the initial set of network nodes, i.e., non-redundant nodes (or, NR-nodes for
short). After node dropping, NR-nodes autonomously spread out by executing
the VFSD to form a network covering the target field as much as possible.
During the operating period of the network, some R-nodes are activated by the
ZONER to replace failed NR-nodes; the other R-nodes are gradually injected into
the network by the SRP to compensate the coverage loss due to sensing range
diminishment. On a periodical basis, the network is geographically reorganized
through the VFSD to eliminate the gaps and overlapping between the sensing
ranges of nodes. The novelty of the proposed scheme exists in the following four
aspects:

1. the introduction to the effect on coverage from sensing range diminishment;
2. the development of the NRC that determines node redundancy in advance;
3. the design of the VFSD that is adaptive to nodal sensing radius difference;
4. the design of the SRP capable of activating a specified number of R-nodes.

The remainder of this paper is organized as follows: Section 2 reviews some
existing work on sensor self-deployment and sensor relocation; Section 3 intro-
duces the two main reasons for coverage loss; Section 4 presents the proposed
scheme in detail; Section 5 summarizes the paper and discuss our future work.
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2 Related Work

In this section, we will briefly review some existing sensor self-deployment algo-
rithms and sensor relocation protocols.

2.1 Sensor Self-deployment

Howard, Mataric, and Sukhatme[1] proposed an incremental deployment algo-
rithm for mobile sensor networks. Based on previously deployed nodes, this al-
gorithm deploys nodes one-at-a-time and maintains a line of sight relationship
between nodes. Howard, Mataric and Sukhatme [2] introduced a potential field
based approach to sensor self-deployment problem. In their approach, nodes re-
ceive virtual repulsive force from potential fields generated by other nodes and
seeable obstacles. Driven by the virtual force, nodes keep moving until a static
equilibrium status is reached. Similar algorithms include the VEC[4], the one
proposed in [3] and the DSSA/IDCA[5]. Heo and Varshney[5] proposed a de-
ployment algorithm VDDA based on Voronoi diagram. In their approach, the
effective area of a node is defined as the intersection of the node’s sensing range
and its Voronoi polygon, and coverage is improved by increasing each node’s
effective area with minimal energy consumption. Similar algorithms include the
VOR presented in [4]. Wu and Yang[6] proposed a scan-based sensor deployment
scheme (SMART). By this algorithm, the target field is partitioned into a 2-D
mesh, and the nodes in a cell of the 2-D mesh is treated as load. The goal is to
balance the load in each cell of the mesh.

2.2 Sensor Relocation

Wang, Cao and Porta[8] presented a proxy-based sensor relocation protocol for
the sensor networks containing both statics and mobiles. By the protocol, mo-
bile nodes always intend to move to large holes from small ones until no larger
holes can be detected. To save energy, mobiles perform logical move for transient
locations, and they conduct actual movement is conducted only when final lo-
cation is found. Wang, Cao, Porta and Zhang[9] proposed a grid-quorum based
sensor relocation protocol. In this protocol, the network field is geographically
partitioned into grids, in each of which, a node is elected as grid head. Each
grid head publishes redundant node information inside its grid row (demand
quorum). When a grid head finds a sensing hole, it broadcasts a request in its
grid column (demand quorum). Because every demand quorum intersects with
all the supply quorums, redundant nodes are then discovered. The closest redun-
dant node is then relocated in a cascaded way along a carefully selected path
to fill the sensing hole. Li and Santoro[10] proposed a zone-based sensor reloca-
tion protocol (ZONER). This protocol shares similar idea with the grid-quorum
based protocol[9] in node registration and node discovery, but it outperforms the
grid-quorum based protocol in that it requires zero knowledge about the network
field and has the immunity to the void-areas caused by obstacles or unbalanced
node distribution.
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3 Inevitable Coverage Loss

Coverage loss is an inevitable phenomenon in real world scenario. There are two
main coverage impairment factors, i.e., node failure and sensing range diminish-
ment. In this section, we will discuss them in detail.

3.1 Node Failure

A node is said to be a failed node if it is no longer able to deliver sensing service.
Failed nodes may possibly generate sensing holes in a network since the coverage
provided by these nodes is completely lost. The reasons why a node fails could
be multifold: hardware defects, harsh environmental condition, and so on.

Consider a network composed of n number of identical nodes. Suppose that
the network start operating at time 0, and that all the nodes are initially
operational. Define node reliability R(t) as the probability that a node func-
tions correctly throughout interval (0, t]. Let noper(t) (resp., nfail(t)) represent
the number of functioning (resp., malfunctioning) nodes at time t. By defini-
tion, R(t) = noper(t)

n = 1 − nfail(t)
n . Taking differential on both sides, we get

dR(t)
dt = − 1

n
dnfail(t)

dt , where dnfail(t)
dt is the instantaneous rate at which nodes

fail. Let us define failure rate function (or, simply failure rate) as

Z(t) =
1

noper(t)
dnfail(t)

dt
= − n

noper(t)
dR(t)

dt
= − 1

R(t)
dR(t)

dt
.

For an electronic component like sensors, experimental data shows that its failure
rate function Z(t) obeys a bathtub curve. The bottom part of the bathtub curve
is a horizontal line, i.e., Z(t) is equal to a constant value, which corresponds to the
useful life of the component. Assume nodal failure rate function Z(t) = λ (λ > 0)
for any t during entire network operating period. We have dR(t)

dt = −λR(t)
and thus R(t) = e−λt, implying that node failure actually follows exponential
distribution. Hence, noper(t) is expected to be

noper(t) = ne−λt , (1)

and the number of nodes that fails q time units later at t + q is expected to be

nfail(t + q) = noper(t)(1 − e−λq) . (2)

3.2 Sensing Range Diminishment

There exist two sensor models. One is the most commonly used binary sensor
model [1, 2, 4–10]. In this model, a sensor detects with probability 1 (resp., 0) the
target events happening inside (resp., outside) its sensing range, a disc centered
at itself. The other is so-called stochastic sensor model[3], where the target de-
tection probability however follows a decaying function of the distance between
a target and a sensor. In this paper, we use the binary sensor model.
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After a sensor is placed in the target field, it starts sensing its surround-
ings and participating in network operations. As the sensor operates, its battery
power decreases, and its hardware wears out, therefore resulting in the perfor-
mance decline of its sensing module: an originally-detectable target becomes
undetectable. We model this sensibility degradation phenomena as nodal sens-
ing range diminishment. For an arbitrary wireless sensor having been operating
for q time units, its sensing range can be computed by a monotonically de-
creasing sensing range function f(E, q), where E denotes the sensor’s remaining
energy level. The sensing range function is heavily affected by the material and
the hardware technology that the sensor uses. Under this circumstance, sensing
range function is very likely to be different for different types of sensors and
should be determined on an empirical basis rather than theoretical analysis.
Nodal sensing range diminishment can be easily computed once sensing range
function is defined. For instance, after q time unit period of operation from
startup, a node’s sensing range diminishment is f (E − qΔE, q)− f (E, 0) where
E is initial energy level and ΔE is per-time-unit energy consumption.

4 The Proposed Scheme

In this section, we will present an integrated self-deployment and coverage main-
tenance scheme. We first state our assumptions, give an overview on the scheme,
and then elaborate on scheme detail.

4.1 Assumptions

1. Nodes are homogeneous. They initially have the same amount E of energy,
and their communication radii are at least twice their sensing radii.

2. Each node is associated with a unique ID and aware of its global coordinate
as well as its remaining energy level.

3. Nodes fail following exponential distribution at failure rate λ.
4. Nodal sensing range decreases over time, while nodal communication range

keeps constant.
5. Every node executes an effective routing protocol and a sleeping/wakeup

protocol enabling R-nodes (i.e., redundant nodes) to receives messages from
NR-nodes (i.e., non-redundant nodes).

6. The number n of NR-nodes and the expected network operating period T
are known as a priori.

7. The sensing range function f(., .), the average per-time-unit energy consump-
tion ΔE of a NR-node and that ΔE′ of a R-node are empirically determined
beforehand. And, ΔE ≥ ΔE′.

4.2 Overview

The proposed scheme is a framework constructed on top of four algorithms in-
cluding a node redundancy calculation algorithm (NRC), a virtual-force-based
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sensor self-deployment algorithm (VFSD), a zone-based sensor relocation proto-
col (ZONER)[10], and a sensor replenishment protocol (SRP). Its objective is to
enable a mobile sensor network (MSN) to achieve maximal sensing coverage af-
ter initial node placement and maintain the achieved coverage in the presence of
coverage loss. The execution of the proposed scheme is composed of two stages,
a node redundancy determination stage and an iterative self-configuration stage.
The node redundancy determination stage involves human interference and takes
place foremost. During this stage, the network administrator run the NRC to
estimates the number n′ of R-nodes needed for coverage maintenance during
the expected network operating period T ; afterward, he/she drops n number of
NR-nodes together with n′ number of R-nodes in the target field at random.

What follows is the iterative self-configuration stage. Throughout this stage,
each NR-node maintains a neighboring map by listening to a periodical HELLO
message carrying sender’s coordinate and sensing range from its every neigh-
boring NR-node; R-nodes stay “sleeping” most of time by executing a sleep-
ing/wakeup protocol. All the iterations of this stage have equal length and
together constitute the whole network operating period. In an arbitrary iter-
ation, three algorithms, the VFSD, the ZONER[10], and the SRP, are executed.
The VFSD is run only by NR-nodes at the beginning of the iteration. Through
the VFSD, NR-nodes moves around to close the gap and open the overlapping
between their sensing ranges, therefore maximizing the network overall cover-
age. After the VFSD terminates, both the ZONER and the SRP starts. By
the ZONER, failed NR-nodes are timely replaced with R-nodes in a one-to-one
fashion; by the SRP, boundary nodes collect R-node information and activate
R-nodes to make up the coverage loss caused by sensing range diminishment.

4.3 Scheme Detail

The four algorithms, the NRC, the VFSD, the ZONER[10] and the SRP, consti-
tute the core of the proposed scheme. We shall go through their details below.

Node Redundancy Calculation. This algorithm, denoted by NRC, is de-
signed for estimating coverage loss and determining node redundancy in advance
of actual node dropping. It is composed of a group of formulas derived completely
from probability and approximation. Under the assumptions stated in Sect. 4.1,
the NRC outputs an expectation instead of an exact predication on the number
of R-nodes needed for coverage maintenance. Before going into the detail of the
algorithm, we need to understand the following important definitions:

– Target coverage (C) is the coverage that a mobile sensor network (MSN)
achieves by the VFSD during the very first iteration of the self-configuration
stage of the scheme.

– Potential coverage (P) is the maximal coverage that a MSN could possibly
obtain through geographical reorganization.

– Coverage gain (G) is the difference between the target coverage and the
potential coverage of a MSN.
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The NRC splits the operating period T of the network evenly into k consecu-
tive time slots, each of which contains q time units and matches an iteration of
the self-configuration stage of the scheme. Consider the j-th time slot (i.e., the
j-th iteration) TSj, in which a set Sj

j of R-nodes are injected into the network
by the ZONER[10] and the SRP. To simplify analysis, we assume that no node
fail in its injection time slot. Let Si

j represent the subset of nodes in Sj
j that

are still functioning at the end of TSi (i ≥ j). Define si
j = |Si

j |. By (1), we
have si

j = sj
je

−(i−j)λq for (i ≥ j). To be consistent with above notations, let
S0

0 represent the initial set of NR-nodes. By assumption, s0
0 = n. Taking into

account R-node failure and according to (1), the total number n′ of R-nodes
needed for maintaining the target coverage C during T should satisfy the in-
equality (· · · ((n′e−λq − s1

1)e−λq − s2
2) · · · )e−λq − sk

k ≥ 0. Solving this inequality,
we get

n′ ≥
k∑

j=1

sj
je

jqλ . (3)

Therefore, in order to compute n′, we need to determine si
i for (1 ≤ i ≤ k).

Because all the failed NR-nodes are replaced with R-nodes in a one-to-one
fashion, the size si

i of the set Si
i of R-nodes added in the network during TSi

will be at least the number ni
fail of failed NR-nodes during TSi. Namely,

si
i = ni

fail + X i , (4)

where X i is a non-negative number whose value, as explained later, depends
solely on if network potential coverage after node replacing is smaller than target
coverage C. Recall that Si−1

j (j < i) is the set of nodes activated in TSj and
still functioning at the end of TSi−1. The set of nodes constituting the network
at the beginning of TSi is the union of all the Si−1

j ’s. According to (2),

ni
fail =

i−1∑
j=0

(
si−1

j (1 − e−λq)
)

. (5)

Let Gi−1 represent the coverage gain in time slot TSi−1. For TSi, denote by
Li the total coverage loss, i.e., the aggregation of the coverage loss caused by
node failure and the coverage loss due to sensing range diminishment; by Ci

f the
compensating coverage from the replacements of failure NR-nodes; and by Âi

the average sensing range of a R-node1. Then, the Xi in (4) is given by

X i =

⎧⎨⎩0 , if Li ≤ (Gi−1 + Ci
f ) ;⌈

(Li−Gi−1−Ci
f )

Âi

⌉
, otherwise.

(6)

1 For simplicity, we consider the average sensing range of a node during a time slot
equal to the sensing range of the node at the beginning of the time slot, which can
be readily computed by sensing range function.
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For time slot TSi, denote by Ai
j the average sensing range of a NR-node1 in Si

j

(j ≤ i) and by ΔAi
j = Ai

j − Ai+1
j its average sensing range diminishment. The

coverage loss due to node failure and that due to nodal sensing range dimin-
ishment are respectively

∑i−1
j=0

(
Ai

js
i−1
j (1 − e−λq)

)
and

∑i−1
j=0

(
ΔAi

j si−1
j e−λq

)
.

Then, the total coverage loss Li will be

Li =
i−1∑
j=0

(
si−1

j (Ai
j (1 − e−λq) + ΔAi

j e−λq)
)

. (7)

Assume that the VFSD yields a node distribution with no sensing range over-
lapping. By definition, the target coverage is just the aggregation of the initial
sensing ranges of all the NR-nodes in S0

0 , namely, C = nf(E, 0). Hence, the
coverage gain Gi−1 during time slot TSi−1 is

Gi−1 =

{
0 , if i = 1 ;∑i−1

j=0

(
si−1

j Ai−1
j

)− nf(E, 0) , otherwise.
(8)

The compensating coverage Ci
f from failure node replacements in TSi is

Ci
f = A′i

i−1∑
j=0

(
si−1

j (1 − e−λt)
)

. (9)

The NRC estimates each si
i(1 ≤ i ≤ k) in the increasing order of i by (4)

– (9), and then finds the minimum n′ by (3). Besides, a redundancy table as
side-product is created and stored at every single node during the execution
of the NRC. This table records the mapping between time slot TSi and its
corresponding Xi for every possible i, and it is going to be used by the SRP to
determine how many extra R-nodes need to be activated in each time slot.

Virtual-Force-Based Self-deployment Algorithm. All the existing distrib-
uted sensor self-deployment algorithms (e.g., [1–6]) assume equal and constant
nodal sensing range and thus is not suitable for our scheme where nodal sens-
ing radii decrease over time. We develop a Virtual-Force-based Self-Deployment
algorithm, denoted by VFSD, without such an assumption.

The VFSD is executed only by NR-nodes. It makes NR-nodes able to au-
tonomously spread out to form a network, and in order for the network to have
as-large-as-possible coverage, it attempts to keep the distance between any two
neighboring NR-nodes equal to the summation of their sensing radii. Because the
virtual-force-based type of self-deployment algorithms are so sensitive to node
failure as to cause frequent topology change and thus large amount of energy
loss, in our scheme, the VFSD does not stay active all the time but run only at
the beginning of each iteration of the self-configuration stage.

By the VFSD, a NR-node receives virtual force only from its neighboring NR-
nodes. Consider an arbitrary pair of neighboring NR-nodes Ni and Nj. Let ri
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and rj respectively denote the sensing radii of Ni and Nj, and let XYi and XYj

respectively represent the coordinates of Ni and Nj . Furthermore, define

δi,j = | �di,j | − ri − rj ,

where �di,j stands for the distance from Ni to Nj and is given by �di,j = XYi−XYj.
In the case of δi,j < 0, we model the two NR-nodes as electriferous particles that
exert repulsive force on each other, while in the case of δi,j > 0, we model them
as massive matters that exert gravitational force on each other. In either of the
two cases, the magnitude of virtual force is computed following Newton’s Law
of Gravitation. We consider that there is no virtual force between Ni and Nj

if δi,j = 0, because their total coverage is maximized when their sensing ranges
adjoin without overlapping.

Since Newton’s Law of Gravitation is a function of mass, we treat a node as a
massive sphere of its sensing radius. Suppose that the density of a node is ρ. The
virtual mass Mi of Ni is Mi = 4πr2

i ρ. If we define the virtual force constant K as
K = G(4πρ)2 where G is Newton’s constant, for any two neighboring NR-nodes

Ni and Nj , the force �
F j

i that Nj exerts on Ni will be

�
F j

i =

⎧⎪⎪⎨⎪⎪⎩
K( rirj

δi,j
)2

�dj,i

| �dj,i | , if δi,j > 0 ;
�0 , if δi,j = 0 ;

−K( rirj

δi,j
)2

�dj,i

| �dj,i | , if δi,j < 0 .

(10)

The total virtual force �Fi exerted on node Ni is the vector summation of the
virtual force that Ni receives from all its neighboring nodes. Let NSi denote
Ni’s neighbor set. Then, �Fi is given by

�Fi =
∑

Nj∈NSi

�F j
i . (11)

To compute �Fi using (10) and (11), node Ni must know both the rj and the
XYj of every Nj , which are in fact available in its neighborhood map. Driven by
�Fi, Ni moves toward the direction of �Fi. The movement of Ni in turn causes the
change in �Fi. This mutual effect leads to Ni’s unpredictable migration itinerary.
Node Ni stops moving when it reaches either a static or a dynamic equilibrium
status. The former is the situation that �Fi = �0; the latter is the situation that Ni

fluctuates between several positions, and in this case, Ni stops at the centroid
of those positions. Once Ni stops moving, it notifies all its NR-node neighbors.
When Ni finds that its neighborhood is stabilized, it becomes fixed and starts
the relocation protocol ZONER[10].

ZONE-Based Sensor Relocation Protocol. The ZONER protocol is our
early work proposed in [10] for sensing hole healing. In this integrative scheme,
it starts after the termination of the VFSD and stops after the termination of
the SRP, during each iteration of the self-configuration stage.
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(a) Node discovery (b) Node relocation

Fig. 1. An illustration of how the ZONER works

The execution of the ZONER consists of three core processes, i.e., node reg-
istration, node discovery, and node relocation. These processes are performed
using a restricted flooding technique, ZFlooding, to save energy and messages.
The node registration process is executed first. During this process, a R-node
floods its unbounded vertical registration zone with a registration message to reg-
ister with all the NR-nodes inside the zone. After a NR-node failed, its westmost
neighbor and eastmost neighbor respectively initiates a node discovery process
by flooding their bounded horizontal request zones with a request message to
find a replacement for it. The westmost neighbor and the eastmost neighbor are
called discovery partner of each other, and their request zones are adjacent by an
imaginary line vertically across the failed node. During a node discovery process,
the process initiator first searches its local memory space for the registered
R-node with shortest relocation path, and then takes this R-node as reference to
inquires all the NR-nodes inside its request zone for a R-node with yet shorter
relocation path. For message-saving purpose, the length of the request zone is
made subject to the reference node’s relocation path length. Because the re-
quest zone intersects with a number of registration zones, the NR-nodes in the
intersection areas may be able to reply the initiator’s request as recommender.
Finally, the initiator chooses the one with shortest relocation path among all
the discovered available R-nodes as the failure node’s replacement candidate.
Having found the replacement candidate, the initiator communicates with its
discovery partner to determine the official replacement node. Figure 1(a) is a
big picture about a discovery process. Sequentially, the replacement discoverer
triggers a relocation process by a relocation message. In this process, the nodes
along the replacement node’s relocation path relocate in a shifting manner to
replace the failed node. That is, every node in the path simultaneously moves to
the location of its path neighbor toward the replacement node discoverer, while
the replacement discoverer moves to the location of the failed node as illustrated
in Figure 1(b). After such a relocation process, the failed node is in fact replaced
by the replacement node discoverer rather than by the replacement node itself.
Once a R-node actually involves in a relocation process, it becomes active and
automatically transforms to a NR-node.
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(a) Registration (b) Election

Fig. 2. An illustration of how the SRP works

Sensor Replenishment Protocol. The sensing holes caused by failure NR-
nodes are filled with R-nodes by the relocation protocol ZONER[10], while the
other factor of coverage loss, i.e., nodal sensing range diminishment, still remains
untreated. To compensate the coverage loss due to sensing range diminishment,
extra R-nodes may have to be released into the network. However, with the
absence of centralized controller, where to look for R-nodes and how to release
R-nodes become an issue. Under this circumstance, we devise a sensor replen-
ishment protocol, denoted by SRP. The execution of the SRP consists of two
phases, i.e., the node registration phase and the node activation phase, respec-
tively answering the “where” and the “how” question.

Node Registration Phase starts at the beginning of an iteration of the self-
configuration stage. In this phase, the SRP, through a Greedy-Face-Greedy
(GFG) routing mechanism[13, 14], distributes R-node information onto the outer
face perimeter of a Gabriel graph (GG) constructed over the network.

A gabriel graph (GG) is a planar graph, where the closed diametral disc of
each edge contains no other vertices than the two edge ends. A GG-construction
algorithm, which takes a connected graph G as input and outputs a GG G′ span-
ning G, can be the following: remove non-GG edges from G by testing every edge
using the GG definition; an edge e remains in G iff it passes the GG test; fi-
nally, G becomes G′. Hence, a GG can be easily built over a connected network
in a localized and distributed fashion without message transmission, as long as
each network node knows about the position (coordinate) of its every neigh-
boring node. This is just the case in our proposed scheme since each NR-node
maintains its neighborhood map. In a GG network, the outer face perimeter is
called network boundary. Without losing generality, the network boundary can
be modeled as a ring, denoted by R. The network boundary has a special prop-
erty, that is, it contains all the global directional optima. What it is trying to
say is that the globally foremost node in certain direction, e.g., the northmost
node, must be on the network boundary. This property is referred to as net-
work boundary property by us. Its correctness follows the fact that all the nodes
but boundary nodes reside in the area surrounded by the network boundary. To
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avoid ambiguity, directional foremostness must be explicitly defined beforehand,
and tie must be broken according to some policy.

When a R-node RNr wishes to register on the network boundary, it randomly
picks a direction as its registration direction RDr, and sends a registration mes-
sage carrying its ID, coordinate, energy remaining level and its registration direc-
tion RDr to its foremost NR-node neighbor in RDr. The randomization here is
for the purpose of load balancing among boundary nodes. This registration mes-
sage is routed in a GFG manner[13, 14]. Specifically, after a NR-node Ni receives
the registration message of RNr, it first obtains RDr from the message and then
greedily forwards the message to its own foremost NR-node neighbor in RDr. In
the case that Ni itself is the foremost in RDr among its neighborhood, it attaches
its ID and coordinate to the registration message and retransmits the message
in face routing mode, and thereafter, the message keeps being processed in face
routing mode until it reaches a yet-foremost NR-node Nj , which will resume the
greedy message transmission. When the globally foremost NR-node Nk, which
is a boundary node according to the network boundary property, in direction
RDr receives the registration message, there are two cases to be explored. One
is that Nk knows about the fact that it itself is a boundary node, while the other
is that it does not. In the former case, Nk just records the information about
RNr retrieved from the message. In the latter case, Nk tries to find a node yet
foremost in RDr by retransmitting the message along R in face routing mode.
Since Nk is actually the global directional optimum, the message will traverse all
the way R and get back to Nk at the end. After Nk receives the message back, it
becomes aware of its role of boundary node, and then stores RNr’s information
as well as notifies all the other boundary nodes of their role through message
relay along R. Figure 2(a) shows an example of the node registration phase.

Note that, if the VFSD algorithm (refer to Sect. 4.3) does not yet globally
terminate, the constructed GG will not be stable, resulting in the failure of
the node registration process introduced above. Hence, the SRP requires that
NR-nodes ignore any registration message before they become fixed, and that
boundary nodes reply R-nodes’ registration request to confirm their successful
registration. Under this circumstance, if a R-node does not receive any response
after sending a registration message, it “sleeps” for a while and then tries to
register once again. When many registration retrials happens, the time interval
between two successive ones has incremental length. Once a R-node finds that
it succeeds in registration, it turns off to save energy.

Node Activation Phase starts at the end of each iteration of the self-configuration
stage. In this phase, the SRP elects a boundary node as leader, which then ac-
tivates a specified number k of R-nodes. The number k is determined by the
leader using the index of current iteration and its locally stored redundancy ta-
ble (see Sect. 4.3). Considering the possible insufficiency in the R-nodes that a
single boundary node (i.e., the leader) can activate, the node activation phase is
executed recursively until k number of R-nodes are injected into the network.

Denote by Ni an arbitrary boundary node, by idi the ID of Ni, and by vi the
number of R-nodes currently registering with Ni. Furthermore, define the key
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Ki of Ni as the value pair (vi, idi). For two keys Ki and Kj, we define Ki < Kj

for (vi < vj) ∨ (vi = vj ∧ idi < idj). When t time units elapse since the start of
current iteration, Ni spontaneously initiates the node activation phase. Taking
into account the inaccuracy of local lock, Ni first polls among a collection of
NR-nodes. This collection of NR-nodes can be randomly selected or predefined
(e.g., one-hop neighbors). An extreme case is that it includes all the NR-nodes.
Ni initiates the node activation phase iff majority of polled NR-nodes agree.

Node Ni starts the node activation phase by sending a start message carrying
its key Ki and the k along R. After a NR-node Nj receives a start message, it
compares its own key Kj with the key K embedded in the message. If Kj < K,
Nj simply forwards the message to its next hop; otherwise, Nj updates the mes-
sage with Kj and retransmits the message along R iff it is not an initiator. The
start message with largest key will traverse entire R and get back to its generator,
which is then becomes the leader. Figure 2(b) shows an example of the leader
election process. We would like to indicate that this lead election method is by no
means the optimal one. We use it only because of its simple description. Leader
election is a classic and well-studied problem of distributed computing. Reference
[15] provides a systematical study on existing leader election algorithms.

The elected leader picks k closest registered R-nodes, sends them an activation
message, and waits for their replies. If the number of replying R-node is less
than k, the leader will try to activate other locally registered R-nodes in the
same way. Both replying R-nodes and unreplying R-nodes are removed by the
leader from future consideration. The leader’s activation attempt stops when the
total number of replies is equal to k, or when no more registered R-nodes are
available. In the latter case, the leader updates k with k − v where v represents
the total number of replies it receives and restarts the leader election process.

The last elected leader in above recursive process notifies all the NR-node and
R-node of the termination of current iteration via a flooding process. Thereafter,
the SRP terminates, and the self-configuration stage enters its next iteration.

5 Conclusion and Future Work

In this paper, we discussed the two main reasons, node failure and sensing range
diminishment, for coverage loss in sensor networks, and proposed an integrated
self-deployment and coverage maintenance scheme for mobile sensor networks
(MSNs). The proposed scheme is a combination of four algorithms, i.e., NRC,
the VFSD, ZONER[10], and the SRP. It provides a guidance to systematical
coverage loss analysis and node redundancy estimation in advance of actual
node dropping, and enables a MSN to autonomously achieve maximal coverage
and maintain the achieved coverage using redundant sensors for a given period
of time. We noticed that our scheme is the first one that considers the impact
from nodal sensing range diminishment when analyzing coverage loss.

The proposed scheme is an ongoing project. It currently has the following
incompleteness: 1) the ZONER[10] and the SRP functionally overlap each other
to some extent in their node registration processes; 2) the shifting relocation
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strategy of the ZONER may impair network coverage because of the sensing
range difference among the nodes along a relocation path; 3) the SRP is vulner-
able to boundary node failure. Solving these problems will be part of our future
work. We also plan to evaluate the scheme’s performance through experiments.
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Abstract. Recently, many peer-to-peer (P2P) systems have been intro-
duced to implement large scale resource sharing systems. Such P2P sys-
tems exhibit interesting features like self configuration, self-healing and
complete decentralization, which make the systems appealing for deploy-
ment in ad hoc environments as well. This paper proposes a power-aware
peer-to-peer system specially designed for the ad-hoc networks based on
Gnutella with hierarchical structure. The objectives of this paper is to
enhance performance as well as to prolong the lifespan of the participat-
ing P2P nodes. To pursue the objectives, the proposed system chooses
ultrapeers which can serve the overlay network better, by considering
battery power, connectivity with other peers and commitment level of
each node. It also introduces proactive approach for distributing ultra-
peer information to reduce P2P overheads. According to the simulation
results, the proposed system provides higher query success rate, shorter
query response time, less overhead and extended lifespan of peers.

1 Introduction

Traditional Internet-based service paradigm based on the client-server environ-
ment is starting to shift to ubiquitous computing environment. An ubiquitous
environment has two main features: peer-to-peer environment and nomadic en-
vironment. One of nomadic environment which is expected to be dominant in
the future is the ad-hoc networks. The concept of the ad-hoc network was first
developed from DARPA packet radio network in 1970s. Peer-to-peer systems
were initiated in the middle of 1990s. They are widely used as resource sharing
systems nowadays, generating significant traffics in the Internet backbone [1].
Gnutella [2] is one of the most widely used peer-to-peer systems.

Ad-hoc networks and peer-to-peer networks share several common character-
istics [3]. First, each entity in both networks can organize a network by itself.
Network topology of both networks is changing dynamically. Also, operations are
performed by issuing routing query in a distributed environment. Such common
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characteristics raise a basic issue that is how to communicate each other without
a specific management entity. Because of the distributed, unstructured nature of
both systems, they face a difficult task of delivering messages. Unlike wired Inter-
net, an ad-hoc network is not reliable and has limited resources such as memory,
processing power, bandwidth, and battery. Such characteristics of an ad-hoc net-
work reduce the query success rate and connectivity in the peer-to-peer system.
It has been shown that the performance of Gnutella is not satisfactory when it
is implemented straight-forward in the ad-hoc network under the point of view
of the produced overhead and the average overlay connectivity [4].

Gnutella-based P2P systems on top of ad hoc networks have been studied
in [5],[6] and [4]. [5] is one of the researches whose goal was more focused
on the performance of ad-hoc routing protocols such as Destination-Sequenced
Distance-Vector routing (DSDV), Dynamic Source Routing (DSR), and Ad hoc
On-Demand Vector Routing (AODV) when Gnutella is operated over an ad-hoc
network. [6] identified that Gnutella produced better performance when proac-
tive ad-hoc routing protocol was used and hierarchical structure consisting of
ultrapeers and leaves was introduced in Gnutella. [4] applied cross-layer interac-
tion between a P2P platform and the routing agent at the network layer, pro-
ducing simplified overlay management and improved the quality of the resulting
overlay.

In this paper, we propose a power-aware peer-to-peer system for the ad-hoc
networks based on Gnutella with the peer-node hierarchy. We set two objectives
for our proposal. The first one is to increase the performance of the P2P system
by reducing overall overheads incurred by the P2P system and by evaluating
goodness of the peer nodes. The other one is to increase the lifespan of the peer
nodes by taking battery power into account. Ultrapeers spend more battery
power than leaves because they are the major message forwarders in the P2P
overlay network. In order to achieve the objectives, new metric is introduced to
judge peer’s suitability as an ultrapeer. Also, we introduce a proactive approach
to provide up-to-date information on the ultrapeers. According to the simulation
results, the proposed method gives better performance than Gnutella in terms of
query success rate, query response time, overhead and remained battery power.

The remainder of the paper is organized as follows. Section 2 overviews
Gnutella protocol. The proposed system is given in Section 3. Section 4 describes
the simulation environment used. The performance of the proposed system is an-
alyzed in Section 5. Finally, Section 6 concludes this paper.

2 Overview of Gnutella Protocol

Gnutella is a fully distributed peer-to-peer resource locating protocol. With such
characteristic, Gnutella network potentially has very good reliability and fault-
tolerance properties, but the search process is complex and costly.

Originally Gnutella network consists of a number of equal nodes, called peers
or servents. These peers are connected by an application level overlay network [7]
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that provides routing and forwarding of Gnutella messages. A newly participat-
ing servent can connect to Gnutella network by handshaking with the already
connected node whose address is learned somehow out-of-band [8]. Once a ser-
vent has connected successfully to the network, it communicates with the other
servents by sending and receiving Gnutella protocol messages.

Ping, pong, query, and query hit are the crucial messages for Gnutella oper-
ation. Ping is used to discover servents on the network. A peer receiving a ping
message sends one or more pong messages. A pong message contains informa-
tion on a peer. When a peer receives a pong message, it stores the obtained peer
information in its pong cache and tries to make connection to the peer. Each
entry in the pong cache corresponds to one pong message. The number of pong
messages generated in response to a ping message is the number of entries in the
pong cache of the responding peer. Query is used as a primary mechanism for
searching the distributed network. When a servent receives a query message, it
searches its local files for matches to the query and returns a query hit message
containing all the matches it finds [9]. The actual download of files is executed
via the HTTP protocol and bypasses the Gnutella network. Ping and query mes-
sages are broadcasted over the network. Pong and query hit messages are routed
back to the originator of the ping and query messages.

Having random connections with the other servents results in routing ineffi-
ciency. To address this problem, the ultrapeer system has been introduced by
organizing nodes into hierarchical fashion with ultrapeers and leaves. A leaf keeps
only a small number of connections with ultrapeers. On the other hand, an ultra-
peer maintains many leaf connections as well as a small number of connections
to the other ultrapeers [10,11]. It acts as a proxy to the Gnutella network for the
leaves connected to it and shields leaves from the majority of message traffic.
An ultrapeer forwards a query to a leaf only if it believes the leaf can answer it.
Leaves never relay queries to ultrapeers.

In Gnutella, the ping and pong messages between a leaf and an ultrapeer
as well as between ultrapeers are used to find out a new peer for maintaining
connectivity. Although the message lengths of ping and pong messages are only
23 bytes and 37 bytes respectively, the traffics generated by these messages are
fairly huge because ping messages are flooded up to hop count defined in the
time to live (TTL) field and pong messages are generated as many as the number
of entries in each node’s pong cache. If Gnutella is applied to an ad-hoc network,
bandwidth occupied by such messages would not be negligible.

Another concern in Gnutella is that a peer may make a connection with
another peer which would not provide good service to it. Information contained
in a pong message is the address and port number of a peer collected by other
peers in the system. So, there is no measure to decide which node is good to
connect or which pong message contains better information. Since it is plausible
to make inefficient connections, a new measure is necessary to differentiate the
goodness of peers.
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3 The Proposed System

To provide a solution to the issues in Gnutella discussed in Section 2, we propose
the following mechanisms:

– Use a metric value to judge goodness of peers
– Change the role of a peer between an ultrapeer and a leaf based on the

metric value
– Advertise ultrapeer information proactively

In the following subsections, we describe each mechanism in detail.

3.1 Metric

All the peers calculate their metric values based on the battery power, the num-
ber of connected ultrapeers, and whether it is freeloader or not. The metric value
of node i, Wi, is defined as follows:

Wi = f · (βEi + (1 − β)Ci), Wmin < β ≤ 1 (1)

Wi calculated using Eq. 1 can take values from zero to one. It gives some mea-
sures to differentiate nodes which are more suitable for ultrapeers. A peer with
higher metric value is regarded as a better candidate for an ultrapeer.

In Eq. 1, Ei is the remained energy ratio and Ci is the connectivity of node i.
β is used to give weights to two terms. f is an indicator for a freeloader. If node
i is a freeloader, then f takes value zero, resulting to set the metric value zero.
Otherwise, f is set to 1. Since freeloaders deteriorate the overall performance
of the P2P system, our scheme is intended to rule out freeloaders becoming
ultrapeers.

The ratio of the remained energy of node i, Ei, is defined as

Ei =
Ecuri

Emaxi

, (2)

where Ecuri
is the amount of remained energy of node i, and Emaxi

is the amount
of maximum energy.

Let Ui be the number of ultrapeers to which node i is connected. Also, let
Umax be the maximum number of ultrapeers that node i can make connections.
Then the connectivity of node i, Ci, is calculated as follows:

Ci =
Ui

Umax
(3)

Eq. 3 represents the connectivity of node i with ultrapeers. As the connectivity
gets higher, it is possible to deliver ping or query messages to more nodes by
flooding. Therefore, if a node connects to an ultrapeer with higher value of Ci,
it is easier to have better connectivity and is probable to get more query hits.

In Eq. 1, β is a constant whose value can take from Wmin to 1. Wmin is used
as a minimum metric value for any ultrapeer to have as explained in Section 3.3.
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The connectivity of a peer which participates in the peer-to-peer system for the
first time is zero. So, if β is set to less than or equal to Wmin, then the node
should act as a leaf although it has maximum battery power. Consequently, all
the nodes participate the P2P system as leaves and there would be no ultrapeer
in the system. The result of such phenomenon leads to difficulty in forming node
hierarchy in the P2P system. To avoid such a situation, the minimum value of
β should be greater than Wmin.

3.2 Delivery of Metric Values

Each node maintains its own metric value. It also needs to know the up-to-date
metric values of other nodes in order to operate properly. To inform the metric
values among ultrapeers, we introduce a new message, namely Ultrapeer Ad-
vertisement (UADV) message. UADV message is a modified version of a pong
message. It carries information on the advertising ultrapeer. Between an ultra-
peer and a leaf, the metric value is basically informed using pong messages.
For that purpose, we extend the format of a pong message to include the met-
ric value. In addition to UADV and pong messages, bootstrapping, bootcache
updating, and handshaking are used for the delivery of metric values.

A servent node which participates the P2P system for the first time informs
its address and metric value to the bootstrap server during bootstrapping oper-
ation. If the node wishes to act as a leaf, it sets its metric value to zero. When a
bootstrap server receives servent information, it saves the received information
in its cache except for the information that contains metric value zero. When
the bootstrap server sends the information of currently active servent to a newly
joined node, it only provides the node address with higher metric values. Conse-
quently, the newly joined node can make connections to the nodes with higher
metric values preferentially.

3.3 Ultrapeer Selection and Operation

For the ultrapeer selection, we set a minimum metric value, Wmin, for which an
ultrapeer should have. When the metric value of an ultrapeer becomes less than
Wmin, then the ultrapeer changes its status to a leaf. Also, any leaf whose metric
value becomes relatively higher than others can become an ultrapeer.

An ultrapeer whose metric value is less than Wmin is called as a WeekUltrapeer
in this paper. Every ultrapeer determines whether it is a WeekUltrapeer or not
before it sends an UADV message. If it is a WeekUltrapeer, then it broadcasts
UADV messages to all the ultrapeers and leaves connected. TTL value in such
UADV messages is set to 1 to prevent flooding in the system. After sending the
UADV messages, WeekUltrapeer changes its status to a leaf. When an ultrapeer
receives an UADV message from a WeekUltraPeer, it sets the corresponding
WeekUltraPeer as a leaf, and removes the entry of the WeekUltraPeer from its
pong cache. It then disconnects the connection with the WeekUltraPeer. If there
is no connection left, then it executes necessary steps to make connections using
the information in its pong cache. If it cannot make any connection after all, it
tries bootstrapping.
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A leaf node can inform its metric value to the other nodes by executing boot-
cache update operation to bootstrap server or by handshaking with other ultra-
peers. If the metric value of a leaf node becomes relatively higher than those
of other nodes, other peers may request connections to it. In this case, the leaf
node accepts the connection requests and performs as an ultrapeer. It generates
UADV messages immediately to the connected ultrapeers to notify its status
change.

3.4 Ultrapeer Advertisement

As discussed in Section 2, ping-pong operation in Gnutella generates quite bit of
traffics. To address this problem, we introduce ultrapeer advertisement opera-
tion. Ultrapeer advertisement is used by an ultrapeer to inform other ultrapeers
its presence proactively using UADV messages. In UADV operation, an ultra-
peer which needs to make connections informs its information to other ultrapeers
using UADV messages, rather than request information of other ultrapeers by
broadcasting ping messages. Upon receiving an UADV message, an ultrapeer
behaves as if it receives a pong message in Gnutella. In other words, if a node
receives an UADV message, it tries to make a connection with the node which
sent the UADV message.

Since UADV operation requires to deliver only a node’s information, it intro-
duces much less overhead than ping-pong operation. UADV operation eliminates
flooding of ping messages among ultrapeers. For the operation between a leaf
and an ultrapeer, ping-pong operation is used.

4 Simulation Environment

In this section, we describe the simulation environment on which simulations
are executed. The Network Simulator (ns-2 version 2.26) [12] is chosen as a
simulation tool.

Our evaluations are based on the simulation of 50 wireless nodes forming
an ad-hoc network, moving over a 1500 m × 300 m rectangular flat space. A
rectangular space was chosen to force the use of longer routes between nodes
than those would occur in a square space with equal node density [13]. Total
simulation time was set to 300 seconds. The link layer used in the simulation is
IEEE 802.11 standard. The bandwidth and transmission range are 2 Mbps and
250 m respectively. These values are default values of ns simulator.

For the routing protocol of the ad-hoc network, we used DSDV based on the
observation made in [6]. For DSDV, routing update interval was set to 15 seconds
and the minimum time interval for the triggered update was set to 1 second.

Nodes in the simulation moved according to random waypoint model [14],
which defines mobility pattern of nodes by pause time and the maximum node
speed. Each node began the simulation by remaining stationary for the speci-
fied pause time. It then selected a random destination in the given space and
moved to that destination at a speed distributed uniformly between 0 and some
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maximum node speed. Upon reaching the destination, the node paused again
for the pause time, selected another destination, and proceeded from there as
previously described. Each node repeated this behavior for the simulation time.
Each run of the simulator accepted a scenario file as an input that describes the
initial location and mobility pattern of each node in the network. We ran our
simulations with movement patterns generated for 5 different pause times; 0, 30,
60, 120 and 300 seconds. A pause time of 0 second corresponds to continuous
motion. On the other hand, a pause time of 300 seconds corresponds to no mo-
tion since the length of the simulation was set to 300 seconds. We experimented
with two different maximum speeds of node movement, 1 m/sec and 20 m/sec.

For the energy model, initial energy for all nodes was set to 100 J. The amount
of energy consumption for packet transmission were set to 0.66 J. For packet
reception, it was assumed that 0.395 J was consumed. A mobile node was set to
consume 0.035 J during idle state.

For P2P systems, we set the number of P2P nodes to 30 among 50 mobile
nodes. Half of the P2P nodes were set to freeloaders. Non-P2P nodes were used
just to form an ad-hoc network. We set the ratio of ultrapeers to leaf nodes to
1/4 among the P2P nodes. For each P2P node, PING TIMEOUT was set to 30
seconds. GnutellaSim [15] was used for Gnutella. For each Gnutella messages,
initial TTL value was set to 7 as recommended in [9]. For the proposed system,
the minimum interval to generate UADV messages was set to 30 seconds. Umax

was set to 4. Considering minimum value for the remained energy amount for
ultrapeers after conducting simulations for Gnutella, Wmin was set to 0.15. The
value of β in Eq. 1 was set to be 0.7 after investigating query success rates with
various values of β.

5 Performance Evaluation

In this section, we present the results of simulations that were conducted ac-
cordingly as described in Section 4, and evaluate the obtained results to see
the performance of the proposed system over Gnutella. As measures for the
performance, we investigated query success rate, query response time, overhead
generated by the P2P systems, and the remained energy ratio in the peers.

The query success rate represents the ratio of queries that are replied by
one or more query hits over the total initiated queries. The query success rate
obtained from the simulation is shown in Fig. 1 for the various pause times and
the maximum node speeds. Overall, the query success rate became lower as the
mobility of nodes decreased. When the maximum node speed was 1 m/sec, query
success rates were almost same regardless of pause time for the proposed system
and Gnutella. However, both systems gave better query success rates when the
maximum node speed was 20 m/sec. As it can be seen in Fig. 1, the proposed
system gave better query success rates consistently over Gnutella regardless of
maximum node speeds. On average, the proposed system gave about 19% higher
query success rate than Gnutella.
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Fig. 2. Average query response time

Next, we investigated the query response time. The query response time is
the time duration from the time when query is sent to the time when the cor-
responding query hit is received at the query initiator. Fig. 2 shows the average
query response time. The average improvement of the query response time of
the proposed system over Gnutella were 31% for the maximum speed of 1 m/sec
and 33% for the maximum speed of 20 m/sec. As the node mobility got higher,
the query response time became shorter. For the proposed system, the query
response time for the stationary nodes was 71% slower than the query response
time when the maximum node speed was 20 m/sec and pause time was 0 second.
Such a trend was very similar for Gnutella too.

In order to calculate the overhead generated by the P2P systems, messages
that are used to maintain the connectivity and to report status of the system
were considered as overhead messages. For Gnutella, ping and pong messages
were counted for the overhead. For the proposed system, ping, pong, and UADV
messages were counted. Fig. 3 shows the average number of the P2P overhead
messages generated, and Fig. 4 shows the consumed bandwidth by the P2P
overhead messages. On average, the proposed system generated 75% less ping
messages than Gnutellla. Also, the average number of pong and UADV mes-



A Power-Aware Peer-to-Peer System for Ad-Hoc Networks 869

0

200

400
600

800

1,000

1,200
1,400

1,600

1,800

Gnutella Proposed
Sys.

Gnutella Proposed
Sys.

Gnutella Proposed
Sys.

Gnutella Proposed
Sys.

Gnutella Proposed
Sys.

N
um

be
r o

f m
es

sa
ge

s

UADV
Pong
Ping

0

200

400

600

800

1,000

1,200

1,400

1,600

1,800

Gnutella Proposed
Sys.

Gnutella Proposed
Sys.

Gnutella Proposed
Sys.

Gnutella Proposed
Sys.

Gnutella Proposed
Sys.

N
um

be
r o

f m
es

sa
ge

s

UADV
Pong
Ping

0                               30                              60                                  180                         300
Pause time (sec)

(a)

0                               30                              60                                  180                         300
Pause time (sec)

(b)

Fig. 3. Overhead generated by the P2P systems in message counts (a) Maximum node
speed=1 m/sec (b) Maximum node speed=20 m/sec

0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
2.2

0 30 60 90 120 150 180 210 240 270 300

Pause time (sec)

P
2P

 o
ve

rh
ea

d 
(K

bp
s)

Proposed system speed=1m/s
Proposed system speed=20m/s
Gnutella speed=1m/s
Gnutella speed=20m/s
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sages generated by the proposed system was 66% less than the number of pong
messages generated by Gnutella. When the maximum node speed was 1 m/sec,
the overall overhead messages generated by the proposed system were only 44%
of those by Gnutella. When the maximum node speed was 20 m/sec, the overall
overhead messages generated by the proposed system were 39% of the overhead
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messages generated by Gnutella. For the bandwidth consumed by the overhead
messages, the proposed system consumed 57% less bandwidth than Gnutella.

For the remained energy ratio, we investigated two terms. The first one is
the average remained energy ratio with respect to the full battery power for all
the P2P nodes in the system. The second one is the minimum remained energy
ratio among ultrapeers in the system. The result of the average remained en-
ergy ratio investigated for all the P2P nodes is shown in Fig. 5. The proposed
system provided better energy efficiency as the pause time decreased. When the
nodes did not move, the difference in the remained energy ratio between the pro-
posed system and Gnutella was only 5%. However, as the pause time decreased,
the remained energy ratio in the proposed system became 1.5 times of that in
Gnutella. Fig. 6 shows the minimum remained energy ratio among ultrapeers
after the simulations. The proposed system provided the minimum remained
energy ratio which was three times of the minimum remained energy ratio by
Gnutella when maximum node speed was 1 m/sec and the pause time was 0 sec-
ond. For the maximum node speed of 20 m/sec, the proposed system provided
50% more minimum remained energy ratio than Gnutella for ultrapeers. Since
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a specific peer acted as an ultrapeer without considering any power condition
in Gnutella, the average remained energy ratio became lower and the overall
system lifespan became shorter. On the other hand, the proposed system used an
efficient ultrapeer election scheme in order to incorporate the remained battery
power as a consideration for the role of an ultrapeer.

6 Conclusion

In this paper, we proposed an enhanced version of Gnutella system that can
efficiently operate in the ad-hoc networks. The objectives of our proposal is
to increase the performance of the P2P system by reducing overall overhead
incurred by the P2P system and by choosing appropriate ultrapeers with con-
sideration of battery power. For that, we introduce a metric for servents in the
P2P system. The metric takes connectivity, energy level, and the commitment
level of the participating servents into account, and is used for the selection
of ultrapeers. Proactive approach is used to provide up-to-date information on
the ultrapeers by delivering ultrapeer advertisements periodically. Based on the
analysis of the results obtained through extensive simulations, the proposed P2P
system outperformed Gnutella remarkably.
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Abstract. We approach the problem of load balancing for wireless
multi-hop networks by distributed optimisation. We implement an ap-
proximation algorithm for minimising the maximum network congestion
as a modification to the DSR routing protocol. The algorithm is based
on shortest-path computations that are integrated into the DSR route
discovery and maintenance process. The resulting Balanced Multipath
Source Routing (BMSR) protocol does not need to disseminate global
information throughout the network. Our simulations with the ns2 sim-
ulator show a gain of 14% to 69% in the throughput, depending on the
setup, compared to DSR for a high network load.

1 Introduction

Ad hoc networks are communication networks formed by a number of nodes,
which are small radio devices with limited computational capacity [1]. Perhaps
the most significant advantage of ad hoc networks – and simultaneously an im-
portant design goal – is the ease of deployment. Ideally, it should be possible to
deploy the nodes in the area of operation and have them self-organise to route
traffic as necessary. Such a setup would be useful in a variety of environments
ranging from military operations and disaster relief to commercial applications.

Ad hoc networks also present challenges. Nodes are usually battery-operated,
as they should not depend on an external energy supply, and battery life is often
a limiting factor. The radio transmission channel is limited in bandwidth and
shared among nearby nodes. Determining and maintaining the network topology
in a distributed fashion is a challenging problem, particularly if the network
topology changes during operation due to addition, removal, or mobility of nodes.

Two properties of algorithms are particularly desirable in an ad hoc context.
First, an algorithm should be mathematically justified. Analysing an algorithm
mathematically gives insight into when it can be expected to work and when
not. Linear and integer programming formulations can typically be applied in
this approach to gain optimal solutions for small problem instances or good
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approximate solutions for larger instances. Such methods have been applied to
optimisation of sensor-node coverage [2] and lifetime in energy-constrained net-
works [3], but these approaches typically require collecting state information to
a central location to perform the optimisation, adding undesired hierarchy and
a point of failure.

Second, an algorithm should be distributed and non-hierarchical. Each node
should follow a simple set of rules to cooperate in computing the optimum.
Neither the size nor the number of messages should grow rapidly with the size
of the network. Such approaches have been used for bandwidth optimisation [4].
Certain energy-aware modifications of routing protocols such as AODV or DSR
also fall into this category. However, formal analysis of heuristic optimisation
methods is difficult and usually only simulation-based analysis is applicable.

In mathematically justifiable distributed algorithms, the nodes typically com-
pute graph-based properties, such as shortest paths or spanning trees, in a dis-
tributed and iterative manner. This enables theoretic analysis of the expected
quality of the solution and the convergence of the algorithm towards the opti-
mum. Such methods have been applied to adjusting transmission power levels
based on lowest-cost energy paths [5] and routing around congested nodes based
on node potentials and the steepest gradient method [6].

In this paper, we present the Balanced Multipath Source Routing (BMSR)
protocol that extends the Dynamic Source Routing Protocol (DSR) [7] to use
multipath routing for balancing data traffic. Multipath extensions to DSR have
been previously studied: Nasipuri, Castañeda, and Das [8] introduce alternate
routes to the route discovery process, whereas Wu and Harms [9] propose a
heuristic redirection of RREP messages to gain alternative routes. The focus has
been primarily on the computation of node or link-disjoint paths, as they provide
a higher fault tolerance in the presence of failures. Ganjali and Keshavarzian [10]
state that multipath routing alone can not improve load balancing: as node den-
sity increases, the choice of shortest paths connecting any pair of nodes leads to
congestion in the centre of the network. They conclude that additional incentive
is needed to push traffic away from the centre.

Multipath-based network optimisation has been studied extensively for wired
networks. Vutukury and Garcia-Luna-Aceves [11] propose an algorithm to min-
imise delay by heuristic redirection of flow over multiple paths. Basu, Lin and
Ramanathan [6] present a potential-based routing method that forwards pack-
ets using steepest gradient search and propose a traffic-aware routing algorithm.
This approach relies on a link-state routing algorithm for the dissemination of
link information throughout the entire network.

However, most proposals are not directly applicable to ad hoc networks due to
the aforementioned limitations. Our proposed BMSR protocol constitutes mod-
ifications of the DSR protocol and obtains multiple source-destination routes by
a linear programming approximation algorithm that minimises flow congestion
[12]. The algorithm relies on the computation of shortest paths determined by
an adaptive cost metric using link weights. Using distributed weight updates we
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avoid dissemination of global information. In our simulations we achieve a gain
of 14% to 69% in the throughput, depending on the setup, compared to DSR.

The paper is organised as follows. In the next section, we describe the linear
programming approximation algorithm, followed by a brief overview of the basic
operation of DSR. Thereafter, we describe extensions that were made to DSR in
order to implement the approximation algorithm, which constitute the proposed
BMSR protocol. Section 3 presents simulation results with the ns2 [13] network
simulator. Finally, Section 4 concludes the paper and outlines future research
directions.

2 Distributed Load Balancing

In this section we describe the BMSR protocol, which is an extension to DSR
for load balancing by multi-path routing. DSR normally uses one route from
the source node to the destination node. However, extending DSR to use more
routes is relatively easy and may improve reliability, throughput, and load bal-
ancing. We model choosing a set of source routes as a min-max congestion multi-
commodity flow problem and describe the implementation of the approximation
algorithm BMSR is based on.

2.1 Approximation Algorithm

We model the ad hoc network as a directed graph G = (V, E) with vertices
representing the radio nodes of the network and edges representing links between
the radio nodes. For two vertices i, j ∈ V , we have a directed edge (i, j) ∈ E if
there exists a link from radio node i to j.

We consider routing as a multicommodity flow problem: each commodity c
represents one data stream of traffic of volume vc from the source sc to the
destination dc. When tc(i) represents the supply of commodity c at vertex i, we
have vc = tc(sc) = −tc(dc) and tc(i) = 0 for all other nodes i. The task is to find
flows xc

ij of commodity c along each edge (i, j) that satisfy the flow requirements

tc(i) +
∑

(j,i)∈E xc
ji −

∑
(i,j)∈E xc

ij = 0 (1)

for each commodity c and vertex i. Within these constraints we choose xc
ij to

minimise the maximum congestion:

min max(i,j)∈E fij/uij , (2)

where fij =
∑

c xc
ij is the total flow along edge (i, j) and uij is its capacity.

Many algorithms exist for solving such linear optimisation problems when
the whole state of the network is known. In contrast, we need an optimisation
algorithm that can be implemented so that the individual nodes cooperate to
determine the optimum by passing only a reasonable number of messages of rea-
sonable size. The approximation algorithm that we use for min-max congestion
multi-commodity flow is from [12]; it computes a flow x over a set of paths,
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taking as input a graph G = (V, E) and a list of flows of volume vc from source
sc to destination dc, with parameters I and ε.

1. Initialise wij = 1 for each edge (i, j) ∈ E. For each edge (i, j) and every
commodity c (with source node sc and destination node dc ∈ V ), set the
flow xc

ij = 0.
2. For each of the I iterations, do the following computation:

(a) For each source-destination pair of nodes sc and dc, compute the shortest
path p(sc, dc) with respect to the edge weights defined by w.

(b) Let yc be the flow vector resulting from routing vc units of flow on the
shortest path p(sc, dc). For each edge (i, j) ∈ E, assign xc

ij := xc
ij + yc

ij

and
wij :=

(
1 + ε

∑
c

yc
ij

)
wij . (3)

3. Scale the total flow by letting x := x/I.

In this formulation, each edge has the same capacity u. To obtain flows for
which the maximum congestion is at most (1 + ε) times the optimal value, it
suffices to run the algorithm for

I ≥ ⌈
4m log m/ε2

⌉
(4)

iterations, where m is the number of edges.

2.2 DSR Operations

DSR [7] is an on-demand source routing protocol: the source includes the whole
route in every packet sent. This property eliminates the need for actively main-
taining routing information at intermediate nodes and enables an easy integra-
tion of multipath routing. Nodes keep routing information in their route cache,
which can also contain routing information that was overheard from neighbour-
ing nodes.

The basic DSR protocol consists of two operations: route discovery and route
maintenance. If a source node wishes to send a packet to a destination to which it
does not have a route in its route cache, it initiates the route discovery process by
broadcasting a route-request (RREQ) message to its neighbours. Upon receiving
the RREQ, nodes consult their route cache and can decide to send a route-reply
(RREP) message back to the source. If they do not know a route to the destination,
they append their own address to the list of nodes in the RREQ and forward
the request further, until it eventually reaches the destination. The destination
obtains a route from the source to itself by consulting the list of nodes that
forwarded the RREQ. In the presence of bidirectional links, it can simply reverse
this route and use it for sending a RREP message along this route to the source.

A sequence number mechanism ensures limited forwarding of RREQ’s by inter-
mediate nodes. In route discovery, a node only forwards each RREQ at most once.
Since shorter routes require fewer hops, the first RREQ to reach the destination
is likely to have taken a route that is (close to) minimal in terms of the hop
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count. Therefore, DSR chooses routes not much longer than the shortest route
between source and destination. Although in principle multiple routes to the
same destination may be contained in the route cache, e.g. by overhearing other
routes, the nodes always pick the shortest route from the cache.

The basic route maintenance includes reliable packet transmissions from one
hop to the next, e.g. utilising link-layer acknowledgements. Additionally, there
are other operations initiated on-demand. If a source route breaks, the source
is notified by an intermediate node detecting the break. The source can then
choose to select an alternative route to the destination by consulting its route
cache, or initiate a new route discovery. In the case that the intermediate node
has a different route to the destination in its own cache, it can initiate packet
salvaging and forward the packet using this alternative route.

2.3 The BMSR Protocol

The shortest-path methodology of the approximation algorithm enables a simple
extension to DSR; the computation of shortest paths is similar to that of the
original protocol. Our approach differs from DSR in that DSR initiates route
discovery when necessary, while BMSR uses an initial setup phase to proceed
through the iterations of the balancing algorithm. Each source obtains one bal-
anced route to the destination per iteration. Some routes may occur more than
once. After the setup phase, every packet sent by the source follows a randomly
chosen cached route. Unlike in DSR, the routes are not removed from the cache
when link failures occur, as the failure may be due to temporary link congestion.

We implement BMSR by modifying DSR’s route discovery and route mainte-
nance operations. The DSR route control messages RREQ and RREP are extended
to include iteration-index, cost and flow-value fields. These fields correspond
to the variables needed for the algorithm of Section 2.1. For clarity, we refer to
these modified messages by BREQ and BREP. Instead of computing shortest routes
based on hop-counts, the nodes compute the minimum-cost route for each iter-
ation of the balancing algorithm and each source and destination pair. The cost
of a route is the sum of the link costs w on that route. Each node keeps track
of the weight of and the flow on each incoming link (i.e., those links that it
may use to receive a BREQ message from a neighbour). BREQ messages carry, in
addition to the list of addresses of nodes that re-broadcasted the message, the
accumulated route cost from the source. An intermediate node adds the cost of
the incoming link on which it received the BREQ to the accumulated route cost
of the BREQ upon re-broadcasting it. Later, however, an intermediate node may
receive another BREQ packet with the same iteration index. If the new BREQ has
a lower-cost route from the source than the previous one, the intermediate node
re-broadcasts it.

When the destination receives a BREQ packet, it must wait a short period
for possible lower-cost BREQ packets. The destination only replies with a BREP
to the BREQ with lowest cost. The flows and weights are updated along the
route used when the destination sends the BREP packet back to the source. As
the link weights and therefore the least-cost routes are subject to change at
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each iteration, the balanced routing algorithm can not rely on DSR’s caching
mechanism to narrow down the dissemination of BREQ messages in the network.
Therefore, BREQ’s have to spread by flooding through the network. Since the
parameters ε and I can be used for a trade-off between route-control overhead
and quality of the solution, this effect can be adjusted to the network setup.
Additionally, the setup phase is only performed once even for long data streams.

As mentioned above, routes that are broken due to temporarily congested links
stay in the cache and do not get invalidated. For a larger number of iterations the
effect of a single link failure diminishes, as the source randomly selects balanced
routes from the cache.

3 Experiments

We consider a stationary grid network with source and destination pairs. The
chosen traffic pattern resembles a mesh-network scenario, where a large amount
of constant bit rate (CBR) data is transfered through an already congested
network. When a sudden demand arises for transmitting a large amount of data
between a dedicated pair of nodes, e.g. between a control centre and rescue
teams, one aims to deliver as much of the critical data as possible. For this
purpose one must balance the traffic among the nodes and utilise the network
capacity to maximise throughput over source-destination pairs.

We compare BMSR to DSR by using ns2 to simulate it on a 10 by 10 square
grid with two CBR flows, from s1 to d1 and from s2 to d2; see Fig. 1 for the
network setup. Both CBR sources are transmitting with a previously determined
rate and packet size. See Table 1 for the particular parameter values. Prior to
initiating the CBR traffic, we run the balancing algorithm of Section 2.1 for a
chosen value of ε and a chosen number of rounds I to select routes that give an
approximately balanced flow in the sense of minimising the maximum congestion.
We run a series of long simulations to obtain estimates of the throughput of the
network, defined as the average rate of CBR data that was received by the
destinations. In the following we will refer to this metric as the performance for
the particular choice of parameters. We use the same source-destination setup
to transmit data using the DSR implementation provided in ns2.

Table 1. The parameters used in ns2 simulations

CBR packet size
(B)

256, 512,1024, 2048 MAC bandwidth 1Mbit

CBR data rate 160 Kbit/s MAC protocol 802.11 with RTS/CTS

Antenna type OmniAntenna Propagation model TwoRayGround

Max. IFQ length 50 Max. route length 22

Network size 2.4 km × 2.4 km Node count 100

Simulation time 1500 s Balancing setup 500 s
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s2

s1
d1

d2

Fig. 1. The simulation setup: two source-destination pairs (s1, d1) and (s2, d2) are
placed “off-by-one” on the opposite sides of the grid. The source nodes s1 and s2 send
data packets at constant rate to their respective destination nodes d1 and d2. Each
node may communicate with the nodes beside, above or below it.

In addition to throughput, we study the distribution of routes over the nodes
by calculating the number of forwarded CBR packets at each node. We expect
most packets to be forwarded by nodes located near the centre of the network,
as these routes are shortest and the algorithm initially prefers shorter routes
over longer ones. However, the central nodes should not be loaded much more
heavily than those on slightly longer paths.

A balanced network load should also reduce collisions and interface queue
(IFQ) overflows in the network. The IFQ contains packets that are scheduled
to be transmitted over the network interface. Hou and Tipper [14] observed that
one of the main reasons for the decline in throughput for congested networks
running DSR is the overflow of the IFQ of congested nodes. Besides queue
overflows, collisions of the media access control (MAC) layer control messages
and CBR packets are expected to degrade the performance. Although we do
not expect the number of collisions to be significantly lower compared to the
DSR route selection, we would expect a more even distribution over the nodes,
preventing bottleneck formation. Figure 2 shows simulation results for two CBR
packet sizes.

We use the following measures: CBR packet load ; the number of CBR packets
sent by the MAC layer of the node. Note that there are in total 20000 and 10000
packets per source for packet sizes of 1024 and 2048 bytes respectively. This value
does not correspond to the actual number of successfully forwarded packets, as
drops and collisions have to be subtracted. Sources were excluded from Fig. 2
for clarity. CBR packet collisions; the number of CBR MAC layer collisions
caused by interference that occurred at each node, excluding the sources. These
numbers do not necessarily coincide with the number of dropped packets, as
the MAC layer uses a retransmission scheme. IFQ overflows caused by CBR
packets ; the number of IFQ overflow events that occurred at each node.

One might expect DSR to favour shorter routes, yielding an increased net-
work load within the centre of the grid that results in interference and a low net-
work throughput. BMSR should recognise areas of higher congestion and after



880 A. Schumacher et al.

CBR packet load CBR packet collisions IFQ overflows caused
by CBR packets
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Fig. 2. Averages over five runs for the performance measures of DSR and BMSR for
I = 160 iterations and ε = 0.05 for two CBR packet sizes; variations were negligible.
Source and destination nodes are indicated by dashed circles.

initially selecting shorter routes, select routes that avoid the potentially con-
gested areas. In Fig. 2, we only observe minor differences for BMSR and DSR.
Depending on the averaging of packet load over the rather long simulation run,
the load for DSR appears to be well balanced. The reason is that within the
congested network, rediscovered routes will typically be different from recently
broken routes. There is a slightly higher utilisation of boundary nodes by DSR,
but the overall network load for BMSR is higher than for DSR, which can be
explained by the higher throughput, discussed later in this section.

Due to higher load, BMSR encounters more collisions compared to DSR. A
remarkable effect is the concentration in the quadrant of the network formed
by the square with the sources on its diagonal. The effect is apparent for both
algorithms and packet sizes, but emphasised for BMSR and 1024-byte packets.
Nodes within this part of the network may be relaying packets from both sources
in roughly opposite directions. Hence they have to transmit packets in more
diverse directions than nodes within the vicinity of the destinations.

As the MAC layer transmission of a CBR packet includes a request to send
(RTS)/clear to send (CTS) handshake, collisions are more likely to occur when
nodes are transmitting in different directions than when the packets travel
roughly in the same direction. DSR always uses the shortest known route to
the destination. Therefore, subsequent packets for the same destination are less
likely to interfere with each other. The distribution of IFQ overflows follows
basically the same principle. We, however, observe a major difference between
BMSR and DSR: the single-path routing of DSR leads to the formation of bot-
tleneck nodes due to congestion in the bottom left quadrant of the network. As
DSR prefers shorter paths, such overloading of nodes is restricted to the band
of nodes between the sources. The effect is stronger for smaller packet sizes,
explained by the increased MAC layer overhead. BMSR shows hardly any IFQ
overflows at all, except within the vicinity of the sources.

Figure 3 shows the performance of both routing protocols over time. Com-
paring throughput for BMSR and DSR, one observes larger fluctuations for
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DSR. A major reason for the throughput stability of BMSR is that broken
links do not cause route invalidation. Therefore, its performance is determined
during the initial setup phase of the algorithm. To compensate the fluctuations
of DSR, we consider the throughput over 1000 s from the time when CBR trans-
missions have been initiated to compare both algorithms in the following. For
both packet-sizes BMSR clearly outperforms DSR.
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Fig. 3. Average throughput of both source-destination pairs in KB/s versus simulation
time for a single run of BMSR and DSR. Note that the setup stage for BMSR is
omitted from the plot. The parameter values for the balancing algorithm were I = 160
and ε = 0.05. The horizontal lines are averages over the entire simulation.
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Fig. 4. Performance in KB/s as a function of I and ε for CBR packet size 2048:
BMSR, DSR, and random route selections of I routes between source-destination
pairs. All values are averages over at least 15 repetitions (standard deviations shown).
The legend ordering corresponds to the throughput value at I = 160.

We also studied the effect of the I and ε parameters on the performance.
The results are summarised in Fig. 4 and are mostly as expected; already for a
modest number of iterations we obtain throughput superior to DSR. There is
a dependency of the throughput on ε and I: for larger values of ε, fewer iterations
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are needed to obtain a good throughput, but running a large number of iterations
with a small value of ε yields a slightly better throughput.

A curious phenomenon in the results is that for a given value of ε, the through-
put first increases rapidly as I increases but after reaching a maximum, the
throughput starts to decline gradually. We can only offer a heuristic explanation
of this phenomenon. As the optimisation algorithm progresses, the weights of the
most congested edges will come to completely dominate the search for the least
cost route from the source to the destination. With a large enough iterations
count, the algorithm only seeks to balance the flow on those edges without any
regard for the traffic situation in the rest of the network. We also ran the tests
for other values of ε, but omitted some from the figure for clarity; for ε ≤ 0.05,
the peak performance had not yet been reached for I = 160.

However, in our experiments we ran considerably fewer iterations than rec-
ommended by (4). For small values of ε, in the first iterations the weight of each
edge remains at approximately 1, and thus the paths found by BMSR will be
essentially fewest hop paths. It seems plausible that instead of only optimising
the hop count, or only balancing the flow along the most congested edges, good
results could be obtained by taking both factors into consideration – and we
hypothesise that this is what happens when the number of iterations I is less
than recommended by (4).

The results shown in Fig. 2 indicate that there is a qualitative difference in
the performance of BMSR and DSR for different packet sizes. Figure 5 shows
throughput and packet delay for various packet sizes. The throughput perfor-
mance of DSR seems to increase until a critical packet size, after which increas-
ing the packet size further decreases DSR’s performance. We assume this to be
caused by the interdependence of the two main reasons of packet loss: collisions
of CBR packets due to interference and IFQ overflows.

BMSR aims at decreasing link congestion; it reduces the number of IFQ
overflows, as shown in Fig. 2. We conclude that increasing the packet size reduces
the negative effect of collisions on throughput for BMSR: increasing packet size
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Fig. 5. On the left, throughput in KB/s versus packet size, and on the right, delay in
seconds versus packet size, for parameter values I = 160 and ε = 0.05. All values are
averages over at least 15 repetitions. Note the logarithmic scale for the packet size and
that the CBR rate is 160 Kbit/s for all runs.
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for a constant CBR rate reduces the number of packets and therefore the total
MAC layer overhead. However, the time frame required for the transmission of a
single packet increases correspondingly and retransmissions become more costly.
Still the effect of losing larger packets due to IFQ overflows seems to outweigh
the impact of collisions.

As Fig. 5 indicates, DSR packet delay grows nearly linearly with packet size,
whereas BMSR shows a clearly lower, approximately constant delay. This is
most likely due to the fact that after the initial setup phase BMSR uses a static
routing scheme.

4 Conclusions and Future Work

We studied the application of a linear programming approximation algorithm
to distributively optimise network bandwidth in a wireless multi-hop network.
The algorithm aims at minimising the maximum flow over any edge in the input
graph. We integrated it into the DSR route-discovery process in a distributive
manner and obtained significant increase in throughput for the studied topology.
The topology considered was static and regular. As future work we are inter-
ested to consider more general network topologies, non-uniform spatial node
distributions, and to incorporate mobility.

We believe that optimising link congestion proves successful also for other
topologies with a uniform distribution of nodes and a relatively regular graph
structure. For non-uniform topologies we expect the optimisation for node-based
metrics to work better. We plan to study the effect of node-based metrics on the
balancing algorithm, such as optimising for node congestion. We would expect
edge congestion to serve well in uniform topologies, but a node-based approach
to give better results in non-uniform topologies, where the load on single hubs
may get heavy due to a high number of neighbouring nodes.

The static-network and the uniform-node-distribution assumptions are essen-
tial in the current formulation of the algorithm. Besides considering node-based
optimisation metrics, we want to consider a steady-state formulation of the algo-
rithm, e.g. by enabling a calculation of the edge weights depending on the present
edge flow. Further applications of the BMSR protocol, such as energy-efficient
routing, are to be considered as well.

The results presented in this paper show the potential of using mathematically
justified distributed optimisation techniques for ad hoc networks. By utilising
shortest-path computations integrated into the DSR route discovery, we obtain
an improvement in throughput of 14% to 69% compared to DSR for a network
with high load. The assumption of a static network with a uniform spatial dis-
tribution of nodes does not seem too restrictive. We are convinced that it can
serve as a starting point for further investigating the potential of distributed
optimisation for ad hoc networks.
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